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Preface

As the world becomes increasingly concerned about affordable health care, fast and

effective screening methods for drugs in different formulations are required in the

course of their development. Moreover, a more personalized medicine demands

production of drugs in very small volumes. For both, the microfluidic approach

seems ideally suited. With miniaturized systems that can be realized by microfab-

rication processes, new tools for research and development but also new products

become available. New and better technologies for screening, for production

by micro-reaction technology and micro-bioreactors, for small-scale processing

of drug formulations, as well as for drug delivery are under development. Inter-

disciplinary research involving typical engineering disciplines and life science

disciplines is the key for a further development of this field. This challenge has

been accepted by the Center of Pharmaceutical Engineering (PVZ) of the TU

Braunschweig established in 2012 where research groups from the pharmaceutical

sciences, from biology, from process engineering, and from microtechnology

intensively collaborate. Many but not all chapters of this book are written by

authors active in this research center.

The book shall provide a comprehensive state-of-the-art review of microfluidic

approaches and applications in pharma technology. It shall help students and

postgraduate students with an interdisciplinary interest from both the pharmaceu-

tical field and the engineering field but also process developers in the pharmaceu-

tical industry and scientists with an overview of technologies and applications in

this growing field of research.

I am grateful to all the authors for their excellent contributions to this book.

I want to thank the management team of the PVZ, in particular Christel Müller-

Goymann and Arno Kwade, the key persons to bring their vision and ideas into the

reality of the new research center PVZ and Heike Bunjes, with whom I enjoy

leading the postgraduate program “μ-Props” in which topics of this book continue

in ongoing research. Special thanks go to Sabine Kral-Aulich who far in excess of

what I could expect helped me in completing the book by keeping contact with the
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authors and with the publisher and by working on all the details and adjustments

necessary to bring the manuscripts and this book into a suitable format without

losing her patience.

Braunschweig, Germany Andreas Dietzel

September 2015
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M. Leester-Schädel IMT—Institute of Microtechnology, Technische Universität

Braunschweig, Braunschweig, Germany

T. Lorenz IMT—Institute of Microtechnology, Technische Universität

Braunschweig, Braunschweig, Germany

R. Luttge Department of Mechanical Engineering, Microsystems Group and

ICMS Institute for Complex Molecular Systems, Eindhoven University of

Technology, Eindhoven, The Netherlands

MESA+ Institute for Nanotechnology, University of Twente and MyLife Technol-

ogies BV, Enschede, The Netherlands

S. Llad�o Maldonado IBVT—Institute of Biochemical Engineering, Technische

Universität Braunschweig, Braunschweig, Germany

C.C. Müller-Goymann Institut für Pharmazeutische Technologie, Technische

Universität Braunschweig, Braunschweig, Germany

PVZ—Center of Pharmaceutical Engineering, Technische Universität

Braunschweig, Braunschweig, Germany

S. Reichl Institut für Pharmazeutische Technologie, Technische Universität

Braunschweig, Braunschweig, Germany

PVZ—Center of Pharmaceutical Engineering, Technische Universität

Braunschweig, Braunschweig, Germany

C. Richter IMT—Institute of Microtechnology, Technische Universität

Braunschweig, Braunschweig, Germany

C. Schilde TU Braunschweig, Institut für Partikeltechnik, Braunschweig,

Germany

x Contributors



H. Wachtel Boehringer Ingelheim Pharma GmbH & Co. KG, Ingelheim am

Rhein, Germany

M. Windbergs Department for Biopharmaceutics and Pharmaceutical Tech-

nology, Saarland University, Saarbrücken, Germany

Helmholtz Centre for Infection Research (HZI), Helmholtz Institute for

Pharmaceutical Research Saarland (HIPS), Saarbrücken, Germany

Contributors xi



Chapter 1

A Brief Introduction to Microfluidics

A. Dietzel

1.1 Initial Remarks

With the enormous developments in micro- and nanofabrication, a new research

field for scientists and engineers called micro- or nanofluidics was opened. While

printer cartridges from which an ink-jet nozzle can shoot picoliter volume droplets

of ink onto a sheet of paper are still one of the most prevalent microfluidic devices,

this book focuses on the pharmaceutical and biochemical applications of

microfluidics. Picoliter (10�12 L, equivalent to the volume within a cube of

10 μm edge length) droplets already appear very small, but are still large compared

to functional entities in biology and chemistry. A picoliter water droplet consists of

nearly 1013 molecules. In the same volume 104 bacteria and approximately ten red

blood cells would only fit. To design, build, and operate devices that can manipulate

drugs, particles, and biological materials like proteins and cells in miniaturized fluid

volumes can be considered as a central theme of microfluidics. Such devices also

known as Lab-on-a-chip systems (LOC), bio-microelectromechanical systems

(BioMEMS) or miniaturized total analysis systems (μTAS) allow us bridging the

gap between volumes which are familiar in classical laboratories or pilot factories

and the microscale volumes common in biology. They can be the key to automated

drug formulation, fast screening, protein crystallization, drug delivery,

microbiorectors, organ-on-chip, and many other applications.

There are many books that describe the fundamentals and the theory of

microfluidics in much more detail which will allow diving even deeper into the
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subject [2–4, 6, 7, 9]. In the following we will only briefly summarize what is

important to understand some basic concepts of Labs-on-chip and the principles of

fluid mechanics on which the other chapters of this book can build on.

1.2 Basic Concepts of Fluid Mechanics, Scaling

The basic concepts of pressure and buoyancy are assumed to be known. The

concept of viscosity a special property however shall briefly be recapitulated. Fluids

are much more deformable than solids. The force required to move two parallel

plates as sketched in Fig. 1.1 separated by a liquid film of thickness Δy against each
other with a velocity difference Δv depends on the plate’s area and a quantity μ
called the viscosity which is characteristic for a certain fluid:

F ¼ μA
Δv
Δy

ð1:1Þ

The force to shear fluids is proportional to the rate of distortion (Δv in this case)
which distinguishes them from solids, which are sheared by a force proportional to

the distortion. For many fluids, which are called Newtonian, the viscosity can be

assumed to be independent of velocity.

In general, forces acting on a surface can consist of components which are either

normal or tangential to the surface. The tangential force per unit area also called

shear stress will shear the fluid with a velocity as given in (1.1). The force per unit

area normal to the surface will compress or dilate the fluid and is also called

pressure. If we consider a volume element in a fluid not only forces localized to

surfaces may act on it (as result from pressure or shear stress) but also volume

forces like gravity or electromagnetic forces acting via fields from a distance

influence the volume element.

As a consequence of volume and surface forces volume elements that move in a

fluid stream, can be translated to a different position, can rotate and can be dilated or

compressed. Flows can be visualized when tracers like bubbles, dyes, or small

particles are added. To describe what is going on in a fluid one has two choices. One

can pick a finite fluidic volume element and follow that element while it moves in

the stream. To select a fixed location and study the fluid passing by is the other

Fig. 1.1 Sketch illustrating

the concept of viscosity
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possibility. The first method is called the Lagrangian specification and the second is

called Eulerian specification of the flow field.

If one looks at a fluid element with the Lagrangian view, in other words in a

coordinate system that moves with the fluid element a mathematical description for

the balance of net forces (as sketched in Fig. 1.2) can be easily formulated:

inertial force
��������! ¼ pressure force

���������! þ viscous force
���������! ð1:2Þ

In a one-dimensional flow situation when an external force per volume fx (for
instance due to gravitation in flow direction) is encountered in addition we can

formulate this momentum balance for the forces per volume [N m�3] in Eulerian

coordinates as

ρ
∂v
∂t

þ ρv
∂v
∂y

¼ �∂P
∂x

þ μ
∂2

v

∂x
þ f x ð1:3Þ

The left side of this equation resembles the inertial terms necessary for the

description in Eulerian coordinates x, y. When the more general case of a three-

dimensional flow is considered, the momentum balance in vector form (vectors are

represented by bold characters) can be written using the Nabla Operator ∇ as

follows

ρ
∂v
∂t

þ v �∇v

� �
¼ �∇Pþ μ∇2vþ f ð1:4Þ

This is the basic Navier–Stokes-equation for the conservation of momentum

describing non-compressible fluids in which the viscosity does not depend on

position. In addition the conservation of mass for non-compressible fluids can be

formulated as

∇ � v ¼ 0 ð1:5Þ

Fig. 1.2 Net forces acting

on a fluid volume element
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Also the conservation of energy can be used to formulate a governing equation.

In practical situations the analysis may be simplified when some terms become

negligible. In particular, the inertial terms become negligible in comparison to

viscous forces for most microfluidic devices and (1.4) simplifies as

∇P ¼ μ∇2vþ f ð1:6Þ

The fluidic regime in which (1.6) sufficiently describes fluidic behavior is called

the Stokes-flow regime. Whether Stokes-flow approximation can be correctly

applied can be decided by calculating the dimensionless Reynolds number Re
which is the ratio of inertial forces over viscous forces

Re ¼ inertial force

viscous force
¼ ρ � v � L

μ
ð1:7Þ

where ρ is the fluid density and L the characteristic length of the system (L¼Δy
in the case shown in Fig. 1.1). Only for small values of Re which is typical for

many microfluidic systems (1.6) can be applied. Since no time dependency (unless

for external boundary conditions) remains the system reacts instantaneous to

external changes and all processes are reversible. In this regime the flow in pipes

or microchannel produces a parabolic velocity profile. Further the flow rate

Q ¼ ΔV=Δt through a tube in contrast to high Reynolds number regimes is always

a linear function of the pressure difference ΔP and in analogy to an electrical

circuit, a constant flow resistance RF of the tube can be defined as

Q ¼ ΔP � RF, RF / L4

μ � D ð1:8Þ

where RF depends on the cross-sectional shape, the length L, and the diameter D of

the tube. As a consequence most microfluidic networks can be handled like

electrical circuits where the rules of Kirchhoff apply (Fig. 1.3). Microtubes or

microchannels in series can be calculated like electrical resistors in series

(RF total¼RF1þRF2þRF3þ . . .) and microtubes or microchannels in parallel can

be calculated like electrical resistors in parallel (1/RF total¼ 1/RF1þ 1/

RF2þ 1/RF3þ . . .).

Fig. 1.3 Sketch illustrating

the analogy of electric and

microfluidic networks
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Scaling laws are helpful to understand the consequences of decreasing dimen-

sions of objects considered. Assuming a cube with an edge length L its volume is

given by L3 whereas the cubes surface area is given by 6 L2. If the cube shrinks in
every direction by one order of magnitude (by a factor of 10) the cube volume

reduces by a factor of 1000 but the surface area only by a factor of 100. As a

consequence, the surface-to-volume ratio increased by a factor of 10. This example

illustrates how a body’s surface area to volume ratio scales with its size. Similar

considerations for other quantities can lead to different scaling laws which often

provide arguments without going into a detailed analysis and are very helpful when

discussing microfluidics. Navier–Stokes equations are often difficult to solve in

practical situations but scaling can in such cases be used and the fluid mechanical

behavior can be understood with the help of dimensionless numbers like the

Reynolds number and more of those will be introduced in the following. These

dimensionless numbers resemble ratios of two quantities that characterize the

system and if such ratio in two experiments is the same both will show similar

behavior.

1.3 Drag and Diffusion

While moving through a fluid a body experiences force acting in opposite direction

to motion. This is a result of fluid friction and is called drag force. An example of

drag force is already discussed with Fig. 1.1. In a more generalized description that

holds also for other geometrical constellations than the one of two plates with

contact surface and the drag force is given as:

Fdrag ¼ CdA
1

2
ρv2 ð1:9Þ

This force depends on the relative velocity v of the body with respect to the fluid,
the effective drag surface A and the density of the fluid ρ. In different flow regimes,

the drag coefficient Cd assumes different forms. Cd equals
24
Re for small Reynolds

numbers (laminar regime) and assumes a constant value of ~0.44 at very high

Reynolds numbers. The effective drag surface of a sphere of radius r is ¼πr2. In
laminar flows, the drag force is a linear function of relative velocity, size of the

body, and viscosity, but does not depend on the fluid density and (1.9) takes the

form of Fdrag ¼ μ � 6πr � v where r is the Stokes radius of an object which can

deviate from the geometric radius to account for a non-spherical shape.

Diffusion is a random process leading to transport of mass. Brownian motion

discovered in 1827 already gives an indication that small particles can be moved by

this process. Diffusion transports molecules or very small particles from an area of

higher concentration to one of lower concentration. The flux j¼Δm/(Δt ·A)

1 A Brief Introduction to Microfluidics 5



associated with diffusive transport of mass Δm of a substance through unit area

A within a time interval Δt¼ 1 s depends on the gradient of concentration∇c of the
substance and stops as equilibrium is reached. It is described by Fick’s first law:

jdiff ¼ �D �∇c ð1:10Þ

where the diffusion constant D in [m2 s�1] describes the diffusive mobility of the

substance particles or molecules. From that first law, Fick’s second law can be

derived from this first law when the conservation of mass (the sum of diffusive

transports out/in a volume element is equal to a change in time if particle concen-

tration in that volume) is also assumed:

∂c
∂t

¼ �D �∇2c ð1:11Þ

Equation (1.11) can be solved when boundary and initial conditions are set to get

the time-dependent concentration profiles. For the one-dimensional example of an

initially sharp interface at x¼ 0 separating two areas of constant but different

concentrations of a molecule species at both sides (concentration step profile) the

distribution will smear out over time and assume an S-shaped profile (mathemat-

ically described as c¼ erf(x)). Around x¼ 0, the curve is approximately linear and

practically linear gradients can be generated. In addition to the diffusional transport,

the transport due to fluid convection also leads to flux of species:

jconv ¼ v � c ð1:12Þ

In the presence of both, diffusive and convective fluxes the Einstein–Stokes

equation describes the change of concentration in a differential control volume as

∂c
∂t

þ v �∇c ¼ �D �∇2c ð1:13Þ

While both Fick’s laws describe the phenomenon of diffusion in a mathematical

form which is in agreement with experiments, the interpretation of diffusion as a

result of random motion of particles was given first by Einstein in 1905 where he

related diffusion to viscosity and temperature as follows

D ¼ kBT

6πrμ
ð1:14Þ

The product of kB the Boltzmann constant and temperature T describes the

average kinetic energy of a molecule and 6πμr already appeared in (1.9) as the

friction resistance of a particle with stokes radius r. Einstein also showed that in

time t a particle would move by diffusion an average distance Ldiff,

6 A. Dietzel



Ldiff ¼
ffiffiffiffiffiffiffiffi
2Dt

p
ð1:15Þ

The most important consequence of this equation is that time scales with the

length squared. Assuming a saline solution (D¼ 10�5 cm2 s�1) in a cubic container

of edge length L¼ 10 cm containing a volume of 1 L, it would take 60 days to allow

saline molecules to fully travel through the volume by diffusion, in other words to

almost equilibrate their concentration. However, if the cubic container would be

shrunk by a factor of 1000 to have an edge length of 100 μm and a volume of 1 nL

equilibrium would be reached by diffusion already in about 5 s. In microfluidic

devices, convectional flow and diffusion both being mass transport processes are in

competition. While diffusional transport equalizes concentration gradients, con-

vection moves matter in a flow direction. The dimensionless Peclet number Pe
compares tdiff, the typical time for diffusive transport with the typical time for

convective transport tconv.

Pe ¼ 1

2

tdiff
tconv

¼ vL

D
ð1:16Þ

With v being the flow velocity and L the characteristic length as in (1.7) where

the Re was defined. Gradients can exist if Pe is large, otherwise diffusion will

equalize any gradient. Diffusive effects are brought in relation to the physical

dimensions of an environment directly using the Fourier number which is defined

as follows

Fo ¼ 1

2

L2diff
L2

¼ Dt

L2
ð1:17Þ

If a bolus of an analyte is injected into a stream of fluid it will become dispersed

as it travels through a microchannel. A pressure-driven laminar axial convection in

the channel can be described by solving (1.6) with suitable boundary conditions. It

is named Hagen–Poiseuille flow and is characterized by a parabolic velocity profile

in absence of external forces. In this case, the diffusion occurring in axial and

transverse directions combine and control the transport of the analyte. In certain

flow regimes, an increased apparent diffusion constant Deff is observed reflecting

faster analyte dispersion. This phenomenon was discovered by Taylor and Aris

[1, 14] and therefore named Taylor–Aris dispersion. It is illustrated in Fig. 1.4 for a

microchannel of radius r.
Three stages of dispersion can be distinguished

1. Ldiff � r , t � r2=D

This regime is uncommon in microfluidics and characterized by dominance of

convection and therefore a dispersion according to parabolic velocity profile is

observed in which v¼½vmax is the mean velocity in the tube. The bolus

continues to stick at the channel walls where flow velocity remains zero. With

1 A Brief Introduction to Microfluidics 7



starting influence of diffusion the concentration profile may be slightly broad-

ened in axial direction.

2. Ldiff � r , t � r2=D

This regime is characterized by concentration equilibration in radial direction

by diffusion. Radial exchange will allow the bolus to detach from the tube walls

and to start travelling with the flow. The bolus width is given by wbolus¼ 2vt.

3. Ldiff � r , t � r2=D

This regime is characterized by strong diffusion effects but the dispersion is

stronger than expected when only considering diffusion. Such Taylor–Aris

dispersion can be described introducing an apparent diffusion coefficient Deff

which equals D only for zero flow velocity (Pe¼ 0):

Deff ¼ D 1þ Pe2

48

� �
ð1:18Þ

Deff includes a diffusive component, and a dispersive component which

allows describing dispersion analogous to (1.15):

wbolus ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffi
2Deff t

p
ð1:19Þ

By radial diffusion the analyte molecules will visit both fast-moving and

slow-moving parts of the Poiseuille flow, so each molecule sees an average

velocity rather than the widely varying radially dependent x-velocities. The axial
diffusion induces broadening of the concentration profile while radial diffusion

Fig. 1.4 Schematic illustration of Taylor–Aris dispersion from top to bottom with progressing

time t: initial bolus at the top, second: bolus after elapsed time when the effect of diffusion is minor

in comparison with dispersive effect of the flow, third: at a time where a finite radial/transverse

diffusion has already occurred, bottom: at a time where diffusion already strongly influences

dispersion and interplays with convective transport

8 A. Dietzel



reduces the dispersive effects by diffusive exchange between slow- and fast-

flowing regions. In contrast to the other regimes, dispersion proceeds propor-

tional to t1/2 rather than t. It is further important to notice that transition to regime

3 can be reached by allowing longer travelling time/distance but also by reduc-

ing the tube diameter.

1.4 Mixing

Like under macrofluidic conditions it is often desired to mix or sort ingredients for

efficient chemical or biochemical processes or for analyzing components in a fluid.

However, microfluidic systems allow some different forms of manipulating the

distribution of substances and ingredients. A broad overview of microfluidic mixing

can be found in [8]. Sometimes it is desired to physically separate components of a

mixture in order to analyze each component or to concentrate or purify certain

species. In other cases, such as biochemical assays the reagent has to get into

intense contact with a functionalized surface, meaning that the reagents in the

system have to become well mixed. If kinetics shall be studied a system has to

become mixed much faster than the time scale of reaction kinetics. The Einstein–

Stokes equation (1.13) describes the transport of a chemical concentration (or other

conserved properties such as temperature) that moves with the fluid and does not

affect fluid flow. Many microfluidic systems are characterized by low Reynolds

number (laminar) but still high Peclet number (minimal diffusion). This regime

allows to easily isolate chemical species in microdevices. However, the same

situation also leads to challenges when species must be mixed. The challenge is

to achieve a thorough mixing of multiple samples in a short time in the absence of

turbulence. In a typical water-based microfluidic system (Re< 1) turbulent mixing

does not occur. However, diffusive species mixing is often still too slow and needs

to be intensified. In this regime, the so-called laminar flow patterning manipulates

the spatial distribution of chemical species. In a microchannel system (which can be

interpreted as a resistor network as described in Chap. 1) with one inlet of solution

with species A at a flowrate Q1 and with a second inlet of a solution of species B

with a flowrate Q2 a clear interface between the two streams will continue if the

mixing between these two species is slow. The fraction of the microchannel filled

with species A after the junction is given by Q1 (Q1þQ2). The interface location

can be predicted and if the channel depth is small compared to its width it appears as

sketched in Fig. 1.5 (left hand side).

Similar considerations can be made also for a system with more inlet flows and

species. The Peclet number for this system is given by Pe¼ v · d/D and the system is

mixed after fluid has passed a channel length of l > d · Pe which exceeds in most

practical cases the dimensions of a microfluidic chip. In the case illustrated on the

right hand side of Fig. 1.5 where the inflow of species B is symmetrically split into

two inlet channels, flow focusing for the A species in the middle of the channel

occurs if the channel after the junction is not too wide. Here, additional diffusion

can occur through a second contact area.
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To speed up the inherently slow process of sample mixing by diffusion between

the different species flows, the contact area and contact time of the species samples

can even be further increased. This can be achieved by either “active” schemes,

requiring external energy to perturb the sample species, or by “passive” schemes

through specially designed microchannel configurations. Examples for such con-

figurations are parallel and sequential lamination schemes as sketched in Fig. 1.6.

Fig. 1.5 Left hand side: interface location in a microchannel of width d as determined by inlet

flow rates Q1 andQ2. Right hand side: flow focusing occurs ifQ1 is split into two inlets as sketched

and if the channel after the junction is not too wide

Fig. 1.6 Left hand side: schematic diagram illustrating parallel lamination of two fluids (A and B

colored with different greyscales) for passive mixing in microchannels. The dotted lines represent
sidewalls of microchannels which are at a different height than the other. Right hand side:
illustration of sequential lamination. The channel cross-sections (two fluids at different greyscales)

at each split and at each rejoin location are also illustrated (right hand part of the figure is adapted
from [8])
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In the parallel lamination approach, each inlet stream is split into n channels

which can reduce the distance, diffusion needs to overcome by a factor of n.
According to (1.15) the time required for mixing across the fluidic interfaces is

even reduced by a factor of n2. In sequential lamination each stage reduces the

diffusion distance to half the value before and thereby reduces the time required for

mixing by a factor of 4. For a flow that has passed n stages of split and rejoin (only

two steps are shown in Fig. 1.6 but more stages of identical shape can be easily

added) the mixing time is reduced by a factor of 4(n�1).

If microchannels are curved centrifugal forces (which originate from inertia) can

manipulate the fluid if they are of similar order or even higher than the viscous

forces [5]. In this case the Stokes-flow conditions are strictly speaking no longer

fully satisfied. However in typical microfluidic curved channels equation (1.6) can

still be used if the centrifugal forces are handled as an additional external volume

force. The dimensionless Dean number De can be used to characterize the flow in

curved pipes and channels. De is given by the ratio of viscous forces and centrifugal
forces and depends on the radius of curvature of the channel R and v the speed of

flow:

De ¼ Fviscous

Fcentrifugal

¼ ρ � v � d
μ

d

2R

� �1=2

ð1:20Þ

Figure 1.7 illustrates how additional convection in the form of the so-called

Dean vortices is induced when the flow is directed through a channel for the case of

De> 0. The fluid moving down the channel center (fastest stream in a Hagen–

Poiseuille parabolic flow velocity profile) experiences a higher centrifugal force

than the surrounding liquid. As a result, a pair of counter-rotating vortices forms

Fig. 1.7 Sketch illustration of the generation of Dean vortices in curved channels. Left hand side:
interface of two liquids (at different greyscales) is assumed in the middle between inner (i) and

outer (o) channel sidewall. The parabolic flow velocity profile leads to a maximum of axial

velocity at the liquids interface. Right hand side: Microchannel cross-sectional views illustrate

how fluidic volumes experiencing higher centrifugal forces and displace other volumes on their

way outwards leading to Dean vortices
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that ejects fluid from this high-speed core toward the outer wall as sketched on the

right hand side of Fig. 1.7.

At even higher values of De additional vortices and oscillations in time can form

depending on the form of the channel cross-section. Thereby, the distances which

diffusion has to overcome is reduced and consequently mixing is accelerated in

curved microchannels with De> 0.

1.5 Surface Tension, Two-Phase Flows, Droplets

Amolecule of a fluid feels attractive forces in all directions from other molecules in

proximity as long as it is located within the volume of the fluid. However, as

sketched in Fig. 1.8 a molecule that has moved to the surface feels that half of its

neighbors are now missing and it has assumed an energetically less favorable state.

Creating a surface therefore requires energy. Surface tension γ is defined as the

energy W required per additionally created surface area ΔA.

γ ¼ W

ΔA
¼ F

ΔL
ð1:21Þ

In most practical cases, the liquid surface is created not against vacuum but as an

interface between two phases. Therefore, interfacial tension γSL would be used

instead for the case of a solid/liquid (SL) interface. Besides this thermodynamic

definition also a mechanical definition as force per length (right hand side of (1.21))

which is consistent with the first one can be used. Here, F is a force that acts on the

fluid and works against surface tension and ΔL is additional perimeter of the

increased surface area. Surface tension force scales only linearly with length

dimension and therefore becomes the largest force at very small length scales. In

addition to the forces accounted for in the Navier–Stokes momentum equation this

force has to be considered when a second phase (another liquid or a gas) is also

present in the microgeometries or in cases where the walls of microchannels are

facing changing wetting situations.

Fig. 1.8 Left hand side: Sketch of the molecular interactions leading to surface tension. Right
hand side: contact angles for wetting (α< 90�) and non-wetting (α< 90�) conditions
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Fluid surfaces becoming curved experience an increased surface area compared

to the planar shape when still connecting the same ends. This results in a pressure

drop across the surface balancing out the forces. This pressure drop ΔP is given by

the Young–Laplace equation:

γ ¼ ΔP
R

ð1:22Þ

For a cylindrical surface R is the radius. If the surface has curvature not only in

one direction but in two directions R�1 has to be replaced by R1
�1 þ R2

�2. Here R1

and R2 are the radii of curvature in orthogonal directions which are equal in case of

a spherical surface. If two phases (being solid, liquid, or gaseous) meet on the

surface at a third phase (for instance a substrate) they create an interface at an

energetically favorable angle as illustrated at the right hand side of Fig. 1.8. The

contact angle α of a droplet of fluid in contact with a planar solid surface in a

gaseous environment as sketched in Fig. 1.8 is given by

cos α ¼ γSG � γSL
γLG

ð1:23Þ

Contact angle measurements offer a practical method to determine interfacial

tension values. α> 90� characterizes a non-wetting situation whereas for α< 90� a
wetting situation is given. It can be derived from (1.22) that as a consequence of

interfacial tensions a pressure occurs in a capillary of radius r in which fluids/gases
form an interface. In the case of a solid/gas (SG) interface within a capillary the

pressure drop across this interface is given by

Δp ¼ 2γSG cos α

r
ð1:24Þ

where α is the contact angle measured on the material of the tube walls. Also liquid/

liquid interfaces such as oil/water systems can be described using (1.24) if respec-

tive interfacial tensions are known. For miniaturized channels or tubes in

microfluidics (very small r), these capillary pressure drops can play a very signif-

icant role. The behavior of systems in which surface tension is involved is charac-

terized by the dimensionless capillary number Ca given by:

Ca ¼ Fviscous

Fsurf: tension
¼ μv

γ
ð1:25Þ

Ca compares viscous to surface tension forces. Viscous forces dominate for

Ca� 1 and vice-versa. The capillary number can also be used to characterize

multiphase microfluidic flow phenomena involving bubbles, droplets, and emul-

sions. Adding an extra phase which does not mix with the other will add extra

complexity to a microfluidic device but also offers new concepts. Droplets can for
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instance act as independent compartments in which chemical processes can pro-

ceed. One can also use a gas as the continuous phase to separate plugs of liquids. As

sketched in Fig. 1.9 water droplets can be created within a microfluidic oil stream

[12] and used as tiny reaction chambers in which the time required for diffusion

(according to (1.13)) becomes extremely short. In a droplet with a diameter of 1 μm
containing approximately a femtoliter volume (10�15 L), the diffusion of saline

molecules would typically take only about 500 μs. In addition to diffusion also

convection as indicated by arrows in Fig. 1.9 resulting from friction between the

droplet and the microchannel wall can promote fast mixing within the droplet. With

decreasing thickness of the fluid layer of the continuous oil phase between droplet

and channel wall, the friction and the convection within the droplet increase. Also

the temperature would equalize very fast in these droplet compartments. The oil

phase for most cases should be chosen to resemble an inert environment as much as

possible. Also the precipitation of nanoparticles can occur within such droplet

compartments in absence of strong local gradients and therefore with much

narrower size distribution.

The physical process of microfluidic droplet formation and the resulting sizes of

the dispensed droplets are determined by two parameters: the capillary number Ca
as defined in (1.25) and the ratioα � 1 between sample flow Qi and carrier flow Qc.

The process can be understood when the forces acting on an emerging droplet are

considered. If inertia and buoyancy can be neglected, the drag force (1.9) is smaller

than the interfacial tension force (1.21) as long as a droplet cannot separate from the

sample flow stream. The detachment of the droplet starts at the moment both forces

are equal. At this moment the volume of the droplet is determined. The balance of

the two forces defines the effective drag surface and thereby the radius rd of the

droplets as they separate:

Fig. 1.9 Sketch illustrating a droplet-based microfluidic chemical reaction approach. Two

reacting fluids are merged directly before they are injected into the oil stream in which they

form small droplets isolated from each other and from the channel walls. Diffusion and convection

within the droplet lead to fast mixing
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CdA
1

2
ρ v2 ¼ γ � 4πri ) rd ¼

ffiffiffiffiffiffi
4A

π

r
¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ri
Cd

γ

ρ v2

r
ð1:26Þ

where ri is the radius of the sample stream inlet channel, γ the interfacial tension

between the two fluids and A the cross-sectional area of the droplet. Based on (1.26)

rd and from that also the droplet formation frequency f and can be calculated in

dependence of α and Ca. The drag coefficient Cd equals
24
Re for very small Reynolds

numbers and the droplet size can be calculated as

rd ¼ Ca � 2
3

ri � α � rcð Þ ð1:27Þ

where rc is the radius of the main channel as sketched in Fig. 1.10.

Sometimes it is also important to have a measure for the importance of surface

tension forces compared to body forces when the shape of bubbles or drops moving

in a surrounding fluid needs to be characterized. The Bond number Bo gives the

ratio of gravitational forces to surface tension forces as

Bo ¼ Fgrav:

Fsurf: tension
¼ Δρ � g � 2rdð Þ2

γ
ð1:28Þ

where Δρ is the difference in density of the two phases, g the gravitational

acceleration. Sometimes Bo is also calculated with other volume forces acting on

the droplet or bubble instead of gravitation.

1.6 Cells in Microdevices

Traditional cell culturing as for instance in Petri dishes can often only poorly

resemble in vivo conditions. Further, studies on larger scales involving large

numbers of parallel experiments under different conditions are often not feasible.

Microfluidics offers new perspectives for the manipulation and analysis of cultured

Fig. 1.10 Sketch illustrating the microfluidics droplet formation process
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cells enabling large-scale parallelization and high throughput experiments but also

integration of more functionality. Fluidic elements for medium exchange, pat-

terned substrates, and elements for stimuli and for measurements, which can be

of different physical nature such as mechanical, optical, or electrical can be

integrated in microfabricated fluidic devices. Not only single cells but also larger

populations and even intact tissues can be cultivated. This offers new approaches to

quantitative and systems biology, to screening of pharmaceutical materials and to

bioprocessing at small scales. With nanoliter-sized assay chambers very precisely

defined experiments can be made while consumption of expensive reagents

becomes very low. The intensified transport of heat and mass in small volumes

allows dynamic control of conditions in which cells are cultivated and therefore

new types of experiments in which also transient states can be investigated.

Furthermore, not only chemical but also mechanical, electrical, or optical signals

can be transferred to the cells, providing additional control parameters. Mamma-

lian cells demand controlling the gas concentrations and surface chemistry very

precisely and their cultivation in microfluidic chips is therefore more demanding

than cultivation of bacterial cells. The microenvironment is given by the local

chemical, thermal, and mechanical parameters in the direct surrounding of the cell.

The cell medium is characterized by its temperature and by dissolved molecules

and possibly by suspended (nano-) particles. The mechanical environment is

defined by influences from the culture substrate but also from shear forces exerted

by the surrounding flow. Many of the environmental parameters are easily con-

trolled for a population of cells, but difficult to be addressed locally at the scale of

the cell. But microfluidic devices render possible not only locally addressing

parameters of the cell microenvironment, but also changing these parameters

dynamically. Microscale gradient generators (μGGs) are devices that can create

multiple biochemical gradients with spatiotemporal distribution controllable at

subcellular resolution [15].

μGGs are operated under laminar flow conditions and concentration gradients

are established by the diffusive mixing between two (or more) adjacent laminar

streams of different composition as sketched in Fig. 1.11. The concentration

gradient dc
dx can be controlled through the flow rates of the two liquids and is

sustained when these rates are constant. The required constant perfusion also

permanently refreshes the medium and thereby enables cell culturing for longer

times. Depending on the flow rate cells are exposed to shear stresses. By the

addition of further fluid inlets, complex flow and concentration profiles can be

realized.

With the ability to control microenvironments, to manipulate small volumes and

to localize single cells the monitoring of single cells becomes possible in which the

statistical noise originating from population heterogeneity is suppressed. Adherent

cells can be studied using patterned adhesive patches to localize them on the walls

of the microfluidic chambers. For the case of nonadherent cells, localizing by

hydrodynamic traps can be applied to isolate single cells and perform experiments.

Arrays of traps even allow studying cell-to-cell interactions. Further, cells can be
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trapped in microdroplets. With approaches similar to those in the previously

discussed microfluidic droplet devices also cells can be completely separated but

exchange of cell media inside the droplet is not possible.

1.7 Separation and Sorting

Separation or sorting of suspended particles, cell droplets, and molecules is very

important in chemical or biological analysis and processing. Dead end and cross

flow filtration techniques using porous structures can easily be adapted and the

required structures be integrated in microfabricated systems. Moreover, the unique

characteristics of microscale flow also led to the development of new separation

techniques many of them with the benefit of continuous operation. Recently, there

has been increasing interest in microfluidic separation processes for various parti-

cles including active techniques such as magnetic separation, optical tweezers, and

electrophoresis. Passive techniques make use of interactions of particles with flow

fields or with microchannel walls without requiring external fields. In active

techniques employing external force fields the sorting efficiency may be higher

but the systems become more complex. Acoustic, electrical optical and in particular

also magnetic fields have already been successfully used to separate particles or

cells in microfluidic devices [16]. An overview of microfluidic particle separation

and sorting techniques can be found in [10] and [11].

Particles reaching a microfluidic bifurcation region as sketched in Fig. 1.12 have

the tendency to follow the high flow rate branch. This phenomenon is known as

Zweifach–Fung effect and was observed first with erythrocytes in branching blood

vessels [13, 17]. Reasons for this behavior are that the differential pressure drop at

the high flow rate branch is higher than the one in the low flow rate branch and that

the shear forces along the high flow rate direction is larger than the one in low flow

rate direction which results in a momentum by which the particle can roll into the

high flow rate branch. The particle position in front of the bifurcation point relative

to the critical streamline separating the two laminar flow streams going into the

Fig. 1.11 Sketch

illustrating the principle of a

microfluidic gradient

generator
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daughter branches is determining which outlet branch the particle will follow. The

critical streamline will shift further away from the central axis of the inlet channel

when the flow rates difference between the outlet branches increases.

Particles dispersed in a moving fluid can also be seen as a form of a two phase

flow (solid/liquid). Whether these particles will follow the fluid flow or will tend to

collide with obstacles can be decided with the help of another dimensionless

number Stk called Stokes number. Stk characterizes the balance between trelax, a
particle relaxation time and tconv, the characteristic time of the flow (convective

transport).

Stk ¼ trelax � v
L

ð1:29Þ

where v is the fluids velocity at far distance from the obstacle and L is the

characteristic size of the obstacle. The particle relaxation time trelax is the time

constant in the exponential decay of the particle velocity relative to the fluid due to

drag. Particles with a low Stokes number (Stk� 1) are dominated by drag and

follow the fluid streamlines, while particles with a large Stokes number (Stk� 1)

are dominated by inertia and continue to follow their initial trajectory, even when

the streamlines turn to circumvent the obstacle. As discussed in a previous section

the particle drag coefficient Cd equals 24
Re under Stokes-flow conditions and the

characteristic time trelax of the particle can be defined as

trelax ¼ ρd2

18μ
ð1:30Þ

where d is the particle diameter, ρ the particle density, and μ the dynamic viscosity

of the fluid. Based on this principle particles that irreversibly interact with obstacles

can be separated from smaller particles when obstacles are of suited form and

dimension. Deterministic lateral displacement (DLD) as sketched in Fig. 1.3 is a

method allowing continuous separation of particles in a laminar flow passing a

regular arrangement of obstacles [11]. The gaps between the obstacles are larger

Fig. 1.12 Sketch illustrating the microfluidic particle separation by Zweifach–Fung effect. The

particles center of mass position relative to the critical streamline determines whether the particle

will follow the low flow rate branch (a) or the high flow rate branch (b, c)

18 A. Dietzel



than the particle diameter (G> d ) and the particles deterministically select a path

on the basis of their size. Successive rows of obstacles are placed with a center-to-

center distance λ between each other and with a lateral shift δ in a direction

perpendicular to the flow. Thereby the array obstacles are oriented at an angle θ
¼ arctanδ=λwith respect to the flow which is also called migration angle. Obstacles

at row n are in line with obstacles at row nþN, defining N as the periodicity of the

array (N¼ 5 in the example of Fig. 1.13). The flow between adjacent obstacles

splits into N streams which follow different routes through the array. The width of

the stream in direct contact with the obstacle wall is approximately given by D=Nð Þffiffiffiffiffiffiffiffiffiffiffiffi
N=3ð Þp

where D is the obstacle diameter. If the radius of a colliding particle is

below this critical value the particles center of mass remains within this stream and

the particle will follow this stream in a zig zag line through the array as shown for

the green particle in Fig. 1.13. If however the particle is larger than the critical size

and the center of mass shifts to the next stream it will be displaced and follow that

stream up to the next post where this stream will be the one in contact with the

obstacle and the displacement will occur again. A particle larger than the critical

size (blue particle in Fig. 1.13) will be in a displacement mode, in other words will

be sorted out.

The DLD method can also be used to separate deformable particles from more

rigid ones and to separate droplets of different sizes. Lateral displacement arrays

can also be used to separate much smaller particles and even molecules subjected to

Brownian motion. If molecules have sufficient mobility to diffuse while passing the

rows of obstacles they are more likely to be subjected to lateral displacement than

molecules which are larger and therefore diffuse slower [10].

Fig. 1.13 Sketch illustrating deterministic lateral displacement particle sorting within a flow

through a regular set of posts arranged at an angle
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1.8 Overview of Important Dimensionless Numbers

As a quick reference a list of dimensionless numbers used in this chapter is given

below (see Table 1.1).

1.9 Conclusion

This chapter is intended to provide a simplified introduction to microfluidics as a

starting point for the following chapters, which concentrate on specific topics

relevant to pharmaceutical technology. It should give the reader a first idea of the

many opportunities of this extremely fast developing and fascinating technology

but there are certainly many aspects of microfluidics which could not be covered in

this chapter and will not be covered by this book. The list of references includes

books and review articles which are very suitable for deeper studies.
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Chapter 2

Fabrication of Microfluidic Devices

M. Leester-Schädel, T. Lorenz, F. Jürgens, and C. Richter

Abstract Microfluidics could not be thought about without advances in micro- and

nanofabrication. Following an approach that has been adapted from microelectron-

ics fabrication is carried out in a cleanroom environment using monocrystalline

silicon as base material. It typically involves mask-based photolithography, dry and

wet etching and thin film deposition. Glass can be used as an alternative or in

combination with silicon and allows optical access to the fluid in the microdevices.

A different approach using the so-called soft lithography and PDMS (polydimethyl-

siloxane) material has found widespread applications because it is relatively cheap

and easy to use. In most cases the manipulation of fluids at microscales takes place

in closed volumes or channels. Several bonding techniques have been developed

allowing closure by a lid which in many cases can be transparent. Recently,

maskless techniques like inkjet- or 3D-printing, laser micromachining, and

microelectrical discharge machining get more and more attention.

2.1 Introduction

Over the past several years there has been an increased interest in micromachining

technologies. Today, microelectromechanical systems (MEMS), microoptoelectro-

mechanical systems (MOEMS), and microfluidic systems can be found in nearly

every manufacturing and industry segment (aerospace, medical appliance, automo-

tive, communication technology, and safety engineering). Biotechnology and phar-

maceutical process engineering are just joining the user group of mainly

microfluidic systems. Innovative BioMEMS, Lab-on-Chip and Organ-on-Chip

systems are being created.

The term “microsystem” has a variety of definitions. Usually, the sizes of

functional microsystem parts are in the range of 10 nm and 100 μm. Depending

on the application, a complete microsystem has dimensions of up to some 10 mm.
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The fabrication of microsystems began in 1968 with semiconductor devices like

diodes, transistors, integrated circuits, and later more complex electronic compo-

nents. Especially communication and information technologies have profited sig-

nificantly from these challenging advancements. Due to the excellent mechanical

properties of silicon, which was and still is the most widely used semiconductor

material, the semiconductor fabrication technologies have been further developed

since the 1980s to build up 3D micromechanical systems. Today many different

deposition, etching, second cast, bonding and as a newer achievement maskless

patterning techniques are available to micromachine materials like polymers,

silicon, glass, and metals. The key fabrication process is still the photolithography,

based on a light-sensitive material (photoresist), in which the microstructures are

transferred by exposing and developing.

Usually, the source material is a circular thin wafer with a diameter of 25 mm

(�100) to 300 mm (�1200). This wafer is machined as a whole (batch or wafer-level

fabrication) as long as possible. The single microsystems are separated only in one

of the last process steps. The main advantage of wafer-level micromachining is cost

reduction for the single microsystem, because a few hundred devices can be

fabricated at once, depending on the size of the micro device and the wafer.

Industrial microfabrication is even specified for the simultaneous machining of up

to 25 wafers.

2.2 Cleanroom

A low-particle environment is essential to manufacture semiconductor components

and microsystems, as well as pharmaceutical products, medical and life science

devices. Therefore, it is essential to minimize the level of contamination by dust,

airborne particles, aerosol particles, and chemical vapors, which leads to degrada-

tion of product performance on the one hand, and cross-infection between medical

staff and patients in the healthcare industry on the other hand.

2.2.1 Classification

A cleanroom is an environment with a controlled level of pollutants, temperature,

humidity, and pressure. The contamination level of particulate matter is graded by

the maximum allowable number of particles per unit volume (usually cubic meters)

at a specified particle size. A discrete-particle-counting, light-scattering instrument

is used to determine the concentration of airborne particles, equal to and larger than

the specified sizes, at designated sampling spots [12]. Designation ISO 1 to ISO

9 refers to ISO 14644-1 standards, which specify the decimal logarithm of the

number of particles with a size of 0.1 μm or larger permitted per cubic meter of air.

For example, the ambient air outside in a typical urban environment contains one
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billion (109) particles per cubic meter in the size range 0.1 μm and larger in

diameter, corresponding to an ISO 9 cleanroom. An ISO 5 cleanroom has at most

10,000 particles/m3 and an ISO 1 cleanroom allows ten particles in that size range

and no particles above 0.2 μm. For pharmaceutical und biotechnological use, the

number of maximum non-particulate contaminants such as microbes or germs must

be monitored and limited according to the guidelines of good manufacturing

practice [11].

To ensure a defined cleanroom class first the air entering from outside is filtered

to exclude dust. Second the air inside is constantly recirculated through high-

efficiency particulate air (HEPA) and/or ultra-low particulate air (ULPA) filters to

remove internally generated contaminants. By applying either laminar air flow or

turbulent air flow techniques to the environment air, any pollution is directed away

from the workspace. Cleanroom architecture and equipment that promotes

uncontrolled turbulence is to be avoided.

Personnel working in cleanrooms are another main particle source. To minimize

the emission of contaminants naturally generated by skin, body, and garments the

cleanroom staff has to wear special clothing (Fig. 2.1). The clothing itself is made

of synthetics to be abrasion-resistant, lint-free, and impermeable to fibers and

particles emitted of the undergarments. Furthermore, the cleanroom staff has to

enter and exit the cleanroom through airlocks or air showers.

Fig. 2.1 Cleanroom

garments for ISO 5: (a) head
cover, beard cover, coverall,

overshoes, latex disposable

gloves and (b) hairnet,
coverall, shoes, nitrile

disposable gloves
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2.2.2 Cleanroom Concepts

There are different concepts to build up a cleanroom, which vary by size, acquisi-

tion costs, and modularity or rather modifiability. A complete room with individual

size and design, which fulfills the requirements of the intended ISO class, is a

cleanroom in the proper meaning of the word (conventional cleanroom). This is the

largest but the most expensive and the fewest modifiable concept. Today, many

different wall, ceiling, and floor systems are available. Their surfaces have to be

easily cleanable, resistant against solvents and other chemicals and abrasion-free. In

addition cleanroom systems have to fulfill high demands concerning lighting,

vibration damping, electrostatic charge, and noise level. Changing rooms, airlock/

air shower systems, integrated air guidance, and integrated media supply are also

part of modern cleanroom systems. As an example, the cleanroom at the Institute of

Microtechnology, TU Braunschweig, has 300 m2 working space, divided into three

ISO 5-6 corridors (Fig. 2.2). Behind and between these so-called white aisles are

service (“gray”) aisles with a lower ISO class. This design has the advantage to get a

large wall surface where process facilities and equipment can be integrated and

installed.

A minienvironment (local cleanroom) is a high ISO class area within a lower

ISO class laboratory. The high ISO class area is separated by PVC-strip or -film

curtains and provided with filtered laminar airflow by an external laminar flow unit.

The advantages are significant lower acquisition and operating costs, which are in

contrast to the strongly limited space. A cleanroom cabin contains process facilities

and working space as well as a laminar flow unit and can be integrated in labora-

tories or workshops without any complex external supply technology. This makes

cleanroom cabins very flexible and consumer-adaptable. The most cost-saving and

modifiable cleanroom concept is a tent, which is comparable to a cleanroom cabin

but with PVC-film curtains instead of massive walls. This is the easiest way to

realize a high ISO class in the direct surrounding of a process facility, for example a

laser machine, but it cannot be used to install a fully equipped workplace with

secure cleanroom conditions.

Fig. 2.2 The three “white” cleanroom corridors in the Institute of Microtechnology at TU

Braunschweig: (a) process unit aisle; (b) area of chemical processing and (c) yellow-light aisle
for photolithography
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2.2.3 Cleanroom Equipment

The above-mentioned properties are largely valid for semiconductor/microsystem

as well as for pharmaceutical/biological/medical cleanrooms. The laminar flow in

semiconductor/microsystem cleanrooms used for particle reduction requires the

surfaces of workbenches, tables, etc. to be perforated. Polymers like melamine

resin, polypropylene (PP), and polyvinylidene fluoride (PVDF) are popular mate-

rials for semiconductor cleanroom equipment. In contrast, the equipment surfaces

of pharmaceutical cleanrooms have to be closed and sealed and are normally made

of stainless steel as an easy-to-sterilize material.

2.3 Materials

2.3.1 Polydimethylsiloxane

In the field of microfluidics and microoptics polydimethylsiloxane (PDMS) has

gained increasing interest in the last two decades. The main reasons are the fast,

easy, and cost-effective fabrication process of PDMS using softlithography.

PDMS has a unique combination of properties resulting from the presence of an

inorganic siloxane backbone and organic methyl groups attached to silicon

[7]. Therefore it belongs to a group of polymeric organosilicon compounds that

are commonly referred to as silicones [17]. The chemical formula for PDMS is

CH3[Si(CH3)2O]nSi(CH3)3. PDMS provides a good chemical stability and is not

hydroscopic. Furthermore, it is inert, nontoxic, biocompatible, nonflammable,

optically transparent down to λ¼ 300 nm and permeable to nonpolar gases like

oxygen. PDMS is durable and has good thermal stability (up to 186 �C in air), a

dielectric strength of 21 kV/mm and a dielectric constant of 2.7 stable over a wide

frequency range [15], is isotropic and homogeneous, commercial available (e.g.,

Sylgard 184 by Dow Corning Inc.), and inexpensive [35]. It provides easy handling

and can be bonded to itself and a series of other materials after oxygen or air plasma

treatment [20]. However, there are some disadvantages accompanying these ben-

efits: (a) PDMS shrinks by about 1 % upon curing; and the cured PDMS can be

readily swelled by a number of nonpolar organic solvents such as toluene and

hexane, (b) the elasticity and thermal expansion of PDMS may limit its utility in

multilayer fabrication and/or nanofabrication, (c) its softness limits the aspect ratio

of microstructures in PDMS, and (d) it can absorb drugs, proteins, and small

hydrophobic molecules [33].

At room temperature PDMS is liquid and can be converted into solid elastomers

by cross-linking. The polymerization is described by the example of the elastomer

kit sylgard 184 from Dow Corning Inc.: The two components, siloxane oligomer

and curing agent, are mixed in a mixing ratio depending on the intended Young’s
modulus of the elastomer (usually 10:1; if this ratio is increased, the Young’s
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modulus decreases). The polymerization proceeds by a hydrosilylation reaction,

where the vinyl groups (CH2¼CH�) of the siloxane oligomers form covalent bonds

with the hydrosilane (SiH) groups of the curing agent. The cross-linking reaction is

catalyzed by a platinum-catalyst contained in the curing agent and takes place at

room temperature but can be accelerated by enhancing the temperature [19]

(Fig. 2.3).

2.3.2 SU-8

SU-8 is a UV-sensitive, high-contrast, epoxy-based negative tone photoresist

designed for the lithography of ultra-thick resists. It is ideally suited for imaging

permanent microstructures with high-aspect ratios and near vertical sidewalls

[24]. There are already many examples of its use as material for micromolds,

packaging, and devices [18]. SU-8 is based on the epon SU-8 epoxy resin, which

is a multifunctional glycidyl ether derivative of bisphenol-A novolac, providing an

epoxy group functionality of 8 (hence the “8” in SU-8). The epoxy resin is dissolved

in an organic solvent (cyclopentanone C5H8O) with the addition of triarylsulfonium

hexafluoroantimonate salt as photoinitiator. Depending on the quantity of solvent,

SU-8 is available in different viscosities resulting in different layer thicknesses

(e.g., SU-8 2005, SU-8 2025, and SU-8 2050 from MicroChem Corporation, which

cover the thickness range from 1–2 to 250 μm per layer). Higher thicknesses can be

achieved in a multilayer process.

Fig. 2.3 Micro bioreactor

made of PDMS. Further

details about the system will

be given in Sect. 5.4.2
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The exposure at conventional near UV radiation (350–400 nm; i-line (365 nm) is

recommended) transforms the triarylsulfonium hexafluoroantimonate salt into a

photoacid (H+ SbF6
�). The photoacid acts as a catalyst in the subsequent cross-

linking reaction, whereby the H+ ions attack the cyclic bonds of the epoxy groups so

that they open up and, as an avalanche effect, deliver another H+ ion. The open

bonds cross-link to each other, so that the exposed areas become insoluble to liquid

developers. The cross-linking process has to be enhanced by heat, requiring a post-

exposure bake (PEB) at temperatures between 60 and 100 �C. The complete

photolithography sequence is described in Sect. 2.5 (Fig. 2.4).

2.3.3 Silicon

The triumphal procession of single-crystalline silicon as substrate and polycrystal-

line silicon as thin film material has started in the semiconductor technology. Its

excellent mechanical properties and the feasibility of integrating sensing and

electronics on the same substrate have enabled the progression to MEMS. To

fabricate functional silicon structures, many different techniques are available and

well established. A distinction is made between surface micromachining, where the

substrate stays unmachined and movable parts are fabricated by thin film deposition

and subsequent removing of an underlying sacrificial layer, and bulk

micromachining, where the microstructure is made by etching the substrate. The

most popular etching techniques are described in Sect. 2.6.

Silicon is a semiconductor material, which means, that it is an insulator at low

temperatures and a conductor at higher temperatures. Furthermore, the electrical

conductivity can be enlarged, when foreign atoms (e.g., phosphor, brome) are

added and integrated into the silicon lattice (doping [22]). However, for pure

microfluidic components like channels, nozzles, and passive valves, mainly the

mechanical properties of silicon and the suitability for etching and structuring are

Fig. 2.4 Left: Microgripper and microgear made of SU-8, right: fluidic SU-8 structures on a

carrier wafer
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relevant. As well silicon is a favorite material for medical technologies and

chemical engineering, because it is medical compatible and chemically stable.

The semiconductor characteristics become important, when sensor functions shall

be integrated into the microfluidic chip.

Single-crystalline silicon substrates are available as circular wafers of 25 mm

(�100) to 300 mm (�1200). They are polished either on one or on both sides, and can
be doped differently. The fabrication of high-purity single-crystalline silicon con-

sists of several steps (Fig. 2.5). The basic material is natural silicon dioxide SiO2

(quartz sand), which is reduced with carbon plus mild steel at a temperature of

1400 �C to elemental metallurgical grade silicon (MGS) with a purity of 96–98 %.

In the next step the MGS reacts with hydrochloric acid to trichlorsilane, which is

then cooled down and slowly heated up again to remove most of the impurities. The

back reaction to silicon takes place in a cold wall reactor with high-purity silicon

cores. The result is polycrystalline electronic grade silicon (EGS) with a purity of

99.99999 %. The last step is the transformation to single-crystalline silicon in a

Czochralski crystal growing furnace or by using float-zone pulling technology.

Both methods base on a silicon seed crystal, which defines the crystal orientation.

By pulling the seed crystal very slowly out of melted EGS, a single-crystalline

silicon ingot arises (Czochralski method). With the float-zone pulling technology

an EGS ingot is melted zonewise, beginning at the seed crystal. The latter method

achieves the highest purity resulting in an electric resistivity of nearly 2000 Ω cm,

but is more expensive than the Czochralski method (<50 Ω cm). Afterwards the

ingot is labeled with grinded flats and notches to indicate the crystal orientation and

finally sawed into disks (wafers) with typical thicknesses of 50–5000 μm [30].

The crystal structure of silicon is cubic face-centered (Fig. 2.6). Planes and

directions are identified by Miller indices. To determine the Miller indices of a

plane, one takes the intercept of that plane with the axes of an orthogonal coordinate

system. Then, the reciprocal of the axis sections is taken and multiplied by the

Fig. 2.5 Fabrication steps of single-crystalline silicon
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smallest common denominator. The ensuring numerators are the Miller indices

(hkl). Figure 2.7 shows two different crystal planes, their axis sections, and the

related Miller indices.

Miller indices written in round brackets (hkl) describe one specific plane.

Equivalent planes are written with closed brackets {hkl}. One specific direction,

which is perpendicular to the plane, is defined with angle brackets ‹h k l›, equivalent
directions with square brackets [hkl]. For a negative Miller index, the numeral is

overlined (hk l). Figure 2.8 shows exemplary the position of the (1 0 0), the (1 1 0),

and the (1 1 1) silicon crystal plane.

The silicon crystal planes are characterized by remarkable differences to each

other concerning their mechanical properties as well as their etch behavior in

specific wet chemical etch solutions. For example, in potassium hydroxide

Fig. 2.6 Cubic face-

centered crystal lattice (red
dots) with primitive unit cell

(green dots)

Fig. 2.7 Examples of crystal planes—points of intersection with the crystal axes plus Miller

indices
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(KOH) the etch rate of {1 1 1} planes is 40 times lower than that of {1 0 0} planes,

so that the {1 1 1} planes can be conveniently used as etch stop. Silicon micro-

structures made by KOH etching therefore have always geometrics dominated by

{1 1 1} planes (see Sect. 2.6) (Fig. 2.9).

2.3.4 Glass

The use of glass for microsystem components, especially for microfluidic parts,

implies a low coefficient of thermal expansion α. Borosilicate glass with silica and

boron trioxide fulfills this demand with an α of around 3� 10�6/�C at 20 �C and is

therefore resistant to thermal shock and less subject to thermal stress. Another

outstanding advantage is that borosilicate glass can be bonded to silicon by apply-

ing a voltage of 200–1000 V (anodic bonding, see Sect. 2.8.3). As well, it can be

irreversibly bonded to PDMS after oxygen plasma treatment of the PDMS and glass

surfaces. Not least, borosilicate glass can be bonded to itself. To do this, the bond

surfaces have to be chemically activated, aligned to each other and then exposed to

mechanical load and heat. (The bonding techniques are described in detail in

Fig. 2.8 Position of the (100), the (110), and the (111) silicon crystal plane

Fig. 2.9 Microfluidic

system for the dispersion

and emulsification of solid

lipid nanoparticles made of

silicon (channel bulk

material) and glass (cover

plate) [4]
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Sect. 2.8.) Furthermore, glass can be patterned by wet chemical and dry etching

techniques as well as laser ablation, so that microchannels, through-holes, cavities,

etc. can be easily fabricated.

Borosilicate glass was developed by the German glassmaker Otto Schott in the

late nineteenth century. In 1915 Corning Glass Works introduced Pyrex, which

became a synonym for borosilicate glass in the English-speaking world [34]. In the

1990s Schott set up the first microfloat production line for the manufacture of what

would soon become one of the most influential specialty glass materials. The result

was a floated borosilicate glass called borofloat. Over the years borofloat has made

possible a multitude of innovative products across a broad spectrum of applications

in research and industry [28].

The main advantage of glass compared to other materials is its optical transpar-

ency. Moreover, it has a high Young’s modulus (64 kN/mm2 [23]), a high resistance

against many acids and base and it is biocompatible and low-priced (Fig. 2.10).

Another, very interesting material for microfluidics, MEMS, and MOEMS is the

photosensitive glass called Foturan manufactured by Schott AG as well. Foturan is

a lithium–potassium glass dotted with small amounts of silver and cerium oxides.

This material combines the unique glass properties like transparency, hardness,

chemical, and thermal resistance with the opportunity to achieve very fine struc-

tures with tight tolerances and high-aspect ratio. Smallest structures of 25 μm are

possible with a roughness of 1 μm [6]. The microstructures are transferred by UV

light at a wavelength between 290 and 330 nm, whereby the exposed regions

become crystalline. The exposure can either be done by a direct laser writing

process or a mask-based exposure method. Afterwards, Foturan is etched with a

10 % solution of hydrofluoric acid at room temperature. The etching is anisotropic

(see Sect. 2.6), however, the crystallized regions have an etching rate up to 20 times

higher than the vitreous regions. To enlarge the aspect ratio, the etch process can be

supported by ultrasound. Either structured or unstructured individual parts of

Foturan may be connected without any intermediate layer by thermal diffusion

bonding.

Fig. 2.10 Microfluidic system made of glass, left: detail, right: whole system
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2.3.5 Non-metal Thin Films

Silicon bulk micromachining is closely linked with thin silicon oxide (SiO2) and

silicon nitride (Si3N4) layers. Thin means in the range of a few hundred nanometers.

Both of them are excellent insulating materials, often used in connection with

semiconductor devices like resistors, capacitors, transistors, etc. On the other

hand, both materials can be used as masking layers for silicon etching. They can

be patterned photolithographically and etched in buffered hydrofluoric acid solu-

tion (SiO2) and in phosphoric acid at 180 �C (Si3N4). The deposition of SiO2 and

Si3N4 is addressed in Sect. 2.4.1.

2.3.6 Metals

Metals are another important material group for the development of MEMS and

MOEMS including microfluidic systems. Metallic conductor lines as well as

masking and adhesion layers are thin-film deposited (see Sect. 2.4.2) and photo-

lithographically patterned (gold, copper, aluminum, chrome, titanium). Thicker

metallic components like electromagnetic coils (copper), magnetic field conducting

structures (nickel iron), and microstamps (copper, Fig. 2.11) are usually

electroplated (see Sect. 2.4.3). In microfluidic applications with high working

pressures bulk stainless steel is a better choice than silicon or glass. In principle,

stainless steel can be wet chemically etched, but the etch rate is rather low.

However, a challenging processing method is microelectrical discharge machining

(μEDM, see Sect. 2.9.5), which makes it possible to fabricate wear-resistant

emulsifying and dispersing systems (Fig. 2.12).

Fig. 2.11 Copper stamp for

die-sinking μEDM

Fig. 2.12 Microfluidic

system made of stainless

steel by the use of μEDM
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2.4 Deposition Techniques

2.4.1 Deposition Techniques for SiO2 and Si3N4

Silicon oxide (SiO2) can be deposited with mainly two different methods, resulting

in different layer properties. One method is thermal oxidation, requiring a pure

silicon substrate. SiO2 growth involves the heating of the silicon wafer to temper-

atures between 1000 and 1250 �C and a stream of gaseous oxygen or steam. The

silicon reacts with oxygen, so that the resulting SiO2 layer grows both into the

substrate surface (45 %) and upwards (55 %) (Fig. 2.13). If the oxidation takes place

under pure oxygen atmosphere, it is called a “dry” oxidation.

Siþ O2 ! SiO2 ð2:1Þ

The oxidation is called “wet”, if the silicon reacts with water:

Siþ 2H2O ! SiO2 þ 2H2 ð2:2Þ

The deposition rate of the wet oxidation is higher than that of the dry one, but the

quality concerning density and dielectric strength is lower. (For example, the oxide

thickness of a wet process is 420 nm after 30 min at 1100 �C and 600 nm after

30 min at 1200 �C. A dry oxidation process at 1100 �C results after 30 min in a

thickness of 100 nm.) At the beginning of the oxidation process, the oxide thickness

is determined by the reaction rate and is linearly dependent on the oxidation time.

With the passing of process time, the oxide growth is limited by the diffusion of

oxygen atoms through the already existing SiO2 layer and is proportional to the

square root of the oxidation time.

An alternative process to create thin SiO2films but at significant lower temper-

atures and on nearly arbitrary substrates is the plasma-enhanced chemical vapor

deposition (PE CVD). CVD processes are characterized by constituents of a vapor

phase, often diluted with an inert carrier gas, reacting at a hot surface to deposit a

solid film [16]. The reaction mechanism consists of several steps:

1. Gas phase reaction of reactants

2. Transport of the reaction products to the substrate surface

3. Surface reaction after adsorption of the reaction products

4. Desorption and mass transport of by-products

Fig. 2.13 Oxide growth at

thermal oxidation
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Energy to drive the surface reaction can be thermal and/or be supplied by

photons, electrons, or ions. In case of the PE CVD process, the plasma

(an ionized gas) is the main energy provider. The process temperature can therefore

be rather low. To deposit SiO2 the reactants are silane (SiH4) and nitrous oxide

(N2O). The basic differences between the thermal and the plasma-enhanced oxida-

tion are concluded in Table 2.1.

SiH4 þ 2N2O ! SiO2 þ Gases ð2:3Þ

Silicon nitride Si3N4 can be deposited by two different CVD processes: Using a low

pressure and, like SiO2, a plasma-enhanced CVD process (LP CVD and PE CVD;

the main differences between them are listed in Table 2.2). The LP CVD process

takes place in a vertical diffusion furnace (Fig. 2.15). The chemical reactions for

both of them are as follows:

Table 2.1 Comparison of thermal SiO2 and PE CVD SiO2

Process conditions/

layer properties Thermal SiO2 PE CVD SiO2

Process temperature 800–1200 �C <300 �C
Deposition rate 3 nm/min (dry oxidation)–20 nm/

min (wet oxidation)

55 nm/min

Pressure Atmospheric pressure 4� 10�4 bar

Substrate material Silicon Every material withstanding the

process temperature

Standard layer

thickness

<1 μm Some hundred nm

Defect density Low High

Dielectric strength High Lower

One-sided/double-

sided deposition

Double-sided deposition One-sided deposition

Table 2.2 Comparison of LP CVD and PE CVD Si3N4

Process conditions/

layer properties LP CVD Si3N4 PE CVD Si3N4

Process temperature 770 �C 300 �C
Deposition rate 2 nm/min 100 nm/min

Pressure 3.7� 10�5 bar 8.7� 10�4 bar

Substrate material Any material withstanding the

process temperatures

Any material withstanding the

process temperatures

Standard layer

thickness

100 nm 300 nm

Defect density Low High

One-sided/double-

sided deposition

Double-sided deposition One-sided deposition
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LP CVD 3SiH2Cl2 þ 4NH3 ! Si3N4 þ 6HClþ 6H2 ð2:4Þ

PE CVD 3SiH4 þ 4NH3 ! Si3N4 þ 12H2 ð2:5Þ

2.4.2 Deposition Techniques for Thin Metal Layers

Thin metal layers are usually deposited with a physical vapor deposition (PVD)

technique. The oldest PVD technique is the thermal evaporation. Evaporation is

based on the boiling off or sublimating of a heated material and its subsequent

condensation on a substrate. An evaporation unit consists of a vacuum chamber, an

evaporation source, an aperture to control the particle stream and a substrate holder.

The evaporation is a quite simple and cheap technique, but the generated thin films

are inhomogeneous and the deposition rate varies considerably. Another disadvan-

tage is that the material to be evaporated has to have a lower melting point than the

crucible, limiting the range of film materials. To overcome these disadvantages, the

material can alternatively be heated by electron beam or laser radiation. But these

machines are more complex and therefore more expensive. Suitable metals to be

evaporated are silver, aluminum, gold, chrome, nickel, titanium, and platinum.

Alloys are less suitable, because their stoichiometry is difficult to control, particu-

larly if the alloy components have different melting points and therefore different

deposition rates.

Another popular PVD vacuum technique is the sputtering. The material to be

deposited in the form of a target (some centimeter thick disk) is bombarded with

positive argon ions. The ions are created in a plasma and accelerated to the target

due to a high electric direct-current voltage (the target is on negative potential, the

substrate and the vacuum chamber walls are on positive potential). The impulse of

the ions is transferred to the target atoms (similar to the start of a billiard game,

where a billiard ball is hit into the group of the other balls), and as a result,

uncharged target atoms are released and accelerated. The direction of acceleration

is more or less arbitrary, so that the atoms touch down not only on the opposite

substrate but also on the walls of the recipient, where they condensate. Sputtering

with alternating current voltage is usual as well, but not absolutely necessary with

conducting materials like gold, copper, chrome, aluminum, tin, nickel, titanium,

platinum, and even alloys. Compared with evaporation, sputtering has some obvi-

ous advantages due to a wider variety of thin film materials, a better step coverage,

and a usually better adhesion to the substrate.

2.4.3 Deposition Techniques for Thick Metal Layers

In microfluidics, thick metal structures are not very widely used. One example is a

microplasma reactor, developed and fabricated at the IMT (Fig. 2.14, [2, 29]). The

reactor made of nickel can be used for the decomposition of waste gas. Another
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example is a copper die, which is used for die-sinking electrical discharge machin-

ing (see Sects. 2.3 and 2.9).

Microstructured thick metal layers are usually made by electroplating, that uses

electric current to reduce dissolved metal cations by gaining electrons so that they

generate a metal coating on an electrode (cathode). The substrate is first deposited

(e.g., by sputtering) with a thin metal layer, the so-called seed layer. In a second

step, an inverse mold of the metal structures is fabricated out of photoresist (SU-8

or AZ) using depth lithography (see Sect. 2.5). In the subsequent electroplating

step, nickel, copper, or gold is plated upward from the seed layer into the voids left

by the photoresist. Taking place in an electrolytic cell, the current density, temper-

ature, and solution are carefully controlled to ensure proper plating. In the case of

nickel deposition from NiCl2 in a KCl solution, Ni is deposited on the cathode

(metalized substrate) and Cl2 evolves at the anode [12]. The resist either remains in

the interstitials to isolate the metal structures from each other or it is stripped after

electroplating.

2.5 Lithography

2.5.1 Photolithography

Photolithography has been employed for pattern generation in manufacturing of

ICs, microchips, and MEMS devices. It is based on the exposure of light-sensitive

polymers (photoresists), which are reactive to ultraviolet (UV) light with wave-

lengths in the range of 193–436 nm. The pattern transfer can be parallel through a

mask that consists of opaque features on a transparent substrate or serially (direct

writing) with a focused beam. The exposure causes the photoresist to be chemically

modified, so that the exposed areas either become soluble in the subsequent

developing step (positive tone photoresist) or becomes insoluble (negative tone

resist) (Fig. 2.15). The patterned photoresist layer serves for example as masking

Fig. 2.14 Glowing

microplasma reactor made

at the IMT [29]
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layer in a following etch process. The resist protects the subjacent material against

the etching, so that only the unprotected areas are etched. After the etch step the

resist is usually removed. Another possible use for the patterned photoresist layer is

a lift-off process. A thin metal layer is therefore deposited on the exposed and

developed resist. Afterwards both layers are removed together. The metal remains

in the resist openings.

The mask-based pattern transfer (the printing) can be performed in three differ-

ent ways (Fig. 2.16): (1) the mask is in direct contact to the resist-deposited

substrate (contact printing), (2) there is a small proximity distance s between resist

surface and mask (proximity printing) and (3) the mask structures are projected

onto the resist through an optical system (projection prining). Table 2.3 shows the

main advantages and disadvantages of the three printing methods.

Fig. 2.15 Difference

between positive and

negative tone photoresist

Fig. 2.16 Three methods of photolithography printing

2 Fabrication of Microfluidic Devices 39



Mask aligner can be normally used for both, the contact and the proximity

printing, and are used in most microfabrication research laboratories and many

low-volume production facilities. The mask aligner is an alignment and exposure

tool, adjusting the mask to a substrate (wafer) with submicron precision and

providing the UV light source. Usually, only the upper side of the wafer is exposed.

Therefore, mask and wafer are successively loaded into the mask aligner. Both are

bearing alignment marks like register crosses, which are then precisely aligned to

each other by means of a top side microscope. Some mask aligners are equipped as

well with a backside microscope, which allows the alignment of the loaded mask to

the already exposed and developed or even patterned back side of the wafer.

Another feature of the backside microscope is the alignment of transparent sub-

strates, if they have alignment marks on their back side. After exposure, the wafer is

unloaded and developed. The complete photolithography process is shown in

Fig. 2.17.

2.5.2 Depth Lithography

Depth lithography has its origin in LIGA technology (LIGA is a German acronym

for Lithography, Galvanoformung, Abformung¼Lithography, Electroplating,

Molding). The LIGA starts in the early 1980s with X-rays, produced by a

synchrotron to create high-aspect ratio structures. The X-rays made this

Table 2.3 Advantages and disadvantages of the three printing methods

Contact printing Proximity printing Projection printing

Advantages Very low minimum line

width wmin

Mask and resist damage

and contamination is

avoided

Lowest minimum line

width wmin

Mask and resist dam-

age and contamina-

tion is avoided

No resolution reduction

due to diffraction and

refraction at slit

High throughput

High throughput

Low cost

Disadvantages High risk of mask and

resist damage and

contamination

Larger minimum line

width wmin

Equipment much

more expensive

Defects impact Resolution is reduced

due to diffraction and

refraction at slit

Examples of

use

Very small or precise

structures

Sensitive or sticky resists Enlargement or

reduction of the

geometry
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technology very equipment and cost intensive. Due to the development of special

UV-sensitive polymer photoresists like SU-8 (see Sect. 2.3) the depth lithography

becomes highly interesting for a broader user group. After substrate pretreatment

(cleaning and drying) the so-called “Poor man’s LIGA” starts with a two-step

spin on process of the resist considering the recommended coating conditions

[23]. The build-up of photoresist occurring at the edge of the substrate has to be

removed or leveled after coating. This is done either by edge bead removal (EBR)

or by leveling the wafer on a plane plate covered with a glass slid for up to half

an hour. Then a pre-bake (also called soft-bake) is carried out. The next step is

the exposure. The optimal exposure dose depends on the layer thickness and

varies from 4 to 8 mJ/(cm2 μm). The chemical transformation process of SU-8 to

become insoluble is described in Sect. 2.3. To enhance the cross-linking process,

a second thermal treatment, the PEB, has to take place directly after exposure.

The PEB is followed by the developing under strong agitation. The last steps of

photolithography are washing and drying. For washing fresh developer,

2-propanol is used. By contact with 2-propanol, undeveloped SU-8 will form a

white haze. In this case, the development was not finished and needs to be

continued. Afterwards the wafer is rinsed with DI-water and dried in a spin

drier or by nitrogen stream.

If the developed resist is to be left as part of the final device and if this device is

to be subjected to thermal load, a hard bake has to be incorporated into the process.

It is recommended to use a final bake temperature 10 �C higher than the maximum

expected device-operating temperature. However, the removal of fully cross-linked

resist is extremely difficult. Recommended removal methods are plasma stripping,

etching with piranha etch, laser ablation, and pyrolysis (Fig. 2.18).

Fig. 2.17 Complete photolithography process flow
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2.6 Etching Techniques

2.6.1 Characteristics of Etching Processes

There are two main parameters to characterize etching processes: The selectivity S
and the anisotropy A. The selectivity is the etch rate relation of different materials.

A typical example of a treble etch system, shown in Fig. 2.23, is: (1) substrate,

(2) layer to be etched, and (3) masking layer. The layer to be etched should have a

high etch rate, whereas both the substrate and the mask layer should have a much

lower etch rate. In other words, the selectivity should be as high as possible.

Table 2.4 shows some exemplary double etch systems, common etch solutions,

etch rates of both materials, and the resulting selectivity S [3].

The anisotropy A is the relation between the lateral and the vertical etch rate.

A ¼ 1� vl
vv

ð2:6Þ

vl: lateral etch rate

vv: vertical etch rate

If A¼ 0 the etch process is fully isotropic (etch rates are equal in all directions).

If A¼ 1 it is anisotropic (etch rate direction dependent) (Fig. 2.19).

2.6.2 Wet Chemical Etching of Thin Films

Most of the common thin film materials (SiO2, Si3N4, and metals) can be etched

by chemical solutions. Normally, the wet etching processes are isotropic. In case

of thin films (<1 μm) the resulting undercutting of the mask layer reduces the

Fig. 2.18 Complete depth

lithography process flow
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resolution, but can be generally neglected (Fig. 2.19, left). To be wet chemically

etched, the wafer is either dipped into an etch bath or sprayed with the etch

solution.

2.6.3 Isotropic Wet Chemical Etching of Glass and Silicon

Solutions for isotropic wet etching of glass and silicon are usually hydrofluoric acid

(HF) based. The glass etching solution contains varying hydrofluoric acid concen-

trations or solutions combining HF with other strong acids like HCL, HNO3,

H2SO4, or H3PO4 to enhance the etch rate [12]. The mask layer is usually a

combination of chromium (to enhance the adhesion) and gold or alternatively

photoresist, which saves some process steps but bears the risk of less reliable

adhesion. For isotropic etching of silicon a solution consisting of HF, HNO3, and

NH3COOH, called HNA (hydrofluoric, nitric, acetic) solution, in combination with

a mask layer made of SiO2 is used.

Both, the isotropic wet etching of silicon and glass are generally used to achieve

large etching depths, so that the isotropic etch behavior has to be considered in

determining the mask design.

2.6.4 Anisotropic Wet Chemical Etching of Silicon

As already mentioned in Sect. 2.3 single-crystalline silicon is characterized by its

anisotropic (crystal plane dependent) behavior, also relating to the etch rates in

specific etch solutions. The different etch rates of the crystal planes can be

Fig. 2.19 Isotropic etching (left) and anisotropic etching (right)

Table 2.4 Selectivity of some exemplary etch systems

Etch

system Etch solution

Average etch rate

relation [nm/min]

Selectivity,

S

SiO2:Si Buffered hydrofluoric acid NH4F +HF+H2O 200:2 ca. 100

Si3N4:

SiO2

Hot phosphoric acid H3PO4 10:1 ca. 10

Poly-

Si:SiO2

Nitric acid HNO3+ hydrofluoric acid HF

+ acetic acid CH3COOH

150:10 ca. 15

Al:SiO2 Phosphoric acid H3PO4 + acetic acid

CH3COOH+nitric acid HNO3 +H2O

35:0.7 ca. 50
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excellently used for building three-dimensional mechanical and fluidic

microdevices (wet bulk micromachining). In Fig. 2.20, the left scanning electron

microscope SEM picture shows a passive microvalve consisting of an upper and a

lower part bonded together. The valve is normally closed. It opens, when the fluid

pressure causes the beam to bend up and closes again, when the fluid pressure falls

below a defined limit. The second exemplary silicon bulk device is a grid, which

can be used as reactor unit (Fig. 2.21, right).

A well-known etch solution for anisotropic wet chemical etching of silicon is

potassium hydroxide solution (KOH+H2O) at a temperature of about 80 �C. In this
case, anisotropy refers to the etch rate relation of different crystal planes, concretely

those of the {1 0 0}, {1 1 0}, and {1 1 1} planes (Table 2.5). SiO2 or Si3N4 are used

as mask layers.

Thus, the anisotropy of {1 0 0}:{1 1 0}:{1 1 1} is about 40:80:1. In practice, the

{1 1 1} planes are used as etch stop layers. Because of the angles between the (1 0 0)

plane and the (1 1 0) respectively the (1 1 1) plane characteristic geometric struc-

tures are formed, as can be seen in Fig. 2.21a and b.

(1 0 0) wafers are used to etch indentations, cavities, and holes and to fabricate

thin membranes. The sidewalls are always pyramid-shaped, the bases rectangular or

square. With (1 1 0) wafers long, narrow channels with vertical sidewalls are

fabricable. To conclude, the anisotropic wet chemical etching of silicon with, for

example, KOH solution is very simple and cost saving concerning the process

guiding and the equipment. But there are massive restrictions in terms of geometric

forms impeding the design of microsystems.

Further solutions for anisotropic etching of silicon are tetramethylammo-

niumhydroxide (TMAH C4H13NO) and ethylenediaminpyrocatechol (EDP,

C2H8N2 + C6H6O2 +H2O). The anisotropy of both of them is lower than

of KOH.

Fig. 2.20 Silicon bulk microfluidic devices: passive valve (left) and silicon grid (right)

Table 2.5 Etch rates of the

{1 0 0}, {1 1 0}, and {1 1 1}

planes of single crystal silicon

in 40 % KOH solution at

80 �C

Crystallographic plane Etch rate

{1 0 0} 1 μm/min

{1 1 0} 2 μm/min

{1 1 1} 0.03 μm/min
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2.6.5 Dry Etching Techniques

If the etch process takes place in gaseous atmosphere, it is called “dry”. There are

pure chemical and pure physical mechanisms as well as combinations of both with

different stakes (Table 2.6).

An alternative to KOH etching of silicon is the deep silicon reactive ion etching

(DeepRIEorDRIE). It is basedonan advanced silicon etchingprocess,whichhas been

originally developed and patented by the Robert Bosch GmbH in Stuttgart, Germany.

This process alternates repeatedly between a nearly isotropic plasma etch step and the

deposition of a chemically inert passivation layer. This etch technique provides nearly

90� sidewall profiles with any basic form. The etch rate is roughly the same as with

KOH, and, as an advantage, photoresist is suitable as mask layer. If the energy to

generate reactive ions is coupled inductively, it is also called ICP etch process.

The DRIE process can also be used for deep etching of glass. Fluidic channels

and vias with high-aspect ratios as they are not practical in the more popular wet

chemical etching process (Sect. 2.6.3) can be fabricated in the same devices like

silicon dry etching. Here, gases like SF6, C4F8, and CHF3 are used for chemical

etching. In the plasma the gas is ionized into fluorine and carbon radicals, which are

accelerated towards the glass substrate. There fluorine radicals react with Si-atoms

of the glass and carbon ions with the O2 respectively to volatile compounds to be

pumped out of the chamber. Additional gases like O2, H2, Ar, or He improve the

stability and selectivity of the process, too [15]. Never the less, the selectivity is one

Fig. 2.21 (a) Silicon wafer with a (1 0 0) plane as surface etched in KOH solution. The (1 1 1) etch

stop plane and the (1 0 0) plane stand at an angle of 54.7� to each other, resulting in pyramid-

shaped holes (above: sectional view, below: 3D sketch). (b) Schematic 3D view of a (1 1 0) wafer

etched in KOH solution. The angle between the (1 1 0) and the (1 1 1) plane is 90�, resulting in

vertical side walls, and 35.26� as well
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of the main issues and therefore a proper masking layer is important. Electroplated

nickel, chrome, silicon, SU-8, and resist have been used as masking material [14].

2.7 Second Cast Techniques

2.7.1 Soft Lithography

To call this technique “soft lithography” is, however, misleading; it is in fact a

non-photolithographic method for replicating a pattern. The result is a device made

of PDMS (see Sect. 2.3) or other elastomeric (soft) materials. Rigid masters serve as

pattern transfer agents. These masters can be made of a variety of materials. One of

the most popular master materials is SU-8 (Sect. 2.3), which is photolithographi-

cally structured. To fabricate the PDMS replica, the siloxane oligomer and the

Table 2.6 Dry etching technologies

Techniques

Materials to be

etched Mechanism Etch species Etch profile Selectivity

Barrel

etching

Silicon, silicon

nitride Si3N4

Chemical

reaction

Reactive rad-

icals diffuse

to the sub-

strate surface

Isotropic

(A¼ 0)

High

Plasma

etching

(PE)

Semiconductor

materials,

metals, dielec-

trics, polymers

Combination of

physical and

chemical mecha-

nisms; the physi-

cal stake

increases top

down

Reactive rad-

icals with less

ion

bombardment

Rather

isotropic

Lower

Reactive

ion etching

(RIE)

Silicon, glass,

any organic

matter

Reactive rad-

icals and

reactive ions

Rather

anisotropic

Less

Reactive

ion beam

etching

(RIBE)

Gallium arse-

nide, indium

phosphide, cad-

mium mercury

telluride

Reactive

ions

Ion beam

etching

(IBE),

focused ion

beam etch-

ing (FIB)

In general no

restrictions (all

metals, all

semiconductor

materials)

Physical

bombardment

Non-reactive

ions

Anisotropic

(A¼ 1)

Low

Sputter

etching

No restric-

tions; mainly

used to clean

the substrate

surface before

sputtering
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curing agent are mixed (usually in a ratio of 10:1) and afterwards degassed in a

vacuum chamber. Then, the PDMS pre-polymer is poured over the master structure.

The PDMS conforms to the shape of the master and replicates its features with high

resolution. As already mentioned in Sect. 2.3 the cross-linking of PDMS can take

place at room temperature, but is accelerated by enhancing the temperature (e.g.,

70 �C for 60 min). The PDMS can then be peeled off the master structure

(Fig. 2.22).

Soft lithography is a low-cost and effective method to fabricate PDMS micro-

and nanostructures for microfluidic purposes.

2.7.2 Injection Molding

Macroscopic injection molding is a well-known technology, which enables a

low-cost mass production of thermoplastic polymer devices. To fabricate micro-

scale devices, a variotherm process has to be applied. Therefore, the two-part mold

cavity with the micromold insert is closed, evacuated, and heated above the glass

transition temperature of the polymer [13]. The polymer is heated as well to become

viscous and is pressed into the mold. Both, the mold tool and the polymer are then

cooled down below its glass transition temperature. Finally, the polymer workpiece

is demoded and reworked if necessary. In general, cycle times are shortest when

producing micro parts from polymers by injection molding. A disadvantage is the

complex micromold insert, which can be fabricated for example by microelectrical

discharge machining μEDM (see Sect. 2.9). A selection of thermoplastic polymers

for injection molding is listed in Table 2.7.

Recent research activities include the development and design of micromold

inserts, the fabrication, and processing of unfilled and magnetically soft ultrahigh-

filled polymers, the characterization of the polymer’s flow behavior, the investiga-

tion of weld lines, and the simulation of the melt distribution [36].

Fig. 2.22 Peeling off a

PDMS layer. The master

structure is made of

SU-8 [5]
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2.8 Bonding Techniques

2.8.1 In General

Bonding of two or more microstructured components aims to create closed fluid

channels, sealed cavities, and complex 3D structures. Furthermore, it can be used to

strengthen the mechanical stability and to generate a thermal coupling or

decoupling, an electrical contact, a galvanic separation, and the interface to the

surrounding periphery.

Mainly, bonding takes place onwafer-level.Depending on thematerials of the bond

partner, commonly used techniques are the silicon direct bonding, the anodic bonding,

the thermal bonding, the plasma-activated bonding, and the bondingwith intermediate

layers (solid–liquid interdiffusion bonding, adhesive bonding, glass frit bonding).

2.8.2 Silicon Direct Bonding

Two silicon wafers can be bonded by thermal treatment without any additional

intermediate layers (Fig. 2.23). The so-called silicon direct bonding SDB is based

on intermolecular interactions. Because of the necessary particle freedom of the

bond surfaces, at first both wafers have to be cleaned very carefully. The RCA

clean, which has been developed by Werner Kern at RCA laboratories, also creates

hydrophilic surfaces with hydroxyl (OH�) groups. After being cleaned, the silicon

wafers are aligned and prebonded. The prebond, which is already quite stable but

reversible, is induced by the bonding of the OH-groups and by Van der Waals

forces. The wafers are then annealed in N2 or O2 atmosphere at a temperature above

800 �C. Thereby hydrogen H2 is freed from the OH-groups and diffuses out leaving

silicon–silicon and silicon–oxygen bonds.

Because of the compatibility of silicon to medical and chemical application

areas, silicon direct bonding is mainly advantageous due to the absence of other

materials. But the requirements concerning flatness and cleanliness of the bond

surfaces in combination with high process temperatures make this bonding tech-

nique very demanding.

Table 2.7 Thermoplastic

polymers for injection

molding

Acronym Full name

PMMA Polymethylmethacrylate

PC Polycarbonate

PS Polystyrene

POM Polyoxymethylene

PVC Polyvinylchloride

PP Polypropylene

PEEK Polyetheretherketone

PA Polyamide

PVDF Polyvinylidenefluoride
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2.8.3 Anodic Bonding

With the objective to provide a bond technique without any additional bond

material but at considerably lower process temperatures the anodic bonding has

been introduced. This technique is a type of field assisted or electrostatic bonding

and demands borosilicate glass (pyrex or borofloat, see Sect. 2.3) and either silicon

or metal as bond partners. Anodic bonding of two silicon wafers is only feasible if a

glass layer is deposited on one of them. For medical or biological applications glass

is suitable as well, so that the combination of glass and silicon is no general

disadvantage; quite the contrary, glass is due to its transparency in many cases

even more suitable. Furthermore, the above-mentioned glass types have a thermal

expansion coefficient α quite similar to silicon, so that mechanical stress is avoided

as far as possible.

For anodic bonding a process unit generating an electric field is necessary.

Again, the silicon and the glass wafers are carefully cleaned and prebonded at

first. Then they are placed on a heated bond chuck (350–450 �C) and a high

negative voltage of 200–1000 V is applied to the glass side. Due to the heating,

the positive sodium ions Na+ (borosilicate glass contains app. 4 % by weight NaO2)

become mobile and drift towards the cathode. Therefore, a depletion region is

formed at the Si/glass interface, resulting in a high electric field force generating

stable intimate contact (Fig. 2.24). The oxygen ions O2� bond to the silicon forming

a hermetic seal.

2.8.4 Glass Bonding

Microfluidic channels fabricated from glass provide a transparent, chemical and

temperature-stable system. Hence, the bonding has to keep these properties in the

final fluidic chip. By thermal bonding of two glass wafers no additional material

Fig. 2.23 Silicon direct

bonding (sectional view

of the two wafers)
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like polymers, which are often opaque and not that chemical stable-like glass, is

needed. Essential for a successful bond between two glass wafers is that both have

the same thermal expansion coefficient and similar glass transition temperature

[10]. Therefore bonding of identical glass type is preferred. Before bringing the

surfaces in contact, each wafer has to be cleaned properly and activated by

O2-plasma or piranha treatment (peroxymonosulfuric acid H2SO5). This ensures

the presence of sufficient OH-groups at the surface. Presence of Newton’s rings

after the prebond is an indicator for insufficient cleaning. In this case, the wafers

have to be separated again and cleaning has to be repeated. The bonding itself takes

place in a (vacuum) furnace at 500–650 �C for several hours. The result is a

chemical and temperature stable bonding, which can withstand even high pressures

[25, 32].

2.8.5 Plasma-Activated Bonding

Plasma activation of bond surfaces enables the direct bonding to be operated at

lower temperatures. The plasma causes the removal of contaminants, the generation

of Si–OH groups, and hence the hydrophilization of the surface, the enhancement of

viscous flow of the surface layer, and the enhanced diffusivity of water at the

interface. For microfluidic systems, the bonding of PDMS to itself or to other

materials like glass, silicon, silicon oxide, silicon nitride, and SU-8 is a common

task. The plasma treatment of the PDMS surface, which can for example take place

in a barrel etcher, converts the methyl (�OSi(CH3)2O�) groups to silanol (–On(Si

(OH)4-n) groups, resulting in a hydrophilic surface with polar characteristics

[8]. The hydrophilization of glass is equivalent. A condensation reaction, leading

to the formation of covalent siloxane (Si–O–Si) bonds, leads to the irreversible

bonding of two plasma-activated surfaces. In case of other bond partners the

contamination removal (inorganic materials), and the introduction of polar func-

tional groups (organic polymers) are the leading effects.

Fig. 2.24 Schematic of

anodic bonding

50 M. Leester-Schädel et al.



2.8.6 Bonding with Intermediate Layers

2.8.6.1 Solid–liquid Interdiffusion Bonding

The solid–liquid interdiffusion bonding (SLID) is based on rapid formation of

intermetallic compounds (IMC) between two metal components: one

low-temperature melting component (e.g., Sn) and one high-temperature melting

component (e.g., Cu or Au). The bonding is typically carried out at moderate

temperatures between 250 and 300 �C, which is above the melting point of

Sn. When the Sn melts, the IMCs solidify isothermally. For correctly designed

layer thicknesses, the resulting bond-line will only consist of Cu and the interme-

tallic phases (Cu6Sn5 and Cu3Sn), with melting temperatures of 415 �C and 676 �C,
respectively. The overall goal of the wafer-level bonding process is to achieve a

Cu/Cu3Sn/Cu final bond-line, which is thermodynamically stable [21]. The advan-

tages of SLID bonding are high temperature stability, oxidation resistance, rela-

tively low-processing temperatures, and high mechanical robustness.

Disadvantageous is that the technology is still relatively unexplored and in case

of using gold quite expensive.

2.8.6.2 Adhesive Bonding

An appropriate method to bond devices of different materials, particularly new

materials and new material combinations, is the adhesive bonding. This bonding

technique involves glues, epoxies, or various plastic agents that bond by evapora-

tion of a solvent or by curing a bonding agent with heat, pressure, or time [1]. The

challenges of adhesive bonding are the necessary extensive knowledge of chemis-

try, physics, and engineering on the one hand, and the requirements to the applica-

tion techniques on the other hand. The latter includes dosing and mixing techniques,

the application methods themselves, and the determination of rheological proper-

ties. The main adhesives used for microsystems are epoxy resins (e.g., SU-8) and

polymers (e.g., Benzocyclobutene BCB). Adverse properties of adhesive bonding

are the low temperature and chemical stability as well as the medical and biological

incompatibility. If the bond should be conductive, metal (nano) particles can be

added to the adhesive, but the conductivity cannot be as high as in metallic

connections.

2.8.6.3 Glass Frit Bonding

Low melting glass is deposited onto at least one of the bond surfaces by means of

screen printing. Afterwards, the glass frit is heated to an intermediate temperature,

where the glass does not yet fully melt, in order to degas the organic additives. Both

wafers are then aligned and charged with heat and pressure, so that the glass frit
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melts completely, wetting the surface of the second wafer and creating the bond

interface. Finally, the stack is cooled down under pressure. Glass frit bonding has

excellent sealing performances and a high bonding strength and does not need any

voltage during bonding process. Disadvantages may be the relatively large final

thickness of the glass frit (10 μm) and the large minimum line width of about

150 μm.

2.9 Maskless Patterning Techniques

2.9.1 In General

The photolithography technique as described in Sect. 2.5.1, which is highly devel-

oped and used in many areas, leaves the shortening of fabrication time to be desired.

Maskless (¼“digital”) techniques promise high-speed micromachining of different

materials with micron resolution and are currently intensively advanced and opti-

mized. The digital pattering techniques include laser micromachining, inkjet printing,

3D printing, microelectrical discharge machining, and machining techniques.

2.9.2 Laser Micromachining

Laser radiation has some outstanding properties for micromachining: Spatial coher-

ence, which enables maximum focusing and the generation of very high energy

densities, monochromaticity, and the creation of very short, exact laser pulses. The

material is removed by laser ablation, which is usually based on the absorption of

laser photons. The absorption again demands a material-specific wavelength. The

absorbed energy causes the material to heat up and hence to melt, evaporate, or

sublimate. In contrast, ultrafast lasers cause ablation as a result of multiphoton

absorption at high peak intensities, so that even materials transparent to the laser

wavelength can be machined.

Many types of lasers are supposed to be used for micromachining materials.

These include microsecond carbon dioxide (CO2) lasers at wavelengths between

9.3 and 11 μm, nanosecond and femtosecond solid-state lasers at wavelengths

between 1030 and 1064 nm (e.g., Nd:YAG and Ti:Sapphire) with the possibility

of higher harmonic generation in visible (515–535 nm) and ultraviolet

(UV) spectrum (342–355 nm and 257–266 nm), then copper vapor lasers, diode

lasers, and excimer lasers emitting at UV region (157–353 nm) [27].

Pulse duration, pulse energy, translation speed, and repetition rate are important

process parameters. They influence the material removal rate and the size of the

heat-affected zone and thus the quality of the microstructure. Ultra short pulse laser

radiation (pulse duration in the range of pico- and femtoseconds) allows even
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highly temperature-sensitive materials to be machined, because the heat input is

almost nonexistent.

Moreover, glass can be patterned with high-intensity femtosecond laser pulses,

which allows direct ablation of the material. Furthermore, fs-lasers can be used to

modify the interior of glass in a selective manner. This is done by multiphoton

absorption at the focal point of the laser beam. The chemical properties of the

substrate get altered and allow selective etching in hydrofluoric acid (HF), as the

etch rate of the laser-irradiated regions is several times higher than this of normal

glass [31].

2.9.3 Inkjet Printing

Inkjet printing, a purely additive process, is commonly used to reproduce digital

images in the form of depositing specially formulated ink onto paper or other

substrates. More recently, researchers around the world are discovering innovative

functional applications for inkjet printing in fields such as printed electronics,

microfluidics, microoptics, life sciences, medicine, and security printing. Mainly,

it has the potential to be a facile and rapid method to pattern conductive paths on

rigid as well as flexible substrates or over prefabricated microstructures.

The majority of commercial inkjet printers have a piezoelectric printhead that

jets an ink drop out of a nozzle, which has a diameter typically less than 40 μm.

Printable materials are

• Conductive materials (nanoparticle/precursor inks)

• Polymers

• Dielectric powders

• Dopant

• Resists

• Silicon nanoparticles

• Enzymes

• Isolating materials

However, there is still a strong need for optimizing the printheads for particle-

loaded inks with the goal to avoid irreversible blockages.

2.9.4 3D Printing

3D printing has started in the twenty-first century and is an additive process of

fabricating three-dimensional solid objects from a digital file. Since then there has

been an enormous development of printers, filament materials, and design software,

and the complexity and resolution of printed devices have been already greatly

increased. In parallel the price of 3D printers has dropped substantially.
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The creation of a 3D printed object is achieved by laying down successive layers

of material until the entire object is created. Each of these layers can be seen as a

thinly sliced horizontal cross-section of the eventual object.

The technology currently receives a lot of attention both from industry and from

private persons and the areas of use seem to be nearly unlimited: industrial design,

architecture, engineering, and construction (AEC), automotive, aerospace, dental

and medical industries, education, toy industry, geographic information systems,

civil engineering, jewelry, footwear, and many others. Microfluidic systems benefit

from the low cost and time-saving possibility of printing mainly housings with

integrated fluidic interfaces. Nowadays, microsystems themselves are not

fabricable, because the accuracy of 3D printed devices is still too low.

2.9.5 Microelectrical Discharge Machining

Microelectrical discharge machining (μEDM) is a promising method for the

fabrication of 3D microdevices of unconventional and wear-resistant materials.

It is a non-contact material removal without process forces, and a heat affected

zone is not being expected. The EDM process is based on the thermoelectric

energy generated between a workpiece and a tool electrode submerged in a

dielectric fluid. Both are separated only by a small gap. An electric discharge

(spark-over) causes material removal by melting and evaporation. The material

removal always takes place on both sides: the workpiece and the tool electrode.

According to the choice of adequate process parameters it is possible to minimize

the tool wear and to maximize the material removal at the workpiece. Addition-

ally the chosen process parameters determine the achievable removal rate, pro-

cess time, and surface quality. The erosion parameters depend on the material

combination of workpiece and tool electrode. They have to be proved and

customized for every specific application. In general, four groups of μEDM
types can be distinguished. In microwire electrical discharge machining

(μWEDM), a wire with a diameter of about 200 μm is used to cut through a

workpiece. The die-sinking EDM utilizes a die, which represents the negative

geometry, to emboss the positive one into the workpiece. Both, μEDM-milling

and μEDM-drilling use a rod electrode as tool [26].

2.9.6 Micromachining Techniques

There exists a wide variety of important applications for microsystems as well as

for microfluidic devices (e.g., asymmetric high precision molds), which require

high-strength materials and complex geometries that cannot be produced using

current MEMS fabrication technologies. Micromachining has the potential to fill

this void in MEMS technology by adding the capability of free form machining of
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complex 3D shapes from a wide variety and combination of traditional and

well-understood engineering materials (alloys, composites, polymers, glasses, and

ceramics).

Micromachining techniques like microgrinding, microdrilling, and micromilling

are downscaled from macroprocesses. Kinematically similar to conventional

macromachining, micromachining is a mechanical material removal process

using geometrically defined cutter edges. The size and geometry of microcutting

tools determine the limit of the size and accuracy of micro devices.

Microgrinding is used to achieve high surface quality and shape accuracy of a

workpiece. As an example, the usage of fine-grained diamond grinding wheels and

adjusted process parameters enable to produce a surface roughness of about

Ra¼ 5 nm. The grinding process can be assisted by ultrasound, reducing the process

forces [9].

The manufacturing of bores is a challenging aspect within the production chain

of micro devices. When scaling down twist drills, the ratio between core size and

tool diameter increases to ensure a sufficient stability. This causes a more or less

unsuitable drilling process, so that the parameters usually have to be determined

only by experiments. Furthermore, the chip transportation from the bottom of the

bore is more complicated [9].

Micromilling is much more flexible for machining three-dimensional

microgeometries. Two-edged end mills are for example made of fine grain

tungsten carbide, single-edged mills consist of monocrystalline diamond. With

the tungsten carbide mill microstructures with an aspect ratio of 1:24 could be

realized. With monocrystalline diamond, an aspect ratio of 1:13 could be

achieved anyway [8].
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Chapter 3

Surface Functionalization of Microfluidic
Devices

M. Eichler, C.-P. Klages, and K. Lachmann

Abstract Internal surfaces of pharmatechnological or biomedical microfluidic

components may be functionalized—i.e., tailored or adapted to fulfill one or more

specific physicochemical functions within a lab-on-chip system—by surface-

technological methods selected from a number of available coating or modification

processes.

Among various potential functions of a surface, its wetting behavior is of

particular importance if two different phases (e.g., water and air, water and oil)

are involved during operation of the system. Adhesive properties of internal walls

are of major relevance in applications where particulate matter (cells, micro- or

nanoparticles) plays a role: It may be necessary to prevent the adhesion of such

particles on the surfaces in order to prevent clogging; on the other hand, the

adhesion of cells may be aspired on certain parts of the surface. Adhesion promo-

tion may, however, not only be an issue for the operation of an MF device but also

for its manufacturing, for example for sealing or bonding processes. Frequently an

undesired wall deposition of proteins or other constituents of the fluid has to be

prevented by an antifouling coating or a suitable pretreatment of the surface.

Coatings or surface modifications generating chemically reactive groups may be

utilized to bind small molecules, polymers, biomolecules, or nanoparticles cova-

lently to a surface. Controlling the density of charged functional groups, the ζ
potential of a surface can be adjusted in order to influence, e.g., the charge of

droplets dispensed from a pipette.

While so far mentioned functions of the MF device walls largely depend on their

chemical composition close to the interface, specific geometrical and physical

characteristics of surfaces and surface coatings may also be desired. Examples

are the role of topography and Young’s modulus for the attachment of cells and
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microorganisms, coatings with specific electrical or optical functions involved in

sensing and detection, electrowetting, or electrophoresis, and, last but not least,

permeation barriers preventing the leaching of polymer constituents into the fluid or

controlling gas transport through a polymer.

The present article gives an introduction to surface modification and coating

processes which are established or under development in order to attain the above-

mentioned surface functions. An emphasis will be laid on special requirements of

microfluidic devices to be used with two-phase fluids and particulate matter.

3.1 Wet-Chemical Methods

3.1.1 Adsorption of Surfactants, Polymers,
and Polyelectrolytes

3.1.1.1 Dynamic Adsorption

Adsorption of charged or uncharged polymers or surfactants of relatively small

molecular size on the capillary surface, usually made from fused quartz, has been in

use since decades already for the so-called dynamic coating in capillary electro-

phoresis (CE) [48, 101]. Purposes of these modifications are to prevent the adsorp-

tion of proteins or to alter the magnitude or direction of electroosmotic flow (EOF).

Dynamic coating is achieved by rinsing the capillary with a solution of the polymer

or surfactant. Since the amount physisorbed to the wall is in equilibrium with the

solution concentration, the modifying agent is either continuously added to the

medium or it is at least regenerated occasionally. A few examples for a large range

of materials used are morpholine, cetyltrimethylammonium bromide (CTAB), poly

(vinyl alcohol) (PVA), and poly(ethyleneimine) (PEI) [22].

With the advent of polymeric CE capillaries in the 1990s, the principle of

dynamic coating was also applied, for example, to the surface modification by

PVA of capillaries made from ethylene–vinylacetate (EVA), by just adding 0.1 %

PVA to the running buffer [9]. EOF measurements in poly(methyl methacrylate)

(PMMA) microfluidic capillaries, using dynamic coatings of surfactants, were

reported by Azadi and Tripathi [5]. Three surfactant systems are considered:

anionic (sodium dodecyl sulfate, SDS), cationic (CTAB), and nonionic

(polyoxyethylene lauryl ether, Brij® 35).

3.1.1.2 Quasi-Permanent Coating by Polymers

Large polymers can make a considerable number of contacts to a surface even at

moderate adsorption strength per monomer (high-affinity character of the adsorp-

tion) [24] and, while it may take only minutes to adsorb most of the equilibrium
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amount of such a polymer film from solution, the desorption is generally proceed-

ing only very slowly, as explained in a paper by Dijt et al. [31]. Figure 3.1 shows

three desorption curves calculated for different values of the parameter p (¼slope of

a theoretical adsorption isotherm, p� (d(Γ)//d(log(c)), typically a few % per

decade; see the cited paper for the meaning of τ and more details.) The interesting

point is that, after a short induction period, the desorbed amount, typically a few

percent of the initial adsorbed quantity Γ0 (mass/area), decreases with log(t); the
time required for desorbing a given amount increases exponentially and the coating

will practically never desorb completely.

Good examples for virtually permanent surface modifications obtainable by

adsorption from aqueous solutions are amphiphilic triblock copolymers based on

ethylene oxide and propylene oxide with the composition PEOn–PPOm–PEOn,

known under the trade name Pluronic® [1]. On a hydrophobic surface these block

copolymers adsorb with their middle segment, the poly(propylene oxide) block,

while the two poly(ethylene oxide) blocks will not be adsorbed due to a lack of

affinity, resulting in a PEO brush conformation, completely preventing protein

adsorption, while a flat, pancake-like configuration is formed on hydrophilic sur-

faces [111]. Owing to the high affinity of the hydrophobic PPO segment to

hydrophobic surfaces the adsorption is practically irreversible [86].

Several uncharged or charged polymers have been shown to form quite stable

coatings on silica surfaces used for CE, such as (pH dependent) PEO (MW¼ 8MDa),

poly(ethylene imines) (PEI) of various molecular weights, polyarginine, and poly

(diallyldimethylammonium Chloride) (PDADMAC), see references 10 to 17 in the

paper byKatayama et al. [54]. These authors themselves presented what they called a

“successive multiple ionic-polymer layer (SMIL) coating” from a cationic and an

anionic polyelectrolyte (polybrene and dextrane sulfate, respectively) which actually

represents a layer-by-layer (LbL) deposition of a polyelectrolyte multilayer (PEM)

introduced a few years before by Decher et al. [26].
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Fig. 3.1 Mass-transfer-

controlled desorption

kinetics for a polymer with
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isotherm according to an

equation Γ(t) derived by

Dijt et al. [31], see insert
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Using a flow-through layer-by-layer deposition process in a parallel-plate flow

chamber, Schmolke et al. [107] prepared PEMs containing combinations of poly

(diallyldimethylammonium chloride) (PDADMAC) or poly(allylamine hydrochlo-

ride) (PAH) with poly(acrylic acid) (PAA) on PDMS and tested the layers for

nonspecific surface attachment of hydrophobic yeast cells, see Fig. 3.2.

The PDMS surface was pretreated wet-chemically in a mixture of H2O2 and HCl

in order to generate silanol groups serving as anchors for the first PE layer [117]. A

custom-made graft copolymer containing a PAA backbone with amide-bonded

PEG side chains (PAA-g-PEG) was additionally adsorbed on some of the PEMs

as a terminal layer. Interestingly the amount of adsorbed PAA-g-PEG increased

considerably with the number of preadsorbed PE layers [108]. Irrespective of the

PEM termination (anionic or cationic), the shear stress required to detach 50 % of

preadsorbed hydrophobic yeast cells (�τw50%) could be decreased by two orders of
magnitude, compared with uncoated PDMS, if at least about ten PEM bilayers were

deposited under suitable conditions. Capping the PEM with PAA-g-PEG, a further

significant reduction of τw50% was attained.

While these PEM coatings were originally designed to promote planktonic

culturing of hydrophobic cells in hydrophobic PDMS microfluidic devices, their

hydrophilic properties and stabilities turned out to be very useful to achieve proper

functioning of a vertically arranged microfluidic system made from PDMS and

glass, applied as a microbubble column (μBC) for biotechnological screening in

suspension [28]. PDMS hydrophilization proved to be indispensable for reliable

bubble generation and prevention of large bubbles sticking to the walls, see Fig. 3.3.

Flow-through coating of the μBC with PEMs was found to be superior to an

alternatively studied hydrophilization protocol based on silanization.

Detailed FTIR-ATR-based adsorption studies with solid lipid nanoparticles

(SLNs) containing triglyceride/phospholipid or wax matrices by Finke et al. [36]

showed that the PEMs prepared by Schmolke et al. [107, 108] could also be used to

control the wall adhesion of SLNs: Again the PEMs PEGylated by a top layer of

PAA-g-PEG showed the lowest adhesion of SLN, while largest amounts of

adsorbed SLNs were measured on PEMs terminated by cationic polyelectrolytes,

in accordance with expectations based on the negative ζ potentials of the SLNs.

Fig. 3.2 Principle of flow-

through layer-by-layer

internal coating of a

microfluidic device with a

polyelectrolyte multilayer

(PEM) (by courtesy of

Hannah Schmolke,

Technische Universität

Braunschweig)
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3.1.2 Sol–Gel Coatings

Sol–gel technologies are based on wet-chemical processes allowing the production

of solid oxidic materials as fibers, monoliths, or coatings from solutions of

low-molecular precursors [46]. Usually an organosilicate (i.e., an ester of

orthosilicic acid Si(OH)4 with an alcohol) such as the frequently applied tetraethyl

orthosilicate ((C2H5O)4Si) will be hydrolyzed by the addition of acidified water,

immediately followed by a polycondensation via reactive Si–OH groups, forming

an SiO2 network of �Si–O–Si� linkages: The precursor solution is turned into a

sol, i.e., a colloidal dispersion of solid, oxidic nanoparticles with typical sizes in the
range from 1 to 100 nm. With time, due to condensation reactions between the

nanosized polycondensates, the sol will turn into a gel, a three-dimensional

interconnected rigid network with sub-micrometer-sized pores and polymer chain

lengths beyond the μm range. When the pore liquid is removed by drying at or near

ambient pressure at moderate temperatures (100–180 �C is required to remove

Fig. 3.3 Gas bubble formation in glass/PDMSmicrobubble columns without surface modification

(left) and with a surface coating by a hydrophilizing PEM (PDADMAC/PAA, 6.5 bilayers) (right),
respectively. Letters “l” and “g” indicate the liquid, aqueous phase, and the gas phase, respec-

tively. Gas inlet is in the central region of the bottom. Without the hydrophilic surface modification

a single large bubble is formed making a proper functioning of the bioreactor virtually impossible.

Adapted from [106] (by courtesy of Hannah Schmolke and Gena Peterat, Technische Universität

Braunschweig)
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physisorbed water), a xerogel will be formed, accompanied by shrinking of the

network and some collapsing of pores; nevertheless the internal surface is still very

large, typically >400 m2/g, with an average pore size below 10 nm, see Fig. 3.4. In

order to arrive at a dense solid with a specific weight approaching that of fused

quartz, sintering at very high temperatures, 1000 �C or more, will generally be

necessary. On the other hand, solids of very low densities (below 0.1 g/cm3) with

pore fractions beyond 95 %, the so-called aerogels, can be achieved by supercritical
drying of the gel [46].

A very wide range of interesting organic–inorganic composite materials, the

so-called ormosils (organically modified silicas or silicates) or ormocers (organi-
cally modified ceramics) are accessible by substitution of an alkoxy substituent of

the precursor by a nonhydrolyzable group R, for example an alkyl or aryl group or a

moiety which is able to be cross-linked by radical polymerization [130]. Depending

on the type and reactivity of R many different structures and functional properties

of such materials may thus be obtained.

Sol–gel coatings derived from organosilicates, -titanates, -aluminates, -zincates,

and many other precursors have found a plenty of applications as protective or

optical (e.g., antireflective) coatings. Outside of the area of microfluidics, sol–gel

coatings on polymeric substrates have been studied, for example, to impart scratch

resistance to the surface of polypropylene [15]. Maximum applied processing

temperature in that case was not more than 100 �C.
The porous nature of the SiO2 gel obtained by the sol–gel route may be used

as an attractive feature for immobilization of active enzymes in on-chip enzyme

reactors, as shown, for example, in two papers by Sakai-Kato et al. [104, 105]: In

the first paper, a fused-silica capillary was coated by a mixture of a trypsin

solution with a hydrolyzed precursor solution prepared from tetramethyl

orthosilicate (TMOS), water, and HCl. In the following publication, a similar

process was applied to coat the sample reservoir of a microfabricated PMMA

chip to obtain a gel containing 0.1 % (w/v) trypsin. Instead of a silica-based gel,

titania- or alumina-derived gels where used by Wu et al. for online digestion of

proteins, using trypsin-laden coating liquids based on titanium tetrabutoxide

Fig. 3.4 Schematic of sol–gel coating processes
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(Ti(OBu)4) (TTIP), and aluminum isopropoxide (Al(i-PrO)3), respectively. The

microreactors were made by PDMS casting, using an O2 plasma treatment to

generate silanol surface groups serving as anchors for the sol–gel coating. The

devices could repeatedly be used for more than 100 runnings in 1 week without

noticeable activity loss [129].

Sol–gel-derived phases play an important role for isolation and purification of

nucleic acids in microfluidic devices, see, e.g., review articles by Wen et al. [127]

and, more recently, Reinholt and Baeumner [97]. Sol–gel techniques have also been

used to immobilize fluorophores or indicators for chemical sensing [7]. Habouti

et al. [43] used a special sol–gel coating variant to deposit a ZnO/PVA

nanocomposite layers with optical transparency and very low water contact angle

in a PDMS-based microfluidic chip for optical biosensing. The coating had a low

affinity for irreversible adsorption of dye molecules.

An in situ sol–gel reaction was used by Ma and Zhang [75] to coat

superhydrophilic TiO2 in microchannels of a silicon wafer prior to covering with

a glass lid. Deposition was achieved at 25 �C by adding TTIP in ethanol to a stirred

mixture of ethanol and water in which the structured wafer was immersed. The

authors point out that the method can also be applied to polymeric microsystems,

thanks to the low temperature during the coating.

The term “sol–gel” is also applied to processes differing from the conventional

approach using sols: A dispersion of SiO2 nanoparticles with diameters around

10 nm in PDMS can be obtained by soaking the silicone in pure tetraethyl

orthosilicate (TEOS) and subsequently exposing the polymer to an aqueous

solution of methyl- or ethylamine, catalyzing the hydrolysis of TEOS under for-

mation of silica nanoparticles within the polymeric matrix. Using this method prior

to bonding the PDMS to a glass surface, Roman et al. [102] were able to achieve

hydrophilic surfaces and a virtually complete suppression of the adsorption of a dye

(Rhodamine B). Gomez-Sjoberg et al. [41] used a very similar method, however

with an ethanol rinsing step between TEOS soaking and amine exposure in order to

avoid nanoparticle formation on the PDMS surface. They achieved a very efficient

reduction of the absorption of two anticancer drugs, camptothecin, and a kinase

inhibitor, by the PDMS.

Even more remote from the classical sol–gel route is the method suggested by

Zhang et al. [133] which they used for “sol–gel coating. . .a thin glass-like sol–gel

layer . . . on PC.” The authors utilized the carbonate functional groups at the surface
of polycarbonate (PC) in order to achieve a reaction with the amino group of bis

[3-(trimethoxysilyl)propyl]aminosilane (ABPTMS), bearing a secondary amino

group and six hydrolyzable methoxy groups, dissolved in ethanol. The process

does not just form a monolayer but, due to hydrolysis of the precursor and

condensation of silanol groups, a “glass-like” coating which is simultaneously

useful for bonding together two pieces of PC, and for purification of DNA by

attachment to the silica-like surface and elution with subsequent on- or off-chip

PCR amplification.
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3.1.3 Silanization

A versatile, well-known, and proven method to achieve long-term stable

surface modification on silicon, PDMS, and glass is surface silanization. The

essential step to attach organosilanes to the surface is the generation of surface

hydroxyl groups, which is very often associated with the cleaning procedure

(Fig. 3.5). Pretreatment to generate such anchor groups is usually done by plasma

treatment, UV-photon-based techniques, or wet-chemical processes (e.g., in RCA

or “piranha” solution). Silanization is either performed from solution, using

organic solvents or water-based systems, or from the vapor phase. The silanization

process is finalized by removing the unbound reagents by rinsing and sonification.

A terminating baking process may enhance stability of the thin layer and remove

the excess of solvent when silanization is performed in solution. Glass et al. [38]

summarized different silanization protocols to functionalize the surface in a

desired way. Depending on the chemical compounds used, different surface

properties are achieved, ranging from chemically reactive surfaces—with amino,

thiol (mercapto), halogen, or epoxide groups obtainable from precursors such as

3-aminopropyl-trimethoxysilane (APTMS) or 3-aminopropyl-triethoxysilane

(APTES), 3-mercaptopropyl-trimethoxysilane (MPTS), 11-bromoundecyl-

trichlorosilane (BUTS), and 3-glycidyloxypropyl-trimethoxysilane (GPTS)—to

surfaces with tailored surface wettability by using organofluorosilanes or PEG-

and PEO-based compounds.

A notorious problem to be dealt with during plasma pretreatment of PDMS is the

instability of the chemical activation, accompanied by a decay of the hydrophilicity

obtained temporarily by plasma-chemical oxidation and silanol group generation

(“hydrophobic recovery”). This effect may occur within hours after the treatment

and is generally attributed to the migration of low-molecular weight polysiloxanes

Fig. 3.5 Surface silanization with organosilanes after pretreatment
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to the surface. To obtain a “shelfable” PDMS pretreatment Patrito et al. [90]

developed a process consisting of an oxidizing plasma pretreatment with an imme-

diate subsequent sputter deposition of a thin aluminum capping layer, able to

preserve the surface activation for weeks. Before use of the surface, the metal

film is removed by an aqueous etchant.

Seguin et al. [112] used this approach for a patterned surface silanization of

PDMS: Using stencil masking by stainless steel meshes carrying an array of

circular openings with diameters of 180 or 230 μm the PDMS surface was first

plasma oxidized, then a thin (55 nm) Al coating was sputtered onto the oxidized

spots. Etching with phosphoric acid was used to recover the oxidized surface for

silanization with APTMS or 3-mercaptopropyl-trimethoxysilane (MPTMS) from

methanol solution with small amounts of water and sulfuric acid, respectively.

Successful patterned silanization was determined by fluorescence labeling of the

amino and thiol groups, respectively. The surfaces were used to develop a protein

assay on the one hand and to achieve an array for cellular capture and patterning on

the other hand. Both applications were demonstrated successfully. Finally the

patterned arrays were incorporated into microfluidic channels which were inscribed

on PDMS.

An example to suppress nonspecific adsorption of serum albumin on PDMS

by silanization is given in a paper by Hamada et al. [44]. VUV irradiation using a Xe

excimer lamp (36 mW/cm2, 30 s) under 100 Pa oxygen was applied as a pretreatment

process to generate silanol groups on the surface of PDMS, serving as anchors for

subsequent silanization with a copolymer obtained from [2-(methacryloyloxy)ethyl]

phosphorylcholine (MPC) (Fig. 3.6) and [2-(methacryloyloxy)ethyl]triethoxysilane

(MeTESi). The METESi units are used for coupling the copolymer to the surface,

while theMPC units provide strong hydration due to its zwitterionic character [20], and

reduces nonspecific protein adsorption to the surface [44]. The copolymer leads to a

decrease in nonspecific adsorption of FITC-labelled BSA, whereas in the untreated

regions of the surface, nonspecific adsorption occurred.

The authors did not compare their approach, using VUV, with other methods

which could be used to prepare surface silanols on PDMS, such as a plasma

treatment or wet-chemical hydrolysis or oxidation.

Pretreatment with acidic H2O2 was used by Sui et al. [117] to generate Si-OH in

PDMS microchannels, followed by silanization with neat PEG-silane and APTMS,

respectively, the former to prevent nonspecific adsorption of proteins and the latter

for covalent attachment of biomolecules (Fig. 3.7). Protein-repelling properties of

the PEG-grafted coatings remained stable for time periods beyond 2 months.

Covalent attachment of three types of biomolecules (arginylglycylaspartic acid

RGD, amino-terminated single-stranded DNA and a recombinant form of prostate
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Fig. 3.6 Molecular
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stem cell antigen PSCA) was demonstrated successfully for the amine-terminated

surfaces. Prior to the covalent attachment of these molecules the amino-

functionalized PDMS surfaces were treated with thiophosgene solution to obtain

isothiocyanate-grafted PDMS microchannels. Cell immobilization, semiquantita-

tive DNA hybridization, and an immunoassay were demonstrated after covalent

attachment of the biomolecules.

For the efficient synthesis of useful organic compounds and combinatorial

libraries of molecules, a set of high-yield, wide-scope, easy-to-perform, and selec-

tive reactions has attracted much attention in the recent 15 years under the term

“click chemistry” [62]. The 1,3-dipolar cycloaddition of organic azides R–N3 to

alkynes R0–C�C–R00, resulting in the formation of 1,2,3-triazole heterocyclic rings,

is of high interest under this aspect. Azide-functionalized surfaces were achieved by

silanization of glass with BUTS followed by an immersion in a saturated solution of

sodium azide in DMF to replace bromide -Br by azide -N3. Afterwards, the azide-

functionalized surfaces were soaked in solutions of propargyl amine (H–C�C–

CH2–NH2) or 1-octyne (H-C�C–C6H13) to form amine- and methyl-terminated

surfaces, respectively. Such modified samples were analyzed with regard to solvent

stability and post-processing methods commonly used in microfabrication and

operating. It was observed that click-modified surfaces were remarkably stable to

different conditions, including UV light, thermal treatment up to 205 �C in air,

different organic solvents and NaCl solutions with pH values ranging from 5 to 11.

Strong oxidizing agents and HF lead to a degradation of the thin films [94].

Although silicon, glass, and PDMS are mostly used as substrates for silanization,

other materials like polymers or paper also play an important role for this technique.

A simple method to produce novel and low-cost paper-based analytical devices

(μPAD) was established by Cai et al. [16]. Filter cellulose was silanized with

Fig. 3.7 Surface modification of PDMS microchannels for covalent attachment of biomolecules

(adapted from Sui et al. [117])
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TMOS using a paper mask with a specific pattern. Silanization was achieved by the

reaction of OH groups of cellulose and TMOS, where both reagents came in contact

with each other. By this technique a pattern of hydrophilic and hydrophobic areas

was achieved on filter paper. These μPADs were used as biosensors to determine

glucose in human serum blood samples. The main advantage of this technique is

that no expensive equipment is needed for sample preparation. Nevertheless, low

resolution and reproducibility might be the main drawbacks so far.

Another example of paper-based microfluidics was given by Glavan

et al. [39]. The authors describe vapor-phase silanization of Whatman chromatog-

raphy paper with fluoroalkyl trichlorosilanes of different chain length and different

degrees of fluorination. With a few exceptions the achieved hydrophobicity corre-

lated with length and fluorine content of the silanes and with the roughness of the

paper. As gas permeability and mechanical flexibility of the paper are retained after

silanization, the modified paper can be used for the fabrication of channels and flow

switches. Due to the highly water-repellent properties aqueous liquid droplets can

be guided over the surface. Using similar compounds Lugli et al. [73] developed

gradient surfaces on Si/SiO2. A gradient in wettability was established by varying

the amount of trichloro (1H,1H,2H,2H-perfluorooctyl)silane bound to the surface.

Droplet motion on these gradient surfaces was demonstrated successfully.

Stojkovič et al. [116] used silanization with APTES of perfluoralkoxy alkane

(PFA) microchannels followed by covalent attachment of glutardialdehyde to

immobilize S. cerivisiae, E. coli, Pseudomonas putida, or bacillus subtilis in the

microchannels. Different protocols were compared to identify the ideal experimen-

tal conditions for cell immobilization on PFA and on other materials, including

glass, polystyrene, poly(methyl methacrylate), polycarbonate, Zeonor®, and

Topas®, which are relevant for microfluidic applications. The authors assume that

surface silanization on glass and polycarbonate occurs via covalently bonded

ATPES, whereas hydrophobic interaction is proposed to be responsible for

silanization of PFA, PS, as well as for Zeonor® and Topas® without pretreatment.

An example of vapor-based silanization of open microchannels is given in a

paper by Chen et al. [19]. Formation of self-assembled organosilane monolayers

was achieved at elevated temperature (50 �C) and low pressure (0.05 Torr) with the

aid of vaporized deionized water. Afterwards, the thin films were annealed at 80 �C.
Surface patterns of different organosilanes were generated with the aid of UV light

using a photomask. The devices were used as micromixers for passive mixing of

water and oil.

Shirai et al. [114] used vapor-based silanization to create a patterned APTES

film to be used for covalent attachment of antibodies. The process was carried out at

elevated temperature (120 �C, 2 h). Afterwards the substrate was covered with a

photomask and irradiated with VUV light to remove APTES from defined regions

of the substrate. After bonding the upper substrate, PEG-silane was attached to the

bare silica and captured antibodies were immobilized on the patterned APTES. The

procedure is schematically shown in Fig. 3.8.
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3.1.4 Grafting

Covalent attachment of polymers on different substrates can be realized by the

so-called “surface grafting.” Depending on the experimental conditions and the

reagents used, one distinguishes “grafting to” and “grafting from.” Both approaches

are depicted schematically in Figs. 3.9 and 3.10.

Using “grafting to” preformed polymer chains are covalently attached to the

surface. If this approach is taken chemically reactive groups are required both, on

the surface and on the polymer. Such groups can be achieved on the substrate by

pretreatment using, e.g., plasma processes or photon-based techniques, or by

surface silanization. It may be a drawback of this approach in some situations,

that the grafting density is limited due to sterical hindrance by already attached

molecules.

Fig. 3.8 Schematic illustration of the procedure for antibody pattering in nanochannels using

VUV light and low-temperature bonding, adapted from Shirai et al. [114]. The APTES film on the

glass slide is oxidatively decomposed by VUV irradiation, except of a masked part on the sample,

so that the glass surface becomes superhydrophilic to be activated for glass–glass-bonding. After

bonding the activated glass surface was coated with trimethoxysilane-poly(ethyleneglycol) (PEG)

to prevent the channels from nonspecific adsorption of proteins. In a masked part of the substrate

the APTES is used to immobilize antibodies on the surface
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Higher grafting densities can be achieved using the “grafting from” approach,

where a polymerization reaction is induced by surface radicals. These radicals are

generated by different pretreatment methods like UV or electron beam irradiation,

exposure to O3, or by adding photoinitiators which diffuse into the bulk material. In

contrast to “grafting to” higher polydispersity is observed, when polymers are

bound to the surface via “grafting from,” as molecular mass of the polymers is

less controllable.

In the literature several examples are described, where grafting techniques are

applied to modify microfluidic devices. Kovach et al. [63] investigated a surface

coating which permits long-term hemocompatibility. High amount of fibrinogen

was adsorbed on uncoated PDMS channels, so that platelet activation was initiated,

causing increasing pressure loss along microchannels. Using plasma pretreatment

Fig. 3.9 Schematic depiction of the “grafting to” approach. Polymers are covalently attached to

the surface by chemical coupling reaction

Fig. 3.10 Schematic depiction of the “grafting from” approach. Film deposition is performed via

surface-induced radical polymerization
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followed by covalent attachment of poly(ethylene glycol) long-term stable hydro-

philic PDMS microchannels were achieved. PEG–silane was coupled inside the

sealed channels. Fibrinogen adsorption under physical conditions and platelet

adsorption from human blood was reduced significantly within a time period up

to 28 days. Moreover, the hemocompatibility was improved, so that the lifetime of

the device was increased 16� compared to the uncoated control sample.

A similar approach was applied by Demming et al. [27] to reduce the adsorption

of hydrophobic yeast cells and to improve emulsification of oil in water. After

plasma pretreatment of PDMS PEG–silane was grafted to the surface to achieve

long-term hydrophilic microfluidic devices. Long-term stability in air and in dif-

ferent solvents, as well as the adhesion of hydrophobic yeast cells (S. cerivisiae)
under defined wall shear stress was investigated. In contrast to a commercially

available PEGylation kit, the method described in this paper needed less time and

production steps, showed a better homogeneity of the deposited coating and better

performance in bonding. The applicability of such modified microfluidic devices

was proven by an anti-adhesive effect of hydrophobic yeast cells and successful

emulsification of oil microdroplets in water. Later on, a flow-through coating of

PDMS-based microfluidic devices by adsorption of PEMs was, however, found

superior to silane grafting, see above [28].

An example for the “grafting from” approach to suppress nonspecific adsorption

of proteins is given in a paper by Jena and Yue [51]. [2-(Methacryloyloxy)ethyl]

phosphorylcholine (MPC) was photografted on COC to prevent protein adsorption

and cell adhesion. It was observed, that hydrophilicity was increased with

prolonged irradiation time. Using FTIR-ATR and XPS spectroscopy it was con-

firmed that the thickness of MPC rose with time until no significant changes in

thickness were observed when the process exceeded 25 min. Longer treatment time

resulted in significant changes in surface roughness. With regard to protein adsorp-

tion and cell adhesion the samples with higher amount of MPC showed better

antifouling properties.

Another promising approach to reduce platelet adhesion on COC was investi-

gated by Roy et al. [103]. The authors compared four different polymers (acrylic

acid AAc, acryl amide AAm, hydroxyethyl methacrylate HEMA, N-vinylpyr-
rolidone NVP) photografted on COC with regard to hydrophilicity, transparency,

platelet adhesion, and long-term stability after sealing. Photografted NVP showed

the most promising results for all relevant parameters.

Fusion of microdroplets within surface-modified microfluidic devices was dem-

onstrated be Fidalgo et al. [35]. The authors used the same chemical compounds

which are described in the paper by Schneider et al. [109]. Hydrophilic poly(acrylic

acid) was patterned on benzophenone-containing PDMS by photo-induced poly-

merization using a photomask. At a double T-junction channel, microdroplets of an

aqueous solution in oil were formed. Due to the hydrophobic nature, the droplets

remained stable until they were passing the hydrophilic PAA stripe. There the

droplets were trapped and fused.

Patterned surfaces of thermoresponsive poly(N-isopropylacrylamide)

(PNiPAAm) were described in a paper by Idota et al. [49]. In contrast to the
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aforementioned pretreatments the authors used electron beam (EB) lithography to

initiate grafting via radical polymerization of NiPAAm on poly(acrylamide)-coated

glass. Using this method, no photomask was necessary to achieve stripe patterns

with line width down to 200 nm. Thermoresponsive behavior and thermally con-

trolled cell attachment and detachment were demonstrated successfully.

In a review by Deng et al. [29] different surface photografting techniques were

summarized. Different initiation methods, effective controlling mechanisms, self-

initiated grafting, grafting in liquid, vapor and bulk phase and grafting on different

surfaces were described. Not only microfluidic applications were discussed, but

application with regard to wettability, adhesion, responsive surfaces, photografting

for lamination, membranes and biomedical-related applications. Regarding surface-

initiated graft polymerization (“grafting from”) effective control mechanisms are of

great interest, as conventional techniques usually are accompanied by high amount

of homopolymerization of the monomers or cross-linking. Yang and Rånby were the

first who described the concept of “living” or “controllable” polymerization on

polymeric surfaces [131]. Due to a dynamic equilibrium of active and inactive

species, the polymerization is controllable so that chain length, composition, and

distribution of the grafted chains can be tuned. A prominent example for a controlled

polymerization is the so-called atom-transfer radical polymerization (ATRP)

[70, 79, 80]. Another concept to achieve narrow polydispersity polymers is the

reversible addition-fragmentation chain transfer (RAFT) reaction [83]. A different

approach to achieve controllable surface polymerization is described by Matsuda

et al. [78, 84, 85] with their concept of “photo-iniferters.” A brief introduction of this

concept is also given in the review by Deng et al. [29]. The concept of “controllable”

polymerization is not widespread used for microfluidic devices yet.

3.1.5 Hydrogels

In contrast to the aforementioned techniques, deposition of hydrogels leads to the

formation of cross-linked 3D polymeric structures. Hydrogels represent a three-

dimensional, hydrophilic, porous network, capable of storing a significant amount

of water or other small molecules, and proteins, making them interesting for drug-

release applications [64, 87]. Due to their swelling properties, the integration of

actuator functions is possible [132]. Depending on the nature of the monomer

chosen even phase-changing properties are available. Phase-change can be intro-

duced by an external stimulus, like temperature, pH, ionic strength, the electric or

the magnetic field, light or radiation forces [6, 64, 119]. An overview on such

“smart polymers” is given in a review by Kumar et al. One prominent example of a

thermoresponsive polymer is PNiPAAm. Due to conformational changes at the

so-called lower critical solution temperature (LCST), intermolecular bound water is

released and the properties of the polymer change from hydrophilic to hydrophobic.

The LCST of PNiPAAm around 32 �C makes it very attractive for biomedical

applications.
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Synthetic polymers like PEG-diacrylate can easily cross-link with natural gels

like chitosan, agarose, or alginate [61, 67, 89, 113]. Moreover, several examples of

patterned deposition of hydrogels have been reported in the literature [45, 56, 121].

Mechanical properties of the hydrogel can be tuned by the monomer chosen

and/or by the amount of cross-linking [3]. Regarding cellular applications this gives

the opportunity to mimic extracellular matrix components (ECM) of different

tissues. The properties of the hydrogel are determined by the prepolymer solutions

used. Formation of hydrogels on different substrates or within microfluidic chan-

nels is mainly achieved by photopolymerization of prepolymer solutions

(Fig. 3.11). Covalent attachment of the gels to microfluidic channel walls is

essential for work under fluidic conditions [66, 67] to prevent that the gel is

detached by the shear flow.

Photopolymerization of acrylamide-modified DNA probes in polycarbonate

microchannels was investigated by Olsen et al. [88]. The reaction was induced by

UV light leading to a cross-linked structure of acrylamide and single-stranded

DNA-oligomer substituted acrylamide. These hydrogels were porous and allowed

fluorescence-labelled DNA to hybridize with the complementary DNA strands

within the gel. Even selective detection of multiple DNA targets was demonstrated

successfully.

Photo-induced cross-linking of alginate and methacrylic groups in

microchannels was described in a paper by Shah et al. [113] (Fig. 3.12). The

hydrogel was loaded with antibody-captured cells. Controlled release of the cells

was achieved by enzymatic degradation of the alginate by alginate lyase. Using this

method a release efficiency of 99� 1 % with a cell viability of 98.9� 0.3 % was

observed. Moreover, single-cell colony formation after 96 h was comparable to

similar control cells. This example showed an interesting approach for an enzy-

matic driven release of biomolecules with high efficiency.

Patterned microchannels of hydrogels with different proteins exposed to the

surface were investigated with regard to their capability to capture circulating

tumor cells. Surface modification was achieved by photopolymerization of PAA

via a photomask. Polymerization was induced by benzophenone which was

adsorbed by the PDMS substrate. Areas without PAA were backfilled with

MPTMS by surface silanization. Due to the different chemical nature of the

patterned areas, protein immobilization was realized without mask alignment:

Covalent attachment of the proteins was realized by a coupling reaction using

EDC/NHS as active ester in the case of PAA. For MPTMS-functionalized surface

Fig. 3.11 Schematic depiction of hydrogel formation from prepolymer solutions on a flat surface
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areas, an amino-to-thiol cross-linking agent, 4-maleimidobutyric acid

N-hydroxysuccinimide ester (GMBS) was used. Thus patterned microchannels

were used to analyze circulation tumor cells (CTC) under flow conditions [65]

(Fig. 3.13).

Annabi et al. [3] investigated photopolymerizable gelatin and tropoelastin

hydrogel solutions which were deposited in the presence of a photoinitiator inside

microfluidic channels under continuous flow. Various concentrations of the

prepolymer solution were used. To determine the thickness of the hydrogel,

FITC-conjugated dextran (10 kDa) was added. Assuming a parabolic flow profile

at laminar flow it was assumed that residence time of the prepolymer solution is

high enough for polymerization and film growth on the microchannel walls. It was

observed that the residence time of the prepolymer solution is crucial for film

homogeneity and film thickness. Primary cardiomyocytes were seeded on the

maintained surfaces. A preferential attachment on the more elastic, soft tropoelastin

surface was observed.

Gradient surfaces of PEG-RGD were deposited by photo-induced polymeriza-

tion of PEG-diacrylate and acryloyl-PEG-RGD using a microfluidic gradient

generator, which has two inlets to mix two different polymer solutions

[72]. Glass slides were silanized with [3-(methacryloyloxy)propyl]

trimethoxysilane (also known as 3-(trimethoxysilyl)propyl methacrylate, TPM) to

guarantee covalent attachment of the PEG hydrogel. Gradient formation was

modeled by computational fluid dynamics simulation to estimate the PEG-RGD

Fig. 3.12 Cell attachment on biotinylated cross-linked alginate hydrogel (left) and subsequent cell
release by exposure to the bacterial enzyme alginate lyase (adapted from Shah et al. [113])

Fig. 3.13 Surface functionalization of PDMS microchannels to achieve a pattern of alternating

anti-EpCAM and protein mixture (adapted from Launiere et al. [65])
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profiles formed in the microfluidic device. The experimental proof was given by

fluorescence labeling of the RGD and by the distribution of bone-marrow-derived

rat mesenchymal stem cells (MSCs) which adhered on the channel wall. Fluores-

cence intensity as well as number of spread cells increased with the density of

bound RGD. In their review from 2013 Tehranirokh et al. [118] also mentioned

gradients inside hydrogels which were suitable to study cell behavior at different

concentrations of drugs or growth factors.

Piao et al. [92] developed a microfluidic device suitable to detect glucose. After

plasma pretreatment of the PDMS substrate and silanization with TPM, poly

(ethylene glycol) diacrylate (PEG-DA) was photopolymerized on the substrate.

Before the polymerization was performed, glucose oxidase was added to the

prepolymer solution. Patterning was achieved by a photomask. Glucose, even

from urine samples, was detected successfully. Puchberger-Enengl et al. [96] also

used photopolymerized PEG-DA as hydrogel for sensing applications within

microfluidic channels. Sensing was tested by a colorimetric protein assay, due to

a color shift of bromophenol blue which interacts with the protein in acidic

environment.

Another example of biosensing is given in a paper by Tran et al. [123]. The

authors integrated electrochemical impedance (ECIS) measurements for high-

throughput cell-based biosensing on a hydrogel-based microfluidic device. Vessels

which convey a flowing fluid were mimicked by the microchannel, the tissue

structure was represented by the hydrogel made from agarose and enriched by a

desired drug. Gradient amounts of the drug were released by the hydrogel. Cell

attachment was promoted by L-cysteine which was adsorbed on the surface. The

ECIS system was used to monitor cell viability under the drug gradient. Compared

to other techniques ECIS allows real-time monitoring and noninvasive and a label-

free detection.

Completely different reagents were investigated in a paper by Schr€oder
et al. [110] (Fig. 3.14). Hydrogels with polyampholyte characteristics were depos-

ited in order to achieve nonfouling properties. These hydrogels were composed of

positively charged [2-(acryloyloxy)ethyl]trimethylammonium chloride (TMAC)

and negatively charged 2-carboxyethyl acrylate (CAA) monomer subunits to

Fig. 3.14 Schematic depiction of a multifunctional polyampholyte hydrogel which shows fouling

resistance and protein-conjugation capacity (adapted from Schr€oder et al. [110])
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mimic zwitterionic behavior. Such films showed excellent nonfouling properties

against fibrinogen and lysozyme. Depending on the amount of cross-linking differ-

ent swelling behavior was demonstrated by the authors. Moreover, pH-depending

protein-conjugation capabilities were observed without losing nonfouling proper-

ties. Nevertheless, covalent-attached fibrinogen still promotes cell attachment.

3.2 Gas-Phase Methods

3.2.1 CVD and ALD Coating

As alternatives to wet-chemical coating or modification processes for microfluidic

device surfaces, chemical vapor deposition (CVD) methods have been described in

more recent papers. Several different CVD methods are applicable to render a

surface hydrophobic by deposition of highly fluorinated monolayers or polymers. In

a paper by Lee et al. [68] two commercial fluoropolymer formulations, CYTOP™
(Asahi Glass) and Fluorinert™ (3 M), and a fluorosilane, pentafluorophenyl-

triethoxysilane (PFPTES), were compared as sources for the deposition of thin

films of typically 5–10 nm thickness, and an ultrathin monolayer, respectively, on

planar silicon wafers. Maximum water contact angles achieved were between 80�

and 85� for the two fluoropolymers. The same authors later on compared four

different fluorosilanes as CVD precursors to control hydrophobicity and protein

adhesion behavior of silicon and PDMS surfaces, respectively [13], see also

[12]. Besides the above-mentioned PFPTES with a pentafluorophenyl ring and

three ethoxy groups (TES), three reactive silanes with linear fluorinated chains

were applied: 1H,1H,2H,2H-perfluorooctyl-trichlorosilane (PFOTCS),

1H,1H,2H,2H-perfluorooctyl-dimethylchlorosilane (PFODCS) with only one -Cl

group at the silicon, and 1H,1H,2H,2H-perfluorodecyltriethoxysilane (PFDTES)

with a longer fluorinated chain. Deposition was done at pressures between 200 and

600 Torr at temperatures between 20 and 140 �C. A water contact (WCA) angle of

117� was achieved with PFDTES on PDMS which had undergone an oxygen-

plasma treatment in order to generate silanol groups required as anchors for

coupling of the fluorosilanes. On silicon substrates, cleaned by “piranha” treatment

or by a plasma process, significantly smaller WCAs were obtained; with PFDTES

106� and 107�, respectively.
A vapor deposition technique which can be used to modify silicon

microchannels with PEG in order to decrease the adsorption of proteins was

reported by Popat et al. [93]. The authors use the polymerization of ethylene

oxide, Lewis-acid-catalyzed by gaseous BF3, to graft poly(ethylene glycol) chains

on the surface. The process starts at amino groups attached to the silicon surface by

gas-phase silanization with APTMS. Therefore the PEG chains are firmly bound to

the surface; over a time period of 4 weeks in PBS (phosphate-buffered saline)

solution, the carbon content of the PEG film is reduced by only 7 %. Protein
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adsorption at the hydrophilized surfaces can be reduced by about 80 % using this

method.

The function of the so far described coatings is predominantly physical. How-

ever, a rich variety of polymers with chemically reactive functional groups can also

be deposited via the gas phase using an extension of the well-known deposition

technology used for a long time to deposit protective poly( p-xylylene) “parylene”
coatings from [2.2]paracyclophane (Fig. 3.15) or derivatives thereof obtained by

substituting one or more hydrogen atoms at the benzene rings [30].

The precursor sublimes at low temperature and pressures in the range of

0.01–0.1 Torr and is carried into a pyrolysis zone (>500 �C) where it dissociates

into reactive intermediate molecules (singlet or triplet diradicals) which, upon

condensation on a cool surface, form a continuous polymer film –(CH2–CH2–

C6H4–)n–. Owing to the low temperature of the substrate the deposition can take

place on virtually every material which can be brought into the vacuum chamber;

the resulting coatings are usually of good conformality. The review article by Deng

and Lahann gives an overview of the impressive richness of chemical functions

which can be incorporated into the films by using substituted [2.2]paracyclophane

carrying halogen, hydroxy, amino, or ester groups, to name just a few representa-

tives from a large library of functional groups which have already been used [30].

Another low-pressure CVD technology with a considerable potential for—

among other fields—applications in microfluidics are the iCVD and oCVD tech-

niques developed in the group of K. K. Gleason at the MIT, MA, USA since nearly

20 years. Deposition of a large variety of polymers on virtually any substrate can be

achieved at or near-room temperature from the vapor phase by delivering to the

substrate either (1) a monomer vapor together with the vapor of a suitable oxidant

such as Br2, FeCl3, CuCl2, or VOCl3 (oxidative CVD, oCVD) or (2) a monomer

vapor containing organic radicals generated from an initiator such as an organic

peroxide by thermal dissociation using an array of heated wires (initiated CVD,

iCVD) [2, 4, 23].

oCVD is a powerful technique for CVD of conjugated polymers such as

polythiophene or poly(3,4-ethylenedioxythiophene) (PEDOT). iCVD is an exten-

sion of the hot-filament CVD (HF-CVD, also hot-wire CVD, HW-CD) technique

known since decades as an important method to deposit crystalline diamond thin

films. While in diamond CVD the hot filaments with temperatures around 2000 �C
or more are used to dissociate molecular hydrogen into atoms, in iCVD the hot

wires are decomposing an initiator molecule R–R0 containing a labile bond such as

–O–O– in peroxides, to generate radicals which initiate a free-radical polymeriza-

tion of the adsorbed monomer M on the substrate surface. Much less wire

H2C CH2

H2C CH2

Fig. 3.15 Molecular

structure of [2.2]

paracyclophane, the

precursor of parylene

coatings
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temperatures, a few 100 �C only, are generally sufficient to initiate the polymeri-

zation process consisting essentially from the following three steps (“gas” and

“ads” denote gas phase and adsorbed species, respectively, radical character is

indicated by a small empty circle):

R� R
0 !Twire

R∘þ R
0
∘

R∘gas þMads ! R�M∘ads

R�M∘ads þ nMads ! R�Mnþ1∘ads

ð3:1Þ

A large variety of functional polymers has been deposited by iCVD, several

microfluidic applications are mentioned in the recent review article by Coclite

et al. [23]. The organic functionality of the monomer is retained to a large extent

by this method. Riche et al. used iCVD to deposit cross-linked fluoropolymer

coatings on preassembled PDMS microfluidic devices to obtain barrier coatings

increasing the chemical compatibility of the devices [99] and to control droplet

formation and merger [100] in digital microfluidics. The authors applied di-tert

butyl peroxide as an initiator molecule, 1H,1H,2H,2H-perfluorodecyl acrylate as a

monomer and glycol diacrylate as a cross-linker at 0.1 Torr pressure, using stage

and filament temperatures of only 35 �C and 200 �C, respectively (Fig. 3.16).

A gas-phase deposition method known since the early 1990s and still finding

increasing interest for a wide range of applications, atomic layer deposition (ALD),

has been applied for microfluidic applications only recently and so far only in a

small number of reports. The principle of the method is schematically shown in

Fig. 3.17, using as an example, the deposition of aluminum oxide, Al2O3, which is

the most frequent material obtained by ALD, among several other oxides and other

metal compounds or pure elemental metals [71].

The ALD process consists of a repetition of cycles made up of four steps in

which the substrate is consecutively (1) exposed to the vapor of a precursor I, for

alumina deposition usually trimethyl aluminum (TMA), (2) purged by an inert gas,

(3) exposed to water, ozone, or an oxidizing plasma (plasma ALD, PALD) and

(4) purged again by an inert gas.

In step 1 of Al2O3 ALD, the films surface is saturated with –O–Al(CH3)2 groups,

this reaction comes to an end as far as a dense monolayer is obtained. In step 3, methyl

Glass window

Monomer
+ initiator

0.1 Torr
Hot filament, 200°C

Cooled substrate stage, 35°C

Fig. 3.16 Scheme of an

iCVD reactor, parameters

according to Riche

et al. [100]
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groups are removed by hydrolysis or oxidation, and substituted by hydroxy groups,

simplified:

�O� Al CH3ð Þ2 ! �O�Al OHð Þ2
In step 1 of the following cycle the –OH group will again react with TMA:

�O� Al OHð Þ2 þ 2Al CH3ð Þ3 ! �O�Al OAl CH3ð Þ2
� �

2
þ 2CH4

and so on. Inert gas purging in steps 2 and 4 is required in order to prevent contact of

TMA with water which would result in the formation of alumina by CVD.

Major advantages of ALD-deposited oxides over CVD oxides are a very high

degree of conformality with the substrate geometry and a superior film density,

smoothness, and pinhole freeness. For this reason, ALD oxides are frequently

applied or developed for applications requiring excellent permeation barrier layers

and dielectrics.

Spagnola et al. [115] attempted to apply an Al2O3 coating deposited by ALD on

PDMS to obtain a permanently hydrophilic surface. Like with several other

approaches used to modify PDMS surfaces to increase the surface free energy

and water wettability (plasma treatments, UV/ozone, etc.) the success was not

lasting: Hydrophobic recovery was observed within hours of storage in air or an

inert gas, very probably due to the diffusion of oligomer molecules through

microcracks within the oxide coating. The limited success reported in this paper

is not surprising, in view of the softness (low modulus of elasticity) of PDMS,

making it a “difficult substrate” for depositing brittle ceramic layers. Nevertheless

Fig. 3.17 Principle of ALD of aluminum oxide (by courtesy of Sanjeev Kumar Gurram, Fraun-

hofer IST)
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ALD is thought to have some potential for microfluidics devices made from other

polymers or from glass. It can be expected, for example, that the possibility to

generate atmospheric-pressure microplasmas in selected regions of a microfluidic

device (see Sect. 3.2.3 of this article) will enable localized surface modifications by

“μPALD” which cannot easily be achieved by other techniques.

Chang et al. [18] used ALD to deposit 127 nm (1000 cycles) aluminum oxide as

a high-dielectric-constant insulator (εr� 10) on a 100 nm Au film on glass serving

as the electrode for an electrowetting-on-dielectric (EWOD) device for the manip-

ulation of droplets in digital (droplet-based) microfluidics. Due to the small insu-

lator thickness the driving voltage necessary to activate droplet movement could be

reduced from several tens of volts to 3 V. Pei et al. [91] applied the same material

(100 nm) on an a-Si:H film on glass for a light-actuated drop manipulation device

and achieved lowering of required voltage and optical power by factors of 5 and

85, respectively.

3.2.2 Photon-Based Technologies: UV, UVO, and VUV
Treatment

Absorption of UV radiation by a polymer under inert gas may result in

photodegradation or photo-cross-linking (or both processes), depending on the

type of the polymer and the irradiation conditions. In the presence of air or pure

oxygen, a polymer can be photooxidized [17]. If a low-pressure mercury vapor

lamp is used with a quartz bulb transmitting 184.9 nm radiation along with the

dominating 253.7 nm line, the treatment is frequently called UV-ozone (UV/O3,

UVO) treatment because the low-wavelength component of the radiation is able to

dissociate O2 into ground state oxygen atoms O(3P) which will form ozone in situ

by recombination with molecular oxygen:

O2 þ hν ! 2O 3P
� �

O 3P
� �þ O2 ! O3

Wavelengths below 245.4 nm are required to dissociate O2 [82]. O3 and possibly

O(3P) atoms may under these conditions become relevant as reactive species which

play an important role in the modification mechanism.

The presence of ozone is, however, not always required: Using PMMA or PC

substrates, surface carboxylic acid groups can be generated by relatively low-dose

(<54 J cm�2) UV irradiation excluding the high-energy line near 185 nm. Photo-

cleavage of ester groups is assumed to play a role in the overall reaction scheme.

The process leads to some roughening, however without major damage of the

surface. The presence of the –COOH groups increases the surface free energy of

the surface (“activation”), resulting in higher wettability. Irradiation through a

mask, for example a simple metal mesh, leads to a patterned surface carboxylation.
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7.6 μm wide squares have, for example, been achieved by McCarley et al. [81] and

by Wei et al. [126] (Fig. 3.18), see also references cited therein.

Applying the UV/O3 technique to manufacture CTC microfluidic chips from

PMMA and COC, respectively, Jackson et al. [50] found two previously unreported

effects which have to be taken into account if polymer substrates containing

microfluidic channels with relatively high aspect ratios have to be functionalized

with carboxylic acid groups and if the substrates subsequently undergo heating

during a thermal fusion bonding process (98–102 �C for PMMA; 132–134 �C for

COC): The higher optical absorption of PMMA as compared to COC leads to a

nonuniform functionalization along the depth of a microchannel and the higher

propensity of PMMA to photodegradation results in a loss of functional groups

from the surface upon heating.

A number of polymers (PDMS, PMMA, PS, PC, COC) were studied by Van

Midwoud et al. [125] with respect to adsorption properties (reduction of adsorption

of hydrophobic molecules such as 7-ethoxycoumarin or testosterone) and biocom-

patibility after an oxidizing treatment by UV/O3 or an oxygen-plasma treatment.

Only UV/O3-treated PC and COC were found to satisfy both criteria. The surface

hydrophilization after plasma treatment (30–120 s in a commercial low-pressure

“plasma cleaner”) was generally less efficient and less stable than after the UV

irradiation (15–60 min, commercial low-pressure mercury UV lamp): After 1 week,

contact angles of all plasma-treated polymers had risen beyond 40�, while for

UV/O3-treated PC, PC, and COC they had stayed below 20� even after 4 weeks

(PMMA: 33�; PDMS: 85�).
UV irradiation in ambient atmosphere (400W, 200–600 nm, several 10 min) was

also used by Kano et al. [53] to turn a PDMS surface hydrophilic and water

wettable. This effect is due to a change of the network structure (–O–Si(CH3)2–)n
characteristic for PDMS into a glass-like network. In this case the surface stays

hydrophilic for several weeks.

Spagnola et al. [115] compared UV/O3 treatment (28 mW/cm2, 60 min) with a

plasma oxidation process (50 W, 20 s) as surface treatments of PDMS preceding an

UV, 254 nm

PMMA

CO2H
CO2H CO2H

CO2H CO2H
CO2H

PMMA

Fig. 3.18 Area-selective

functionalization of PMMA

surfaces by UV radiation

through a metal mask

(adapted from Wei

et al. [126])
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Al2O3 coating using ALD and found the UV/O3 process to produce a much

smoother and uniform surface. Tsao et al. [124] used UV/O3 treatment to achieve

low-temperature bonding of PMMA and COC microfluidic substrates. For both

polymers, bond strength improvements at low temperatures by one to two orders of

magnitude were observed.

Higher photon energies are available in the vacuum-UV (VUV) region if a

suitable excimer source is used for irradiating the polymer source. At wavelengths

below 175.9 nm, O2 may be dissociated according to the equation

O2 þ hν ! O 1D
� �þ O 3P

� �

[82]; the excited metastable O(1D) atom is believed to have stronger oxidative

reactivity than O(3P). Using a Xe excimer lamp to irradiate cyclo-olefin polymer

(COP) in ambient air to improve the wettability and adhesion properties, oxygen

functionalities such as ether, ketone, and carboxylic groups were found on the

surface [57].

UV irradiation can be employed to “activate” a polymer surface for subsequently

grafting a polymer from a monomer (solution). A more recent example was

reported by Schneider et al. [109]; the principle is illustrated in Fig. 3.19. UV

radiation was used to excite a photoinitiator (in this case benzophenone (BP)) which

is cleaved by relatively low-energetic UV radiation band-pass-filtered from the

spectrum of a 200 W mercury–xenon arc lamp. The resulting radicals start the

polymerization of acrylic acid (AA) resulting in formation of a grafted layer of

PAA.

Fig. 3.19 Schematic of UV-induced grafting of poly(acrylic acid) in channels of PDMS

microfluidic devices: (a) cross-section of channel in PDMS; (b) photoinitiator benzophenone

(BP) diffuses (crosshatched) from a BP solution (checkered) flowed through the channel into

the surrounding PDMS; (c) situation after removal of BP solution; (d) acrylic acid (AA) diffuses

from a solution of AA (dark gray) flowed through the channel; (e) after establishment of a zone

with diffused BP and AA the grafting is started by irradiation with UV; (f) after monomer removal

a zone with grafted polymer (AA) has been formed (light gray) (adapted from Schneider

et al. [109])
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UV-induced photografting can also be used to enhance the wettability of other

polymers such as SU-8 photoresists. In one example [37] UV irradiation of the

polymer was done in two steps using a UV LED with 27 mW cm�2 at 375 nm

emission (30 min): In the first step the sample was irradiated after soaking in a 5 %

(w/w) solution of the photoinitiator 1-hydroxycyclohexyl phenyl ketone (HCPK) in

ethanol in order to couple it to the surface; in the second step the such-modified

surface was irradiated again in the presence of a mixture of monomers (HEMA,

PEGMA) and/or cross-linkers (TEGDMA, PEGDMA) carrying hydrophilic OH

groups (Fig. 3.20).

3.2.3 Plasma-Based Surface Functionalization

Plasma processes are widely used for the functionalization of surfaces

[17, 21]. Some possibilities to use plasma processes as production step for the

fabrication of microfluidic systems have already been mentioned in the preceding

chapter as alternatives to photon-based technologies. For the following consider-

ations a distinction between low- and atmospheric-pressure plasmas must be made.

The mean free path (mfp) of plasma particles (such as atoms, molecules, ions, free

electrons) is inversely proportional to the pressure of the process gas in which the

Fig. 3.20 Two-step procedure for UV-induced photografting on SU-8: The polymer is first

irradiated in the presence of an aromatic ketone (HCPK, R1¼ phenyl, R2¼ 1-hydroxycyclohexyl;

the cited article wrongly shows the 2-hydroxycyclohexyl isomer) in order to add a C–H bond of the

substrate to the C¼O bond. In a second step the modified surface is irradiated again in order to

generate a radical site on the polymer surface to which the unsaturated monomers can graft

(adapted from Gao et al. [37])
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plasma is sustained. Order-of-magnitude-differences in mfps are responsible for

largely different characteristics of low-pressure plasmas, typically run at pressures

of a few Pascal, and atmospheric-pressure plasmas such as dielectric barrier

discharges (DBD) in which mfps are a few hundred nanometers. Due to mfps in

the centimeter range, ions in low-pressure plasmas may be accelerated in electric

fields, e.g., in cathode falls, to energies in the 100 eV range or beyond, enabling the

sputtering of solids and the deposition of hard coatings such as diamond-like carbon

(DLC) or cubic boron nitride (cBN). On the other hand, however, low-pressure

plasmas can hardly be ignited in small cavities with typical diameters of less

than 1 mm, while atmospheric-pressure gas discharges such as DBDs can easily

be sustained in cavities with diameters of 100 μm or less, and may easily be

delimited to specific surface areas in order to achieve an area-selective

functionalization [120].

3.2.3.1 Plasma-Chemical Modification

Exposure of a substrate to a gas discharge may induce physical processes and

chemical reactions on the substrate surface and in its near-surface region. The

resulting surface modification may be effected by photons from the plasma, by

incident charged species, energetic metastables, atoms, or radicals. In low-pressure

plasmas sputtering is often the most important physical effect, responsible for

removal of impurities and major changes in surface morphology and structure,

surface roughening or nanopatterning. Gogolides et al. [40], for example, describe

the control of wettability, optical reflection and transmission, protein adsorption

and cell growth by nanopatterning. Usually, individual plasma effects on the

surface cannot be separated because various surface modifications take place at

the same time. So, the kinetic energy of accelerated ions bombarding the substrate

may not only break bonds, but also promote cross-linking in polymers [122]. For

lab-scale microfluidics PDMS is a material of particular importance. By plasma

oxidation the surface turns glass-like and the surface properties change in regard to

wettability, chemical reactivity, and oxygen diffusion [74].

For chemical surface modifications low-pressure as well as atmospheric-pressure

plasmas are suitable. Usually oxygen-containing process gases are used for an

“activation” of the surface. The oxygen-plasma treatment introduces polar func-

tional moieties such as hydroxyl, carbonyl, carboxyl groups (–OH, >C¼O, –

CO–OH) to polymer surfaces, increasing the free surface free energy and

wettability. In case of oxidic inorganic materials such as silica or glass the

treatment may result in a removal of thin organic contaminant films.

The activation effect achieved by plasma treatment of polymers is generally not

long-term stable. In an extensive study Jokinen et al. investigated a range of

polymers frequently used for microfluidic applications like PDMS, PMMA, PC,

PE, PP, PS, SU-8, hybrid polymer ORMOCOMP, PCL, and P(CL/DLLA))

(polycaprolactone/D,L-lactide), regarding their wetting behavior after low-pressure

microwave-plasma activation. In this study nitrogen and oxygen-plasma treatments

3 Surface Functionalization of Microfluidic Devices 85



were compared and the long-term stability of the achieved effects was character-

ized. For each polymer the individual contact angle increase was determined over a

time period of 100 days. The optimal process gas for activation was found to

depend on the kind of polymer [52].

The hydrophilization of PMMA and PTFE by treatment in a diffuse coplanar

surface barrier discharge (DCSBD) at atmospheric pressure was investigated by

Hergelová et al. [47]. For activation the process gases oxygen, nitrogen, and water-

vapor-enriched nitrogen were used. For both polymers the surface free energy could

be increased by 50–60 %. The hydrophilization effect was stable during a period of

7 days [47].

For many microfluidic applications the control of protein immobilization is a

crucial point. It can be realized by oxygen-plasma activation for various substrates.

In addition oxygen-plasma is used as a pretreatment step for following coating

processes in order to ensure defined surface properties. Kim and Herr gives an

overview about different immobilization procedures and necessary surface modifi-

cations for silicon, metal, plastics, glass, and paper where oxygen-plasma treat-

ments are often used as an intermediate step [55].

Examples of plasma pretreatments before wet-chemical coatings were already

mentioned in preceding chapters. Thomas et al. [120] report a method using

microplasmas at atmospheric pressure in nitrogen-containing gases as a

pretreatment for the patterned metallization of polymers. This so-called plasma

printing process is also suitable for the integration of metal electrodes in

microfluidic systems.

In addition to modifying the surfaces coming into contact with liquids, the

functionalization of seal surfaces plays an important role in the development of

three-dimensional microfluidic components. In particular for plastics, temperature

and pressure for the sealing process are limited. Pretreatments with oxygen-plasma

help to increase the bond strength [11]. However, it must be assumed that the bond

strength afterwards in aqueous environment decreases. Lee and Ram [69] report a

pressure- and water-stable bond between plastic and PDMS, where after plasma

treatment the faces were modified by bis-silanes with larger alkoxy end groups to

promote organofunctional bond formation.

Plasma activation as a pretreatment for direct bonding is also known for inor-

ganic materials like glass and silicon, which are used for wafer level production in

microsystem technology. After an exposure to atmospheric-pressure or low-pres-

sure plasmas the bond strength for pairs of silicon, fused-silica, and borosilicate

glass wafers, respectively, can be increased many times at low temperatures, as

reported by Eichler et al. [32].

3.2.3.2 Plasma-Activated Deposition

Diverse surface properties on a variety of materials can be realized by coatings

deposited by a plasma process. Plasma-enhanced chemical vapor deposition

(PECVD) allows to realize selected surface functionalities. For the plasma process
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all kinds of plasma sources, gas pressures between a few Pascals and one bar and

different excitation modes such as direct current, mid-frequency, radio frequency,

and microwave may be used. The advantage of PECVD over many thermal CVD

processes is the low substrate temperature which is generally sufficient to achieve a

desired result; even polymeric substrate materials may remain unchanged in shape

and properties and only its surface properties may be adapted to the application.

Unsaturated organic monomers with double or triple bonds may be plasma-

deposited quite readily. However saturated compounds such as organosilanes,

paraffin hydrocarbons, and saturated fluorocarbons are also widely used as pre-

cursors and the notion of “plasma polymerization” has been extended to this kind of

PECVD [14]. PECVD of special unsaturated monomers in an inert gas atmosphere

may lead to a high retention of the monomer structure. Monomers containing

reactive groups thus can be used to deposit chemically reactive coatings. Epoxy-

functionalized films, for example, may be obtained at ambient pressure from the

precursor glycidyl methacrylate by plasma polymerization activated in a pulsed

DBD [59].

Cordeiro et al. [25] report fluoropolymer coating in a downstream low-pressure

reactor by the use of tetrafluoromethane. After the coating process, the fluorinated

PDMS surface shows improved antifouling properties which were tested by two

bacteria species. PDMS capillary electrophoresis microchips were coated by

octafluoropropane and acryl acid, respectively, in order to modify the electroos-

motic flow [76]. In order to improve adhesion of the fluorocarbon and acrylic acid

films an Ar plasma pretreatment was applied. Interestingly this treatment was also

found to decrease the absorption of a hydrophobic dye by the PDMS walls,

indicating a cross-linking of surface-near regions of the polymer.

Plasma polymerization of diethylene glycol dimethyl ether (“diglyme”) was

successfully applied by Gross-Kosche et al. [42] in their study aiming at nonfouling

surfaces, resisting protein adsorption and cell proliferation, of a thermoplastic

elastomeric silicone copolymer, GENIOMER® 80 (G80).

3.2.3.3 Plasma Treatment and Film Deposition in Trenches,

Microchannels, and Tubings

The integration of functionalized surfaces in microfluidic channels can be chal-

lenging, because of the different requirements for surface with liquid contact and

sealing areas. But even if the requirements for the channels and the sealing areas are

the same, the aspect ratio of the fluidic channels limits the homogeneous film

thickness, see left side of Fig. 3.21. Besch et al. [10] studied the uniformity of

film deposition on walls of trenches with aspect ratios from 2 to 10 and a trench

depth of 3.5 mm. The allylamine coatings were characterized by XPS and FTIR

spectroscopy. While the film compositions do not change significantly, the film

thicknesses were reduced to 20 % at the bottom for an aspect ratio of 10. Riaz

et al. [98] describe a low-pressure (40 Pa) PECVD method to deposit a glass-like

SiOx barrier film in long PDMS channels with rectangular cross-section

3 Surface Functionalization of Microfluidic Devices 87



(50 μm� 100 μm) using HMDSO and oxygen. Barrier properties were found for

small molecules such as rhodamine B and biotin, and the films also resisted

permeation of organic solvents such as toluene, preventing the PDMS microfluidic

structures from swelling and deforming. The authors conclude that silicon radicals

and elemental oxygen maintain sufficiently reactive for up to 7000 s and survive the

random diffusion walk along the channel to form a film as much as 65 mm from the

cavity entrance. This effect can be used to form thin barrier films of silicon oxide in

commercially available plasma reactors.

Mascia and Zhang [77] investigated the hydrophilization of short

fluoroelastomer tubings by plasma treatment. The water contact angle for the

inner surfaces was measured with regard to the distance of the tube openings,

treatment time, plasma power, process gas, and gas pressure. For the activated

length in the tubings, an exponential relation with the treatment time was found.

Different requirements for the liquid contact areas and the sealing areas are also

obvious for the cap of the channels, see left side Fig. 3.21. West et al. [128] describe

a microplasma jet for surface-directed writing. Hydrophilic patterns were directly

written to a hydrophobic glass substrate. This allows to turn the sealing areas

hydrophilic while the channel areas remain untreated.

Evju et al. [34] reported an atmospheric-pressure plasma that is ignited in a

sealed channel of a microfluidic device. Therefore two platinum electrodes were

integrated opposite in the ends of the 6 mm long channel. The plasma ignition

voltage was up to 15 kV DC and the current flow was limited by a 30 MΩ resistor.

By using a C2F6/He process gas mixture hydrophobic surface properties were

achieved in the channel after plasma treatment. With He/H2O mixtures the surface

turned hydrophilic.

Klages et al. [58, 60] presented a process for channel surface treatment in

microfluidics based on a dielectric barrier discharge (DBD) at atmospheric pres-

sure. The discharge is ignited between two electrodes, covered by dielectrics, see

Fig. 3.22. Often the fluidic devices itself can act as this dielectric. At sufficiently

Fig. 3.21 Left side: plasma deposition (red) on a fluidic substrate with unsealed microfluidic

channels. The coating is generally not uniform; at the side walls and bottoms of the trenches, the

coating thicknesses are reduced. After sealing, the cap areas in the channels are uncoated. Right
side: with a plasma in the sealed channel, all channel surfaces may be coated uniformly
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high electrode voltages, a plasma ignites in the channel. The ignition voltage is

influenced by the choice of process gas. The length of the coated or treated area can

be adjusted by the electrode dimensions. Localized surface modification in the

channel has the potential to realize hydrophobic stops in hydrophilic channels or to

immobilize biomolecules at certain areas.

Priest et al. [95] presented a patterned microplasma system using liquid gallium

(melting point 29.8 �C) as electrodes injected into PDMS channels close to the

microfluidic cannel to be treated. The injection of the gallium into the electrode

channels was done by a syringe at 50 �C. The system was used to ignite localized

plasmas and the plasma effect was characterized by a fluorescent dye.

Eichler et al. [33] presented a novel fluid-phase separator based on area-selective

microplasma treatment. The separator consists of a Y-shaped channel which is

coated in such a way that one branch is hydrophobic and the other hydrophilic. For

the function of the separator it is important that the main channel close to the branch

point has opposing hydrophilic and hydrophobic areas, see right side Fig. 3.23. This

tailored coating was realized by using an individual gas stream for each branch

flowing in the direction opposite to the intended liquid flows, see left side Fig. 3.23.

The plasma was generated using an electrode configuration as shown in Fig. 3.22.

For hydrophobic coating precursors like tetramethylsilane (TMS) or octafluor-

ocyclobutane (“Freon-C-318”) can be used. Hydrophilic coatings can be realized

e.g., by oxidizing silicon containing precursors like silane SiH4 or TEOS. The

laminar flow in the channels allows to apply the hydrophobic and the hydrophilic

film at the same time. Otherwise one channel can be protected against coating by an

inert gas without a precursor or by a quenching gas with a high ignition voltage in

which no discharge is sustained under the applied conditions.

Bashir et al. [8] reported a novel coating technique using microplasma for sealed

microchannels. They apply two different electrode configurations. The first config-

uration is related to the principle in Fig. 3.22 with an insulating barrier between the

electrodes. One electrode is formed as a needle for the process gas inlet. The

counter electrode is limited to the process gas outlet area, but not in electrical

Fig. 3.22 Plasma treatment

in a microfluidic channel

3 Surface Functionalization of Microfluidic Devices 89



contact with the process gas. The second configuration without dielectric barrier is

similar to the set-up of Evju et al. [34] with the difference that both electrodes are

needles for the process gas inlet and outlet. Coatings were applied from different

monomers and characterized by FTIR and XPS. The authors achieved long-term

stable hydrophilic coatings and deposited films containing amino functions.
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Chapter 4

Microbioreactors

R. Krull, S. Llad�o‐Maldonado, T. Lorenz, S. Demming, and S. Büttgenbach

Abstract In the last decade, microbioreactor (MBR) technology has allowed for

rapid advances in biotechnology process development and the investigation of

various biological systems from the industrial biotechnology and pharmaceutical

biotechnology. Many of the devices that have been reported in the literature are

being applied for early-stage bioprocess research. This research makes it possible to

perform comprehensive experiments with very expensive substances that are only

available in limited quantities.

Microtechnologically fabricated MBRs range in complexity from simple

microtiter-based systems to complex automated parallel bioreactors designed to

allow meaningful scaling up/scaling down of conventional pilot and large-scale

bioprocesses. MBR technology and the capability to monitor cultivation process

variables in situ, such as the optical density, dissolved oxygen, pH and fluorescent

protein expression, provide real-time and quantitative data from a microliter culti-

vation broth. Currently, the majority of MBR systems have been designed for batch

and fed-batch processing; there are a few efforts directed at developing MBRs for

continuous chemostat mode operation.

This overview of microtechnologically fabricated MBRs, their design and appli-

cation presents the advantages, different strategies for manufacturing and biotech-

nological applications of these tiny devices in different operation modes. The report

discusses the possibility of design versatility and maintaining key aspects, for

example, single-use and fluidic connections, as well as the application of MBRs

in versatile and different biotechnological fields.

R. Krull (*) • S. Llad�o‐Maldonado

IBVT—Institute of Biochemical Engineering, Technische Universität Braunschweig,

Gaußstr. 17, Braunschweig 38106, Germany

e-mail: r.krull@tu-braunschweig.de

T. Lorenz • S. Büttgenbach

IMT—Institute of Microtechnology, Technische Universität Braunschweig, Alte

Salzdahlumer Str. 203, Braunschweig 38124, Germany

S. Demming

IMT—Institute of Microtechnology, Technische Universität Braunschweig, Alte

Salzdahlumer Str. 203, Braunschweig 38124, Germany

Global Technology Chemical Intermediates, BASF SE, Ludwigshafen, Germany

© Springer International Publishing Switzerland 2016

A. Dietzel (ed.), Microsystems for Pharmatechnology,
DOI 10.1007/978-3-319-26920-7_4

99

mailto:r.krull@tu-braunschweig.de


4.1 Introduction

Biotechnological process development includes the screening of microorganisms

and the estimation of optimal process parameters for high-yield bioproduction.

Biological reaction kinetics, growth behaviour and product formation are depen-

dent on several physicochemical parameters, e.g., temperature, pH and nutrient

availability. To minimise the uncertainty in these parameters, a homogeneous

distribution of cells during the cultivation is indispensable for reproducible and

reliable data. Due to the low solubility of oxygen in aqueous media, the character-

isation of the oxygen transfer for aerobic cultivation processes represents the basis

of all further biological studies. The generation of the information will provide

comprehensive knowledge of the process and requires a variety of experiments that

cover the proper range of process parameters.

Gathering this comprehensive process information requires several simulta-

neous experiments. Thus, there is a high demand for cost-effective, parallel, and

multiparametric automated methods with high-throughput [158]. In particular,

microprocess-engineered bioreactor systems are a focus of research [24, 123,

134]. These systems allow for online screening and monitoring of selected process

conditions [18]. Furthermore, the microscale set-up ensures savings of high-cost

substrates, including limited drug formulations. Currently, the screening set-up in

microtiter plates, working in batch or fed-batch mode, allows for high-throughput

experimentation. Unfortunately, there is a lack of information due to the time-

dependent environmental conditions and limited process time as well as the lack of

multiparametric online analysis. For cultivations, the simultaneous detection of

several parameters is mandatory for holistic process information.

Due to novel manufacturing processes in microtechnology, various functional

elements can be generated at the scale of a few micro- and even nanolitres [22, 23,

33, 40, 72, 108, 147] and merged into a complete analytical system, such as a micro

total analysis system (μTAS) [87], also known as lab-on-a-chip (LoC). Microstruc-

tures are advantageous in terms of the effective heat and mass transfer due to their

increased surface-to-volume ratio as well as the lower diffusion distances and

increased laboratory safety [14, 131]. In addition to simple channel and reactor

geometries, a LoC may include liquid-handling components (e.g., pumps, valves,

and switches) and/or interrogation mechanisms for the online monitoring and

control of physical, chemical, and biological process parameters [64].

Biotechnological process development requires a broad repertoire of methods to

completely perform the required tasks. These tasks range from developing strains

and screening microbial systems to improving productivity and determining the

optimal cultivation parameters for production with high titres and yields up to

obtaining kinetic parameters. Suitable methods make it possible to develop predic-

tive models using this information to calculate and optimise biotechnological

processes.

Process-relevant reaction kinetic data are usually determined in laboratory bio-

reactors with a reaction volume of 0.25–5 L. These reactors are versatile
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experimental tools for the study of cultivation processes and enable operation in

batch, fed-batch, and continuous modes. Here, in most cases, temperature, pH and

aerobic cultivations, the dissolved oxygen concentration and the exhaust gas com-

position, in particular the O2 and CO2 contents are quantified and controlled online.

The rapid progress in molecular biotechnology and microtechnology, including

the development of automated cultivation platforms, allows microbioprocess engi-

neering to develop reliable methods and microbioreactors (MBR) for high-through-

put processing (HTP) and improve these systems for daily laboratory use. The

challenge is to develop HTP systems that allow for control of the dynamic interac-

tions of complex biological systems and their defined microenvironment with

simultaneous control of the mass transfer processes in multiphase cultivation

systems.

For MBR systems with reaction volumes in the (sub) microlitre range, surface

effects play an increasing role due to the high surface-to-volume ratio. Another

challenge is the technical implementation of multiphase systems, where in addition

to individual gas, liquid, and foam phases, immiscible liquid phases must also be

considered. Energy dissipation and energy distribution change as a function of the

size of the reactor chamber and the nature of the energy input (stirring and/or

aeration). Cultivation media with high viscosity requires special demands on the

homogenisation of the reactor content. The major process parameters of pH, the

concentration of dissolved oxygen (DO), and the optical density (OD) in small

reaction volumes must also be accurately measurable and as controllable as possi-

ble. For quantitative physiological studies of biological systems down to single-cell

approaches, precise metrological detection of the microenvironment must be pos-

sible and non-invasive in-line, and at-line measurement techniques for minimal

sample volumes must also be available to investigate microorganisms with high

specific growth rates. In addition, at the microscale, batch, fed-batch, and contin-

uous processes should be allowed. Overall, a very high demand for safe operation

and administration exists for cheaper, parallel, and multi-automated culturing

approaches with high-throughput to generate process-related data at high density

to determine the optimal process parameters for product yield as well as for space–

time yield [158].

These requirements show the great challenges in the development of MBRs. In

Sect. 4.2, the developments of microbioprocess engineering will be discussed in

recent years. Sect. 4.3 provides an overview of the existing MBR systems for the

cultivation of microbial and animal/human systems, and further materials and

microtechnical production technologies, including microfluidic components, will

be discussed. In Sect. 4.4, two application examples of MBRs will be described.

Sect. 4.5 summarises this part.
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4.2 Development of Microbioprocess Engineering

To date, a variety of optimisations of biotechnological processes using HTP in

simple microtiter plates (MTPs) and shake approaches at a scale of 0.1–50 mL have

been conducted; this work was mainly conducted in batch mode to examine

candidates for production by planktonic growth. Both macro- and MTP systems

have their advantages and disadvantages, and their use must be carefully weighed

against each other depending on the application. Bioreactor cultivation on the litre

scale often has high operating costs due to the required substrates and media; in

contrast, due to the lower reaction volume, cultivation in shake flasks or MTPs are

more cost-effective, and a higher degree of parallelisation can be achieved [37].

A subsequent approach to facilitated handling and automation of MTP

approaches is the integration of reliable pipetting features [143]. Huber et al. [50]

first reported the successful integration of a pipetting robot (Hamilton Microlab Star

pipettor) into an MTP BioLector system. Currently, this MTP system is advertised

as an alternative to other pipetting robots (including Janus, Perkin Elmer, Freedom

Evo, Tecan) for different applications. Thus, this commercialised system offers the

possibility of fully automated MTP cultivation without manual assistance for the

use of biotechnological process development [46].

To map conventional macroscale bioreactors (e.g., stirred tanks, bubble col-

umns) to a comparable miniaturised scale, Kostov et al. [63] developed a

miniaturised 2 mL cuvette reactor made of polystyrene with magnetic and optical

sensors for pH, DO, and OD. The researchers mainly from the groups of Baganz

and Weuster-Botz, simultaneously developed miniaturised bioreactors at the mL

scale for different screening experiments and biotechnological process optimisation

[9, 28, 29, 67, 114, 144].

In recent years, new microproduction techniques and developments in

optosensor technology have led to the production of structures for reaction volumes

on the order of a few micro- or nanolitres down to the single-cell level and to

improved online measurement techniques [13, 33, 108, 147]. The microstructures

gain their advantage from the fact that they allow more effective heat and mass

transfer due to the increased surface-to-volume ratio and the lower diffusion

distances compared with those of macrosystems [14, 131]. Mass and heat transfer

are intensified, and thus the reaction rate, yield, and selectivity are increased [61].

MBR developments are strongly influenced by the increasing development of

microtechnical production process since the 1970s; today, these advances have

made it possible to integrate microfluidic functional elements that range from

sampling, sample transport, preparation, and separation to the integration of chem-

ical/biological sensor technology in μTAS or LoC [39, 87]. The first works on this

integration were performed in the beginning of the 1990s, especially in the groups

of Manz and Harrison [44, 87]. In addition to simple channel and reactor geometries

at LoC systems, components for fluid handling (e.g., micropumps and microvalves,

elements of mixing and reaction chambers, fries and flow resistances) and for signal

detection for online monitoring and control of physical, chemical, and biological

process parameters were also integrated [64].
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The successful generation of the LoC concept in the 1990s was based on the

parallel development of suitable gas-permeable polymeric materials, in particular

polydimethylsiloxane (PDMS) and poly (methyl methacrylate) (PMMA) [30, 89,

90, 145]. These polymers are suitable materials for the production of microfluidic

disposable reactors due to their low material cost, their biocompatibility, their

chemical and biological inertness, their optical transmittance in the UV-NIR

range, their permeability to non-polar gases, such as O2, N2, and CO2, their

impermeability to liquid water, the possibility of specific surface modification,

and their applicability for mass production [64, 90, 99, 129, 145, 150, 160]. In

particular, PDMS is suitable for production using soft lithography, a process that

allows a cost-effective production of even the smallest structures [116, 151, 152].

MBRs with a reaction volume on the microlitre scale were first introduced in

2004 by the group of Jensen [158, 161]. The MBR application of LoC systems is

certainly one of the most important milestones in the research and development

activities of microprocess engineering [60, 123].

First, a whole series of horizontally arranged MBRs (hMBRs) with the main flow

direction perpendicular to the lift force has been developed. In non-active stirred

MBRs and in systems with a passive oxygen supply via the corresponding polymer

membranes, the concentration gradients of the limiting substrate, metabolites, and

products occur not only over the length of the reactor but also along the reactor

height in terms of cell distribution and the oxygen supply. An alternative and

improved operation of an MBR is an upright configuration that has a vertically

arranged MBR (vMBR) with active gassing [22, 24, 111] (see Sect. 4.4.2); this

configuration is commonly used in bubble column reactors on a macroscale.

4.3 Design and Manufacturing of Microbioreactors

4.3.1 Overview

For screening applications, e.g., pharmacokinetic studies, drug delivery experi-

ments or metabolic flux analyses, where expensive and only limited amounts of

presentable agents are used, reaction volumes in the millilitre range are still too

large; thus, further miniaturisation down to the microlitre scale is necessary.

The small dimensions of MBR systems typically result in laminar fluid flow

conditions of the fluid phase and the already mentioned high surface-to-volume

ratios [8, 13, 135, 148, 157]. Thus, the flow characteristics in the MBR differ

significantly from those on the laboratory scale [8, 135]. The Reynolds number in

an MBR system is far below 1300 [39, 125, 140, 142]; in these systems, often a

value as low as the order Re� 1 is assumed, which corresponds to creeping flow

conditions [15]. With the lack of turbulence, convective mixing and multiphase

flows are increasingly influential and limited by molecular phenomena, e.g., diffu-

sion and the interactions among fluid, cells, and the reactor surface play a key role.
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Due to the large surface-to-volume ratio of MBR systems, the specific interac-

tions between cells and reactor materials must be considered. Depending on the

desired application, it is possible to selectively influence the adhesion of cells

[36, 96, 117]. Accordingly, suitable surface hydrophilisation is used to reduce

non-specific cell and protein adhesion to the reactor wall material [7, 12, 20, 49,

85, 88, 128, 141, 150, 161, 162].

To achieve homogenous conditions within the MBR, magnetically driven ele-

ments [124, 134, 161] peristaltic mixers [70, 71] and pumps [106] have been

integrated. In non-active stirred MBRs, the introduction and formation of gas

bubbles by fresh media and during aerobic cultivation, respectively, have an

adverse effect on the overall process. For this reason, the hMBRs are only passively

supplied with (air) oxygen by membrane diffusion [11, 31, 32, 134, 158, 161]. Com-

mon methods of suppressing the formation of gas bubbles include the vacuum

degassing of the cultivation medium [113], the wetting of the surface of the

microstructures by means of ethanol or phosphate-buffered saline [51] or by

suitable surface modification [127, 128] and the surface wetting with CO2 or

3 wt.% Pluronic® before the MBR is filled with culture medium [134, 149].

Additionally, increasing the reactor internal pressure against the external envi-

ronment or applying a vacuum from the outside of the MBR makes it possible to

promote the passage of trapped air bubbles through the gas-permeable material

from the cultivation media [55, 134, 136]. Furthermore, active bubble traps have

been implemented [21, 130].

The generation of CO2 due to metabolic cell activity or as a result of evaporation

phenomena strongly influences the stable, uniform, and laminar flow in microstruc-

tures by completely clogging the microchannels. In such cases, cell viability also

decreases due to the strongly reduced and irregular supply of nutrients. Bubbles that

occur can remain in the system, thus displacing the liquid, influencing or

completely blocking the liquid flow and disturbing optical measurements [157].

An alternative improvement can be achieved in vMBRs working in an upright

arrangement, where active gassing is possible [24]. Bubbles formed at a

micronozzle rise through the device and induce circular convection of the liquid,

which reduces diffusion distances and prevents the sedimentation of cells. In brief,

the hydrodynamic principle of a bubble column reactor, which is known from the

macroscale, is scaled down to the microscale. Compared with currently published

hMBRs based on mechanical or peristaltic active mixing, this three-phase

microbubble column reactor (μBC) promotes mixing and oxygen transport due to

air sparging and possesses the advantages of a simple construction, with no

mechanical moving parts, and thus low manufacturing and operation costs.

Depending on the gas flow rate, increased backmixing and thus a homogeneous

cell and nutrient distribution can be achieved [110].

The scalability of the bioreactors from micro- to macroscale and vice versa is

reproduced and validated in several cases [25, 46, 158, 161] showing the MBR’s
potential to provide much of the data and functionality that a large bioreactor

system makes available while offering the advantages of HTP, in terms of costs,

space, and time.
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4.3.2 Application Examples of Microbioreactors

MBRs can be viewed as a special type of LoC system, which has been developed

as a screening tool for bacterial or cell culturing systems, especially for biotech-

nological, pharmaceutical, and medical development and process optimisation;

the uses of MBRs can be divided into two main applications. The first is the

development of MBRs for HTP applications to screen bacterial cell cultures and

to optimise their growth and production in planktonic suspension. The main focus

lies on the feasibility of the integration of online analytics and the measurements

of reaction kinetics parameters. For the second application field involving mam-

malian/human cells, MBRs have been developed to elucidate the interrelationship

of intra- and intercellular processes and mechanisms. The challenge is to mimic

in vivo environmental conditions within in vitro microfluidic elements. This

application gives rise to new possibilities in the development of biological and

pharmaceutical products. Furthermore, it offers future potential in the field of

individual therapy, where the effect of active pharmaceutical ingredients on

cells and on the formation of cellular tissue can be determined. Up to this point,

several MBRs operating in batch, fed-batch, and continuous modes have been

presented.

4.3.2.1 Bacterial Cell Cultures

Schäpper et al. [123], Hegab et al. [45], Kirk and Szita [60] and Lattermann and

Büchs [69] reviewed the current MBR platforms used in biotechnological and

process development. Some of the developed MBR have integrated elements for

the online analysis of OD, DO, pH and temperature. In the following, some of the

MBR concepts are described using examples.

An MBR system with a reaction volume of only 1 nL uses flow control for

selective cell retention [108]. Due to the small dimensions of the reactor system, a

stagnation zone (the so-called zero speed point) is formed, where an individual cell,

in this case, S. cerevisiae, is retained in a laminar flow regime. Accordingly,

microscopic single-cell studies can be conducted, and morphological constraints

can be captured photographically. The volume flow in the flow channel above the

stagnation point is approximately 6 μL h�1, which corresponds to a fluid velocity of

200 μm s�1.

Active mixing for isotropic conditions was achieved with the use of

commercially available miniature stir bars [11, 122, 134, 163]. In another

batch-operated MBR (250 μL), the cultivation medium of E. coli was also

mixed with a steel ball (diameter 1.59 mm) on a pivot plate [84]. Aeration of

the reaction mixture was achieved by using an electrolysis chamber under the

cultivation chamber.
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The basic materials include PMMA and PDMS. Around a PDMS membrane, the

cultivation medium is passively supplied with oxygen. Online measurements within

externally heated reactor chambers parameters, such as DO, pH (both via integrated

sensor spots) and OD. The latter was measured with the use of LEDs and photode-

tectors located at the vertical axis of the reactor chamber. The MBR system

(volume of 150 μL) was successfully used to cultivate E. coli and S. cerevisiae
and tracked the active mixing of the reactor chamber with a magnetic stirring bar

[11, 134]. Due to the good active mixing, it is possible to operate the MBR as a

chemostat. For E. coli, flow rates between 30 and 120 μL h�1 are set, which

corresponds to 0.2–0.8 volume changes per hour. For a continuous operation, the

cultivation time was up to 7 days [161] and sometimes more than 21 days [6]. Park

et al. [106] monitored a S. cerevisiae culture in continuous mode for 140 h. In a

batch approach, E. coli was observed over a 20 h period [134] and S. cerevisiae was
cultured for 30 h [164]. An example of fed-batch mode is given by Wilming

et al. [146], where the glucose was released at different feed concentrations in

cultures for up to 48 h. All recent advances in microscale continuous reactors have

been aimed at developing chemostats, but there are other continuous modes, such as

the turbidostat. Situations where cells need to be studied at steady state under very

high cell densities, in non-nutrient limited environments, or under dynamically

controllable environmental conditions are not possible with chemostat systems

because they rely on a constant flow of media to gradually reach steady state. In

contrast to chemostat operation, turbidostat operation allows one to study the

metabolic behaviour of cells in washout conditions, such as during overflow

metabolism and at the maximum growth rate in a steady state [71].

Different cell adhesion surface modifications of PDMS or PMMA were exam-

ined. Yamamoto et al. [153] coated the walls of flow channels and reaction

chambers with a derivative of the phospholipid polymer, MPC-silane (poly

(2-methacryloyloxyethyl-phosphorylcholine-co-3-methacryloyloxypropyl-

trimethoxysilane)) to prevent protein adsorption and to ensure that the internal

walls of the reaction chamber chip were hydrophilic for easy injection of reagents.

Another example of coating to effectively reduce E. coli cell adhesion and cell wall-
growth was presented by Zhang et al. [161]. In this case, the surfaces were coated

with poly(ethylene glycol) (PEG)-grafted poly(acrylic acid) (PAA) copolymer

films on PDMS and PMMA surfaces. Another approach consists of periodically

flushing a lysis buffer to expel the cells it contains, including any wall-adhering

cells [6].

Growth and reaction processes are measured using optical fibre OD and pH

using a fluorescence-based measurement system. Lee et al. [70] developed a system

of four parallel reactors (100 μL) based on peristaltic devices. Mixing was

implemented via microtechnologically integrated peristaltic chambers made of

PDMS that were continuously and alternatively activated by integrated injection

valves. The process control was completed by online analytics for DO, pH, and

OD. To control the pH in each reactor chamber, the LoC provided integrated

reservoirs for the containment of acids and bases. The results of the cultivation of

E. coli in the microchips were similar to those for 2 L stirred tank reactors. Another
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example of a LoC system based on continuous absorbance measurements is

presented by Demming et al. [26]. The chip has PDMS-segmented waveguides

and microoptics for the local and continuous quantitative detection of biological

samples.

A diffusion-based MBR (5–50 μL) was fabricated by Zanzotto et al. [158];

cultivation of E. coli was performed in circular PDMS chambers that were supplied

with oxygen through the PDMS membrane, thus allowing stable chemostat opera-

tion. The principle of fluid perfusion was used for the cultivation of S. cerevisiae
and E. coli by Groisman et al. [40]. In total, 340 parallel chambers with a volume

between 0.05 and 0.1 nL were connected via capillaries with a central perfusion

channel. Due to their small dimensions, the capillaries were impermeable for the

cells. The chambers were loaded with cells by pressure, resulting in wide channels.

Due to the small size of these channels, washout of cells was not possible; thus, the

MBR behaved similarly to a chemostat with cell retention. The medium flowed

through the channels for nutrient supply to the cells at a flow rate of 0.3 μL h�1.

Both the morphology and cell density and therefore the resulting specific growth

rate could be determined from a time series of micrographs.

An important step is the disinfection or sterilisation of the MBR before cell

inoculation and any possible re-use to ensure monoseptic operation without con-

tamination. Common methods include disinfection with 70 % ethanol for 30 min,

UV irradiation at a distance of 5 cm with a powerful mercury lamp for 10 min, the

use of 70 % isopropanol and 10 % sodium hydrogen fluoride or the use of gamma-

radiation [84, 104, 113]. Additionally, autoclaving the MBR at 121 �C is used for

sterilisation of the cultivation approach [136, 149]. Another approach combines the

sterilisation step with the manufacturing process and uses the sterilising properties

of the used O2 plasma; the reactor lid is combined with the base due to surface

activation from the overall bond system [117]. Due to the implemented sensitive

online analytics, such as the fluorescence-based pH spots, the current sterilisation

method cannot be applied in some cases. Here, the addition of antibiotics to the

growth medium of a suitably resistant strain ensures monoseptic culturing [158].

To ensure the reproducibility of the OD, the inoculation procedure must be

standardised. In the previously mentioned 150 μL MBR [134, 158] 3 mL of

inoculum (OD600 nm¼ 0.05) at homogeneous mixing was added continuously for

20 min with the aid of a magnetic stirrer. This strategy was followed for both E. coli
as well as S. cerevisiae. An OD of 8 was achieved after 10–15 h at an initial

substrate concentration of 8 g L�1.

To accommodate biological reaction kinetics from stationary process data of a

chemostat cultivation, a passive aerated hMBR system with integrated online

measurement technology for OD and DO was developed. As a model organism,

the hydrophobic S. cerevisiae DSM 2155 was used [32]. The hMBR was made of a

glass bottom and a soft PDMS lid that was microstructured using UV depth

lithography. The chamber height was 230 μm, resulting in a reactor volume of

10 μL. The hMBR was implemented in a suitable test system consisting of an

incubation chamber with corresponding measurement and control components, a

syringe pump system, an interface for data collection and a sampling system.
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To perform HTP temperature profiling Kunze et al. [66] presented a system with

a customised temperature control unit for 96-well MTPs. This system allows a rapid

characterisation of temperature-dependent reaction processes.

Related to the position of the MBRs, several hMBRs operating in batch,

fed-batch, and continuous modes have been reported during the 2000s. However,

as mentioned previously, the disadvantage of the hMBR is that microbubbles can

block the microfluidic devices. These bubbles destroy the stable laminar flow and

cause channel obstruction and thus affect the cell viability. It is not easy to

eliminate the bubbles, so an alternative for hMBRs is to generate vMBRs; in

vMBRs, the flow goes in a vertical direction, and bubbles are inherently released

by buoyancy and by hydrostatic forces (see Sect. 4.4.2) [23, 24, 111].

With the developments of MBR systems in the sub-microlitre range, it was

possible to study cellular heterogeneity in populations; thus, in recent years, focus

was drawn to single-cell analysis [80, 92]. The heterogeneity of populations is

partly based on the stochastic nature of the response behaviour of individual cells as

a reaction to changes in the microenvironment (e.g., nutrient limitations and

concentration gradients [68] as well as the presence of toxic components or the

induction of heterologous protein production [73]). This heterogeneity greatly

affects the productivity of the overall process. With the development of powerful

microfluidic tools, single-cell cultivation is now in a position to evaluate the

distribution of a cellular response within a cell population using a large number

of parallelised approaches. This type of evaluation can ensure that data are gener-

ated that provide a much more nuanced picture of a cell population, which is not yet

possible using measurements of averaged process parameters for an entire cell

suspension.

Exemplary publications of individual, single-cell cultivations besides those

already mentioned above [40] include the work of the Kohlheyer group [41–43],

who developed a bioreactor with a chamber volume in the picolitre range. Probst

et al. [112] have shown the parallel operation of a reactor and described a simple,

rapid, and reproducible method for microbial cell inoculation, in which the culti-

vation takes place only under diffusive culture conditions, while the supply in the

adjacent supply routes—similar to Lee et al. [72] for human cancer cells (see

Table 4.2)—is carried out by convective flow.

The previously discussed MBR devices for bacterial cultivation applications are

summarised in Table 4.1.

4.3.2.2 Mammalian/Human Cell Cultures

Breslauer et al. [13] reviewed relevant microfluidic devices for performing single-

cell studies to isolate individual cellular responses for mammalian and human cell

cultivation. El-Ali et al. [33] provided an overview of MBRs, particularly highly

integrated components, e.g., devices that included growth, treatment, selection,

lysis, separation, and analysis in a single system.
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s,
co
m
m
er
-

ci
al
ly

fa
b
ri
ca
te
d

p
ri
n
te
d
ci
rc
u
it

b
o
ar
d
,
g
o
ld

w
ir
e,

an
d
a
si
li
co
n
e

m
em

b
ra
n
e

M
ix
ed

v
ia

ex
te
rn
al

sh
ak
er

P
as
si
v
e

ae
ra
ti
o
n
v
ia

d
if
fu
si
o
n

O
D

(a
rr
ay

o
f
5
8
0
n
m

L
E
D
s,
A
N
D
,

A
N
D
5
0
A

u
lt
ra
-b
ri
g
h
t

o
ra
n
g
e
su
rf
ac
e
m
o
u
n
t

L
E
D
)
an
d
d
et
ec
to
rs

(S
il
ic
o
n
p
h
o
to
d
io
d
es
,

P
D
B
-C
1
5
4
S
M
;
P
h
o
-

to
n
ic

D
et
ec
to
rs
,
S
im

i

V
al
le
y
,
U
S
A
),
p
H

(I
S
F
E
T
se
n
so
r
ch
ip
,

S
en
tr
o
n
E
u
ro
p
e,
T
h
e

N
et
h
er
la
n
d
s)
,
T
co
n
-

tr
o
l
v
ia

b
u
ri
ed

th
ic
k

fi
lm

th
er
m
is
to
rs

an
d

h
ea
te
rs

u
n
d
er

ea
ch

w
el
l

P
en
g
an
d
L
i

[1
0
8
]

3
D

fl
o
w

co
n
tr
o
ll
ed

m
ic
ro
ch
ip

C
o
n
ti
n
u
o
u
s

fr
es
h

m
ed
iu
m

1
5
μm

d
ee
p

ch
an
n
el
s
w
it
h
1
5
μm

ra
d
iu
s
o
f
th
e
ar
c

sl
o
p
e

Sa
cc
ha
ro
m
yc
es

ce
re
vi
si
ae

C
el
l
sc
an
n
in
g
,
an
d

si
n
g
le
-c
el
l
fl
u
o
re
s-

ce
n
t

m
ea
su
re
m
en
t
o
n
a

si
n
g
le

y
ea
st
ce
ll
,
b
u
t

co
u
ld
al
so

b
e
ap
p
li
ed

to
m
am

m
al
ia
n
ce
ll
s

G
la
ss

3
D

fl
o
w
(d
ri
v
en

b
y

el
ec
tr
ic

p
o
te
n
ti
al
s)

F
lo
w

fi
el
d
(o
p
ti
ca
l

m
ic
ro
sc
o
p
y
,
in
v
er
te
d

m
ic
ro
sc
o
p
e
(N

ik
o
n

T
E
3
0
0
)
w
it
h
a

d
u
al
-i
m
ag
e
m
o
d
u
le

(N
ik
o
n
))

Z
an
zo
tt
o

et
al
.
[1
5
8
]

M
em

b
ra
n
e-

ae
ra
te
d
M
B
R

B
at
ch

5
an
d
5
0
μL

E
sc
he
ri
ch
ia

co
li

R
ep
ro
d
u
ce

g
ro
w
th

k
in
et
ic
s,
o
b
se
rv
ed

in

b
en
ch
-s
ca
le

v
o
l-

u
m
es
,
in

M
B
R

P
D
M
S
an
d
g
la
ss

D
if
fu
si
o
n

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

D
O

(P
S
t3
,
P
re
S
en
s,

G
er
m
an
y
),
p
H
(H

P
2
A
,

P
re
S
en
s,
G
er
m
an
y
),

O
D

(o
ra
n
g
e
L
E
D
,

(c
o
n
ti
n
u
ed
)



T
a
b
le

4
.1

(c
o
n
ti
n
u
ed
)

R
ef
er
en
ce

T
y
p
e

M
o
d
e
o
f

o
p
er
at
io
n

V
o
lu
m
e

O
rg
an
is
m

A
p
p
li
ca
ti
o
n

M
at
er
ia
l

M
ix
in
g

A
er
at
io
n

Im
p
le
m
en
te
d
se
n
so
rs

E
p
it
ex

L
6
0
0
-1
0
V
,

6
0
0
n
m
,
Ja
p
an
),
L
E
D
s

an
d
p
h
o
to
-d
et
ec
to
rs

(P
D
A
-5
5
,
T
h
o
rl
ab
s,

U
S
A
)

B
al
ag
ad
d
é

et
al
.
[6
]

M
ic
ro
-

ch
em

o
st
at

C
o
n
ti
n
u
o
u
s

6
�
1
6
n
L

E
sc
he
ri
ch
ia

co
li

M
o
n
it
o
r
th
e

p
ro
g
ra
m
m
ed

b
eh
av
-

io
u
r
o
f
b
ac
te
ri
al

p
o
p
u
la
ti
o
n
s
d
u
ri
n
g

lo
n
g
cu
lt
iv
at
io
n
ti
m
e

P
D
M
S

D
if
fu
si
o
n

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
-

si
o
n
an
d

th
ro
u
g
h
th
e

in
fl
u
x
o
f
fr
es
h

m
ed
iu
m

O
p
ti
ca
l
m
ic
ro
sc
o
p
y

(N
ik
o
n
T
E
2
0
0
0
,

H
ei
n
ze
,
U
S
A
)

G
ro
is
m
an

et
al
.
[4
0
]

M
ic
ro
-

ch
em

o
st
at

in
an

ar
ra
y

C
o
n
ti
n
u
o
u
s

3
4
0
μL

ch
am

b
er
s

(1
0
0
μm

w
id
th
�
7
0
–
2
0
0
μm

le
n
g
th
�
6
μm

h
ei
g
h
t)

C
an
di
da

al
bi
ca
ns
,

E
sc
he
ri
ch
ia

co
li
,
Sa
c-

ch
ar
om

yc
es

ce
re
vi
si
ae
,
St
ap
hy
lo
-

co
cc
us

ep
id
er
m
id
is
,

P
se
ud
om

on
as

ae
ru
gi
no
sa

G
ro
w

ce
ll
co
lo
n
ie
s

to
h
ig
h
d
en
si
ty

st
ar
ti
n
g
fr
o
m

as
fe
w

as
o
n
e
ce
ll
,
an
d

m
o
n
it
o
r
th
em

fo
r

ex
te
n
d
ed

p
er
io
d
s
o
f

ti
m
e
at

a
si
n
g
le
-c
el
l

re
so
lu
ti
o
n

P
D
M
S
an
d
g
la
ss

T
h
ro
u
g
h
th
e
in
fl
u
x

o
f
fr
es
h
m
ed
iu
m

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

C
o
lo
n
y
g
ro
w
th

(s
er
ie
s

o
f
fl
u
o
re
sc
en
ce

im
ag
es
),
T
(i
n
fr
ar
ed

ca
m
er
a)

S
zi
ta

et
al
.

[1
3
4
]

M
u
lt
i
p
le
x
ed

M
B
R

B
at
ch

1
5
0
μL

E
sc
he
ri
ch
ia

co
li

D
em

o
n
st
ra
te

th
e

re
p
ro
d
u
ci
b
le

p
er
fo
r-

m
an
ce

o
f
th
e

m
u
lt
ip
le
x
ed

sy
st
em

P
M
M
A

an
d
P
D
M
S

M
ag
n
et
ic

sp
in

b
ar

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

C
el
l
d
en
si
ty

an
d
m
o
r-

p
h
o
lo
g
y
w
it
h
si
n
g
le
-

ce
ll
re
so
lu
ti
o
n
(o
p
ti
ca
l

m
ic
ro
sc
o
p
y
,
N
ik
o
n

T
E
2
0
0
0
,
H
ei
n
ze
,

U
S
A
)

Z
h
an
g

et
al
.
[1
6
4
]

M
B
R
w
it
h
in
te
-

g
ra
te
d
o
p
ti
ca
l

se
n
so
rs

B
at
ch

1
5
0
μL

E
sc
he
ri
ch
ia

co
li
,

Sa
cc
ha
ro
m
yc
es

ce
re
vi
si
ae

R
ep
ro
d
u
ci
b
le

g
ro
w
th

k
in
et
ic
s

o
b
se
rv
ed

in
co
n
v
en
-

ti
o
n
al

ex
p
er
im

en
ts

P
M
M
A

an
d
P
D
M
S

R
in
g
-s
h
ap
ed

m
ag
-

n
et
ic

st
ir
b
ar

P
as
si
v
e

ae
ra
ti
o
n
v
ia

d
if
fu
si
o
n

D
O

(P
S
t3
,
P
re
S
en
s,

G
er
m
an
y
),
p
H
(H

P
2
A
,

P
re
S
en
s,
G
er
m
an
y
),

O
D

(o
ra
n
g
e
L
E
D
,

E
p
it
ex

L
6
0
0
-1
0
V
,



in
m
ic
ro
b
at
ch

b
io
re
ac
to
rs

6
0
0
n
m
,
Ja
p
an
),
L
E
D
s

an
d
p
h
o
to
d
et
ec
to
rs

(P
D
A
-5
5
,
T
h
o
rl
ab
s,

U
S
A
)

B
o
cc
az
zi

et
al
.
[1
1
]

M
B
R
s
eq
u
ip
p
ed

w
it
h
in
te
rn
al

st
ir
ri
n
g

B
at
ch

1
5
0
μL

Sa
cc
ha
ro
m
yc
es

ce
re
vi
si
ae

D
em

o
n
st
ra
te

th
e

re
p
ro
d
u
ci
b
le

p
er
fo
rm

an
ce

o
f

d
if
fe
re
n
ti
al

g
en
e

ex
p
re
ss
io
n
an
al
y
si
s

P
M
M
A

an
d
P
D
M
S

R
in
g
-s
h
ap
ed

m
ag
-

n
et
ic

st
ir
b
ar

P
as
si
v
e

ae
ra
ti
o
n
v
ia

d
if
fu
si
o
n

D
O

(P
S
t3
,
P
re
S
en
s,

G
er
m
an
y
),
p
H
(H

P
2
A
,

P
re
S
en
s)
,
O
D

(o
ra
n
g
e

L
E
D
,
E
p
it
ex

L
6
0
0
-

1
0
V
,
6
0
0
n
m
,
Ja
p
an
),

L
E
D
s
an
d
p
h
o
to
d
e-

te
ct
o
rs

(P
D
A
-5
5
,

T
h
o
rl
ab
s,
U
S
A
)

L
ee

et
al
.
[7
0
]

M
B
R
ar
ra
y
w
it
h

in
te
g
ra
te
d

m
ix
er
s

B
at
ch

1
0
0
μL

E
sc
he
ri
ch
ia

co
li

P
ro
v
id
e
a
p
la
tf
o
rm

fo
r
th
e
st
u
d
y
o
f
th
e

in
te
ra
ct
io
n
o
f

m
ic
ro
b
ia
l

p
o
p
u
la
ti
o
n
s
w
it
h

d
if
fe
re
n
t
en
v
ir
o
n
-

m
en
ta
l
co
n
d
it
io
n
s

P
D
M
S

P
er
is
ta
lt
ic

o
x
y
g
en
at
in
g
m
ix
er

P
er
is
ta
lt
ic

o
x
y
g
en
at
in
g

m
ix
er

p
H

co
n
tr
o
l
(i
n
je
ct
in
g

b
as
e
o
r
ac
id

in
to

th
e

g
ro
w
th

w
el
ls
),
D
O

co
n
tr
o
l
(v
ar
y
in
g
th
e

o
x
y
g
en

co
n
ce
n
tr
at
io
n

o
f
th
e
p
er
is
ta
lt
ic

o
x
y
-

g
en
at
in
g
m
ix
er

ac
tu
a-

ti
o
n
g
as
),
O
D

Z
h
an
g

et
al
.
[1
6
1
]

M
ic
ro
ch
em

o
st
at

C
o
n
ti
n
u
o
u
s

1
5
0
μL

E
sc
he
ri
ch
ia

co
li

M
ic
ro
ch
em

o
st
at

as

ef
fe
ct
iv
e
to
o
l
fo
r

in
v
es
ti
g
at
io
n
s
o
f
ce
ll

p
h
y
si
o
lo
g
y
an
d

m
et
ab
o
li
c
ra
te
s

P
M
M
A

an
d
P
D
M
S

R
in
g
-s
h
ap
ed

m
ag
-

n
et
ic

st
ir
b
ar

M
em

b
ra
n
e-

ae
ra
te
d

D
O

(P
S
t3
,
P
re
S
en
s,

G
er
m
an
y
),
p
H
(H

P
2
A
,

P
re
S
en
s)
,
T
h
er
m
o
co
u
-

p
le

(T
P
-
2
4
4
4
,
T
E

T
ec
h
n
o
lo
g
y
),
T
co
n
-

tr
o
l
(T
C
-2
4
-1
0
,
T
E

T
ec
h
n
o
lo
g
y
,
U
S
A
),

O
D

(o
ra
n
g
e
L
E
D
,

E
p
it
ex

L
6
0
0
-1
0
V
,

6
0
0
n
m
,
Ja
p
an
),
L
E
D
s

an
d
p
h
o
to
d
et
ec
to
rs

(P
D
A
-5
5
,
T
h
o
rl
ab
s,

U
S
A
)

(c
o
n
ti
n
u
ed
)



T
a
b
le

4
.1

(c
o
n
ti
n
u
ed
)

R
ef
er
en
ce

T
y
p
e

M
o
d
e
o
f

o
p
er
at
io
n

V
o
lu
m
e

O
rg
an
is
m

A
p
p
li
ca
ti
o
n

M
at
er
ia
l

M
ix
in
g

A
er
at
io
n

Im
p
le
m
en
te
d
se
n
so
rs

Z
h
an
g

et
al
.
[1
6
3
]

M
B
R
s

in
te
g
ra
te
d
w
it
h

au
to
m
at
ed

se
n
so
rs

an
d

ac
tu
at
o
rs

B
at
ch
,

fe
d
-b
at
ch
,

co
n
ti
n
u
o
u
s

1
5
0
μL

E
sc
he
ri
ch
ia

co
li

D
em

o
n
st
ra
te

th
e

fe
as
ib
il
it
y
o
f
cu
lt
u
r-

in
g
m
ic
ro
b
ia
l
ce
ll
s,

in
M
B
R
s

P
M
M
A

an
d
P
D
M
S

R
in
g
-s
h
ap
ed

m
ag
-

n
et
ic

st
ir
b
ar

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

D
O

(P
S
t3
,
P
re
S
en
s,

G
er
m
an
y
),
p
H
(H

P
2
A
,

P
re
S
en
s)
,
L
E
D
s
an
d

p
h
o
to
d
et
ec
to
rs

(P
D
A
-5
5
,
T
h
o
rl
ab
s,

U
S
A
)

S
ch
äp
p
er

et
al
.
[1
2
3
]

(r
ev
ie
w
)

R
ev
ie
w

ab
o
u
t

su
sp
en
si
o
n

M
B
R

B
at
ch
,

fe
d
-b
at
ch
,

co
n
ti
n
u
o
u
s

5
0
–
8
0
0
μL

E
sc
he
ri
ch
ia

co
li
,
Sa
c-

ch
ar
om

yc
es

ce
re
vi
si
ae

M
im

ic
ty
p
ic
al

b
en
ch
-s
ca
le

re
ac
to
rs

P
M
M
A
,
P
D
M
S
,

g
la
ss
,
si
li
co
n

P
as
si
v
e
(m

o
le
cu
la
r

d
if
fu
si
o
n
,
ch
ao
ti
c

ad
v
ec
ti
o
n
),
ac
ti
v
e

(s
ti
rr
er

b
ar
,
st
ee
l

b
ea
d
s,
ai
r
cu
sh
-

io
n
s)
,
re
ci
rc
u
la
ti
o
n
,

ar
ra
n
g
in
g
in
le
t/

o
u
tl
et

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

S
in
g
le

se
n
so
r
o
r
co
m
-

b
in
at
io
n
o
f
m
u
lt
ip
le

se
n
so
rs
:
T
m
ea
su
re

(R
T
D
),
T
co
n
tr
o
ll
er

(M
in
co
,
F
ri
d
ly
,
U
S
A
,

C
T
3
2
5
T
F
1
A
5
),
C
O
2

in
th
e
o
ff
-g
as

(s
en
so
r

sp
o
ts
,
P
re
S
en
s,
G
er
-

m
an
y
o
r
se
n
so
r
b
as
ed

o
n
a
fl
u
o
re
sc
en
t
d
y
e)
,

p
H

(o
p
ti
ca
l
se
n
so
rs

b
as
ed

o
n
fl
u
o
re
sc
en
ce

se
n
so
r
sp
o
ts
),
D
O

(o
p
ti
ca
l
se
n
so
rs

w
it
h

th
e
u
se

o
f
fl
u
o
re
sc
en
ce

se
n
so
r
sp
o
ts
),
O
D

(w
it
h
L
E
D
),
an
al
y
te

co
n
ce
n
tr
at
io
n

(t
h
ro
u
g
h

sp
ec
tr
o
sc
o
p
y
)

E
d
li
ch

et
al
.
[3
2
]

D
if
fu
si
o
n
-b
as
ed

M
B
R

C
o
n
ti
n
u
o
u
s

8
μL

Sa
cc
ha
ro
m
yc
es

ce
re
vi
si
ae

W
o
rk

in
p
ar
al
le
l
an
d

co
n
ti
n
u
o
u
s
m
o
d
es

to

st
u
d
y
th
e
g
ro
w
th

k
in
et
ic
s
o
f

S.
ce
re
vi
si
ae

P
D
M
S
an
d
g
la
ss

D
if
fu
si
o
n

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

D
O

(P
re
S
en
s,
G
er
-

m
an
y
),
O
D

(o
ra
n
g
e

L
E
D

an
d
a

p
h
o
to
se
n
so
r)



S
ch
äp
p
er

et
al
.
[1
2
2
]

A
er
at
ed

si
n
g
le
-

u
se

M
B
R

B
at
ch
,

co
n
ti
n
u
o
u
s

1
0
0
μL

E
sc
he
ri
ch
ia

co
li
,
Sa
c-

ch
ar
om

yc
es

ce
re
vi
si
ae

R
es
ea
rc
h
an
d
d
ev
el
-

o
p
m
en
t
in

a
sc
re
en
-

in
g
an
d
in

a

p
ro
d
u
ct
io
n
en
v
ir
o
n
-

m
en
t
w
it
h
a
ch
ea
p
,

ea
sy
-t
o
-u
se

an
d
d
is
-

p
o
sa
b
le

M
B
R

P
D
M
S

S
m
al
l
m
ag
n
et
ic

st
ir
re
r
b
ar

D
if
fu
si
o
n

O
D

(y
el
lo
w
L
E
D
,

L
6
0
0
-1
0
V
,
E
p
it
ex
,

Ja
p
an

an
d
N
T
4
5
-3
1
7

E
d
m
u
n
d
O
p
ti
cs
,
U
K
),

D
O

(s
en
so
r
sp
o
t,

S
P
-P
S
t3
-N

A
U
-

D
4
-Y

O
P
,
P
re
S
en
s,

G
er
m
an
y
),
p
H
(b
lu
e

L
E
D
,
4
6
5
n
m
,

N
S
P
B
5
0
0
S
,
N
ic
h
ia

C
o
rp
o
ra
ti
o
n
,
Ja
p
an
),
T

(P
t1
0
0
se
n
so
r,
JU

M
O
,

G
er
m
an
y
)

D
em

m
in
g

et
al
.
[2
5
]

P
ar
al
le
l
M
B
R

w
it
h
g
ri
d
st
ru
c-

tu
re

en
g
ra
v
ed

o
n
ea
ch

ch
am

b
er

B
at
ch
,

co
n
ti
n
u
o
u
s

5
ch
am

b
er
s
�
9
μL

A
sp
er
gi
ll
us

oc
hr
ac
eu
s

M
o
n
it
o
r
th
e
d
if
fe
r-

en
t
g
er
m
in
at
io
n

b
eh
av
io
u
rs

o
f
su
b
-

m
er
g
ed

cu
lt
iv
at
ed

sp
o
re
s

P
D
M
S
an
d
g
la
ss

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

T
em

p
er
at
u
re
-c
o
n
-

tr
o
ll
ed

in
cu
b
at
io
n

ch
am

b
er

w
h
ic
h
is

co
n
st
ru
ct
iv
el
y

ad
ap
te
d
to

m
ic
ro
sc
o
p
e

d
im

en
si
o
n
s,
T
co
n
-

tr
o
ll
er

(K
T
4
,

P
an
as
o
n
ic
,
O
sa
k
a,

Ja
p
an
),
sw

it
ch

ca
b
in
et

h
ea
ti
n
g
sy
st
em

(R
O
/S
E
,
B
ad

B
ir
n
b
ac
h
,
G
er
m
an
y
)

an
d
a
P
el
ti
er

el
em

en
t

(Q
u
ic
k
-C
o
o
l
Q
C

1
2
7
-1
.4
-8
.S
M
D
,

Q
u
ic
k
-O

h
m

K
ü
p
p
er
,

W
u
p
p
er
ta
l,
G
er
m
an
y
),

M
B
R
lo
ca
te
d
u
n
d
er

an

o
p
ti
ca
l
m
ic
ro
sc
o
p
e

(A
x
io
sk
o
p
,
Z
ei
ss
,

Je
n
a,
G
er
m
an
y
)

(c
o
n
ti
n
u
ed
)



T
a
b
le

4
.1

(c
o
n
ti
n
u
ed
)

R
ef
er
en
ce

T
y
p
e

M
o
d
e
o
f

o
p
er
at
io
n

V
o
lu
m
e

O
rg
an
is
m

A
p
p
li
ca
ti
o
n

M
at
er
ia
l

M
ix
in
g

A
er
at
io
n

Im
p
le
m
en
te
d
se
n
so
rs

D
em

m
in
g

et
al
.
[2
6
]

M
B
R
s
w
it
h

se
g
m
en
te
d

w
av
eg
u
id
es

C
o
n
ti
n
u
o
u
s

1
1
μL

Sa
cc
ha
ro
m
yc
es

ce
re
vi
si
ae

L
o
ca
l
ab
so
rb
an
ce

m
ea
su
re
m
en
t
an
d

co
n
ti
n
u
o
u
s
ce
ll

m
o
n
it
o
ri
n
g
.
S
tu
d
y
o
f

ei
th
er

th
e
sp
at
ia
l
o
r

th
e
te
m
p
o
ra
l
ev
o
lu
-

ti
o
n
o
f
a
g
iv
en

an
al
y
te

P
D
M
S
an
d
g
la
ss

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

T
em

p
er
at
u
re

(h
ea
ti
n
g

p
la
te

co
n
si
st
in
g
o
f
a

fo
il
h
ea
te
r
(M

in
co

E
u
ro
p
e
G
m
b
H
,
G
er
-

m
an
y
)
an
d
a
P
t-
1
0
0

th
er
m
o
co
u
p
le

(H
er
ae
u
s
S
en
so
r

T
ec
h
n
o
lo
g
y
,
G
er
-

m
an
y
),
o
p
ti
ca
l
ch
ar
-

ac
te
ri
sa
ti
o
n
th
ro
u
g
h

th
e
m
ic
ro
sp
ec
tr
o
m
et
er

H
R
4
0
0
0
(O

ce
an

O
p
ti
cs
,
D
u
n
ed
in
,

U
S
A
)

L
ee

et
al
.
[7
1
]

M
ic
ro
fl
u
id
ic

ch
em

o
st
at

B
at
ch
,
co
n
-

ti
n
u
o
u
s

(c
h
em

o
st
at

an
d

tu
rb
id
o
st
at
)

1
0
0
0
μL

E
sc
he
ri
ch
ia

co
li

C
h
ar
ac
te
ri
se

p
ro
-

d
u
ct
io
n
o
f
d
if
fe
re
n
t

ac
id
s
an
d
/o
r
p
ro
d
-

u
ct
s
an
d
d
et
er
m
in
e

y
ie
ld
s.
C
h
ar
ac
te
ri
sa
-

ti
o
n
o
f
ce
ll
d
y
n
am

ic
s

o
r
in
d
u
ce

ch
em

ic
al
ly

d
ep
en
d
en
t
re
sp
o
n
se
s

P
D
M
S
an
d
p
la
st
ic

P
er
is
ta
lt
ic

m
ix
er

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

p
H

se
n
so
r
sp
o
ts

(P
re
se
n
s,
G
er
m
an
y
)

O
x
y
g
en

se
n
so
r,
sp
o
ts

in
th
e
b
as
e
o
f
th
e

g
ro
w
th

ch
am

b
er

se
c-

ti
o
n
s,
T
co
n
tr
o
l

(c
lo
se
d
lo
o
p
P
ID

),
O
D

(L
E
D
s
an
d
fi
b
re
s)

D
em

m
in
g

et
al
.
[2
4
]

V
er
ti
ca
l
m
ic
ro
-

b
u
b
b
le

co
lu
m
n

(μ
B
C
)

B
at
ch

7
0
μL

Sa
cc
ha
ro
m
yc
es

ce
re
vi
si
ae

V
al
id
at
e
th
e
sc
al
-

ab
il
it
y
fr
o
m

la
b
o
ra
-

to
ry

sc
al
e
to

m
ic
ro
sc
al
e,
an
d

d
em

o
n
st
ra
te

th
e
su
c-

ce
ss
fu
l
ap
p
li
ca
ti
o
n

o
f
th
e
μB

C
as

a

sc
re
en
in
g
in
st
ru
m
en
t

P
D
M
S
an
d
g
la
ss

M
ix
in
g
th
an
k
s
to

th
e
g
en
er
at
io
n
o
f

m
ic
ro
b
u
b
b
le
s

R
is
in
g

m
ic
ro
b
u
b
b
le
s

o
f
ai
r
o
r

o
x
y
g
en

O
D

w
it
h
in
te
g
ra
te
d

o
p
ti
ca
l
fi
b
re

se
n
so
rs

(O
ce
an

O
p
ti
cs
,
G
er
-

m
an
y
),
b
u
b
b
le

fo
rm

a-

ti
o
n
,
T
(i
n
te
g
ra
te
d

h
ea
ti
n
g
st
ru
ct
u
re
s

m
ad
e
o
f
in
d
iu
m

ti
n

o
x
id
e
(I
T
O
))



M
o
ffi
tt

et
al
.
[9
2
]

S
in
g
le
-c
el
l

ch
em

o
st
at

b
as
ed

in

ag
ar
o
se

C
o
n
ti
n
u
o
u
s

1
μL

B
ac
il
lu
s
su
bt
il
is
,

E
sc
he
ri
ch
ia

co
li
,

E
nt
er
oc
oc
cu
s
fa
ec
al
is

S
tu
d
y
th
e
n
at
u
ra
l

h
et
er
o
g
en
ei
ty

in

g
ro
w
th

an
d
g
en
e

ex
p
re
ss
io
n

P
D
M
S

D
if
fu
si
o
n

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

B
ac
te
ri
al

g
ro
w
th

(t
h
ro
u
g
h
o
p
ti
ca
l

m
ic
ro
sc
o
p
y
w
it
h
a

h
o
m
e-
b
u
il
t
p
h
as
e-

co
n
tr
as
t
m
ic
ro
sc
o
p
e

an
d
S
E
M
,S

u
p
ra
5
5
V
P
,

Z
ei
ss
,
G
er
m
an
y
)

G
rü
n
b
er
g
er

et
al
.
[4
1
,
4
2
]

P
ic
o
li
tr
e
b
io
re
-

ac
to
r
fo
r
si
n
g
le
-

ce
ll
an
al
y
si
s

C
o
n
ti
n
u
o
u
s

1
p
L

C
or
yn
eb
ac
te
ri
um

gl
ut
am

ic
um

,

E
sc
he
ri
ch
ia

co
li

C
u
lt
iv
at
io
n
o
f
b
ac
te
-

ri
a
o
n
si
n
g
le
-c
el
l

le
v
el

to
st
u
d
y
p
o
p
u
-

la
ti
o
n
h
et
er
o
g
en
ei
ty

P
D
M
S

D
if
fu
si
o
n

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

N
u
m
b
er

o
f
ce
ll
s
an
d

ce
ll
s
si
ze

(D
IC

m
ic
ro
sc
o
p
y
im

ag
es

an
d
fl
u
o
re
sc
en
ce

im
ag
es
,
N
ik
o
n
N
IS

E
le
m
en
ts
A
R
so
ft
w
ar
e

p
ac
k
ag
e,
Ja
p
an
),
p
ro
-

d
u
ct
io
n
st
u
d
ie
s

(F
A
C
S
)

H
eg
ab

et
al
.
[4
5
]

(r
ev
ie
w
)

R
ev
ie
w

ab
o
u
t

su
sp
en
si
o
n

M
B
R
s

B
at
ch
,

co
n
ti
n
u
o
u
s

1
–
1
0
0
0
μL

A
sp
er
gi
ll
us

oc
hr
ac
eu
s,
C
an
di
da

ut
il
is
,
C
yc
lo
te
ll
a

cr
yp
ti
ca
,
E
sc
he
ri
ch
ia

co
li
,
M
et
ha
no
sa
et
a

co
nc
il
ii
,
P
ic
hi
a

st
ip
it
es
,
Sa
cc
ha
ro
m
y-

ce
s
ce
re
vi
si
ae
,

T
et
ra
se
lm
is
ch
ui
i

M
im

ic
ty
p
ic
al

b
en
ch
-s
ca
le

re
ac
to
r,

q
u
o
ru
m

se
n
si
n
g

in
v
es
ti
g
at
io
n

P
M
M
A
,
P
D
M
S
,

P
C
,
g
la
ss
,
si
li
co
n

S
m
al
l
m
ag
n
et
ic

st
ir

b
ar
,
p
re
ss
u
re
-b
as
ed

re
cy
cl
e
fl
o
w
,

p
re
ss
u
re
-b
as
ed

o
sc
il
la
ti
n
g
d
ri
v
in
g

fo
rc
e

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

S
in
g
le

se
n
so
r
o
r
co
m
-

b
in
at
io
n
o
f
m
u
lt
ip
le

se
n
so
rs
:
T
(e
le
ct
ro
-

ch
em

ic
al

se
n
so
rs
),
p
H

an
d
D
O
m
ea
su
re

(fl
u
o
re
sc
en
ce

li
fe
ti
m
e-
b
as
ed

se
n
-

so
rs
),
O
D
,
C
O
2
in

th
e

o
ff
-g
as
,
an
al
y
te

co
n
-

ce
n
tr
at
io
n
(t
h
ro
u
g
h

sp
ec
tr
o
sc
o
p
y
),
p
H

co
n
tr
o
l
(a
d
d
it
io
n
o
f

C
O
2
an
d
N
H
3
g
as
es
)

K
ir
k
an
d

S
zi
ta

[6
0
]

(r
ev
ie
w
)

R
ev
ie
w

ab
o
u
t

p
as
si
v
e
ae
ra
te
d

M
B
R
s
v
ia

P
D
M
S

m
em

b
ra
n
es

B
at
ch
,

fe
d
-b
at
ch
,

co
n
ti
n
u
o
u
s

5
–
1
0
0
0
μL

E
sc
he
ri
ch
ia

co
li
,
Sa
c-

ch
ar
om

yc
es

ce
re
vi
si
ae

C
o
m
p
ar
e
D
O
tr
an
s-

p
o
rt
p
er
fo
rm

an
ce

P
M
M
A
,
P
D
M
S
,

g
la
ss

b
as
e

S
m
al
l
m
ag
n
et
ic

st
ir

b
ar
,
p
n
eu
m
at
ic

p
er
is
ta
lt
ic
,
sh
ak
en

d
ev
ic
e,
d
if
fu
si
o
n

D
if
fu
si
o
n

S
in
g
le

se
n
so
r
o
r
co
m
-

b
in
at
io
n
o
f
m
u
lt
ip
le

se
n
so
rs
:
D
O

an
d
p
H

se
n
so
r
sp
o
ts
(n
o
t

sp
ec
ifi
ed
),
O
D

o
r

(c
o
n
ti
n
u
ed
)



T
a
b
le

4
.1

(c
o
n
ti
n
u
ed
)

R
ef
er
en
ce

T
y
p
e

M
o
d
e
o
f

o
p
er
at
io
n

V
o
lu
m
e

O
rg
an
is
m

A
p
p
li
ca
ti
o
n

M
at
er
ia
l

M
ix
in
g

A
er
at
io
n

Im
p
le
m
en
te
d
se
n
so
rs

b
ac
k
sc
at
te
re
d
li
g
h
t

(b
io
m
as
s)

L
o
n
g

et
al
.
[8
0
]

M
ic
ro
-fl
u
id
ic

ch
em

o
st
at

C
o
n
ti
n
u
o
u
s

6
0
0
ch
an
n
el
s

1
3
–
2
0
μL

(2
0
μm

lo
n
g
�
0
.6
–
0
.9

μm
w
id
e
�
1
.1
μm

d
ee
p
)

E
sc
he
ri
ch
ia

co
li

M
ea
su
re

th
e
b
ac
te
-

ri
al

g
ro
w
th

d
y
n
am

-

ic
s,
su
ch

as
g
ro
w
th

ra
te
,
ce
ll
si
ze
s
an
d

G
F
P
ex
p
re
ss
io
n
,
at

th
e
si
n
g
le
-c
el
l
le
v
el

fo
r
a
lo
n
g
ti
m
e

P
D
M
S

D
if
fu
si
o
n

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

G
ro
w
th

ra
te

an
d
G
F
P

ex
p
re
ss
io
n
(o
p
ti
ca
l

m
ic
ro
sc
o
p
y
w
it
h

in
v
er
te
d
m
ic
ro
sc
o
p
e,

L
ei
ca

D
M
I-
4
0
0
0
B
,

G
er
m
an
y
)

P
ar
k

et
al
.
[1
0
6
]

M
ic
ro
-

ch
em

o
st
at

ar
ra
y

C
o
n
ti
n
u
o
u
s

p
er
fu
si
o
n

A
rr
ay

8
�
2
5
0
n
L

Sa
cc
ha
ro
m
yc
es

ce
re
vi
si
ae

S
tu
d
y
an
d
m
o
n
it
o
r

m
et
ab
o
li
c
p
ro
fi
li
n
g
/

sc
re
en
in
g
,
d
ru
g

re
sp
o
n
se

o
f
m
ic
ro
-

o
rg
an
is
m
s
o
r
co
n
-

d
u
ct

m
as
si
v
e

p
ar
al
le
l
te
st
in
g
o
f

co
m
p
et
in
g
m
ic
ro
b
es

P
D
M
S

D
if
fu
si
o
n

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

C
el
l
d
en
si
ty

(m
ic
ro
sc
o
p
ic

im
ag
es
,

N
ik
o
n
A
m
er
ic
a,
U
S
A
)

G
rü
n
b
er
g
er

et
al
.
[4
3
]

M
ic
ro
-fl
u
id
ic

si
n
g
le
-c
el
l
an
al
-

y
si
s
sy
st
em

s

B
at
ch

P
ic
o
li
tr
e
sc
al
e

B
ac
il
lu
s
su
bt
il
is
,

C
or
yn
eb
ac
te
ri
um

gl
ut
am

ic
um

,
E
nt
er
o-

co
cc
us

fa
ec
al
is
,

E
sc
he
ri
ch
ia

co
li
,

H
an
se
nu
la

po
ly
m
or
ph
a
L
ac
to
ba
-

ci
ll
us

la
ct
is
,
P
ic
hi
a

pa
st
or
is
,
Sc
hi
zo
sa
c-

ch
ar
om

yc
es

po
m
be

C
o
ll
ec
t
in
fo
rm

at
io
n

o
n
in
d
u
st
ri
al
ly

ap
p
li
ca
b
le

p
ro
d
u
c-

ti
o
n
h
o
st
s
w
it
h

si
n
g
le
-c
el
l

re
so
lu
ti
o
n

P
D
M
S
an
d
g
la
ss

D
if
fu
si
o
n

P
as
si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

P
o
p
u
la
ti
o
n
h
et
er
o
g
e-

n
ei
ty

(fl
u
o
re
sc
en
ce

im
ag
in
g
)

K
u
n
ze

et
al
.
[6
6
]

M
T
P
fo
r
H
T
P

te
m
p
er
at
u
re

p
ro
fi
li
n
g

B
at
ch

9
6
w
el
ls
�
2
0
0
μL

E
sc
he
ri
ch
ia

co
li
,

K
lu
yv
er
om

yc
es

la
ct
is

T
o
o
l
fo
r
ra
p
id

ch
ar
-

ac
te
ri
sa
ti
o
n
o
f

te
m
p
er
at
u
re
-

9
6
-w

el
l
lu
m
o
x

m
u
lt
iw
el
l
p
la
te
s

(G
re
in
er

B
io
-O

n
e,

G
er
m
an
y
)

M
ix
ed

v
ia

ex
te
rn
al

sh
ak
er

A
er
at
io
n
b
y

p
re
ss
u
ri
se
d

ai
r

O
n
li
n
e
m
o
n
it
o
ri
n
g

w
it
h
B
io
L
ec
to
r

(m
2
p
-l
ab
s,
G
er
m
an
y
),

T
(v
ia
fl
u
o
re
sc
en
t
d
y
es



d
ep
en
d
en
t
re
ac
ti
o
n

p
ro
ce
ss
es

a
m
ix
tu
re

o
f
R
h
o
d
a-

m
in
e
B
(R
h
B
)
an
d

R
h
o
d
am

in
e

1
1
0
(R
h
1
1
0
))

P
et
er
at

et
al
.
[1
1
1
]

V
er
ti
ca
l

m
ic
ro
-b
u
b
b
le

co
lu
m
n
(μ
B
C
)

B
at
ch

7
0
μL

Sa
cc
ha
ro
m
yc
es

ce
re
vi
si
ae

C
h
ar
ac
te
ri
sa
ti
o
n
o
f

m
as
s
tr
an
sf
er
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The majority of the MBRs that are currently available for mammalian/human

cell culture research are based on perfusion [72, 74, 136, 137]. The advantage of

perfusion-based devices in contrast to (batch shaken) cell culture systems

(microwell plate) is that they can continuously provide nutrient supply and waste

removal and thus provide a more stable culture environment. In general, the

morphological dependencies of cells were examined in different MBR geometries

to screen the effect obtained after the addition of various toxins and active phar-

maceutical ingredients.

The selective retention of cells and the generation of nutrient gradients were

implemented in an MBR using microstructured reactor internals with animal cells

(such as fibroblasts, epithelial cells, and hepatocytes) [113]. With this MBR, the

possibility should be created to cultivate animal cell cultures under different

environmental conditions and to investigate morphological parameters more

accurately.

For monitoring animal cell cultures, the most common technique is image

analysis; some approaches also monitor the metabolism and cell behaviour at

different growth stages. Therefore, development phases can be investigated in

situ and in real time [74, 121].

The MBR of Kim et al. [57] with a working volume of 100 μL is a further MBR

development for mammalian cell cultures and is configured to mimic proposed

large-scale operating conditions. Moreover; this MBR has the potential to support

HTP studies.

To adjust the surface of MBRs for cell adhesion, Rhee et al. [117] developed a

method that enables patterned cell culture inside microfluidic devices by allowing

the patterning, fluidic bonding, and sterilisation steps to be performed in a single

step. This method offers a convenient technique to micropattern biomaterials for

selective attachment of cells on the substrates.

Apart from the particular situation where the adhesion of cells directly to the

surfaces of the microfluidic system is desired [132], current research tends toward

3D microenvironments to mimic more precisely the in vivo conditions. For exam-

ple, Wu et al. [147, 149] reported a 3D perfusion-based cell culture platform in

which chondrocytes and cancer cells are incorporated in a 3D agarose matrix. The

applications illustrated here, which describe microcell culture devices, only repre-

sent a selection. The fact that microfluidic cell culture systems are of high interest in

drug research is clear from the recently published reviews [91, 148]. In these

articles, cells tend to exhibit adherent growth on surfaces (2D) as well as in cell

associations (3D). It is interesting to notice that online elements within these types

of cell culture microenvironments have rarely been implemented. In most of the

cases, the morphology and growth rates were quantified via microscopic

determination.

Because animal cell cultures have special requirements for the homogenisation

of the components due to their high shear sensitivity, attempts have been made to

reproduce either the perfusion or tissue configuration characteristics of the blood-

stream. The tested cell cultures tended to exhibit adherent growth both in fluidised

cell agglomerates and on hard, flat reactor surfaces. The MBRs either retain cells
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specifically by means of integrated microbarriers [113, 137] or by diffusion rings

that are based on processes using two lithographic steps [70, 72]. Lee et al. [72]

developed a culture chamber that was divided into two flow regions, a faster

convective “blood” flow and a diffusion-dominated “interstitial” space for cell

growth. Lee et al. [70] used the MBR for the cultivation of mammalian tumour

cells consisted of 64 parallelised culture chambers (3 nL each) with an outer

convective nutrition ring (flow rate of 12–24 μL h�1) and an inner reaction

compartment. Diffusion-controlled nutrient supply was attained by a 2 μm gap of

the ring. The specific growth rates and the adhesion of different cell lines were

determined using OD and microscopy, respectively.

A similar type of MBR system (reaction volume of 6 nL) consists of an array of

100 microfluidic chambers, which are radially surrounded by a variety of perfusion

channels (smaller than the respective cell diameter) [51]. In this MBR, mammalian

tumour cells were also cultured using a perfusion stream of 12 μL h�1. Kinetic

parameters, such as the specific growth rate depending on the perfusion rate, can be

determined from the cell density by phase-contrast microscopy.

Ostrovidov et al. [104] developed a membrane-based MBR with a reaction

volume of 10 μL. The reactor chamber was divided by a membrane into two

compartments. In one compartment, the cultivation medium flowed convectively,

and the second compartment served as a diffusion-controlled nutrient supply to

hepatocytes. The kinetic parameters and the amount of different cell or medium

components (including albumin and ammonium) were determined. Furthermore,

morphological studies on cell adhesion could be performed on different surfaces

with this system.

The previously discussed MBR devices for mammalian/human cell applications

are summarised in Table 4.2.

4.3.3 Materials and Microfabrication Technologies

The fabrication of MBRs is essentially based on conventional micromachining

technology. However, to meet the requirements for microbial cultivation at the

microscale—such as optical transparency, biological and chemical compatibility,

low production costs and fast prototyping—specific materials (glass and polymers)

and processes adapted to these materials have to be applied. In fact, the two

examples of MBRs described in detail in the following section consist of patterned

PDMS layers bonded to a glass substrate. The PDMS elements are fabricated via

replica moulding using negative master structures manufactured from the photore-

sist EPON SU-8. An advantage of PDMS is the fact that oxygen can be supplied to

the cell cultures in the MBR by gas diffusion through the permeable material. In

addition to these structural materials, a variety of functional structures can be used

in MBRs, for example, gold electrodes for retention time measurements, indium tin

oxide (ITO) thin film heaters for temperature control, optical filters or emitters

based on dyed sol–gel glass and antiseptic PDMS composite elements based on
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-c
el
l

sy
st
em

s

P
er
fu
si
o
n

fl
o
w

N
an
o
li
tr
e
sc
al
e

B
o
v
in
e
ca
p
il
la
ry

en
d
o
th
el
ia
l
(B
C
E
),

b
re
as
t
ca
n
ce
r
ce
ll

ch
em

o
ta
x
is
,
fi
b
ro
-

b
la
st
s,
H
eL

a
ce
ll
s,

h
ep
at
o
cy
te
s,
ra
t

R
ev
ie
w

ab
o
u
t

m
ic
ro
fl
u
id
ic

d
ev
ic
es

to
p
er
fo
rm

si
n
g
le
-c
el
l
st
u
d
ie
s

to
is
o
la
te

in
d
iv
id
-

u
al

ce
ll
u
la
r

D
if
fu
si
v
e

m
ix
in
g

S
in
g
le

co
m
p
o
n
en
ts
o
r

co
m
b
in
at
io
n
o
f
m
u
lt
ip
le

co
m
p
o
n
en
ts
:
F
il
tr
at
io
n
,

el
ec
tr
o
p
h
o
re
si
s,
P
C
R
,

ce
ll
is
o
la
ti
o
n
,
ly
si
s,

D
N
A
/m

R
N
A



n
eu
ra
l
st
em

ce
ll
s,

et
c.

re
sp
o
n
se
s
fo
r

m
am

m
al
ia
n
an
d

h
u
m
an

ce
ll
cu
lt
i-

v
at
io
n
s:
si
n
g
le
-c
el
l

st
u
d
ie
s,
st
u
d
ie
s
o
f

in
tr
ac
el
lu
la
r
sy
s-

te
m
s,
st
u
d
y
o
f

ce
ll
–
ce
ll
co
m
m
u
-

n
ic
at
io
n
,
sp
at
io
-

te
m
p
o
ra
l
ch
ar
ac
-

te
ri
sa
ti
o
n
o
f

m
o
le
cu
la
r
an
d
ce
l-

lu
la
r
ev
en
ts
an
d

H
T
P
st
u
d
ie
s

p
u
ri
fi
ca
ti
o
n
,
an
d
re
co
v
-

er
y
in

a
m
ic
ro
fl
u
id
ic

p
la
tf
o
rm

E
l-
A
li

et
al
.
[3
3
]

(r
ev
ie
w
)

R
ev
ie
w

o
f

M
B
R
s
fo
r

h
u
m
an
/m

am
m
a-

li
an

ce
ll
s

P
er
fu
si
o
n

fl
o
w

N
an
o
li
tr
e
sc
al
e

D
ro
so
p
h
il
a
ce
ll
s,

h
ep
at
o
cy
te
s,
h
u
m
an

n
eu
ro
n
al

st
em

ce
ll
,

M
D
A
2
3
1
ca
n
ce
r

ce
ll
s,
o
st
eo
b
la
st
s,

et
c.

H
T
P
co
m
b
in
ed

w
it
h
th
e
in
te
g
ra
-

ti
o
n
o
f
sa
m
p
le

p
re
p
ar
at
io
n
an
d

se
p
ar
at
io
n
st
ep
s,

re
su
lt
in
g
in

ap
p
li
-

ca
ti
o
n
s
fo
r
g
en
o
-

m
ic
s
an
d

p
ro
te
o
m
ic
s

P
D
M
S
an
d

g
la
ss

D
if
fu
si
v
e

m
ix
in
g

P
as
si
v
e

ae
ra
ti
o
n
v
ia

d
if
fu
si
o
n

S
in
g
le

se
n
so
r
o
r
co
m
b
i-

n
at
io
n
o
f
m
u
lt
ip
le

se
n
-

so
rs
:
p
H
,
D
O
an
d

b
io
m
as
s,
ce
ll
ly
si
s,

sa
m
p
le

fr
ac
ti
o
n
,
b
io
se
n
-

so
rs
,
d
ru
g
sc
re
en
in
g
,

g
en
et
ic

an
al
y
si
s,

si
n
g
le
-c
el
l
an
al
y
si
s

W
u

et
al
.
[1
4
9
]

M
B
R
w
it
h
a

sc
af
fo
ld

m
ad
e
o
f

ag
ar
o
se

g
el

C
o
n
ti
n
u
o
u
s

fl
o
w

F
iv
e
cy
li
n
d
ri
ca
l
ch
am

b
er
s

(2
m
m

d
ia
m
et
er
�
2
0
0
μm

h
ei
g
h
t)

C
h
o
n
d
ro
cy
te
s

P
ro
v
id
e
a
w
el
l-

d
efi
n
ed

an
d

h
o
m
o
g
en
o
u
s
cu
l-

tu
re

en
v
ir
o
n
m
en
t

to
st
u
d
y
th
e
li
n
k
s

b
et
w
ee
n
ce
ll
p
h
y
s-

io
lo
g
y
an
d
ex
tr
a-

ce
ll
u
la
r
co
n
d
it
io
n
s

P
D
M
S

P
er
fu
si
o
n

cu
lt
u
re

D
if
fu
si
o
n

p
H
,
n
o
t
o
n
th
e

ch
ip
!

la
ct
at
e

p
ro
d
u
ct
io
n
(L
ac
ta
te

R
ea
g
en
t
K
it
,
T
ri
n
it
y

B
io
te
ch

P
lc
.,
Ir
el
an
d
),

g
ly
co
sa
m
in
o
g
ly
ca
n

p
ro
d
u
ct
io
n
(c
o
lo
ri
m
et
-

ri
c
re
ac
ti
o
n
),
ce
ll
n
u
m
-

b
er

(b
y
D
N
A

as
sa
y
)

W
u

et
al
.
[1
4
7
]

M
ic
ro
-fl
u
id
ic

3
D
ce
ll

(i
n
ag
ar
o
se

C
o
n
ti
n
u
o
u
s

p
er
fu
si
o
n

3
0
M
B
R
(9
0
0
μm

d
ia
m
et
er
�
2
2
0
μm

in

h
ei
g
h
t)

O
ra
l
ca
n
ce
r
ce
ll
s

C
re
at
e
a
m
o
re

st
a-

b
le

an
d
u
n
if
o
rm

cu
lt
u
re

en
v
ir
o
n
-

m
en
t,
en
ab
li
n
g
to

P
D
M
S

P
er
fu
si
o
n

P
as
si
v
e

ae
ra
ti
o
n
v
ia

d
if
fu
si
o
n

(c
o
n
ti
n
u
ed
)



T
a
b
le

4
.2

(c
o
n
ti
n
u
ed
)

R
ef
er
en
ce

T
y
p
e

M
o
d
e
o
f

o
p
er
at
io
n

V
o
lu
m
e

O
rg
an
is
m

A
p
p
li
ca
ti
o
n

M
at
er
ia
l

M
ix
in
g

A
er
at
io
n

Im
p
le
m
en
te
d
se
n
so
rs

sc
af
fo
ld
)
cu
lt
u
re

p
la
tf
o
rm

ev
al
u
at
e
th
e
li
n
k
s

b
et
w
ee
n
th
e
ce
ll
u
-

la
r
re
sp
o
n
se
s
to

th
e

cu
lt
u
re

co
n
d
it
io
n
s,

ce
ll
v
ia
b
il
it
y
(fl
u
o
-

re
sc
en
t
d
y
e
k
it
an
d

fl
u
o
re
sc
en
t
m
ic
ro
-

sc
o
p
ic

im
ag
es
)

(n
o
t
o
n
-c
h
ip
)

M
ey
v
an
ts
so
n

an
d
B
ee
b
e

[9
1
]

M
ic
ro
-fl
u
id
ic

sy
st
em

s
(c
u
l-

tu
re
s
in

su
sp
en
-

si
o
n
an
d
in

3
D
)

C
o
n
ti
n
u
o
u
s

C
ar
d
io
m
y
o
cy
te
s,

em
b
ry
o
n
ic

st
em

ce
ll
s,
en
d
o
th
el
ia
l

ce
ll
s,
h
ep
at
ic

ce
ll
s,

h
u
m
an

h
ep
at
o
ce
ll
u
-

la
r
ca
rc
in
o
m
a
ce
ll
s,

h
u
m
an

n
eu
tr
o
p
h
il
s,

m
o
u
se

fi
b
ro
b
la
st

n
eu
ro
n
s

E
st
ab
li
sh

a
co
m
-

p
le
te

m
ic
ro
en
v
i-

ro
n
m
en
t
fo
r
h
u
m
an

ce
ll
s
in

cu
lt
u
re

to

h
av
e
in

v
it
ro

m
o
d
el
s
th
at

w
o
u
ld

o
u
tp
er
fo
rm

b
o
th

co
n
v
en
ti
o
n
al

ce
ll

cu
lt
u
re

m
o
d
el
s
an
d

an
im

al
m
o
d
el
s
in

p
re
d
ic
ti
n
g
ti
ss
u
e-

sp
ec
ifi
c
re
sp
o
n
se
s

in
h
u
m
an
s

P
D
M
S
,
P
E
G
,

g
la
ss
,

p
o
ly
ca
rb
o
n
at
e

D
if
fu
si
v
e

m
ix
in
g

P
er
fu
si
o
n
o
f

o
x
y
g
en
at
ed

m
ed
ia
,

p
as
si
v
e

ae
ra
ti
o
n
v
ia

d
if
fu
si
o
n

T
,
D
O

(o
x
y
g
en
-

se
n
si
ti
v
e
ru
th
en
iu
m

d
y
e)
,
b
io
se
n
so
rs
,

am
p
er
o
m
et
ri
c
se
n
so
rs

to
d
et
ec
t
q
u
an
ta
l
se
cr
e-

ti
o
n
o
f
ca
te
ch
o
la
m
in
e
s,

sp
ec
tr
o
m
et
ry

fo
r
fl
u
o
-

re
sc
en
ce

an
al
y
si
s,

m
ic
ro
sc
o
p
y

S
at
o
h

et
al
.
[1
2
1
]

M
ic
ro
ch
ip

B
at
ch

1
μL

H
ep
at
o
cy
te
s
fr
o
m

ra
t

C
y
to
fl
u
o
ri
m
et
ri
c

as
sa
y
s
an
d
am

m
o
-

n
ia

m
o
n
it
o
ri
n
g

P
D
M
S
an
d

g
la
ss

P
as
si
v
e

ae
ra
ti
o
n
v
ia

d
if
fu
si
o
n

A
m
m
o
n
ia

se
n
so
r
co
m
-

m
er
ci
al

m
ea
su
re
m
en
t

k
it
(A

m
m
o
n
ia
-T
es
t

W
ak
o
,
W
ak
o
P
u
re

C
h
em

ic
al

In
d
u
st
ri
es
,

Ja
p
an
),
p
H
in
d
ic
at
o
r

T
o
h

et
al
.
[1
3
7
]

M
ic
ro
-fl
u
id
ic

3
D
h
ep
at
o
cy
te

ch
ip

P
er
fu
si
o
n

cu
lt
u
re

E
ig
h
t
p
ar
al
le
l
si
n
g
le
-c
el
l

cu
lt
u
re

ch
an
n
el
s
(1

μm
le
n
g
th
�
6
0
0
μm

w
id
th
�
1
0
0
μm

h
ei
g
h
t)

H
ep
at
o
cy
te
s
fr
o
m

ra
ts

T
es
t
in

v
it
ro

d
ru
g

to
x
ic
it
y
to

p
re
d
ic
t

in
v
iv
o
d
ru
g

h
ep
at
o
to
x
ic
it
y

P
D
M
S

P
er
fu
si
o
n

P
as
si
v
e
ae
r-

at
io
n
v
ia

d
if
fu
si
o
n

R
ea
g
en
t
co
n
ce
n
tr
at
io
n
,

d
ea
d
ce
ll
s,
al
b
u
m
in

p
ro
d
u
ct
io
n
(fl
u
o
re
s-

ce
n
ce

im
ag
es

w
it
h
a

co
n
fo
ca
l
m
ic
ro
sc
o
p
e)



W
u

et
al
.
[1
4
8
]

M
ic
ro
-fl
u
id
ic

ce
ll
cu
lt
u
re

sy
s-

te
m
s
fo
r
d
ru
g

re
se
ar
ch

C
o
n
ti
n
u
o
u
s

1
p
L
–
1
μL

H
u
m
an

h
ep
at
o
ca
rc
in
o
m
a

ce
ll
,
h
u
m
an

li
v
er

m
ic
ro
so
m
e

P
ro
v
id
e
v
er
sa
ti
le

ap
p
ro
ac
h
es

to

re
g
en
er
at
e
m
o
re

in
v
iv
o
-l
ik
e
ex
tr
a-

ce
ll
u
la
r
co
n
d
it
io
n
s,

fo
r
m
o
re

re
al
is
ti
c

ce
ll
-b
as
ed

d
ru
g

re
se
ar
ch

P
D
M
S

P
er
fu
si
o
n

P
as
si
v
e
ae
r-

at
io
n
v
ia

d
if
fu
si
o
n

E
ff
ec
t
o
f
ch
em

ic
al
s
o
n

th
e
ce
ll
v
ia
b
il
it
y
ca
n
b
e

m
o
n
it
o
re
d
v
ia

m
ic
ro
-

sc
o
p
ic

o
b
se
rv
at
io
n

L
i
et

al
.
[7
4
]

M
ic
ro
-e
le
ct
ro
d
e

ar
ra
y

P
er
fu
si
o
n

fl
o
w

C
u
lt
u
re

ch
am

b
er

(9
0
0
μm

d
ia
m
et
er
�
1
5
0
μm

h
ei
g
h
t)

H
u
m
an

u
m
b
il
ic
al

en
d
o
th
el
ia
l
ce
ll
,

n
eu
ro
n
al

d
if
fe
re
n
ti
-

at
io
n
o
f
ra
t

p
h
eo
ch
ro
m
o
cy
to
m
a

H
T
P
,
la
b
o
u
r-
fr
ee
,

an
d
au
to
m
at
ed

o
r

se
m
ia
u
to
m
at
ed

te
ch
n
iq
u
e
fo
r
el
ec
-

tr
o
ch
em

ic
al

d
et
ec
-

ti
o
n
o
n
li
v
in
g
ce
ll
s

P
D
M
S

P
er
fu
si
o
n

cu
lt
u
re

P
as
si
v
e
ae
r-

at
io
n
v
ia

d
if
fu
si
o
n

A
m
p
er
o
m
et
ri
c
m
o
n
it
o
r-

in
g
∅
o
f
ex
o
cy
to
si
s

fr
o
m

th
e
cu
lt
u
re
d
ce
ll
s

K
im

et
al
.
[5
7
]

M
B
R
fo
r
an
im

al

ce
ll
cu
lt
u
ri
n
g
in

su
sp
en
si
o
n

B
at
ch
,

fe
d
-b
at
ch

1
0
0
μL

C
h
in
es
e
H
am

st
er

O
v
ar
y
(C
H
O
)

M
im

ic
la
rg
e-
sc
al
e

o
p
er
at
in
g
co
n
d
i-

ti
o
n
s
fo
r
H
T
P

st
u
d
ie
s

P
o
ly
ac
ry
li
c

ac
id

h
o
u
si
n
g

an
d
a

p
o
ly
m
et
h
y
l-

p
en
te
n
e

m
em

b
ra
n
e

P
u
m
p

cy
cl
es

(t
h
e

li
q
u
id

re
ce
iv
es

a

cy
cl
ic

p
re
s-

su
re

si
g
n
al

so
th
at

it

fl
o
w
s
in

th
e

ch
an
n
el
s

b
ac
k
an
d

fo
rt
h

P
as
si
v
e
ae
r-

at
io
n
v
ia

d
if
fu
si
o
n
,

ae
ra
ti
o
n
is

al
so

p
ro
-

m
o
te
d
b
y

th
e
p
u
m
p

cy
cl
es

D
O

(M
I-
7
3
0
,
M
ic
ro
-

el
ec
tr
o
d
es
,
U
S
A
)
an
d
a

m
et
er

(O
M
-4
),
ce
ll

n
u
m
b
er

th
ro
u
g
h
an

h
em

o
cy
to
m
et
er

(B
ri
g
h
t-

L
in
e
H
em

o
cy
to
m
et
er
,

H
au
ss
er

S
ci
en
ti
fi
c,

U
S
A
)

R
o
d
ri
g
u
ez
-

R
o
d
ri
g
u
ez

et
al
.
[1
1
8
]

M
ic
ro
-fl
u
id
ic

d
ev
ic
e
fo
r

an
ti
p
ro
li
fe
ra
ti
v
e

d
ru
g
sc
re
en
in
g

P
er
fu
si
o
n

fl
o
w

F
iv
e
re
ac
to
r

ch
am

b
er
s
�
9
μL

V
as
cu
la
r
sm

o
o
th

m
u
sc
le

ce
ll
s
fr
o
m

ra
t
ao
rt
a

E
v
al
u
at
io
n
o
f
th
e

an
ti
-p
ro
li
fe
ra
ti
v
e

ac
ti
v
it
y
an
d
cy
to
-

to
x
ic
it
y
an
al
y
si
s
o
f

d
ru
g
s
in

m
am

m
a-

li
an

ce
ll
cu
lt
u
re
s

P
D
M
S

P
er
fu
si
o
n

cu
lt
u
re

P
er
fu
si
o
n
o
f

o
x
y
g
en
at
ed

m
ed
ia
,
p
as
-

si
v
e
ae
ra
-

ti
o
n
v
ia

d
if
fu
si
o
n

C
el
l
p
ro
li
fe
ra
ti
o
n

th
ro
u
g
h
im

ag
e
ac
q
u
is
i-

ti
o
n
(C
K
X
4
1
in
v
er
te
d

m
ic
ro
sc
o
p
e
(O

ly
m
p
u
s,

Ja
p
an
)
(�

1
0
o
b
je
ct
iv
e;

N
A

0
.3
0
)
co
u
p
le
d
to

a

S
C
3
0
d
ig
it
al

ca
m
er
a

(O
ly
m
p
u
s,
Ja
p
an
))

M
u
~ no
z-

B
er
b
el

et
al
.
[9
8
]

L
ab

o
n
a
ch
ip

fo
r

ce
ll
cu
lt
u
re

P
er
fu
si
o
n

fl
o
w

In
cu
b
at
io
n
ch
am

b
er
:
0
.4
2
cm

d
ia
m
et
er
�
2
3
0
μm

h
ei
g
h
t,

V
as
cu
la
r
sm

o
o
th

m
u
sc
le

ce
ll
s
fr
o
m

ra
t
ao
rt
a

C
el
l
p
ro
li
fe
ra
ti
o
n

an
d
m
o
n
it
o
ri
n
g

ca
n
b
e
p
er
fo
rm

ed

P
D
M
S
an
d

g
la
ss

P
er
fu
si
o
n

cu
lt
u
re

P
as
si
v
e
ae
r-

at
io
n
v
ia

d
if
fu
si
o
n

p
H

in
d
ic
at
o
r
p
h
en
o
l
re
d

an
d
ab
so
rb
an
ce

th
ro
u
g
h

o
p
ti
ca
l
m
ea
su
re
m
en
ts

(c
o
n
ti
n
u
ed
)



T
a
b
le

4
.2

(c
o
n
ti
n
u
ed
)

R
ef
er
en
ce

T
y
p
e

M
o
d
e
o
f

o
p
er
at
io
n

V
o
lu
m
e

O
rg
an
is
m

A
p
p
li
ca
ti
o
n

M
at
er
ia
l

M
ix
in
g

A
er
at
io
n

Im
p
le
m
en
te
d
se
n
so
rs

m
o
n
it
o
ri
n
g
ch
am

b
er
:
0
.5

cm

d
ia
m
et
er
�
2
3
0
μm

h
ei
g
h
t

in
se
p
ar
at
ed

ch
am

-

b
er
s
an
d
se
cr
et
ed

m
o
le
cu
le
s
co
u
ld
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silver or copper nanoparticles. Additional functional materials, such as piezoelec-

tric or magnetic components, are necessary to actuate peripheral microfluidic

components, such as valves and pumps.

4.3.3.1 EPON SU-8 photoresist

The UV-sensitive epoxy-based negative-tone photoresist SU-8 has been specifi-

cally developed for high-aspect ratio lithography [81]. Cured SU-8 forms a highly

cross-linked matrix of covalent bonds, resulting in glass-like mechanical properties

and high chemical and thermal stability. Depending on the complexity of the three-

dimensional PDMS structures to be replicated, the SU-8 masters are fabricated

using single or double lithographic steps. Figure 4.1a outlines the double litho-

graphic process [22]. First, a SU-8 adhesion layer is spun on a glass substrate, flood

exposed to UV light and baked. Then, the first SU-8 structure layer is spun on the

substrate, levelled, baked, and exposed to UV light while using a chromium mask

containing the desired structures. The mask is aligned using metallic alignment

structures on the bottom side of the substrate. After a post-exposure bake, the

second SU-8 structure layer is spun on the substrate, levelled, baked, and exposed

to UV light while using a second chromium mask, which is also adjusted using the

Fig. 4.1 (a) Fabrication process of a double structure generated using lithography and a negative

SU-8 mould and (b) replica moulding process. Adapted from Demming [22]
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alignment marks. After a post-exposure bake, the unexposed regions of the SU-8

are removed in propylene glycol methyl ether acetate.

4.3.3.2 Polydimethylsiloxane

PDMS is a flexible two-component polymer, which has many favourable proper-

ties, such as biocompatibility, chemical inertness, high optical transparency, ther-

mal stability up to approximately 200 �C, and easy handling. PDMS elements are

fabricated by replica moulding [151] using SU-8 master forms. The process is

depicted in Fig. 4.1b. After the SU-8 mould is produced, the two components of the

elastomer are mixed in an appropriate ratio. After degassing, the pre-polymer is

poured onto the master form and cured at elevated temperature before it is peeled

off from the master. For moulding of PDMS between two master structures, a

double-sided moulding apparatus has been developed by Lucas et al. [83]. This

technique allows, for example, for the fabrication of PDMS membranes with

coplanar surfaces and defined thickness, which are frequently used in MBRs

because they enable bubble-free oxygen transfer to the cultivation medium. The

MBRs are assembled by combining one or more PDMS layers with each other and

with a glass bottom via covalent bonding after surface activation in oxygen plasma.

For a large degree of integration in MBR systems, the development of PDMS

composites provides significant benefits. Optical filters based on ink-PDMS com-

posites [77] and antiseptic surfaces based on silver and copper nanoparticle-PDMS

composites [23] have been used. Further possibilities, particularly for

microactuation, result from polymer magnets, in which microparticles of hard

magnetic materials are suspended in a PDMS matrix [34].

4.3.3.3 Glass with Functional Structures

The glass substrate of the example MBRs allows for the integration of functional

elements, such as metallic thin film structures, glass cavities for planar embedding

of sensors or through holes for fluidic connections. Metallic thin film structures are

fabricated by deposition of the material, typically by sputtering processes, and

subsequent lithographic etching. In the case of ITO microheaters, an additional

isolation layer, for example a silicon nitride layer, must be applied to prevent

electrolysis. Glass cavities and through holes are conventionally manufactured by

lithographic etching using a chromium-gold masking layer and a hydrofluoric

etching solution. Alternatively, high-aspect ratio structures in glass can be fabri-

cated by femtosecond laser radiation.
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4.3.3.4 Sol–Gel Glass

Sol–gel glass, which is an organic–inorganic silicate-based glass featuring biocom-

patibility and chemical inertness, can serve as a rigid and compact matrix for the

integration of nanoscale functional components, such as quantum dots as flexible

emitters [22] or enzymes for application in biosensors [76]. In addition, sol–gel glass

can be doped with polar dyes, which allow for the creation of optical filters and optical

sensors, for example a phenol red-based pH sensor. The main steps of the sol–gel

process are mixing, gelation and drying [47]. During the mixing step, the alkoxide

precursor, for example tetramethyl-orthosilicate, is hydrolysed by mixing with water,

and eventually—in a polycondensation reaction—sol particles are formed from the

resulting hydrolysis products. During the gelation step, the sol particles link together

to form a three-dimensional network (gel). During the drying step, the remaining

liquid is removed, resulting in a solid xerogel. Sol–gel glass can also be used to

fabricate optical structures, such as segmented waveguides. In this case, the sol–gel

elementsmust be structured on the glass substrate of theMBRbefore the final bonding

of the PDMS layer with the substrate. Different process technologies can be used to

build the sol–gel components on the glass substrate, for example, the microtransfer

moulding (μTM) technique [35], the micromoulding in capillaries (MIMIC) method

[151] and a procedure using open fluidic-structured PDMS moulds [22].

4.3.3.5 Fluidic Interfaces

Apart from the standard electrical connections, fluidic interfaces are key compo-

nents of MBR systems. Several requirements have to be met to guarantee the proper

feeding of continuous, particle-laden fluids; these requirements include water tight-

ness, small dead volume and stability under mechanical stress. Two basic geomet-

rical designs can be used, a horizontal design with the inlet aligned with the flow

direction and a vertical design with the inlet aligned at 90� to the flow direction.

Vertical connections may be implemented, for example, by using O-rings [109], seal

rings [62], miniaturised Luer-lock adapters [156] or magnet connectors [4]. Another

method has been described by Chen et al. [19], who used needles glued to the inlet

and outlet openings. A disadvantage of vertical connections is the dead volume in

the 90� bends, which causes preferential particle settling when using particle-laden

fluids. Horizontal connections can be achieved by press passings [115, 120], an

integrated septum made of PDMS [79] and by the gluing of needles. The latter is a

fast and reliable connection technology, especially for prototype disposables.

4.3.3.6 Microbioreactor System Platform

An MBR system comprises, aside from the actual MBR, peripheral microfluidic

components (microvalves, micropumps, micromixers and microfilters, see

4 Microbioreactors 129



Sect. 4.3.3) and biosensors for the detection of educt and product concentrations.

An MBR platform should allow for integration of all these single components.

There are two ways of implementing such a system: modular or monolithic

integration. A modular platform is composed of several components that each

forms an individual functional system. As a result, the replacement of individual

components and the integration of new components require a relatively minor

expense. The main challenge of modular platforms is the fluidic connection

between the single components. The fluidic interfaces must be optimised to avoid

leakages and high dead volumes. The flexibility and performance of a modular

platform can be considerably enhanced by the standardisation of chip and connec-

tion dimensions and the implementation of a plug-and-play concept

[22, 156]. While the modular solution facilitates the development and prototyping

of new systems, the more user-friendly monolithic platform is advantageous in the

case of sufficiently mature systems. The monolithic platform integrates all neces-

sary components on a single chip. The main advantages are the minimisation of

chip space and the high performance due to direct fluidic connections featuring

small dead volumes. The prerequisite is that the compatibility of different materials

and process technologies must be taken into account even in the early design phase.

Figure 4.2 shows an example of a monolithic chip [22] consisting of a glass bottom

and two PDMS layers. The disadvantages of monolithic platforms are high pro-

duction expenditure and the need to develop a completely new system if modifica-

tions shall be made.

Fig. 4.2 Schematic of a monolithic microbioreactor system platform. The system consists of a

structured glass chip, which is bonded to a PDMS sandwich composed of two layers. Each PDMS

layer has up to three lithographic levels. The dimensions of the components are not drawn to scale.

Adapted from Demming [22]

130 R. Krull et al.



4.3.4 Peripheral Microfluidic Components

The MBR system, regardless of whether it is a modular or monolithic platform,

requires several different peripheral microfluidic components for fluid guidance,

preparation and processing. Sample preparation requires many different compo-

nents between the MBR and the analysis sensor, as can be seen in the exemplary

MBR system in Fig. 4.2. To analyse the products and educts of the bioprocess in the

cultivation medium from the reactor, the sample must be collected. Therefore, the

channel used for medium exchange needs to be closed by a microvalve, whereas a

port or junction from the usual pathway needs to be opened by a second valve to

allow sample collection. Then, a micropump is activated to generate a sample flow

in the direction of the analysis section. Additionally, this pump must use two

passive microvalves to define the direction of transport. Microorganisms that are

cultivated inside the MBR can also be found in the collected sample. These

microorganisms may alter the composition of the sample if they are still active or

could hinder a precise measurement by the sensor. Thus, the microorganism must

be separated from the sample using a filter or a different type of separator. In the

example, a microseparator similar to a cross-flow filter is used. This separator

consists of small microgrooves with a cross-section of only 2 μm� 5 μm, which

allows fluid to pass through but retains the organisms. Afterwards, the retentate can

be flushed out of the channel while the filtrate is further transported to the sensor.

Depending on the type of sensor, additives must be added to the sample e.g., for an

enzymatic reaction. In other cases, the sample needs to be diluted to reach the

measuring range of the sensor. In the exemplary MBR system, an external port is

connected to the fluid channel, which then leads to a mixing unit. While passing the

mixer, the sample and additives become properly mixed to enter the sensor as a

homogeneous fluid.

The design as well as the control of these peripheral devices should be kept as

simple as possible to allow for proper and easy integration into a monolithic chip or

a simple connection to a modular platform. This goal is particularly important if the

MBR system incorporates many different functional devices or clusters of devices

for diverse tasks. The four above-mentioned peripheral components (micropumps,

microvalves, microseparators, and micromixers) will be discussed in more detail in

the following.

4.3.4.1 Micropumps

Pumps ensure the fluid transport of the liquids (and gases) needed for the processes

in the MBR system. The basic drive arrangement of micropumps differs enor-

mously from that of macroscale pumps. At the microscale, surface effects dominate

over volume effects due to the scaling law. Surface friction becomes a challenge for

moving and rotating parts. The production of microscale bearings and gears is very

complicated and very expensive. Therefore, different constructions need to be
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considered in microtechnology. During the last years, several reviews on

micropumps and valves in biological microelectromechanical systems (bioMEMS)

have been published [3, 5, 101]. This section will illustrate and discuss one working

principle as an example.

Most micropumps for bioMEMS use a membrane, which is deflected mechan-

ically. This deflection leads to a volume displacement in a pumping chamber

underneath the membrane and the expiration of fluid out of the chamber. Thereaf-

ter, the membrane is deflected in the opposite direction, whereby liquid is drawn

into the pumping chamber. The displacement of this membrane can be generated by

different types of actuators as pneumatics [52, 154], thermo-pneumatics [53, 59],

hydraulics [75], piezoelectrics [38, 107], and electromagnetics [16].

Here, a pneumatically actuated pump shall be the reference system to explain the

operation mode. The micropump shown in Fig. 4.3 is fabricated using two PDMS

layers structured by soft lithography. Glass with a thickness of 700 μm is used as a

substrate for the pump. Gold pads are structured by a photolithographic process on

top of the glass. This process avoids bonding between PDMS and the substrate at

specific regions. The first PDMS layer includes inlet and outlet channels for the

fluid and also contains the pumping chamber. This layer is structured using a

double-sided moulding apparatus [83] to obtain a 200 μm thick membrane and

a flat surface for the bonding of the second layer. The second PDMS layer contains

a pneumatic chamber, to which a positive or negative pressure (vacuum) is applied

to achieve membrane displacement along the vertical axis. One check valve at the

inlet and outlet channels of the fluid respectively defines the direction of flow and

prevents backflow [22]. Alternatively, several pneumatic pumps are designed as

peristaltic pumps using three-pump chambers, which are closed sequentially

[147, 154]. This process prevents backflow, making the valves at the inlet and

outlet unnecessary, and also allows for reversal of the pumping direction.

Fig. 4.3 (a) Schematic

setup of a pneumatic

micropump design

consisting of a glass

substrate and two PDMS

layers and (b) image of the

assembled micropump
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For most biological microfluidic systems, more than one pump is needed to

transport several different fluids through the system. Wu et al. [147] presented a

system containing 30 integrated micropumps on one chip. Important evaluation

criteria for microfluidic pumps are a minimal and maximal flow rate, a counter

pressure that can be overcome, the level of pulsation, and the dead volume.

4.3.4.2 Microvalves

Valves are necessary to guide the fluid, which is moved by pumps, through the

microchannels of an MBR system. Several different designs of microvalves are

described in the literature [103]. In general, these can be divided into two catego-

ries: active and passive. In the representative system in Fig. 4.2, sample collection is

controlled by an active 3-way valve. The micropump in the systems defines the

direction of liquid by passive check valves.

Many active valves for microfluidics have been constructed analogously to the

micropump described above [70]. A peristaltic micropump with three-pump cham-

bers transports liquid by closing each chamber sequentially and purges the liquid

from one chamber to another. The first chamber remains closed while the second

one becomes emptied, and this process prevents backward flow [154]. The first

pumping unit acts as a closed valve for the second one, and the complete volume of

the second chamber is pumped into the third chamber. Valves designed in this

manner are classified as normally open valves because there is no blockage of the

channel while the actuator is inactive.

In contrast, valves classified as normally closed valves block a path until they are

opened by an actuating force. A very common design, which is very similar to the

above described normally open valve, is the pneumatically actuated lifting gate

valve [58, 93]. The channel flow is interrupted by a small blockade across the cross-

section. A pneumatic chamber is situated above this blockage, similar to the

situation for the pump in Fig. 4.3. The application of a vacuum to the chamber

lifts the blockage and clears the channel for the fluid.

In contrast to active valves, passive microvalves function without any actuator,

such as the situation for the well-known check valve [82]. These valves can easily

be integrated into the same PDMS layer as the fluidic channels and therefore

produce few additional expenses. Figure 4.4 shows the check valve from the

pneumatic pump (Fig. 4.3) of the exemplary MBR system. This valve is designed

with two convex lips, which have a width between 100 μm at the channel wall and

62.8 μm at the tip. Between both lips is a 10 μmwide gap to enable separation when

liquid flows in the open direction (left to right). Due to the production process, the

lips are connected to the ceiling of the wall. At the bottom, gold pads on the glass

substrate prevent bonding and assure movability of the lips. When a liquid flows in

the closing direction (right to left), the two lips become pressed against each other

and block the pathway [22].

Special types of passive valves are nozzle/diffuser valves [38, 59] and tesla

valves [97]. These valves function completely without moving parts. Special
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channel geometries generate a higher fluidic resistance in one direction than in the

opposite direction and lead to a predominant direction of flow. These valves are

often used in micropumps to define a flow direction, but they are not able to

completely block a channel.

Several other microvalves, such as the phase change [154] or burst valves [2],

also exist. These lack different characteristics required for use in a MBR system,

such as an appropriate switching speed or reversibility.

4.3.4.3 Microseparators

Microseparators, analogously to microvalves, can be separated into two categories:

active separators requiring external energy or actuation versus passive separators.

Most popular representatives of active separators use ultrasonics [105, 126] and

dielectrophoresis [94, 95].

The exemplary MBR system (Fig. 4.2) uses a passive cross-flow filter to remove

cells from the sample (Fig. 4.5). Filter channels with a cross-section (2 μm� 5 μm)

that is smaller than the cell diameter (ca. 10 μm) allow the liquid to pass but retain

the microorganisms. A filter cake forms while filtering. Because of the spherical

shape of the cells that have a diameter of approximately 5–10 μm, the fluid can pass

through the spaces between the contiguous cells and the channels do not become

Fig. 4.4 (a) Schematic

check valve with

dimensions in μm and (b)
image of the check valve

fabricated in PDMS using

soft lithography.

Reproduced from Demming

[22] with permission of

Shaker-Verlag GmbH
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blocked. After removal of the permeate from the filter, the filter cake can be flushed

out of the system using the outlet on the retentate side.

Another passive separation principle is based on inertial forces and dean vortices

[10, 27]. Such a system is able to separate particles from the fluid but does also

allow sorting of particles by their size. For proper function, the size of the particles

must be known, and the separator must be adjusted appropriately. Furthermore, this

type of separation only works for a limited size range due to the interactions of the

different forces.

4.3.4.4 Micromixers

Microfluidic systems similar to an MBR have very low characteristic length and

flow rates. This situation leads to Reynolds numbers below one and hence to

laminar flow without turbulence. Two liquids flowing next to each other will only

mix by diffusion at the fluid interface. According to Fick’s law of diffusion, in the

laminar regime, the mixing can only be accelerated by a longer time or a larger

interface. Most passive micromixers use structures and geometries to bend the fluid

interface and generate vortices. Another way to enlarge the interface is to split the

flows and recombine them in parallel lamination. Because mixing is an important

but complicated field in microfluidics, there have been many studies, and various

different mixing principles were developed [48, 86, 100, 133].

Faster mixing can be obtained by the generation of turbulence in the fluid.

Therefore, very fast fluid velocities must be induced locally. This condition can

be obtained using active mixing principles, which come with the same problems of

Fig. 4.5 (a) Image of a cross-flow filter system produced in PDMS and (b) magnification of the

filter channels with dimensions of 2 μm� 5 μm� 300 μm
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moving parts as micropumps or valves. A well-known macroscopic mixing princi-

ple is using a stir bar. This bar was scaled down by Ryu et al. [119] and used an

external magnetic field for actuation. Integration of electromagnetic motors in

microfluidic systems for mixing and stirring has also been done. Al-Halhouli

et al. [1] presented a MBR with an integrated micro stirrer which is driven by a

synchronous micromotor. These mixers and stirrers showed very good mixing

qualities but required a much more complex and expensive production process

than that for passive mixers. Nevertheless, the microscale offers the opportunity to

use completely new approaches for mixing compared with those for the macroscale.

Some examples are acoustic mixing using low-frequency vibration [56], mixing by

a focused surface acoustic wave [159] or using an electrorheological fluid [102].

4.4 Examples of Microbioreactor Applications

For the MBRs based on microtechnologies, as stated in Sect. 4.3.2, two main

applications can be used. The first MBR application involves mammalian/human

cell cultivation to elucidate the interrelationship of intra- and intercellular processes

and mechanisms by mimicking environmental conditions within microfluidic ele-

ments. This gives rise to new possibilities in the development of biological and

pharmaceutical products, drug screening, and diagnostics. Cell cultures require

proliferation on surfaces, hMBRs are commonly used. Secondly, a vMBR can be

used for throughput screening of microorganisms. The main focus here lies on the

cultivation and the integration of online analytics to measure reaction kinetic

parameters. For both applications, two examples are described in the following,

including motivation, design, fabrication and experimental results.

4.4.1 Horizontal MBR for Screening of Cell Cultures
with Simultaneous pH Monitoring

The following application describes a photonic hMBR for screening cell cultures

with simultaneous pH monitoring. Although conventional cell culture formats

(flasks, petridishes, 96-well plates) are extensively used world-wide, MBRs appear

to be a good alternative as they provide additional capabilities, such as the possi-

bility of performing microfluidic perfusion cultures and generating in vitro micro-

environments that better mimic the in vivo situation while including a variety of

online monitoring options. For the latter, integration of transduction and/or envi-

ronmental control elements in the MBR is crucial. Most of these elements are based

on electrochemical transduction.

The implementation of optical elements, as described in the following example,

provides several advantages in comparison to electrochemical devices: (1) they are
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non-invasive, do not alter the used cultivation medium or cells and do not compro-

mise sterility; (2) they do not require metals or metal oxides and thus reduce

fabrication costs; and (3) the integration of optical elements into the microfluidic

chip may also require fewer fabrication steps.

4.4.1.1 Design

The monolithically integrated photonic hMBR contains two chambers with

microfluidic and microoptical elements for cell retention/proliferation and real-

time pH monitoring, respectively [98]. The pH monitoring without interference

from cells in the supernatant is achieved by the implementation of two independent

chambers connected via a microfluidic channel (Fig. 4.6a). The first incubation

chamber (0.42 cm diameter, 230 μm high) consists of an integrated filter with

21 size-exclusion microchannels (3 μm deep) to trap the cells while allowing the

passage of medium (Fig. 4.6b). The incubation chamber is connected to two inlets,

one for cell inoculation and one for cultivation medium. At their widest end, the

size-exclusion microchannels are connected by a fluidic channel that surrounds the

incubation chamber and links it with the second, monitoring chamber (0.5 cm

diameter, 230 μm high), which finally leads to the outlet.

For optical transduction, both chambers contain the following monolithically

integrated micro-optical elements (Fig. 4.6c): (1) self-alignment elements for the

clamping and precise alignment of the optical fibres, (2) biconvex microlenses for

light collimation [78], (3) absorption filters that can be filled with dye-doped

polymeric materials to selectively absorb excitation light during fluorescence

measurements [17], and (4) two sets of air mirrors that surround the chambers to

confine the light inside of the chamber.

4.4.1.2 Fabrication

The hMBR was fabricated by conventional soft lithography, as explained in

Sect. 4.3.2. Briefly, a two-level master was fabricated using SU-8 polymer, whereas

the size-exclusion channels were patterned in the first level of the master (total

height of 3 μm), and the other elements (two chambers, microfluidic and

microoptical elements) were patterned in a second layer (total height of 230 μm).

After development and baking of the master, PDMS replicas of the master were

moulded. The structured PDMS was then irreversibly bonded to a soda-lime glass

wafer.

A photograph of the final hMBR filled with crystal violet (only for visualisation)

is shown in Fig. 4.6d. It should be noted that the microoptical elements are

exclusively composed of PDMS and air and therefore do not increase the techno-

logical complexity of the device, resulting in robustness combined with low

fabrication costs.
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4.4.1.3 Experimental Results and Discussion

Vascular smooth muscle cells obtained from a rat aorta, with sizes between 8 and

10 μm diameter, were applied as a mammalian cell model. These cells were

efficiently trapped in the incubation chamber, where they proliferated under opti-

mal experimental conditions (37 �C, 5 % CO2 and a low continuous flow of culture

medium containing phenol red as a pH indicator), resulting in a classical spindle-

shaped morphology (80–100 μm wide, 2.5 μm high) and a traditional hill-and-

valley phenotype [118].

Fig. 4.6 (a) Schematics of the photonic hMBR with the fluidic elements (marked in grey),
including the two fluidic inlets (one for cells and another one for cell culture medium), the fluidic

outlet, the incubation chamber, the monitoring chamber and the fluidic channels connecting these

chambers; (b) 3D representation and cross-section of the size-exclusion microchannels of the filter

(marked in blue); (c) details of the optical elements integrated into each chamber, including self-

alignment elements, PDMS microlenses and air mirrors (marked in red), and absorbance filters

(marked in dark grey); (d) photograph of the hMBR filled with crystal violet dye (for validation

purposes) with a magnification of the size-exclusion microfilters in the incubation chamber

[98]. Reproduced from Mu~noz-Berbel et al. [98] with permission of The Royal Society of

Chemistry
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The absorbance was monitored optically and simultaneously in both the incu-

bation and monitoring chambers using the following setup: light from a broadband

halogen lamp was coupled to the chamber through a multimode optical fibre

(230 μm in diameter). Transmitted light was collected at the opposite side of each

chamber using another identical optical fibre, which was then connected to a

microspectrometer for direct read-out.

Figure 4.7a, b show the absorbance variations at wavelengths of 440 nm (pro-

tonated form of phenol red), 560 nm (deprotonated form of phenol red) and 650 nm

(cell dispersion) for the two chambers. The cultivation medium contained phenol

red as an indicator of the pH, which directly correlates to the cell metabolism. In

both chambers, the absorbance at 560 nm decreased with time until stabilisation

after approximately 22 h of cultivation, as expected due to the medium acidification

induced by cell metabolism. In the incubation chamber, cell dispersion influenced

the Abs560 nm (Fig. 4.7c) because small increases in Abs650 nm—possibly due to

detached cells—also induced an increase in Abs560 nm. However, in the monitoring

chamber, Abs650 nm constantly followed the expected profile. It has to be noted that

Fig. 4.7 Variation in the absorbance at wavelengths of 440, 560 and 650 nm with time during the

proliferation in the (a) incubation and (b) monitoring chambers and (c) pH variation (at 560 nm

wavelength) with time during proliferation in both the incubation and monitoring chambers. Black
arrows indicate the areas where cell detachment influenced the absorbance measurements

(Mu~noz-Berbel et al. [98]). Reproduced from Mu~noz-Berbel et al. [98] with permission of The

Royal Society of Chemistry
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the 440 nm band is not suitable for monitoring pH during cell proliferation due to

negative interference from foetal bovine serum.

To conclude, pH changes could be adequately analysed in the monitoring

chamber by measuring the 560 nm band (corresponding to the deprotonated form

of the pH indicator) in real-time and without the interference of cells. Thus, the

suitability of the photonic hMBR for cell screening applications could be proven.

For future potential applications, the photonic hMBR might also be used to

monitor small or large molecules that are secreted or assimilated by cells.

4.4.2 Vertical MBR as a Microbubble Column to Screen
Microorganisms

The following application presents a vMBR, which can be applied as a microbubble

column reactor (μBC) for biotechnological screening in suspension. The advan-

tages of the μBC are (1) enhancement of submerged cultivation and aeration via an

additional gaseous phase in the form of rising microbubbles and (2) circumvention

of the blockage risk due to carbon dioxide produced by the microorganisms—a

challenge predominant in common hMBRs—because the gas bubbles are released

by buoyancy at the upper part of the reactor. This triphasic (air, cultivation medium

and microorganisms) μBC provides several advantages in comparison to the cur-

rently reported hMBRs (based on mechanical or peristaltic active mixing); these

benefits include robust and simple construction, a lack of mechanical moving parts,

enhanced mass transfer properties and low construction costs.

4.4.2.1 Design

The μBC—illustrated in Fig. 4.8a—comprises a reaction chamber (70 μL in total

volume) including two fluidic channels for in- and outlets of both the liquid and the

gas phases [24]. The liquid cultivation medium is added via the upper inlet, whereas

a complete discharge of the medium is feasible via the lower outlet. The gas phase

enters the reactor via an integrated single nozzle consisting of a microchannel of

20–50 μm� 40 μm. Constant gas throughput provides a homogeneous suspension

of biomass in the reaction chamber without needing additional mixing elements.

The headspace above the liquid phase guarantees suitable gas liquid phase separa-

tion and does not require additional baffles.

In terms of online analytics, alignment channels for fibre optics were designed to

lie in the horizontal direction on both sides of the reactor chamber. Stop structures

and a clamp provide accurate positioning of the fibre optics, whereas biconvex

PDMS lenses result in parallel beams that illuminate the reactor [78, 138] and allow

for a sensitive analysis of the OD [24]. In addition, a guiding cannula is

implemented in the reactor top to allow for the insertion of various objects,
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e.g., the insertion of a needle-type sensor to monitor the DO during cultivation.

Additional functional elements, such as an integrated microheater, can optionally

be microstructured with e.g., ITO on the glass substrate, which allows for a defined

constant temperature during cultivation (Fig. 4.8b). Furthermore, this system allows

for quick response times and for quenching at high temperatures to rapidly deac-

tivate biological material.

4.4.2.2 Fabrication

The μBC comprises two major parts: a patterned PDMS chip bonded to a glass

substrate that might also be microstructured. The PDMS part is based on an

optimised two-step lithographic process using replica moulding, as described in

Sect. 4.3.2. The first layer has a height between 20 and 50 μm to provide structure

for the nozzle, whereas the total height of the system (second layer) is 230 μm. The

microheater is structured with ITO as described in Sect. 4.3.2. A subsequent

chromium-gold layer results in electrical pads for contacting the periphery. To

prevent electrolytic decomposition of the water and thus decomposition of the

heating structures from erosion, a reliable isolation layer made of silicon nitride

is deposited. Subsequently, the PDMS chip is covalently bonded to the glass

substrate. Because the naturally hydrophobic PDMS causes problems, such as

adherence and entrapment of cells and air bubbles on the unmodified reactor

walls, the fabrication is finalised with a hydrophilisation step using PDADMAC-

terminated PEM-surfaces [128].

Fig. 4.8 Schematic of the microbubble column (μBC): (a) patterned PDMS layer including a

reaction chamber, fluidic inlets and outlets, the gas nozzle, fibre optic channels with alignment and

clamp structures and biconvex lenses, a guiding cannula for a needle-type sensor and (b)
photograph of the μBC including a microheater arranged in parallel (structured with ITO, gold

and nitride on the glass substrate). Adapted from Demming et al. [24]
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4.4.2.3 Experimental Results and Discussion

To prove the screening applicability of the μBC in aerobic biotechnological pro-

cesses, cultivation experiments with the model organism S. cerevisiae strain CCOS
538 (ATCC 32167, Culture Collection of Switzerland) were performed. The time

course of the measured biomass concentration (cX) and DO during batch cultivation

is depicted in Fig. 4.9 [111].

First, the gassing rate was adjusted arbitrarily until adequate gassing and

degassing could be visually observed. This effect was achieved at a superficial

gas velocity of 5� 10�4 m/s (2.1 L L�1 min�1). Under these conditions, the DO

was permanently above 90 %, and no oxygen limitation occurred during aerated

cultivation [111]. After a lag phase, the cells grew exponentially with a specific

growth rate of 0.37 h�1 until approximately 9 h of cultivation time, after which

there was a transition to the stationary phase. With an initial glucose concentration

of 20 g L�1, the yield coefficient (YX/S) could be estimated to be 0.148 g cell dry

weight (CDW) g s�1, which corresponds to previously reported data from macro-

scale experiments [139].

Several times during cultivation, the gassing of the μBC was stopped and

restarted after an acceptable variation in DO, indicated by the arrows in Fig. 4.9.

This recorded decrease and increase in profile (data not shown) allowed the

calculation of the oxygen uptake rate (OUR) and the volumetric oxygen mass

transfer coefficient (kLa). Nevertheless, an adequate kL a could be achieved by

active sparging with values up to 0.14 s�1. Knowing the kL a during the aerated

Fig. 4.9 Dissolved oxygen (DO) (circle) and biomass concentration (cX) ( filled square) during
batch cultivation of S. cerevisiae. The DO data points represent the measured quasi-steady-state

concentrations while gassing was applied. Arrows indicate the measurements via the dynamic

method [111]. Copyright © 2014, Wiley Periodicals, Inc.
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operation, the OUR could also be verified from the quasi-steady- state DO signal.

The results are summarised in Fig. 4.10 with respect to cX [111].

The OUR increased with cX, and a specific OUR of 1.3–1.5 mmolO2 gCDW
�1 h�1

can be calculated from the slope, which was on the same order of magnitude as the

results reported by von Meyenburg [139] and Kuhlmann et al. [65] for this strain.

The subsequent increase in OUR at cX� 3 g L�1 indicated the end of the exponen-

tial growth phase, where a temporary change in metabolism occurs that causes a

preference for the oxidative pathway [54, 111].

4.5 Conclusions

This article provides an overview of MBRs, the design and the benefits of various

strategies of production and the biotechnological applications of these small

devices in different operating modes for both bacterial and mammalian/human

cell cultures. For these biological systems the discussed MBR devices ensure a

broad range of biological screening applications, like cultivation optimisation,

analysis of reaction kinetics, pharmacokinetic and drug delivery experiments or

metabolic flux analyses; they allow high-throughput experimentation and reduce

effectively the costs for expensive substrates, including limited drug formulations.

The report discusses their design possibilities as well as the essential aspects of the

use of disposable MBRs, fluid connections and the application of MBRs in diverse

biotechnological fields.

Fig. 4.10 Oxygen uptake rate (OUR) using dynamic ( filled square) and quasi-steady-state

(circle) methods during the cultivation of S. cerevisiae with respect to the biomass concentration

(cX) [111]. Copyright © 2014, Wiley Periodicals, Inc.
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For bioprocess development, there is a considerable need for efficient MBR

systems that allow automated, highly parallelised operation with independent

variation of individual process parameters. Equally important are the capability to

control various processes, good scalability, and the generation of reliable and

reproducible experimental data in real time over a long cultivation time. In recent

years, microfabrication technology and microprocess engineering have met these

challenges, different types of MBR systems have been developed and huge tech-

nological advances have been achieved.

It has been shown that the use of novel microfabrication techniques allows for

unconstrained 3D structuring of microchannels, microreaction volumes and the

microtechnical integration of additional sensors and elements for fluid manipula-

tion (such as valves, pumps). These results suggest that MBR applications are

capable of bridging the gap that exists between MTP-based high-throughput

screening and laboratory/pilot reactors to obtain cultivation data that can be applied

to larger bioreactors at production scale. For the near future, the challenge is to

develop fully parallelised and automated MBR systems and to use these systems for

daily laboratory operations.
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Domı́nguez C, Büttgenbach S, Llobera A (2011) Cell analysis using a multiple internal

reflection photonic lab-on-a-chip. Nat Protoc 6:1642–1655

139. Von Meyenburg K (1969) Energetics of the budding cycle of Saccharomyces cerevisiae
during glucose limited aerobic growth. Arch Mikrobiol 66:289–303

140. Walker GM, Zeringue HC, Beebe DJ (2004) Microenvironment design considerations for

cellular scale studies. Lab Chip 4:91–97

141. Wang YC, Ho CC (2004) Micropatterning of proteins and mammalian cells on biomaterials.

FASEB J 18:525–527

142. Weigl BH, Bardell RL, Cabrera CR (2003) Lab-on-a-chip for drug development. Adv Drug

Deliv Rev 55:349–377

143. Wenk P, Hemmerich J, Müller C, Kensy F (2012) Hochparallele Bioprozessentwicklung in
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Chapter 5

Microsystems for Emulsification

H. Bunjes and C.C. Müller-Goymann

Abstract Emulsions are important pharmaceutical preparations that are traditionally

prepared by techniques like high-shear mixing and high-pressure homogenization.

In recent years, microstructured devices have attained increasing importance with

regard to emulsion preparation. In particular, the possibility of preparing emul-

sions with very precisely controlled particle size distribution and/or of continuous

manufacturing makes such devices interesting. This chapter introduces

microsystem-based techniques operating at low to moderate pressure and high-

pressure-based methods. The former comprise direct microchannel and membrane

emulsification as well as premix membrane emulsification. The latter particularly

focuses on emulsification in a customized microchannel system but also covers

aspects of conventional high-pressure emulsification devices. Apart from

explaining the respective principles and devices, their use for the preparation of

pharmaceutical formulations is outlined.

5.1 Introduction

Emulsions are disperse systems of two immiscible liquids one of which usually is

an oily substance (oil phase) whereas the other is water or an aqueous solution

(aqueous phase). One of the liquids is distributed in the other in the form of droplets

and thus forms the disperse phase (Fig. 5.1). The phase surrounding the droplets is

called continuous phase and its nature (oily or aqueous) determines the overall

appearance of the emulsion. Accordingly, emulsions can either have an oil-in-water

(O/W) or water-in-oil (W/O) character. As the formation of a large interface

between the two phases increases the energy of the system (interfacial energy)

emulsions are thermodynamically unstable and the droplets tend to coalesce in
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order to decrease the interfacial area. Therefore, emulsifiers are usually added to the

emulsion formulation to stabilize the system. Emulsifiers are surface-active agents

that adsorb at the interface between disperse and continuous phase thereby lowering

the interfacial tension. This makes the two phases much easier to disperse. More-

over, emulsifier molecules build energetic barriers around the droplets that coun-

teract coalescence, often by electrostatic or steric interactions. Well-formulated

emulsions thus can be kinetically stable over many years.

Emulsions are important pharmaceutical preparations, e.g., for administration of

active agents to the skin or for the oral intake of drugs. There are also emulsions for

intravenous injection in which tiny oil droplets act as carriers for water-insoluble

drugs. In pharmaceutical emulsions, only ingredients of proven physiological

compatibility can be used which limits the choice of components. Moreover, the

particle size needs to be adapted to the site of administration. For example, the oil

droplets in emulsions for intravenous injection must be of colloidal size (i.e., have

diameters below around 500 nm) in order to avoid embolism by droplets getting

stuck in the blood capillaries. Apart from being used as pharmaceutical formula-

tions as such, emulsions are also used as intermediates in pharmaceutical processes.

In particular, they are employed in the preparation of polymer or lipid micro-/

nanoparticles that are formed by precipitation from an emulsified solution in an

organic solvent (emulsification-solvent evaporation process) or by solidifying the

melted disperse phase (melt-emulsification process). Such particles are often used

in controlled release applications. Sometimes, “multiple emulsions” are created in

such processes where the droplets of the disperse phase contain even smaller

droplets of an immiscible liquid (e.g., water-in-oil-in-water emulsions). This way,

active agents can effectively be encapsulated in a surrounding matrix.

Classically, emulsions are produced with high-shear mixers (in particular, rotor-

stator devices) or by additional use of high-pressure homogenizers if very small

Disperse
phase

Continuous
phase

Emulsifier
layer

Fig. 5.1 Structure of an

emulsion
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droplets need to be obtained. Such emulsification processes usually lead to emul-

sions with more or less broad droplet size distribution. More recently,

microstructured devices have received increasing interest for the preparation of

emulsions. They may allow the manufacturing of emulsions with lower energy

input which can be relevant for the processing of sensitive materials. Moreover, it is

often possible to produce emulsions of defined droplet size with very narrow size

distribution. This chapter introduces the corresponding techniques with a major

focus on techniques that easily allow the production of emulsion systems at

pharmaceutically relevant scales such as membrane and high-pressure

microchannel emulsification. Methods that can be used for the preparation of

colloidal droplets are also of special interest.

5.2 Microsystems for Low-Pressure Emulsification

Conventional emulsification techniques relying on the breakup of a coarsely dis-

persed continuous phase, e.g., by using high-shear rotor-stator devices or high-

pressure homogenizers, often lead to rather broad or even polydisperse particle size

distributions. For many applications in the pharmaceutical and biomedical field it

is, however, highly desirable to produce droplets with very uniform size. Thus,

major efforts have been laid into the development of suitable manufacturing

techniques and a variety of methods has become available during recent years.

Most of them rely on direct emulsification, i.e., the direct preparation of the final

emulsion droplets from the bulk phase upon contact with the continuous phase, and

are typically carried out at low to moderate pressure.

5.2.1 Direct Emulsification

In direct emulsification, droplets are produced directly by injecting or extruding the

disperse phase into the continuous phase. This can be accomplished by different

microfluidic techniques, microchannel and membrane emulsification. Detailed

overviews over the different techniques and devices used in direct emulsification

can, for example, be found in [94, 95, 107]. As emulsification with microfluidic

junctions (e.g., T-junctions, cross- and Y-shaped junctions) and flow-focusing

devices is described in detail in Chap. 9 these techniques will not be treated here.

Instead, this chapter focuses on microchannel and, in particular, membrane

emulsification.
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5.2.1.1 Direct Microchannel Emulsification

5.2.1.1.1 Principle

In microchannel emulsification, droplets are produced at the outlets of single

microchannels etched in arrays into the surface of silicon wafers as grooves or

straight-through holes. The technique can produce minimum droplet sizes down to

around 1 μm with very narrow particle size distributions [95]. In grooved

microchannel arrays the channel structure is usually fabricated onto a terrace and

the process can be operated in dead-end or in cross-flow mode [33, 80]. At the end

of the channels, the liquid to be dispersed first forms a flat disc between the terrace

and the cover plate of the device; the disc is then transformed into a droplet by the

surface tension upon leaving the terrace (Fig. 5.2). If operated below a critical flow

rate, this method leads to monodisperse emulsion droplets [79]. As the number of

microchannels is rather limited in dead-end emulsification modules, the flow rate is

very low for typical applications (usually <0.1 mL/h). The throughput can be

Fig. 5.2 Layout of a dead-end microchannel device (left) and corresponding droplet formation

process (right). Reprinted from Sugiura et al. [80], Copyright (2003), with permission from

Elsevier
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increased to about 1.5 mL/h by using cross-flow devices which can accommodate a

much higher number of channels [33, 34]. To further increase the flow rate to more

application-oriented scales, straight-through microchannel arrays have been devel-

oped. Such arrangements can accommodate many more channels per wafer area as

the channels are not etched in parallel to the surface of the substrate but vertically

into the wafer (Fig. 5.3). A slit geometry of the channel openings has proven

beneficial over circular pores with the aspect ratio of the pores preferably exceeding

3–3.5 for uniform droplet generation [30, 31]. With such devices, monodisperse

emulsions (coefficients of variation below 10 %) with droplet sizes in the lower μm-

region have been produced at a throughput of several tens of mL/h [32].

5.2.1.1.2 Applications

Microchannel emulsification is mainly applied for the preparation of precursor

emulsions which are subsequently processed into microparticles with very uniform

size [95]. For example, monodispersed solid lipid microspheres have been pro-

duced this way [81].

Symmetric MC plate with microslots

Asymmetric MC plate

Symmetric MC plate with circular channels

25 mm

Slot

Circular
microchannel

Droplet

Slot

Circular
microchannel

Fig. 5.3 Layout of symmetric and asymmetric microchannel plates (left) and droplet formation

process at the channel outlets (right). Reprinted from Vladisavljević et al. [93], Copyright (2007),

with permission from Elsevier
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5.2.1.2 Direct Membrane Emulsification

5.2.1.2.1 Principle

In order to further increase the throughput, porous membranes or microsieves

containing a large number of pores per unit area can be used for droplet generation.

The pressurized disperse phase is forced through the pores of the membrane which is

wetted with and in contact with the continuous phase. This way, single droplets are

formed at the pore openings which are then detached from the membrane, usually by

washing them awaywith a stream of the continuous phase [54] (Fig. 5.4). The relative

movement between membrane and continuous phase is often generated by a pump or

by stirring the continuous phase (in particular for small volume applications). How-

ever, rotating or vibrating membrane devices are also in use [71, 108]. The size of the

resulting droplets is mainly determined by the pore size of the membrane: typically,

the droplets formed are 2–10 times larger than the diameter of the pores [25]. In order

to obtain a narrow particle size distribution, the forming droplets should not interact

with each other. This can either be achieved by using membranes of low porosity or

by operating porous membranes under conditions where only a small fraction of

pores is active (i.e., at low emulsifying pressure) [2, 45].

The membrane emulsification process was originally developed as an applica-

tion for Shirasu Porous Glass (SPG) membranes [54]. SPG is prepared from a

primary glass based on a volcanic ash (Shirasu) rich in silica and alumina with

addition of calcium carbonate and boric acid. The resulting CaO–Al2O3–B2O3–

SiO2 type glass is heat-treated for several hours leading to internal phase separation

into an Al2O3–SiO2 and a CaO–B2O3 phase. The latter is leached away by acid

treatment leaving behind a continuous pore structure with narrow pore size distri-

bution (Fig. 5.5). The mean pore size is determined by the course of the heat

treatment process [95, 98]. Pore sizes between 0.1 and 20 μm are commercially

available; the membranes are rather thick—0.4 to 1 mm [77]. The native SPG

material is hydrophilic but the glass surface can be made hydrophobic, e.g., by

chemical modification with organosilane compounds [41]. Surface hydrophilicity/

hydrophobicity is highly important in membrane emulsification because usual

Fig. 5.4 Principle of direct

membrane emulsification

(not to scale). Modified

from Joseph and Bunjes

[28]
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applications require the membrane to be wetted by the continuous phase

[1, 90]. Ceramic membranes have also been employed for membrane emulsification

(e.g., [97]). As a further alternative to SPGmembranes microsieves are increasingly

being used (Fig. 5.6). Microsieves contain pores of controlled geometry and defined

spatial arrangement. They can be prepared by semiconductor fabrication tech-

niques, for example, from silicon nitride or nickel foils or by laser drilling of

aluminum and steel foils [95, 100]. As they are much thinner than SPG membranes,

higher fluxes can be achieved with microsieves [18, 99].
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Fig. 5.5 Pore size distributions (mercury porosimetry) of different SPG membranes (top) and
scanning electron micrographs of a membrane with 0.262 μm pore diameter (bottom). Reprinted
from Vladisavljević et al. [98], Copyright (2004), with permission from Elsevier
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In direct membrane emulsification, a critical pressure has to be overcome before

the to-be-dispersed phase can emerge from the membrane pores and form droplets

at the membrane surface. Assuming the pores to be of ideally cylindrical shape, the

minimum pressure can be estimated as the capillary pressure Pcap which is given by

the Laplace equation ((5.1); γ: interfacial tension, θ: contact angle at the membrane,

dp: pore diameter):

Pcap ¼ 4γ cos θ

dp
ð5:1Þ

According to (5.1), the critical pressure increases steeply with decreasing pore

size which complicates the preparation of droplets in the colloidal range with this

technique [28]. With regard to a high production rate, it would be desirable to work

at transmembrane pressures considerably above the critical pressure as a high

transmembrane pressure increases the flux through the membrane. It is, however,

advisable not to increase the pressure much above the critical pressure as—at a

certain point—this leads to the transition from the “dripping” to a “jetting” regime.

While dripping (release of single droplets) is considered to favor the formation of

monodispersed size distributions, the formation of jets (which subsequently break

up into droplets by interfacial instability) can lead to the formation of much more

heterogeneous droplet size distributions [6, 39].

Membrane emulsification processes are usually performed under a cross-flow of

the continuous phase over the membrane surface (Fig. 5.7). The wall shear stress

exerted by this cross-flow influences the droplet formation process and the proper-

ties of the cross-flow, in particular its velocity has a major influence on the droplet

size and size distribution. Increasing the cross-flow velocity usually leads to the

formation of smaller droplets (as the droplets are more easily detached from the

membrane) but at too high a cross-flow, the size distribution may become polydis-

perse [22, 35].

Upon droplet formation, the emulsifiers contained in the formulation adsorb to

the evolving droplet surface at the pore opening. Surfactants that lead to a high

decrease in interfacial tension are beneficial for the formation of homogeneous

Fig. 5.6 Silicon nitride

microsieve (pore size 5 μm)

as used for membrane

emulsification. Reprinted

from Wagdare et al. [99],

Copyright (2009), with

permission from Elsevier
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emulsions [22]. Moreover, quick adsorption usually favors the formation of smaller

droplets and narrow size distributions [39, 89]. Care should be taken to avoid

interaction of the surfactant with the membrane (e.g., due to opposite charge of

surfactant and membrane) as this may lead to wetting of the membrane with the

dispersed phase or to membrane fouling and blocking resulting in poor emulsion

quality [54, 82]. On the other hand, surfactants that lead to a strong repulsion of the

forming droplets from the membrane due to charge interactions favor the formation

of smaller droplets [39].

5.2.1.2.2 Applications

Direct membrane emulsification has often been used to prepare micron-sized drug

delivery systems such as simple o/w emulsions, w/o/w emulsions as well as lipid

and polymer microspheres [23, 29, 40, 47, 54, 55]. In contrast, there are only few

reports about attempts to create colloidal particles for pharmaceutical use with

direct membrane emulsification. In principle, the preparation of colloidal disper-

sions should be possible when membranes with small pore diameters are used such

pump
(1 mL/min)

Pd

Pc,in Pc,out

dp

Fc
Fy

dd

Fb

Fd

syringe pump
(2 mL/h)

a b

W1/O

W2

microsieve
membrane

Fig. 5.7 Schematic diagram of the membrane emulsification method. (Left) Membrane module;

(right) principle of particle preparation with microsieve membrane; W1/O—dispersed

phase (premix), W2—external water phase, Pd—pressure applied on the dispersed phase,

Pc,in and Pc,out—pressure on the flowing continuous phase at both ends of the membrane modulus,

dp—diameter of the membrane pore, dd—diameter of the droplet formed at the membrane pore,

Fγ—the interfacial tension force, Fb—the buoyancy force, Fc—the drag force of the continuous

phase flow, Fd—the inertial force caused by the flow of the dispersed phase. Reprinted from

Kazazi-Hyseni et al. [29], Copyright (2014), with kind permission from Springer Science and

Business Media
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as the commercially available 100 nm-SPG membranes. Emulsion particles with

median particles down to below 500 nm and narrow size distribution could indeed

be obtained with this process [28] (Fig. 5.8). Due to the typical particle to pore size

ratio resulting from this technique the particle sizes obtained were, however, larger

than usually desired for typical pharmaceutical colloidal emulsions. Moreover, in

spite of the comparatively high required emulsifying pressure, the flux was very low

resulting in long process times.

5.2.2 Premix Membrane Emulsification

5.2.2.1 Principle

The use of direct membrane emulsification still somewhat suffers from the fact that

the throughput may be rather limited in particular with regard to the preparation of

very small particles. Consequently, the resulting dispersed phase fraction is often

low. Moreover, the preparation of emulsion droplets in the lower colloidal range is

conceptually difficult as this would require the availability of suitable membranes

with extremely small pore sizes. A variation of the direct emulsification process,

premix membrane emulsification, may be used to overcome these limitations. This

technique, developed by Suzuki in the 1990s [84], is fundamentally different from

the direct emulsification techniques described above as it relies on the processing of

a pre-formed coarse emulsion. By extruding the coarse emulsion droplets through

the membrane pores, the droplets are disrupted into smaller ones (Fig. 5.9).

Fig. 5.8 Particle size distributions (left) and corresponding emulsifying pressures (right) observed
in a formulation screening by direct SPG membrane emulsification with different membrane pore

sizes. Lipid phase:MCTmedium chain triglycerides, SBO (/S80) soybean oil (/sorbitan oleate), TM
trimyristin; Stabilizer: SDS sodium dodecyl sulfate, T20 polysorbate 20, concentrations refer to the
stabilizer concentration in the aqueous phase. The concentration of the matrix lipid was 1–5 %.

Reprinted from Joseph and Bunjes [28], Copyright (2013), with permission from Elsevier
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Repeated processing through the membrane can lead to a further decrease in droplet

size and to a more uniform droplet-size distribution [27, 97]. The resulting particle

size is mainly controlled by the pore size of the membrane and the number of

extrusion cycles whereas the size and uniformity of the droplets in the premix do

not have much effect on the emulsification results [96]. Typical ratios of average

pore size to average particle size are in the range of 1:1 to 1:3 [38, 83]. The size ratio

of the resulting droplets to the membrane pores is thus usually smaller than in direct

membrane emulsification, whereas, however, the particle size distributions are

usually slightly broader [97]. Typical membrane materials used for premix mem-

brane emulsification are SPG [82, 97], polytetrafluoroethylene [83] and polycar-

bonate [26, 62] but other membrane materials can also be used [27]. Good wetting

of the membrane with the continuous phase of the emulsion is considered essential

to obtain good results [56]. Similar to direct membrane emulsification, the energy

efficiency during premix membrane emulsification is much better than in traditional

emulsification such as high-pressure homogenization [56].

It is not yet completely clear how the large droplets are broken up during premix

membrane emulsification. Shear forces are assumed to play a major role during this

process. Van der Zwan et al. visualized the droplet breakup during emulsification of

an O/W premix in a model microfluidic device [91]. According to the results three

factors have a major impact: (a) localized shear forces that occur at channel

branchings may shear off small fractions of a larger droplet or a large droplet is

split up due to divergent flows into two channels at a branching. (b) Droplets may be

deformed (e.g., elongated into a cylindrical shape) upon passage of the narrow

pores and be broken up by interfacial tension effects (e.g., Rayleigh instabilities).

(c) Droplets accumulate before entering the membrane as well as within the

membrane pores. At the corresponding places, the local droplet concentration is

very high which may give rise to interactions between droplets that lead to droplet

breakup, e.g., by droplet impact. This mechanism relies on a good stabilization of

the droplets as otherwise coalescence may become predominant.

Fig. 5.9 Principle of

premix membrane

emulsification (not to scale).

Modified from Joseph and

Bunjes [28]
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5.2.2.2 Applications

Besides simple emulsions [84], multiple emulsions [97], solid lipid microcapsules

[38], and polymer microparticles [70, 103] can be prepared by premix membrane

emulsification. With this technique, also the preparation of colloidal systems is

feasible. For example, the technique has been used to prepare lipid emulsions and

artificial low density lipoprotein (LDL) particles [3, 9, 58]. The concentration of the

lipid to be emulsified was rather low in these early studies (�8 %). Recently, this

technique was also established for the preparation of nanoemulsions and solid lipid

nanoparticles (prepared by melt-emulsification) at comparatively high lipid con-

tents (up to 20 %), comparable to that used in conventional high-pressure homog-

enization [26]. The process could be performed at large scale with a pump-driven

membrane extruder or in a small (�1 mL) handheld extrusion device as it is often

used to prepare liposomes at a small scale. The mean particle sizes of the lipid

nanoparticle dispersions depended mainly on the membrane pore size and the

number of extrusion cycles. Ratios of average pore size to average particle size in

the range of 1:0.5–1:2.5 and narrow size distributions were obtained after repeated

extrusion [26]. Apart from track-etched polycarbonate membranes other types of

membrane filters as well as SPG membranes could be used [27, 28]. The use of SPG

membranes led to small particles with narrow size distribution already after one

passage of the membrane (Fig. 5.10). Investigations with a specially designed,

instrumented small-scale extruder indicate that the combination of the type of

membrane used for extrusion and the emulsion composition is of importance for

the success of the process [16, 17].

Fig. 5.10 Particle size distributions observed after one membrane passage in a formulation

screening by premix SPG membrane emulsification with different membrane pore sizes. Lipid

phase: MCT medium chain triglycerides, TM trimyristin; Stabilizer: SDS sodium dodecyl sulfate,

Pol 188 Poloxamer 188, T20 polysorbate 20. The predispersions usually contained 10 % matrix

lipid stabilized with 7.5 % surfactant (*5 % matrix lipid, **2.5 % matrix lipid with correspond-

ingly lower stabilizer content). Reprinted from Joseph and Bunjes [28], Copyright (2013), with

permission from Elsevier
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5.3 Microsystems for High-Pressure Emulsification

High-pressure emulsification at large scale is a well-known and industrially

established process for the manufacturing of emulsions, i.e., dairy products such

as homogenized milk. A sufficient kinetic stability of such emulsions along with

small droplet size in submicron range and a narrow size distribution is achieved by

this emulsification process. As for medicinal products, nanoemulsions are fre-

quently used in parenteral nutrition [50] or as commercially available drug delivery

systems for intravenous administration, e.g., for diazepam [46], vitamin K [74], and

propofol [4].

In contrast to high-pressure emulsification at large scale, the manufacturing at

small scale is required especially in the development of pharmaceutical emulsions

and nanoscale lipid dispersions because only limited amount of the active pharma-

ceutical ingredient (API) is available for screening purposes of formulations in the

early stages of the development. Therefore microsystems for high-pressure emul-

sification offer the advantage of low production volumes along with high perfor-

mance of the resulting emulsions and dispersions with regard to nanoscale particle

size, narrow particle size distribution, and high physicochemical stability. By

customizing the design of a microsystem, a given surface to volume ratio and a

well-defined residence time as well as input of stress to the product stream are

achievable [15]. In this context a customized microchannel system was recently

designed in a collaborative project of the German Research Foundation (DFG

research group FG 856 mikroPART).

5.3.1 Customized Microchannel System (Disruption
of Pre-formed Droplets)

5.3.1.1 Device

Stainless steel sheets were used as microsystem substrate and structured by a

microelectrical discharge machining (μEDM) process in combination with a final

electrochemical polishing process [68]. A variety of different microchannels were

designed ranging from straight, z-shaped, y-shaped, and orifice channels as well as

combinations thereof (Fig. 5.11). The microchannel-containing bottom plate was

covered with an analogous, unstructured stainless steel plate and clamped together

to obtain a leak-proof but reversible coverage [15]. Thus both the assembly and the

disassembly for cleaning purposes are easily done and also fast, while leak tightness

is guaranteed even at elevated temperature beyond the melting temperature of solid

lipids and at high pressures above 2000 bar [20].
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Further variations in orifice microchannel design include combinations of two or

three orifices of the same width (80 μm) and of different widths (80 and 120 μm) as

well as a variation in length between multiple orifices. For the triplicate-orifice

microchannel the distance between each 80 μm wide orifice was 3000 μm, for the

double-orifice microchannels the distances between 80 μm wide orifices were

300 μm, 3000 μm, and 5169 μm, respectively. The same distances between orifices

were also applied for the combination of an 80 μm wide orifice with a 120 μm wide

one. Whether the smaller orifice is passed first or the larger one was also of interest

with regard to the emulsification efficiency. Furthermore the microchannel with a

single orifice was run with varying counter pressures while passing a coarse

pre-emulsion through it.

As the microchannels described above are not appropriate for the

pre-emulsification step, i.e., the initial combination of the lipid and the aqueous

phase by the formation of small lipid droplets with as homogeneous distribution as

possible, an additional microcomponent has to be integrated for this initial emul-

sification step. Furthermore, commonly used unit operations such as the dispersion

of solid particles into a suspension and the crystallization of liquid emulsion

droplets to a solid nanoscale dispersion are also required. An overall microsystem

was designed to combine all these unit operations of dispersion (e.g., a solid API

powder), pre-emulsification, emulsification, and crystallization (cooling down) in a

continuously operated process chain (Fig. 5.12). The aim of the implementation of

multiple process steps in an integrated process chain is the reduction of losses due to

sample handling between process steps as well as in tubing.

The challenge regarding the overall microsystem is to combine the particular

microcomponents with regard to volume flow and pressure drop. The dispersion

and the emulsification components require high pressure drops for the
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Fig. 5.11 Schematic representation of microsystems fabricated in either silicone (top) or stainless
steel (bottom). Reprinted from Finke et al., [15] Copyright (2012), with permission from Elsevier
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disintegration process of agglomerates and droplets [69], respectively, whereas the

pre-emulsification component has to work at relatively low pressure drops. Addi-

tionally, two fluids with different viscosities, i.e., aqueous solution and oil, have to

be processed. In the pre-emulsification component, the ratio between the static

pressures of the lipid and the aqueous phase has to be adjusted properly to prevent a

backflow. Since the adaption of principles well known from emulsification

approaches at low flow rates and low Reynolds numbers (e.g., flow focusing) is

not possible at high pressure drops and accordingly high flow rates, an appropriate

construction principle was designed for the injection of the water phase into the

flow of the lipid phase via nozzles as depicted in Fig. 5.12.

5.3.1.2 Principle

The pre-emulsification micromodule is based on the formation of a high-velocity jet

of an aqueous surfactant solution which splits the flow of the viscous oil into

separate droplets of almost uniform size below 1 μm [67].

The subsequent microchannel emulsification works on the pre-formed droplets,

i.e., a coarse emulsion with a not necessarily narrow size distribution flows through

the microchannel. The droplets’ velocity becomes increasingly high due to the high

pressure and the narrowing of the channel according to its specific design. This

forces the droplets to elongate and due to shear stress and turbulent flow charac-

teristics tiny droplets of nanoscale dimensions rip off. The superposition of simul-

taneously prevailing shear, elongational, turbulent and cavitational stresses makes

it difficult to identify the primary dispersion mechanism and the actual place of

Dispersion

Connecting plate

Pre-emulsification

Emulsification

Cover plate

Aqueous phase Lipid phase

Nanoemulsion

Fig. 5.12 Assembling principle and flow through the integrated overall microsystem. From Finke

et al. [11]
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droplet breakup [19]. The final droplet size inversely correlates with the driving

pressure through the microchannel and thus the pressure loss versus ambient

conditions, the shear rate, and also with the number of passes. The latter only

plays a role, if the microchannel device is used separately for the disruption of

pre-formed droplets and not as a modular overall microsystem designed for the

emulsification of the original aqueous and oily phases in a single pass.

However, formulation-dependent parameters also affect the efficiency of disper-

sion. A large volume fraction of the phase to be dispersed is a challenge with regard

to the emulsification efficiency whereas a high amount of an appropriate surfactant

results in smaller particle sizes and narrower particle size distributions. Further-

more the droplet oil viscosity strongly influences the outcome of the high-pressure

emulsification process [51]. The adjustment of the viscosities of both phases to

similar values proved to be most efficient in terms of the emulsification efficiency

[5, 106]. In this case, fluid dynamic stresses are better transferred from the contin-

uous to the disperse phase [12]. In addition, due to an adjusted dynamic viscosity of

the aqueous continuous phase the film drainage between two colliding droplets is

slowed down which results in a hydrodynamic stabilization.

Comparing different designs of a microchannel applied for a given formulation

at same pressure reveals highest droplet breakup efficiency for y-shaped and orifice

channels while z-shaped and straight channels result in larger droplet sizes

[15]. The pressure loss over the whole length of a straight channel is nearly

constant, whereas orifice and y-shaped channels focus the main pressure loss on a

small volume in the orifice or at the T-connection of the y-shaped microchannel

towards the outlet [19]. This causes highest stress intensity and thus highest energy

input per volume. Multiple orifices in a customized microchannel, i.e., a double-

orifice channel proved superior to both a triplicate-orifice channel and a

microchannel with only one orifice of the same width (80 μm) by reducing the

coalescence of broken up droplets due to the establishment of a turbulent mixing

zone [12]. In this zone, although the frequency of droplet collisions is high, the

contact time is shorter than the time needed for coalescence. This fluid dynamical

stabilization, however, requires a sufficient, yet not too long distance between the

orifices within a given overall length of the microchannel. Furthermore, flow and

cavitation measurements in high-pressure microfluidic systems made of silicon and

covered with glass reveal a minor effect of the cavitation on the emulsification

efficiency by applying an increasing counter pressure to a single orifice device and

thus finally provoking a collapse of cavitation bubbles. Since in double-orifice

systems, the second orifice also provides a counter pressure towards the first orifice,

the minimization of cavitation is considered to coincide with higher emulsification

efficiency. Therefore cavitation is not likely to be the dominating mechanism in

droplet breakup [21].
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5.3.1.3 Applications

A variety of different colloidal systems has been produced with the customized

microchannel system so far. Apart from nanoemulsions made of medium chain

triglycerides and stabilized with different emulsifiers such as sodium dodecyl

sulfate or macrogol-15-hydroxystearate [12, 15, 20] solid lipid nanoparticle

(SLN) dispersions have successfully been manufactured with this device while

maintaining all the metal parts including the tubing at elevated temperature which

guarantees the molten state of the lipid. A conventionally prepared (e.g., with an

Ultraturrax®) hot pre-emulsion is passed through the temperature-controlled cus-

tomized microchannel device at around 1250 bar (chosen for standardized produc-

tion conditions) at least once or in some cases several times before being cooled

down to room temperature to enable solidification of the molten lipid droplets to

solid lipid nanoparticles (SLN) [14, 15, 69, 72]. The particle sizes and the particle

size distributions are in the same range as with the conventional high-pressure

emulsification at large scale even after a single passage whereas conventional

processes at large scale require a rather high number of passages (up to 30) for

the same outcome.

Different lipids may be used along with a variety of emulsifiers. The emulsifi-

cation of 15 % (w/w) of a combination of melted waxes in an aqueous solution of

0.1 % (w/w) polysorbate 80 as emulsifier of the same temperature which is

subsequently followed by a cooling down process at ambient temperature results

in solidified wax nanoparticles of a mean particle size around 400 nm for a wax

combination of carnauba wax (solid at ambient temperature) and decyl oleate as a

liquid wax in a ratio 2:1 (solid:liquid) [14]. SLN from a standard formulation that is

produced in the customized microchannel device are composed of a solid mixture

of triglycerides from hydrogenated palm oil (Softisan®154) and phospholipids

(Phospholipon®90G) in a ratio of 7:3 (T:P). A total of 5 % (w/w) of the melted

lipid matrix is emulsified at 70 �C in an aqueous solution of 3 % (w/w) macrogol-

15-hydroxystearate (Solutol®HS15) of the same temperature. After subsequent

cooling the mean particle size of those SLN is around 120 nm [15].

SLN of the previously described composition have also been loaded with

different APIs or model compounds thereof [13, 59, 61, 66]. Depending on the

physicochemical characteristics of the API, the loading with the respective com-

pound results in SLN modification or not with regard to particle size, particle size

distribution, zeta potential, and thus agglomeration tendency. Rather lipophilic drug

molecules with high affinity to the lipid matrix partition into the SLN core. At low

concentrations, the particle size as well as the zeta potential remain unaffected

[66]. Highly water-soluble drug molecules or their likewise soluble salts are mainly

dissolved in the aqueous surrounding phase and to a minor part incorporated as

particles inside the SLN where they are intended to serve as a depot for a modified

release [60]. However, as the surface of nanoscale particles is extremely large, a

prolonged release is not realistic but the release is rather fast. In addition, due to the

dissolution of such molecules, the physicochemical characteristics of the aqueous
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surrounding phase are modified which in turn change the SLN’s zeta potential. The
latter may also affect particle size and particle size distribution. In contrast, API

molecules with a high affinity towards the stabilizing surface layer of the SLN, i.e.,

the phospholipid and the nonionic emulsifier, attach mainly to this surface layer.

With regard to the administration of sildenafil-loaded SLN dispersions via

inhalation into the lungs, small-volume cell culture experiments for screening

their toxicity on human alveolar epithelium and mouse heart endothelium demon-

strate promising results [61]. Microfluidic cell culture experiments on human

corneal epithelium prove a fast uptake of a lipophilic drug model into the cells

from SLN dispersions [66]. The uptake mechanism is not particle-driven but

diffusion-controlled.

5.3.2 Conventional High-Pressure Emulsification Systems

High-pressure homogenization of crude emulsions has a long tradition not only in

food industry (i.e., high-pressure homogenization of milk) but, since 1950 onwards,

also in the large-scale production of pharmaceutical o/w fat emulsions for paren-

teral nutrition. About 40 years later, research started on the high-pressure homog-

enization of hot pre-emulsions of melted lipids. Upon subsequent cooling down to

ambient temperature the processed nanoscale emulsions transformed into solid

lipid nanoparticle (SLN) dispersions appropriate for pharmaceutical applications

[53, 75, 76, 105].

5.3.2.1 Devices and Principles

The high-pressure homogenizers used in these early publications were conventional

homogenizers of the piston-gap type, i.e., APV Gaulin Micron Lab 40. Piston-gap

type homogenizers such as equipment developed by manufacturers Avestin, APV,

Niro, Stansted Fluid Power process a coarse pre-emulsion by bringing it to high

pressure up to 1000 bar within a few seconds in the pressure intensifier and then

forcing it through the valve gap of few micrometers in width. The processing

performance importantly depends on the valve design (geometrical characteristics

of the needle and seat, height and shape of the valve gap) apart from the physico-

chemical characteristics of the fluid (density, viscosity, flow rate) [10]. Intense

mechanical forces and elongational stress in laminar flow at the valve entrance and

in the valve gap occur, while due to the pressure drop at the gap outlet, turbulence,

cavitation and impacts with solid surfaces contribute to the droplet breakup. The

processing through the valve gap is accompanied by short-life heating phenomena

that must be controlled if needed. Due to shear effects and partial conversion of

mechanical energy into heat, a total jump in temperature by 17–21 �C per 100 MPa

was therefore measured when processing whole milk or O/W emulsions processed

at an initial temperature of 4–24 �C [8, 64, 88]. The development of heat especially
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during several passages through the homogenizer is crucial for heat-sensitive APIs.

With regard to SLN preparation, subsequent cooling devices such as heat

exchangers result in the solidification of the dispersed lipid droplets.

Due to the dependency of the emulsification efficiency on the valve design many

attempts have been made to improve droplet breakup and avoid re-coalescence. A

new high-pressure dispersion chamber was introduced by Kolb et al. [37]. This new

dispersion unit consists of three segments: an inlet nozzle with 0.2 mm orifice, a

so-called turbulence chamber and an outlet nozzle, which has a wider orifice and is

axially spaced apart relative to the inlet nozzle. The turbulence chamber is claimed

to provide sufficient time for the stabilization of freshly broken-up droplets by the

adsorption of emulsifier molecules. Therefore re-coalescence may be minimized

and the authors report smallest particles sizes compared to a conventional nozzle

with a single 0.2 mm orifice for a variety of different oil-in-water emulsions

stabilized with different emulsifiers and at different oil contents up to 30 %

(w/w). Tesch et al. [87] replaced a standard valve of a high-pressure homogenizer

(APV Gaulin) by an orifice valve and a conical valve and compared the outcome of

the emulsification efficiency for different oils (vegetable oil and paraffin oil) in

aqueous fast-stabilizing surfactant solutions whose viscosities were adjusted with

polyethylene glycol 20,000. They also varied the number of passages and found an

improvement by using the dissipated energy more efficiently in the conical valve

which in addition separates freshly disrupted droplets behind the narrowest cross

section and thus helps to avoid coalescence.

Another type of conventional high-pressure homogenizers is designed with a

microchannel architecture set in a fixed reaction chamber and operating quite

differently (Microfluidics™) [92]. The microfluidizer technology was patented in

1985 [7] and was first reported in a scientific publication in 1987 [101]. Indeed, the

microfluidizer technology has the pre-formed emulsion stream split into two jets at

the inlet. The split fluid streams change their flow directions at the chamber outlet to

interact with each other at ultrahigh velocities (>500 m/s) leading to enhanced

particle collision and impingement on the chamber walls. The colliding fluid jets

coming from two opposite microchannels lead to enhanced particle disruption.

Such devices combine laminar extensional flow at the chamber inlet to highly

turbulent flow with cavitation and impact in, and at the outlet of the chamber

[63, 73, 78].

5.3.3 Applications

The conventional high-pressure homogenization has not only been used for the

large-scale production of o/w and w/o emulsions but also for other colloidal

systems such as liposomal dispersions [85], SLN dispersions [50], and polymeric

nanoparticle dispersions [42].

For the production of liposomes containing hemoglobin, the microfluidizer

technology proves all the energy remaining within a small area, resulting in the
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production of liposomes with smaller size (micron or submicron liposomes), greater

uniformity and better reproducibility than with other preparation methods such as

sonication. Results of electronic microscopy, particle sizing, and protein measure-

ment by Kjeldahl show that larger encapsulation efficiency is obtained (up to 18 %

of the encapsulated hemoglobin and up to 90 % of the lipid included in the

liposomal membrane). The use of a microfluidizer leads to a more homogeneous

liposome size distribution and higher stability [92].

Soya oil/water emulsions using egg lecithin as emulsifier have been prepared

with a microfluidizer and for comparative purposes also by ultrasonication on a

small scale. The resultant emulsions have been compared with “Intralipid” 10 and

20 % as examples of commercially available products. The microfluidizer produces

emulsions with droplet size and polydispersity similar to those of the commercial

product “Intralipid,” and with lower polydispersity and droplet size than those

produced by ultrasonication. Emulsion droplet sizes are even smaller and distribu-

tions narrower when the apparatus is operated at a higher temperature. The

microfluidizer also has several practical advantages over ultrasonication for the

preparation of small quantities of emulsions for experimental purposes, and appears

to be a useful technique for the preparation of intravenous fat emulsions [102].

The operating efficiency of a bench-top air-driven microfluidizer has been

compared to that of a bench-top high power ultrasound horn in the production of

pharmaceutical grade nanoemulsions using aspirin as a model drug. Both the

emulsification methods produce very fine nanoemulsions with the minimum droplet

size ranging from 150 to 170 nm. In the case of using the microfluidizer, the size of

the emulsion droplets is almost independent of the applied microfluidization pres-

sure (200–600 bar) and the number of passes (up to ten passes) while the

pre-homogenization and drug loading has a marginal effect in increasing the droplet

size [86]. In fact, it has been observed that microfluidization is superior as the

droplet size distribution is narrower in microfluidized emulsions than those pre-

pared using conventional emulsifying devices [65]. In some cases, however, an

ultrasound probe sonicator has shown superior emulsification efficiency compared

to microfluidization [24]. It is also shown that microfluidization is unfavorable in

specific circumstances such as higher pressures and longer emulsification times, as

it usually leads to “overprocessing”, namely the re-coalescence of emulsion drop-

lets and thereby an increase in the emulsion droplet size [48, 57].

A comparison of the emulsification performance of a high-pressure valve

homogenizer (HPH) and a microfluidizer has been carried out for a range of

different oil to aqueous phase viscosity ratios, emulsifier types, pressure drops,

and number of passes through the chambers. Differences in droplet size have been

demonstrated for the same pressure drop across the two chambers after a single

pass, with the HPH producing larger droplets with a wider distribution of sizes. This

difference can be attributed to the design of the homogenization chambers with the

HPH producing a wide distribution of shearing forces. Thus all of the starting

emulsion does not experience the maximum stress at each passage. After five

passages, however, similar droplet sizes are produced. Droplet size has been

shown to be independent of viscosity ratio (0.1–80) for both homogenizers
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indicating that breakup is occurring in turbulent flow. No effect of emulsifier is

observed in the microfluidizer with sodium dodecyl sulfate (SDS), polysorbate

20, and sodium caseinate. However, with the HPH, the droplet size reaches a

limiting value after two passages with SDS while with polysorbate 20 and sodium

caseinate five passages are required indicating that coalescence occurs in the HPH

but this is more effectively eliminated by SDS [43, 44].

Vladisavljević et al. compared oil-in-water nanoemulsions consisting of rape-

seed oil as the dispersed phase and 2 % (w/w) aqueous polysorbate 80 solution as

the continuous phase. Different emulsification methods were used, such as mem-

brane emulsification (ME) with Shirasu porous glass (SPG) and α-aluminum oxide

(α-Al2O3) membranes, microfluidization (MF) and microchannel

(MC) emulsification with regard to the operating conditions and the resultant

emulsion properties. The microfluidization is a suitable method for producing o/w

emulsions with a very small mean droplet sizes of 85–300 nm, that cannot be

attained by membrane or microchannel emulsification, with the span of the droplet

size distribution in the range between 0.91 and 2.7 [96].

Wengeler and Nirschl studied the dispersion efficiency of cylindrical orifices

with a diameter of 125 μm along with a pressure difference of up to 1400 bar

[104]. Another approach established by K€ohler combines a homogenization valve

and a subsequent T-shaped micromixer for the homogenization of dairy products

with a fat content of up to 42 vol.% [36].

Three different emulsifying processes, i.e., a rotor-stator device (Silverson), a

microfluidizer (Microfluidics) and a new patented high-pressure jet have been

compared with regard to droplets’ diameter reduction, emulsion stability, protein

adsorption at the interface, and energy input in the process [63]. The droplets

obtained with the two high-pressure devices are smaller than those from the

rotor-stator process, in line with the difference in energy density input. The high-

pressure jet, for low protein content, promotes the disruption of droplets into

smaller ones (less than 90 nm) more than that of the microfluidizer. When protein

content is increased up to 2 % w/w, the microfluidizer gives smaller average size

and less polydispersed emulsion than the jet. The high-pressure jet allows direct

emulsification by injecting the oily phase up to 30 % (w/w) into the continuous

phase [49]. The dispersed phase is pressurized by a high-pressure pump (Resato,

Netherland) up to 4000 bar. The dispersed phase is temperature-controlled while

under pressure by using a tubular exchanger. When released through a sapphire

nozzle (0.1 mm in diameter the dispersed phase was), the liquid forms a high-

velocity jet (about 450 m s�1 at 2000 bar). The jet immerges into the dispersing

phase. The high-shear stress resulting from the jet energy allows the emulsion

formation.

The preparation of polymeric nanoparticles (NP) as potential drug carriers for

proteins has successfully been demonstrated for the hydrophilic protein bovine

serum albumin (BSA) as a model drug. Because of a high solubility of the protein

in water, the double emulsion technique has been chosen using a microfluidizer.

Two different biodegradable polymers, poly[D,L-lactic-co-glycolic acid] 50/50

(PLGA) and poly[ε-caprolactone] (PCL) have been used for the preparation of
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the NP. The drug loading has been optimized by varying the concentration of the

protein in the inner aqueous phase, the polymer in the organic phase, the surfactant

in the external aqueous phase, as well as the volume of the external aqueous phase.

The BSA encapsulation efficiency is high (>80 %) and release profiles are charac-

terized by a substantial initial burst release for both PLGA and PCL NP. A higher

release is obtained at the end of the dissolution study for PLGA NP (92 %)

compared with PCL NP (72 %) [42].

Numerous references concern the production of SLN dispersions with conven-

tional high-pressure homogenizers. For further reading, reviews are recommended

[50, 52].

5.4 Conclusion

There is a broad variety of microsystem designs for emulsion preparation operating

at low as well as high pressures. With such devices emulsions with different

properties regarding particle size and particle size distribution can be manufactured

at different scales. Small-scale preparation may be particularly interesting in

screening studies as well as for the processing of precious ingredients. In contrast,

many industrial processes rely on large-scale production. Recent developments

offer the possibility of preparing well-defined emulsions and related products

directly from the starting materials (i.e., the oil and the aqueous phase) in a single

passage. The corresponding minimization of stress is highly advantageous for the

processing of sensitive pharmaceutical ingredients.
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25. Joscelyne SM, Trägårdh G (2000) Membrane emulsification—a literature review. J Membr

Sci 169:107–117

26. Joseph S, Bunjes H (2012) Preparation of nanoemulsions and solid lipid nanoparticles by

premix membrane emulsification. J Pharm Sci 101(7):2479–2489

27. Joseph S, Bunjes H (2013) Influence of membrane structure on the preparation of colloidal

lipid dispersions by premix membrane emulsification. Int J Pharm 446(1–2):59–62

28. Joseph S, Bunjes H (2014) Evaluation of Shirasu Porous Glass (SPG) membrane emulsifica-

tion for the preparation of colloidal lipid drug carrier dispersions. Eur J Pharm Biopharm 87

(1):178–186

5 Microsystems for Emulsification 175



29. Kazazi-Hyseni F, Landin M, Lathuile A et al (2014) Computer modeling assisted design of

monodisperse PLGA microspheres with controlled porosity affords zero order release of an

encapsulated macromolecule for 3 months. Pharm Res 31(10):2844–2856

30. Kobayashi I, Mukataka S, Nakajima M (2004) CFD simulation and analysis of emulsion

droplet formation from straight-through microchannels. Langmuir 20(22):9868–9877

31. Kobayashi I, Mukataka S, Nakajima M (2004) Effect of slot aspect ratio on droplet formation

from silicon straight-through microchannels. J Colloid Interface Sci 279(1):277–280

32. Kobayashi I, Mukataka S, Nakajima M (2005) Production of monodisperse oil-in-water

emulsions using a large silicon straight-through microchannel plate. Ind Eng Chem Res 44

(15):5852–5856

33. Kobayashi I, Uemura K, Nakajima M (2007) Formulation of monodisperse emulsions using

submicron-channel arrays. Colloids Surf A Physicochem Eng Asp 296(1–3):285–289

34. Kobayashi I, Wada Y, Uemura K et al (2010) Microchannel emulsification for mass produc-

tion of uniform fine droplets: integration of microchannel arrays on a chip. Microfluid

Nanofluid 8(2):255–262

35. Kobayashi I, Yasuno M, Iwamoto S et al (2002) Microscopic observation of emulsion droplet

formation from a polycarbonate membrane. Colloids Surf A Physicochem Eng Asp

207:185–196

36. K€ohler K, Aguilar F, Hensel A et al (2007) Design of a microstructured system for homog-

enization of dairy products with high fat content. Chem Eng Technol 30:1590–1595

37. Kolb G, Viardot K, Wagner G et al (2001) Evaluation of a new high-pressure dispersion unit

(HPN) for emulsification. Chem Eng Technol 24:293–296

38. Kukizaki M (2009) Preparation of solid lipid microcapsules via solid-in-oil-in-water disper-

sions by premix membrane emulsification. Chem Eng J 151(1–3):387–396

39. Kukizaki M (2009) Shirasu porous glass (SPG) membrane emulsification in the absence of

shear flow at the membrane surface: Influence of surfactant type and concentration, viscos-

ities of dispersed and continuous phases, and transmembrane pressure. J Membr Sci 327

(1–2):234–243

40. Kukizaki M, Goto M (2007) Preparation and evaluation of uniformly sized solid lipid

microcapsules using membrane emulsification. Colloids Surf A Physicochem Eng Asp 293

(1–3):87–94

41. Kukizaki M, Wada T (2008) Effect of the membrane wettability on the size and size

distribution of microbubbles formed from Shirasu-porous-glass (SPG) membranes. Colloids

Surf A Physicochem Eng Asp 317(1–3):146–154

42. Lamprecht A, Ubrich N, Hombrero Perez N et al (1999) Biodegradable monodispersed

nanoparticles prepared by pressure homogenization-emulsification. Int J Pharm 184

(1):97–105

43. Lee L, Hancocks R, Noble I et al (2014) Production of water-in-oil nanoemulsions using high

pressure homogenisation: a study on droplet break-up. J Food Eng 131:33–37

44. Lee L, Norton I (2013) Comparing droplet breakup for a high-pressure valve homogeniser

and a Microfluidizer for the potential production of food-grade nanoemulsions. J Food Eng

114(2):158–163
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96. Vladisavljević GT, Lambrich U, Nakajima M et al (2004) Production of O/W emulsions

using SPG membranes, ceramic α-aluminium oxide membranes, microfluidizer and a silicon

microchannel plate—a comparative study. Colloids Surf A Physicochem Eng Asp 232

(2–3):199–207
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Chapter 6

On-Chip Fabrication of Drug Delivery
Systems

M. Windbergs

Abstract The chapter provides an overview about the fabrication of drug delivery

systems with microfluidic devices. Different microfluidic approaches are presented,

describing the basic fabrication principles and highlighting representative exam-

ples. Diffusive mixing is preferentially used for controlled precipitation of small

particles down to nanometer size. Particles can be collected in suspension or

directly be spray dried with specific devices. Emulsion-based approaches are

utilized for direct use of liquid emulsions and as templates for semisolid or solid

systems ranging from polymer particles and hydrogels up to complex capsules and

vesicles. In addition, scale-up approaches for microfluidic devices and recent

development of delivery systems based on microfluidic devices for attachment to

or implantation into the human body for controlled drug delivery over longer time

intervals are presented. Finally, a future perspective is given discussing advantages

and challenges of microfluidic approaches for safe and effective drug delivery.

6.1 Challenges for the Design of Drug Delivery Systems
and the Potential of Microfluidic Techniques

Efficient therapy of diseased states within the human body relies on two basic

elements-an effective drug and an adequate delivery system (carrier). The delivery

system serves as a packing for the drug, ideally stabilizing and preserving the active

form of the drug on its way through the human body as well as controlling its

release for the desired therapeutic effect with respect to drug quantity and the

duration of drug presence in the human body. Further, delivery systems may also

selectively transport the drug to the site of action. Due to increasing complexity and
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at the same time decreasing stability of many novel drug molecules from the

research pipeline (especially proteins and peptides), there is a strong need for

advanced drug delivery systems capable of safely and efficiently delivering such

compounds. In addition, current challenges in the field of drug delivery include

targeted delivery to a specific body site or tissue as well as controlled and constant

release over longer time intervals.

Against this background, there is a high demand to develop and establish

techniques which allow for fabrication of tailor-made carrier systems for safe and

effective drug delivery. In this context, microfluidic systems gain more and more

attention as the accurate and individual control of different fluids within the

channels of such “lab on a chip” devices provides the opportunity to generate a

large variety of different structures for potential use as drug carriers. The design and

fabrication of microfluidic devices including appropriate surface functionalization

is highly diverse, as Chap. 2 (Leester-Schädel et al.) as well as Chap. 3 (Eichler

et al.) in this book describe. For generation of drug delivery systems, mainly

elastomers like polydimethylsiloxane (PDMS), glass, and metal are used as device

materials. As the use of metal devices is extensively discussed in Chap. 5 (Bunjes

et al.), this chapter will mainly focus on PDMS devices and systems based on

assembled glass capillaries. For elastomers like PDMS, strong solvents like acetone

might cause swelling of the device material [1], whereas the use of glass devices is

potentially hampered by poor wetting properties of the channel walls. Thus, the

choice of an appropriate device for each individual system is a mandatory prereq-

uisite. However, as extensively described in Chap. 3 (Eichler et al.) in this book,

material properties of devices might be modified in a specific post-fabrication

procedure. The flow regimes which are used for the generation of drug delivery

systems in the channels of a microfluidic chip can generally be subdivided into

parallel multiphase flow and droplet based fluid regimes incorporating a droplet

generation element within the channel structure.

The following parts of this chapter will give an overview about different drug

delivery systems which can be generated in microfluidic devices and highlight

representative examples. In addition, advantages and challenges of such approaches

are discussed and a future perspective is given.

6.2 Drug Delivery Systems Based on Diffusive Mixing
in Microfluidic Channels

6.2.1 Prerequisites for the Fabrication of Nanoparticles

In the last decade, nanosized structures have experienced considerable interest as

carriers for drugs [2, 3]. Beneficial effects include the potential for enhancing the

solubility of poorly soluble drugs in the human body, controlling release kinetics,

and passive or active targeting of the drug. Despite of many achievements in this

field, challenges for the fabrication of optimized drug-loaded nano systems still

182 M. Windbergs

http://dx.doi.org/10.1007/978-3-319-26920-7_2
http://dx.doi.org/10.1007/978-3-319-26920-7_3
http://dx.doi.org/10.1007/978-3-319-26920-7_5
http://dx.doi.org/10.1007/978-3-319-26920-7_3


remain [3]. Among them is the reproducible production of small nanoparticles

(<100 nm) with high drug load and homogeneous size distribution. Established

fabrication techniques generally result in a rather broad size distribution which

consequently affects the release characteristics (kinetics) of the incorporated drug.

Further, drug loading is conventionally performed in a second process step after

nanoparticle formation based on a concentration gradient between immersion

medium and particles. This procedure entails significant quantities of wasted excess

material, which can be problematic in case of extremely potent actives or expensive

materials. Recently, microfluidic approaches for fabrication of such particles

gained considerable interest with the attempt to produce carriers with tunable

characteristics (like size and drug loading) at the same time being homogeneous

among each other to avoid post-processing procedures like size adjustments.

6.2.2 Fabrication of Drug Delivery Systems by Precipitation
in Microfluidic Channels

In contrast to top-down approaches for which the bulk material is reduced in size

with procedures like milling or high-pressure homogenization, bottom-up proce-

dures involve the conversion of molecularly dispersed substances into small parti-

cles. With respect to microfluidic devices, most commonly diffusion-based mixing

of two or more liquids is used as the fabrication process. For this purpose, the device

generally consists of several inlets conveying different liquids which are consoli-

dated in one single outlet channel. Besides the composition of the fluids, the system

can be controlled via the design of the channels as well as via the flow rates of the

liquids inside the device. Consequently, the fabricated drug delivery systems may

vary in size, shape, and morphology depending on the concentration of the liquids,

flow rates, and geometry of the device channels.

In general, the principle of hydrodynamic flow focusing (see Chap. 1 by Dietzel

for details on flow regimes) can be applied to generate an interface of two individ-

ual liquids which are miscible with each other. As basic principle, one liquid is a

good solvent for the carrier material (polymer etc.), whereas the material is less or

not soluble in the other liquid. Upon co-flow within the channels of the device, the

carrier material gets into contact with the “anti-solvent” and precipitation of

particles can be achieved at the interface of the two liquids. The extent of contact

and mixing of the two liquids can be influenced by the structure of the device and

the flow conditions (e.g. by incorporating additional mixing elements). The size of

the particles depends on the level of supersaturation of the solute in the liquid as

well as on the duration of the process. An example for this principle is demonstrated

in Fig. 6.1. Here, one solution contains the polymer dissolved in an adequate

solvent. This solution is guided through the inner inlet of a flow focusing device,

whereas the anti-solvent for the polymer as the second liquid is directed through

two outer inlets arranged perpendicular to the inner inlet.
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After optimization of the flow rates, the aqueous phase flow-focuses the polymer

solution into the straight outlet channel. The proceeding mixing of the two liquids at

their interfaces initiates the formation of polymeric nanoparticles. This reaction can

precisely be controlled by the flow rates, consequently also governing the degree

and velocity of mixing. Such particles can also be based on block copolymers. For

instance, the copolymer poly(ethylene glycol)-poly(lactic-co-glycolic acid) (PEG-

PLGA) has successfully been used for the fabrication of particles loaded with

docetaxel, an anticancer drug [4]. The authors of this study compared these drug-

loaded carriers prepared with a microfluidic device with particles based on the same

composition, but prepared by bulk fabrication, and could demonstrate superior

characteristics as smaller size and higher drug encapsulation efficacy for the

particles produced by microfluidic techniques.

Besides relatively simple co-flow systems, different other device geometries

have been used. One more complex example is based on an impact-jet micromixer

which consists of three inlets conveying mixed solutions containing two excipients

(poly (methyl methacrylate) as a polymer and a PEG-substituted castor oil as a

surfactant) and the drug ketoprofen dissolved in tetrahydrofuran. In addition, three

inlets are used for water as the second liquid and anti-solvent (Fig. 6.2). All inlets

are connected to one single outlet which allows for mixing the liquids resulting in

the formation of nanoparticles loaded with ketoprofen [5]. By changing the process

parameters, the size of the particles as well as the drug loading could be modified in

a controlled manner. Modification of drug release kinetics could be achieved by

exchanging the polymer by poly(lactic-co-glycolic acid), thereby demonstrating the

versatility of such platform technologies.

Further, even in the field of gene therapy, different complex carrier systems for

the delivery of plasmids and oligonucleotides have been generated by microfluidic

techniques. For instance, polyethyleneimine (PEI) was successfully used to form

polyplexes with DNA [6]. In a comparison to the same polyplex formulation

fabricated by bulk mixing using a pipette, the microfluidic production resulted in

polyplexes with a more uniform size distribution. In addition, lipid nanoparticles

Fig. 6.1 Basic principle of particle fabrication in a flow focusing device based on a solvent-anti-

solvent approach
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have successfully been generated in a microfluidic device to form carriers incorpo-

rating siRNA [7]. These particles were superior in terms of reproducibility,

monodispersity, and encapsulation efficacy for the siRNA molecules.

6.2.3 Fabrication of Drug Delivery Systems by Spray Drying
via Microfluidic Channels

Spray drying is a common technique for the fabrication of drug-based or drug-

loaded particles with favorable characteristics like increased surface and often also

increased bioavailability in the human body. However, the technique implicates

two major disadvantages. The production of particles with diameters below 100 nm

is extremely challenging and a conventional spray drying setup requires a rather

large amount of material due to dead volume within the apparatus as well as due to

generation of wasted excess material. Especially in the early phase of formulation

development for drugs coming from the research pipeline, the availability of

material in large quantities is limited. In this context, microfluidic techniques can

be applied to overcome such restrictions.

A simple PDMS flow focusing device can be converted into a miniaturized spray

dryer. As described above, two liquids are applied, the inner one consisting of

the drug dissolved in an appropriate solvent, the outer one is constituted by an

Nanoparticles
suspension

Water phase

Solvent phase:
polymer,surfactant,drugQw

Qp

Polymer
+drug

PEG

Fig. 6.2 Schematic of a microfluidic device for nanoparticle preparation and the principle of

particle formation. Reproduced from [5] with permission from The Royal Society of Chemistry
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anti-solvent for the drug (Fig. 6.3a). In addition, a third channel is implemented

conveying pressurized air instead of a liquid which is forming the final spray of the

two inner phase liquids (Fig. 6.3b). Depending on the applied pressure, the outlet

channel deforms adapting a quasi-circular shape (Fig. 6.3b), allowing for genera-

tion of a sheath stream of air. The size of the sprayed droplets posing the templates

for the particles which can be collected after spraying can be controlled by the

pressure (Fig. 6.3c). Besides particles consisting of pure drug, coprecipitates of

drug and excipients (e.g. crystallization inhibitors) have successfully been produced

with such a device [8].

Fig. 6.3 Spray drying with a microfluidic chip: (a) Schematic of the flow focusing unit within the

device; (b) pressure-induced deformation of the outlet channel with computational fluid dynamics

simulations; (c) spray profiles at different air pressures. Adapted from [8] with permission from

The Royal Society of Chemistry
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6.3 Drug Delivery Systems Based on Droplet Formation

6.3.1 Emulsification as the Basic Principle

A broad variety of different drug delivery systems can be generated based on

emulsions comprising single emulsions as well as double (droplet in droplet) or

even multiple emulsions. The emulsion can directly be used as a liquid-in-liquid

system or be further processed (by cross-linking, solidification etc.) to form the final

delivery system in a semisolid or solid state. In general, the formation of a suitable

emulsion poses two major challenges-homogeneous size distribution of the droplets

forming the inner phase and physical stability of the system over time. Both factors

are closely linked with each other, as a narrow size distribution typically improves

physical stability of emulsions over time.

As the use of microfluidic techniques allows for the fabrication of monodisperse

emulsions, there is a multitude of studies demonstrating the versatility of applica-

tions for on-chip fabrication of drug delivery systems based on emulsions. A broad

variety of different materials can be used for device generation; however, this

chapter will mainly focus on devices based on elastomers like PDMS as well as

based on assembled glass capillaries. In most cases, PDMS devices consist of a

PDMS block in which the two-dimensional channel structure is generated by soft-

and photolithography which is finally bonded by oxygen plasma activation (or any

similar technique) to a glass slide [9]. In contrast, devices based on glass capillaries

are less frequently used and are constructed from a coaxial assembly of tapered

glass capillaries which is finally attached to a glass slide [10]. Here, the advantage is

the three-dimensional geometry of the capillary lumen facilitating stable droplet

generation processes (Fig. 6.4).

6.3.2 Solid Particles and Hydrogels

As already described above, initially formed emulsions can be converted into

semisolid or solid particles with increased physical stability. Spontaneous particle

formation can be initiated by processes like merging droplets with polymer and

cross-linker [11] and self-assembly due to solvent evaporation [12]. In addition,

external stimuli like temperature or UV light can be applied for solidification. In

terms of temperature-dependent formation of particles, a common approach

involves introducing molten or dissolved material into the microfluidic channels

and subsequent cooling to solidify the final particles. This approach has been shown

for gelatin [13], agarose [14] and different lipids [15].

Besides complete solidification of the droplets forming particles, emulsion

droplets can also form a gel within the channel of microfluidic devices. For

instance, covalent bonding of hydrazide functionalized cellulose and aldehyde

functionalized dextran has successfully been achieved. Bupivacaine hydrochloride,
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which has been incorporated as the active, was released in a controlled manner over

4 days from such hydrogel particles [16].

Polymer particles fabricated by a droplet-to-particle approach are commonly

spherical in shape. However, non-spherical particles (in form of rods, disc etc.) can

be created in microfluidic channels with confined geometries as Fig. 6.5 depicts

[17]. Application of temperature changes or spatially defined cross-linking with UV

light is used to preserve such unspherical morphology. In general, a broad variety of

polymeric materials can be used for the fabrication of microgel particles ranging

from synthetic polymers like polyethylene glycol and PLGA up to biopolymers

including alginate [18], gelatin [13], chitosan [19], and pectin [20].

6.3.3 Capsules

In contrast to solid particles and hydrogels which generally consist of a coherent

and homogeneous matrix structure, capsules are characterized by a core shell

organization. The shell can provide additional stability and support for the core

compartment. Further, drug release from the core can be controlled and additional

drugs can exclusively be incorporated into the shell material. The release can be

triggered by using shell material which is physically changing as a response to a

stimulus like changes in temperature or pH.

Fig. 6.4 Microscopic image of a microfluidic device based on assembled glass capillaries (upper
image) and device producing a water/oil/water double emulsion (bottom image)
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Double emulsions formed within microfluidic devices constitute ideal templates

for the conversion into capsules, the inner phase constituting the core and the

middle phase forming the shell. After generating the double emulsion, the middle

phase has to be solidified to form the capsule shell. Again, the emulsion can be

formed in a hydrodynamic flow focusing device, either with lateral liquid streams

for two-dimensional devices or with coaxial streams in three-dimensional devices,

the latter one facilitating stable emulsion formation due to the continuous sheath

flow completely surrounding the inner phase. Thus, unfavorable interactions of

inner phase and channel walls can be avoided.

A variety of different materials has been used to form capsules in microfluidic

devices ranging from synthetic polymers to lipids for the shell and from aqueous

solution to oil for the core compartment. One example of a complex drug-loaded

microcapsule is presented in Fig. 6.6. A glass capillary device was used to form a

double emulsion with an aqueous solution containing the hydrophilic anticancer

drug doxorubicin hydrochloride as inner phase and a molten glyceride containing

paclitaxel, a hydrophobic anticancer drug, as the middle phase [21]. Both phases

form water/oil/water double emulsion droplets upon flow focusing with an outer

aqueous phase. The glyceride middle phase solidifies in room temperature creating

a solid lipid shell incorporating the hydrophobic drug depicted in an electron

micrograph in Fig. 6.6. Such core shell particles could successfully be dried

forming a free flowing powder for storage. Simultaneous release of both actives

can be achieved by temperature increase above the melting point of the lipid (in this

case body temperature). Figure 6.6 depicts a time series of fluorescence-based

microscopy images during release testing at 37 �C demonstrating simultaneous

release of the synergistic actives from shell and core of the capsule.

Fig. 6.5 Optical microscopy images of (a) microspheres, (b) discs, and (c) rods with the

corresponding schematics of the respective shape of the initial droplets in the channels (bottom
row). Adapted from [17] with permission from Wiley-VCH
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6.3.4 Vesicles Based on Amphiphilic Molecules

Vesicles are spherical structures formed via self-assembly of amphiphilic mole-

cules in a specific concentration range. In the vesicle, an organized layer of the

amphiphilic molecules is separating the inner part from the surroundings. Similar to

capsules, drugs can be encapsulated into the core as well as into the membrane

layer. In addition, the outer part of vesicles can be decorated with molecules either

avoiding recognition and elimination by the immune system in the human body or

Fig. 6.6 Fabrication and drug release from core shell particles. The schematic depicts the

formation of the drug delivery system in a microfluidic device based on a double emulsion

incorporating a hydrophilic drug in the core (red) and a hydrophobic drug in the shell (green).
The electron micrograph visualizes the solid shell which had been cracked for demonstration.

Simultaneous release of both actives is depicted as a time series of fluorescence images (a–l). The
scale bar denotes 200 μm. Reprinted and adapted with permission from [21]. Copyright 2013,

American Chemical Society
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for active targeting to specific cells, body sites etc. Vesicles can be formed based on

lipids (called liposomes) as well as on synthetic, nonionic surfactants (called

niosomes) and on polymers (called polymersomes).

In contrast to non-amphiphilic substances, for which the process of particle

formation can simply be controlled by the flow rates, the extent of electrostatic

and steric interactions is governing the size of the assemblies formed by amphi-

philic molecules. Hence, during bulk production vesicles broadly vary in terms of

size and lamellarity due to poor control of mechanical agitation, etc. necessitating

post-processing like extrusion to improve homogeneity of the vesicles.

For nanosized vesicles, laminar co-flow systems as already described for pre-

cipitation of drug delivery systems can be applied [22]. In addition, polymeric

micelles and liposomes can be produced with this strategy [23]. Further, water/oil/

water double emulsion templates can be used for fabrication of vesicles after

solvent evaporation. For instance, polymersomes can be produced from amphi-

philic block copolymers. In comparison to liposomes, the membrane composition

and thickness can accurately be adjusted by choice of the monomers (chemical

nature and length) used for generation of the block copolymers. Hydrophilic sub-

stances can be incorporated into the core, whereas hydrophobic molecules can be

embedded into the membrane. The composition of the membrane can also poten-

tially be used to control the release of incorporated actives.

For instance, Amstad et al. prepared polymersomes based on a combination of

the diblock copolymers poly(ethylene glycol)-b-poly(lactic acid) (PEG-b-PLA) and

poly(N-isopropylacrylamide)-b-poly(lactic-co-glycolic acid) (PNIPAM-b-PLGA)

in a microfluidic device [24]. Depending on the ratio of the two copolymers, the

time-dependent degradation of the polymersomes at increased temperature varied

(Fig. 6.7a). With increasing amount of PNIPAM-b-PLGA, the membrane disrupted

after shorter time intervals and to a greater extent. Thus, variation of the ratio of

such copolymers can be used to create drug delivery systems with controlled release

of actives encapsulated into the polymersomes. Figure 6.7b depicts optical micros-

copy images of the polymersomes loaded with a red dye to visualize the rupture of

the membrane by release of the dye after incubation for 20 min. Depending on the

amount of PNIPAM-b-PLGA (indicated in the right upper corner of the individual

images), the extent of the dye release varied.

6.4 Scale-Up Approaches

The access of newly developed therapeutics to the patient does not only depend on

the demonstration of safety and efficacy of such systems for the regulatory author-

ities. For successful market entry, a reliable approach for large-scale production is

an inevitable prerequisite. However, microfluidic devices are in general rather

intended for small-scale production. For the development of a novel carrier in the

initial phase of drug formulation, this bares several advantages, as novel actives in

this phase are limited to small quantities. For the latter stage of development, the
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active is produced or isolated in large quantities, and consequently the scale of the

production of the drug delivery system has to increase accordingly. Based on these

circumstances, multiple research groups work on the scale-up of microfluidic

devices. This is especially challenging for droplet-based microfluidics, as the

frequency of droplet generation is approximated to be up to 1000 Hz for oil-in-

water droplets and up to 12,000 Hz for water-in-oil droplets [25], resulting in a

throughput capacity of a few to hundreds of microliters per minute depending on

the droplet size.

From an industrial perspective, Holtze illustrated these facts with performing a

theoretical calculation as follows: Theoretically, a flow focusing unit in a

microfluidic device is able to produce up to 1 g of droplets per hour, depending

on the size of the droplets and the viscosity of the liquid phase. Thus, if such a

device is continuously operated for roughly 8000 h/year, it would produce less than

8 kg droplets per year. In comparison, industrial production of an emulsion requires

an estimation of about 1000 t/year. Consequently, 125,000 flow focusing units with

continuous perfect performance are required to match this productivity. However,

simple multiplication of individual devices is hampered by the requirement of

individual pumps or pressure tanks for operating each device [26].

To circumvent this obstacle, research projects were directed towards

implementing multiple droplet generation units on one single device. However,

as one critical incidence like channel blockage would stop the whole device,

integration of several devices with multiple parallelized droplet generators is

desirable. Successful approaches have been performed by Nisisako and Torii

implementing 256 droplet generators radially arranged on a device with the

Fig. 6.7 Release of a fluorescent dye from polymersomes composed of PEG-b-PLA and varying

quantities of PNIPAM-b-PLGA (2 wt% circle, 5 wt% triangle, and 10 % square) at 40 �C: (a) The
fraction of intact polymersomes is strongly dependent on their individual membrane composition;

(b) This effect can also be visualized by the extent of dye release from the respective

polymersomes. Adapted from [24] with permission from Wiley-VCH
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dimensions of 42� 42 mm with a throughput of 320 mL droplets per hour

[27]. Another approach involved the splitting of droplets into equal daughter

droplets for single as well as for double emulsions [28]. By three splitting steps,

the throughput can be increased by factor 5. In addition, three-dimensional arrays

were successfully developed and functionally subdivided into distribution and

collection channels for high-throughput generation of double emulsions as depicted

in Fig. 6.8 [29].

6.5 Microfluidic Systems as Drug Delivery Devices

Besides the use of microneedles which are extensively described in Chap. 9 (Luttke

et al.), it is worth mentioning that several research projects have been performed on

the development of small (mostly implantable) microfluidic devices for convective

transport of the drug to a specific target or body site in the human body. Diffusion-

based drug transport from conventional controlled release systems delivers the drug

in a rather slow manner over extended time intervals (apart from rapid initial burst

release).

Fig. 6.8 Three-dimensional microfluidic arrays for high-throughput fabrication of double emul-

sions: (a) Schematic of one emulsification unit; (b) optical microscopy image of one emulsifica-

tion unit; (c) schematic of two rows of emulsification units; and (d) photograph of one array. The

scale bar denotes 100 μm. Adapted from [29] with permission from The Royal Society of

Chemistry
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Actuation for active drug transport through such implanted devices is generally

relying on a power source, either with manual pressure, voltage or a magnetic field.

As an example, for treatment of chronic ocular diseases, an implantable system

consisting of a drug reservoir, a cannula, and avalve has been studied driven by

manual actuation [30]. The device is depicted in Fig. 6.9. In addition, with the

intention to treat diabetic retinopathy, a system with a magnetic PDMS membrane

was invented [31]. When applying an external magnetic field, this membrane

deforms, thereby releasing drug from a reservoir.

6.6 Outlook and Perspective

Current developments in microfluidic technologies have resulted in significant

contributions to the field of drug delivery systems. Due to the flexibility of

microfluidic devices paired with an unprecedented level of control over fluids,

powerful platform technologies for reproducible fabrication of drug delivery sys-

tems with precise control of size, shape, and composition have been developed.

However, despite these achievements, the translation from a research-based drug

delivery system to a market product for patients is still challenging.

Major obstacles which are still to be addressed include the development of large-

scale production approaches for continuous use. For this purpose, simple and

versatile microfluidic platform devices have to be established.

One further challenge is constituted by the solvents used for the fabrication of

drug delivery systems in microfluidic devices. Besides suitable solvation capacity

for the material which is finally forming the drug delivery system, toxicity aspects

are a major concern in the development of novel drug delivery systems. There are

strict limitations for residual solvent content in drug carriers, which are regulated by

law for the market entry of novel therapeutics. Unfortunately, physiologically toxic

Fig. 6.9 Microfluidic device for application of drugs to the eye. Reproduced with kind permission

from Springer Science + Business Media from [30]
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solvents are often favorable with respect to their performance properties in

microfluidic devices (e.g., fast evaporation, solvation capacity).

Last but not least, the development of novel microfluidic application systems for

direct delivery of drugs and drug-loaded delivery systems to the human body is

rapidly proceeding. The unique combination of accurate control of liquids and

small size allows for implantation or attachment of such systems to the human

body with a tremendous potential for future applications allowing self-determined

therapy for patients (e.g. for chronic diseases).
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Chapter 7

Microsystems for Dispersing Nanoparticles

C. Schilde, T. Gothsch, S. Beinert, and A. Kwade

Abstract Typically in the production of nanoparticles via bottom-up syntheses,

agglomerates or even strong aggregates are formed which have to be redispersed in

a subsequent dispersion process. Especially for the processing and screening of

aggregated highly potential and cost-intensive biotechnological or pharmaceutical

products, microsystems are advantageous due to high stress intensities, narrow

residence time distributions, and high reproducibility as well as low volume flow.

Depending on the geometry and the operating conditions of dispersing units within

microsystems, various stress mechanisms have an effect on the dispersion process.

However, in contrast to emulsification processes, the effect of cavitation is disad-

vantageous for high-pressure dispersion processes and can be avoided by applying

backpressure. For the characterization and optimization of the stress intensity

distribution and stressing probability in microchannels at various operating condi-

tions, microparticle image velocimetry (μPIV) as well as single- and two-phase

CFD simulations are well suited.

7.1 Introduction

Since several years, the importance of nanoparticles as high potential additives

increases continuously in numerous branches of industry, e.g., chemical, pharma-

ceutical, extractive, food, and dye industry. Due to their size of 1–100 nm in at least

one direction in space [13], the large specific surface area and the high amount of

reactive surface molecules nanoparticles are attributed by extraordinary properties
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[77]. These properties are considerably different from the well-known macroscopic

material properties. For this reason, using nanoparticles as additives in a process

chain can be advantageous to enhance existing product properties or to generate

completely new product properties, e.g., photocatalytic activity, catalytic activity,

abrasion resistance, thermal and electrical conductivity, tensile strength, hardness,

hydrophobicity, easy-to-clean effect, viscosity, and color strength. Apart from the

traditional top-down processing of particles down to the nanoscale via stirred media

milling [11, 27, 51, 52], chemical bottom-up processes such as crystallization,

precipitation, or pyrolysis are typically used in industry because of economic

reasons. Despite significant process optimization, the resultant particle character-

istics are related in a complex way to the chemical and physical processes of the

particle synthesis [53]. Hence, in most bottom-up production processes, agglomer-

ates or even strong aggregates [13] are formed which have to be redispersed in a

subsequent more or less intense dispersion process. With respect to the required

particle or aggregate fineness rotor-stator systems, high-pressure or ultrasonic

homogenizers, dissolvers, kneaders, stirred media mills, and other dispersing

machines are suitable for this dispersion step [55, 56]. Hereby, high-pressure

systems are typically characterized by a narrow residence time distribution, a

relative accurate adjustment of the induced stress intensities and frequencies as

well as a good reproducibility [48]. For microsystems, the high stress intensities,

narrow residence time distribution, and high reproducibility as well as low volume

flow could be advantageous, e.g., for processing of highly potential and cost-

intensive biotechnological or pharmaceutical products [6, 17].

7.2 Dispersing of Nanoparticles

Typically in industrial mass production of nanoparticles via chemical synthesis,

agglomerate or even strong aggregate clusters of primary particles are produced,

which have to be redispersed in order to obtain the desired product fineness and

properties. A classification of agglomerates, aggregates, and flocculates depending

on the interaction forces between the primary particles and specific surfaces is

summarized by Schilde et al. [52]. Depending on the aggregate/agglomerate struc-

ture, size, primary interaction, and stability, the resistance against fragmentation

and the efficiency of the dispersion process differs strongly [8, 50]. The influencing

factors on the dispersion process can be classified into the aggregate/agglomerate

properties, the properties of the continuous phase, and the characteristics and

operating parameters of the dispersing device (see Fig. 7.1 [59]):

• Aggregate/agglomerate properties: The strength of a particulate structure

depends basically on the material, the structure, and the type and strength of

particle–particle interactions [32, 54, 57–60]. Hence, the dispersion process is

strongly affected by the material, size, and structure of the aggregate/agglomer-

ate. Especially, nanoparticulate aggregates have a high strength due to the

number and strength of solid bridges between the primary particles.
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• Liquid phase: The properties of the continuous phase have an effect on the

transferred stress frequencies and intensities by the dispersion machine [62] as

well as on the suspension stability [37, 51, 78] concerning reagglomeration

(rheological properties, ion concentration, additives, etc.).

• Dispersion machine: The stress mechanisms, intensities, and frequencies acting

on aggregate/agglomerate surfaces depend considerably on the type, geometry,

and operating conditions of the dispersing machine. In practice, dissolvers, high-

pressure and ultrasonic homogenizers, kneaders, three roller mills as well as

stirred media mills are used as dispersion devices [56].

7.3 Stress Mechanisms in Microsystems

A first principal classification of different stress mechanisms predominating the

dispersion and comminution of particles in different dispersing machines was

postulated by Rumpf [43, 52, 59]. The stress mechanisms were differentiated by

the type of force transmission, e.g., compression or impact, stress by the surround-

ing fluid phase or thermal, chemical or electrical stresses. Apart from that the

direction of energy initiation can be differentiated, e.g., normal or shear stress on

a surface as well as shear or turbulent flow due to the fluid. A summary of different

stress mechanism acting in different dispersing machines is given by Schilde

et al. [52, 55]. For emulsification and dispersing in high-pressure systems, the

hydrodynamic stresses acting on the particle and droplet surface due to pressure

and velocity gradients are of major importance. Apart from particle–particle and

particle–geometry interactions, the dispersion relevant stress mechanisms can be

focused on stress via laminar and turbulent shear flow and stress via cavitation. The

significance of these three stress mechanisms, especially the role of cavitation, on

the emulsification result in high-pressure systems is not fully clarified and discussed

controversially by different authors [18]. There are a large number of authors who

Fig. 7.1 Influencing

parameters in a dispersion

process (aggregate

properties, dispersing

machine, liquid phase)

(original graphic by

Schilde [59])
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predict a positive effect of cavitation on the emulsification result [3, 15, 21, 31,

70, 71]. However, a large number of authors postulated a contrary minor or negative

influence of cavitation on the emulsification result compared to laminar or turbulent

shear flow [40–42, 67]. A few authors conclude that both turbulent shear flow and

cavitation are the reasons for a successful breakup of droplets [24, 25].

While emulsification processes are intensely investigated regarding the effect of

different mechanisms on the resultant product droplet size, only little literature

exists on dispersing processes using high-pressure homogenizer or microsystems.

However, similar to emulsification processes, it can be assumed that areas of high

energy dissipation are responsible for a sufficient dispersion process. Sauter

et al. identified hydrodynamic, cavitation, and impact stresses as effective stress

mechanisms for dispersing pyrogenic nanoparticles [48, 49]. Anyway, cavitation

leads to abrasion and damage and a reduced lifetime of the high-pressure systems.

Thus, wear of the high-pressure homogenizer or microsystem has to be considered

for dispersing in microsystems. Moreover, the dominant stress mechanisms in

dispersing and emulsification processes differ considerably.

7.3.1 Stress via Laminar Fluid Flow

For Reynolds numbers below a critical value, laminar flow with only a marginal

transverse flow can be observed [61]. This laminar flow can be differentiated into

laminar shear flow [44] and laminar elongation flow [9, 20, 69] with different shear

stresses acting on the particle surface. In general, both laminar shear and elongation

flow occur simultaneously in a microsystem. Figure 7.2 shows the dominating

stress mechanisms during dispersing of nanoparticulate suspensions in high-

pressure and microsystems. Usually, in microsystems, these laminar shear and

elongation stresses occur simultaneously but with various frequencies and intensi-

ties. For spherical particles in laminar shear flow of a Newtonian fluid, the shear

stress and stress frequency acting on the particle surface can be calculated

according to the following equation [44]:

τl,P, s ¼ 2:5 � _γ � ηf ð7:1Þ

τl,P,s N/m2 Shear stress acting on the particle surface in laminar shear flow

_γ 1/s Shear rate

ηf Pa · s Dynamic viscosity of the Newtonian fluid phase
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The stress frequency is proportional to the rotational angular velocity of the

particle/aggregate within a stationary laminar shear flow:

ω ¼ _γ

2
ð7:2Þ

ω 1/s Angular velocity

Besides the shear stress acting on the particle surface, additionally centrifugal

forces appear due to the rotation of the particle/aggregate within the stationary

laminar fluid flow. However, the centrifugal forces are proportional to the square of

the particle radius [44] and, thus, insignificant for dispersing small particles in the

nanometer size range within microsystems. The elongation stress in laminar elon-

gation flow is defined according to the following equation [33]:

τl,P, e ¼ _ε � ηf ð7:3Þ

Fig. 7.2 Main stress mechanisms during high-pressure dispersing in microsystems: (a) laminar

shear flow according to Rumpf [44]; (b) laminar elongation flow according to Stang [66];

(c) Cavitation; (d) turbulent shear flow according to the theory of Kolmogorov [12]
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τl,P,e N/m2 Elongation stress acting on the particle surface in laminar flow

_ε 1/s Elongation rate

7.3.2 Stress via Turbulent Fluid Flow

In most cases, an accurate characterization of the three-dimensional flow and stress

pattern is hardly available. Hence, computational fluid dynamics or mean field

theories are suitable to describe the shear stress acting on the particle surface in

turbulent shear flow. Turbulent shear flow is highly irregular, characterized by

apparently random and chaotic three-dimensional eddies [16]. The energy is trans-

ferred by an eddy cascade and dissipated into energy of the smallest eddies with the

Kolmogorov length scale due to dominating viscosity effects. In principle,

the acting stresses can be classified using the ratio of the particle/aggregate and

the Kolmogorov microscale into three to four classes [26, 29, 30, 38]:

• The inertial subrange, where the particles are stressed due to the relative

velocities between vortices:

τt, P, isreρf � ε � dPð Þ2=3 25 � dP
λK

� 12 ð7:4Þ

τt,P,isr N/m2 Turbulent stress in inertial subrange

ε m2/s3 Energy dissipation rate

dP m Particle/aggregate size

ρf kg/

m3
Fluid density

υf m2/s Kinematic fluid viscosity

λK ¼ υ3
f

ε

� �1=4 Kolmogorov microscale

• The upper dissipation region, where the particles are stressed due to the relative

velocities between vortices, but particle/aggregate diameter and kinematic vis-

cosity have a higher influence on the acting stresses:

τt, P,uDeρf � d2p � ευf 12 � dP
λK

� 3 ð7:5Þ

τt,P,uD N/m2 Turbulent stress in the upper dissipation region
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• The lower dissipation region, where the particles are stressed via rotation within

the center of an eddy. The shear stress is independent on the particle/aggregate

size. Typically, the ratio of the particle size and the Kolmogorov microscale for

dispersing nanoparticle reaches values below 3 [55]:

τt,P, lDeρf � ε � υfð Þ1=2 dP
λK

� 3 ð7:6Þ

τt,P,lD N/m2 Turbulent stress in the lower dissipation region

Bache postulated an extended function for the lower dissipation region [2]:

τt,P, lD, Bachee 1

15
ρf � ε � υfð Þ12 � dP

λK

� �2 dP
λK

� 3:5 ð7:7Þ

7.3.3 Stress via Hydrodynamic Cavitation

Typically, in literature, cavitation is discussed as a main stress mechanism during

dispersion or emulsification processes using high-pressure or ultrasonic homoge-

nizers [3, 5, 14, 21, 31, 35, 47, 63, 71]. Cavitation describes the spontaneous

formation, growth, and subsequent collapse of cavities in a liquid phase. The

previous nucleation process of cavities can be differed in homogeneous and het-

erogeneous nucleation. Due to thermal motion of liquid molecules, temporary,

microscopic cavities arise which represent weak spots within the fluid and grow

up, forming macroscopic cavities. This type of nucleation is called homogeneous

nucleation. If the nucleation starts induced to already existing small gas bubbles or

particles within the fluid phase, heterogeneous cavitation nucleation takes place.

The implosion time and resultant velocities of the resultant cavities can be approx-

imated according to Baldyga et al. [3]. The stress intensity of the microjet after

implosion of the cavity can be described by the following equation [4]:

τj ¼ α � ρf � csw � uj ð7:8Þ

τj N/m2 Stress intensity of the microjet

csw m/s Speed of shock wave

uj m/s Speed of microjet

α – Empirical constant

In high-pressure systems, the hydrodynamic cavitation is generated due to high

pressure gradients caused by high velocity gradients within the fluid flow. This

cavitation can be differentiated into (1) travelling cavitation, (2) fixed cavitation,
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(3) vortex cavitation, and (4) vibratory cavitation [64]. Furthermore, in

microsystems which are based on orifice geometries, the cavitation regimes can

be characterized similar to a quasi-stationary fluid flow:

• Beginning of the cavitation (cavitation inception).

• The steam fills the flow separation region (sub-cavitation stage).

• Expanding cavitation downstream (transitional cavitation) [46].

The amount of vapor-filled areas within the microsystem can be described using

the cavitation number, e.g., [36]:

CN ¼ p1 � p3
p3 � pv

ð7:9Þ

CN – Cavitation number

p1 N/m2 Pressure upstream the orifice

p3 N/m2 Pressure downstream the orifice

pv N/m2 Vapor pressure

As described before, the significance of laminar and turbulent shear flow and

stress via cavitation is not fully clarified and discussed controversially by different

authors. Typically, the presence of cavitation can be characterized using photo-

optical measurement methods, e.g., for diesel injection nozzles [10, 45, 65, 68]. Fig-

ure 7.3 (left) shows exemplarily the visualization of cavitation in a rectangular

silicon orifice [34] using a fluorescent dye with ambient pressure at the outlet of the

microsystem [18, 19]. A dark blue color represents a low fluorescent intensity and,

thus, cavities. The method is described in detail by Gothsch et al. [19]. The flow

Fig. 7.3 Left: Cavitation images of a rectangular silicon orifice geometry (Δp¼ 100 bar;

backpressure pB¼ 0 bar (ambient pressure); channel height hmc¼ 53 μm). Right: Cavitation

downstream of the orifice at a pressure difference of 300 bar and increasing backpressure (original

graphic by Gothsch et al. [19])
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separation in the Vena Contracta as well as the detachment of the flow from the side

walls forming cavitation pockets which propagate downstream can be described

qualitatively. The fluid leaves the orifice as a jet with two fixed cavitation pockets

next to it. In Fig. 7.3 (right), the effect of a backpressure on the reduction of

downstream cavitation within the microsystem can be illustrated. In a first step,

the fixed cavitation pockets collapse and small cavities can be observed in the

region of the jet [1, 36]. Above a critical backpressure (130 bar at a pressure

difference of 300 bar), cavitation is eliminated downstream of the orifice. The

effect of cavitation on the product fineness dispersing pyrogenic alumina

nanoparticles is discussed in Sect. 7.5.

7.4 Characterization of Fluid Flow in Microsystems

In principle, computational fluid dynamics as well as visual observations are well

suited for the characterization of the fluid flow for dispersing nanoparticles at high

pressures and small channel geometries of several tens of microns. However, high

pressures and fluid velocities are a major challenge for the establishment of an

experimental setup for visual observations of the fluid flow. Often sensors are

integrated in the walls of the microchannels as an alternative experimental method

[41]. However, the effect of these sensors on the fluid flow is unpredictable

compared to the favored visual observations. As a result of the challenges associ-

ated with an experimental setup for visual observations, most investigations on

dispersing particles/aggregates and formation of cavities within microsystems were

conducted at larger channel geometry scales [1, 36, 39, 46, 63] or strongly reduced

pressure gradients [22]. For this reason, the resultant observations regarding cavi-

tation and dispersing phenomena differ strongly from those obtained at high

pressures and small channel geometries. An opportunity to measure the velocity

flow field within a microsystem at comparatively high pressures and small channel

geometries is the usage of Microparticle Image Velocimetry (μPIV). Due to

the high fluid velocities, small interframing times are necessary. In order to reduce

the interframing time below the interframing time of a single CCD camera, the

installation of two CCD cameras with matched internal shutters is necessary for

the visual observations in microsystems with high fluid velocities. Figure 7.4 shows

exemplarily the experimental setup of the μPIV for the characterization of fluid

flow and cavitation within microsystems for high fluid velocities. Figure 7.5 shows

exemplarily a cavitation image of a T-microchannel geometry at the conjunction

without backpressure and a pressure difference of 200 bar (top) as well as the

resultant flow field at a pressure difference of 500 bar and an additional

backpressure of 60 bar to eliminate cavitation (bottom) [18, 19]. Fluid velocities

of about 185 m/s were measured directly in the conjunction.
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7.5 High Pressure Dispersing in Microsystems

High-pressure systems are composed of a high-pressure device (e.g., pump) for

pressure generation and a dispersing unit which expands the fluid to ambient

pressure. Depending on the application, pressure differences between 20 and

4000 bar are realized [28]. Classically, radial diffusors consisting of valve seat

and valve plunger are used as dispersing unit [63].

High-pressure homogenizers are predominantly used for emulsification pro-

cesses, since dispersion of nanoparticulate suspensions demands higher stress

intensities and frequencies for a successful reduction of the aggregate size as well

as a higher abrasion resistance of the dispersion device. Figure 7.6 shows exem-

plarily the damage of an orifice dispersing unit due to cavitation and an abrasive

nanoparticulate alumina suspension. Typically, the pressurized suspension is

expanded abruptly to ambient pressure using a dispersing unit with a cross-sectional

tapering. In front of the cross-sectional tapering, the fluid flow is characterized by a

laminar elongation flow with superimposed laminar shear flow which changes to

turbulent shear flow subsequent to the smallest cross-sectional area [28]. Further-

more, cavitation may occur due to abrupt changes in the microchannel geometry.

Thus, several stress mechanisms for aggregate breakup described in detail in

Sect. 7.3, i.e., stress via laminar shear and elongation and turbulent flow as well

as stress via cavitation, take place simultaneously within or subsequent to the

dispersion unit. Apart from other influencing factors (see Fig. 7.1), the dominating

Fig. 7.4 Experimental setup of the μPIV for the characterization of fluid flow and cavitation

within microsystems
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Fig. 7.5 Top: Cavitation images of the T-geometry at the conjunction (Δp¼ 200 bar; without

backpressure pB¼ 0 bar (ambient pressure); channel height of hmc¼ 53 μm). Bottom: Flow

measurement at a pressure difference of 500 bar and a backpressure of 60 bar using the μPIV
setup shown in Fig. 7.4 (original graphic by Gothsch et al. [19])

Fig. 7.6 Damage of a silicon orifice dispersing unit due to cavitation and an abrasive

nanoparticulate alumina suspension
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stress mechanisms as well as the product fineness of the dispersion process depend

on the geometry of the dispersion unit, the suspension viscosity, the pressure

difference, backpressure, and specific energy input. General statements regarding

the dominating stress mechanisms are hardly possible. However, the effect of

various process and formulation parameters on the product fineness can be identi-

fied, which are discussed in the following.

In general, only little literature exists on dispersing nanoparticles using high-

pressure homogenizers or microsystems. Wengler et al. investigated the dispersion

of nanoparticulate suspensions experimentally and via computational fluid dynam-

ics using an orifice as dispersing unit [73–76]. According to Wengler et al. [72],

elongation stresses exceed the stresses induced by turbulent shear flow. Moreover,

laminar shear flow is negligible. The crucial stress mechanisms according to Sauter

et al. are cavitation, impact, and hydrodynamic stresses [48, 49]. For an effective

dispersion process, a high energy dissipation density is necessary. Moreover,

according to Sauter et al., applying backpressure or a post-feeding of the

nanoparticulate suspension directly behind the orifice is advantageous for the

dispersion process.

7.5.1 Effect of the Microsystem Geometry

For cylindrical orifice dispersion units with orifice diameters between 80 and

300 μm, Sauter et al. [48] investigated the effect of impinging jets with different

angles of the boreholes and an orifice with a subsequent impinging plate compared

to a standard orifice configuration. The volume specific energy input to reach a

certain product particle size was strongly decreased by using impinging orifice

geometries. Moreover, the product fineness was increased using the impinging jet

geometry and further increased by dispersing within impinging plate geometry. An

increasing angle of the boreholes of the impinging jet geometry leads to increasing

product fineness and energetic efficiency of the dispersion process. Apart from

those crucial findings, these orifice dispersion units differ from classical

microsystems.

Figure 7.7 shows exemplarily the effect of different dispersion geometries on the

resultant median aggregate size of pyrogenic alumina as function of the number of

passes through the microchannels (channel height of 26.6 μm and pressure differ-

ence of 500 bar) according to Gothsch et al. [19]. Although the differences in the

resultant aggregate sizes are small, a clear trend of the dispersion efficiencies and

maximum stresses between the different geometries can be derived. The highest

dispersion efficiencies and stresses are provided by orifice geometries followed by

the T-geometries, whereas straight and Z-channels lead to coarser particle sizes.

Furthermore, significant differences within the same geometry type cannot be

identified except for the orifice geometries.

The relative velocities of particle and fluid as well as the acting stresses within

different microsystem geometries can be calculated from tracking the path of
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particles with a certain diameter (230 nm) along the microsystem in a two-phase

(liquid and gas) CFD simulation [7]. Figure 7.8 shows themaximum relative particle

velocities for the abovementioned microchannel geometries at a pressure difference

of 500 bar. Moreover, the velocity distribution within these geometries is shown.

The relative velocities are an indicator for the stresses acting on the particle surface.

The z- and straight channel geometries show a similar dispersion efficiency in the

experiments (Fig. 7.7) which corresponds to the similar relative velocity distribu-

tions. The highest relative velocity distribution in the CFD simulation as well as the

best dispersion efficiency is obtained for the orifice dispersion geometry. The

T-channel (similar to the y-channel geometry) lays in-between (Figs. 7.7 and 7.8).

7.5.2 Effect of the Microsystem Height and Orifice diameter

The channel height of rectangular microsystems and the orifice width or diameter

have a considerable effect on the dispersion process. Sauter et al. [48] investigated

the effect of the orifice diameter on the resultant product fineness of dispersing

nanoparticulate silica suspensions. As a result, the volume specific energy input for

a certain product particle size increases strongly with decreasing orifice diameter.

The dispersing unit with the smallest orifice diameter provides maximum product

fineness.

Comparing the dispersion results of Figs. 7.7 and 7.9 with different channel

heights, an increasing channel height leads to higher product fineness of all geom-

etry types, except the orifice type. This corresponds to the results obtained by Sauter

et al. [48] where a decreasing orifice diameter leads to an increasing product

fineness. Main reason for the different effect of the channel height on the dispersing

efficiency is the varying effect of the change in the cross-sectional areas on one

hand and the change in the flow rate at a certain pressure drop on the other hand. A

smaller channel height results in a higher fluid velocity if the volume flow rate stays

Fig. 7.7 Effect of the microsystem geometry on the dispersion result for rectangular

microsystems with a channel height of 26.6 μm at a pressure difference of 500 bar and no

backpressure (ambient pressure) (original graphic by Gothsch et al. [17])
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constant. However, the volume flow rate decreases due to a higher flow resistance at

a constant pressure drop. A quantitative evaluation of the differences in the disper-

sion efficiencies, which are caused by various stress mechanisms, relative veloci-

ties, and stress distributions along the microchannels, can only be determined by

Computational Fluid Dynamics (CFD) (e.g., by Beinert et al. [6, 7]).

Fig. 7.8 Velocity distribution in the four different rectangular microsystem geometry types at a

pressure difference of 500 bar obtained from two-phase CFD simulations (original graphic by

Beinert et al. [7])
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7.5.3 Effect of Cavitation

As mentioned before, the significance of the different stress mechanisms in

microsystems, i.e., laminar and elongation shear flow, turbulent shear flow, and

cavitation, especially the role of cavitation, on the dispersion is not fully clarified

and discussed controversially by different authors. However, the importance of

cavitation is solely discussed in context to emulsification processes or damage of

microsystems. In emulsification processes a large number of authors predicted a

positive effect of cavitation on the emulsification result [3, 15, 21, 31, 70, 71], a

contrary minor or negative influence [23, 40–42, 67] or that both, turbulent shear

flow and cavitation are the reasons for a successful breakup of droplets [24, 25]. The

presence of cavitation can be characterized using photo-optical measurement

methods shown in Fig. 7.3 and reduced or prevented by applying increasing

backpressure [18].

The effect of cavitation on the dispersion efficiency was not clear and, thus, was

investigated using an orifice geometry with different backpressures for dispersing

pyrogenic alumina nanoparticles by Gothsch et al. (see Fig. 7.10). The cavitation

was characterized via photo-optical measurements and visible at ambient pressure.

Above 170 bar backpressure, no cavitation can be observed which is in good

agreement with the results of a CFD simulation by Beinert et al. [7] which revealed

the absence of cavitation at a backpressure of 170 bar. The dispersion efficiency of

the orifice geometry increases by applying backpressure and, thus, by reducing and

finally eliminating cavitation. Thus, cavitation does not contribute to the dispersion

Fig. 7.9 Effect of microsystem geometry at a channel height of 68.4 μm on the dispersion result

for rectangular microsystems at a pressure difference of 500 bar and no backpressure (ambient

pressure) (original graphic by Gothsch et al. [17])
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process but rather decreases dispersion efficiency in planar orifices. The effect of a

backpressure on the volume flow rate as well as the dispersion efficiency is

discussed in more detail at Gothsch et al. [18].

Highest shear stresses for dispersing within orifice channel geometries are just

before and in the vena contracta. According to Beinert et al. [7], as long as the

cavitation pockets in the orifice channel extend beyond the vena contracta, the

volume flow rate should be reduced. Similar results are obtained by Gothsch

et al. [18, 19] by investigating the effect of backpressure on cavitation and the

volume flow. As mentioned before, the fluid volume flow stays constant indepen-

dent of an increasing backpressure if cavitation is restricted to the area of flow

detachment in the vena contracta. Figure 7.11 shows the experimentally measured

and computed mass flow of an orifice microchannel geometry with and without

backpressure. By applying backpressure and, thus, preventing cavitation the exper-

imental mass flow data is in good agreement to the single-phase CFD simulations.

Without backpressure and in the presence of cavitation, a two-phase CFD simula-

tion is necessary to match the experimental measured and computed mass flow.

Hence, CFD simulations can reproduce and predict cavitation and steam effects in

microchannels. Figure 7.12 shows exemplarily the steam distribution in the differ-

ent microchannel geometries without backpressure at a pressure difference of

500 bar.

Fig. 7.10 Effect of

cavitation on the dispersion

efficiency at different

backpressures for

dispersing pyrogenic

alumina nanoparticles (one

pass at a pressure difference

of 500 bar). Photo-optical

measurements with visible

cavitation at ambient

pressure and photo-optical

and μPIV measurements

without cavitation above

170 bar backpressure
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7.5.4 Effect of Number of Passes

For the breakage of aggregates and agglomerates within microsystems, the provided

stress intensity of the dispersing unit has to be greater than the aggregate/agglom-

erate strength [6, 55]. Thus, the increase in product fineness depends on the maxi-

mum stress intensity, the stress intensity distribution as well as the stress frequency

Fig. 7.12 Computed steam distribution in different microchannel geometries without

backpressure at pressure difference of 500 bar (original graphic by Beinert et al. [7])

Fig. 7.11 Experimentally measured and computed (CFD simulations) mass flow for an orifice

microchannel geometry with and without backpressure at two different pressure differences

(original graphic by Beinert et al. [7])
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or probability. Due to the fact that the aggregate strength typically increases with

decreasing aggregate size and the maximum stress intensity provided by the disper-

sion unit of the microsystem is constant at constant operating conditions, a minimum

aggregate/agglomerate size is obtained for infinite passes. Depending on the stress

intensity distribution and stress frequency, the probability for each particle being

stressed with the maximum stress intensity varies for each microchannel geometry.

As an example, the maximum stress intensity within the straight and Z-channel

geometry in Figs. 7.7 and 7.9 is comparatively low and greater particle sizes were

reached. However, the probability that a particle experiences highest stress intensi-

ties is high and the maximum product fineness is reached after a few passes. In

contrast, a further decrease of the particle size with increasing number of passes can

be observed for the T- and the orifice channel due to a broad stress intensity

distribution with small local areas of high maximum stresses.

To compare the dispersion efficiency of a dispersion process with a high number

of passes with a single pass at much higher pressure differences, Fig. 7.13 shows a

comparison of the dispersion via multiple passes and a single pass at various

pressure differences as function of the volume specific energy input (according to

Gothsch et al. [17]). Although the maximum stress intensity at a constant pressure

difference stays constant and the probability that each particle is at least one time

stressed by the maximum stress intensity increases with increasing number of

passes, the dispersion efficiency via multiple passes at a lower pressure difference

is limited by the maximum stress intensities. For increasing pressure differences,

the stress intensity increases and a higher product fineness can be obtained. Hence,

Fig. 7.13 Comparison of the dispersion process of multiple passes and a single pass at various

pressure differences as function of the volume specific energy input (original graphic by Gothsch

et al. [17])
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higher pressure differences in a single pass are much more relevant for the disper-

sion of nanoparticles than multiple passes at a constant pressure difference. More-

over, Figure 7.13 shows the positive effect of an optimized orifice geometry with

higher stress intensities on the dispersion efficiency.

7.6 Conclusion

Depending on the geometry and the operating conditions of dispersing units within

microsystems, various stress mechanisms have got an effect on the dispersion

process. In contrast to emulsification processes, the effect of cavitation is less

important for high-pressure dispersion processes. Indeed, cavitation leads to dam-

age of the dispersing units, reduces the volume flow, and leads to a less efficient

dispersion of nanoparticulate suspensions. By applying backpressure, cavitation

can be reduced and, thus, the volume flow increased and the dispersion efficiency of

the dispersing unit increased. Furthermore, the usage of T-channels and especially

orifice geometries as dispersing unit leads to high stress intensities and an increased

dispersion efficiency. As a result depending on the target product fineness for

application, the channel height or diameter has to be optimized. Moreover, in

dispersion processes, a single pass at higher pressure difference is more efficient

than dispersing multiple passes at a constant pressure difference. In summary, solid

particles have a higher strength compared to droplets and are slightly deformable.

Hence, emulsification and dispersing processes are hard to compare. Besides

microparticle image velocimetry (μPIV), single- and two-phase CFD simulations

(without and with cavitation) are well suited to characterize and optimize the stress

intensity, stress distribution, and probability in microchannels. Moreover, the

presence and effect of cavitation can be studied.
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High-pressure microfluidic systems (HPMS): flow and cavitation measurements in supported

silicon microsystems. Microfluidics Nanofluidics 18:121–130

20. Grace HP (1982) Dispersion phenomena in high viscosity immiscible fluid systems and

application of static mixers as dispersion devices in such systems. Chem Eng Commun

14:225–277

21. Grob M (1951) Homogenisation von Milch und Milchkonzentraten mit einer Lavaldüse.
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Chapter 8

Particles in Microfluidic Systems: Handling,
Characterization, and Applications

T.P. Burg

Abstract This chapter gives a tour of the fascinating opportunities for handling

and characterizing solid particles by microfluidic methods. First, attention will be

given to the hydrodynamic, electrical, and magnetic forces which may be used to

manipulate suspended particles at small scales. Second, important methods for the

detection and characterization that have been proposed in the literature are illus-

trated and discussed. The third and last part of the chapter will give the reader a

sense of the exciting applications of these methods in different fields, in particular

flow cytometry, particle synthesis, and bioanalytical measurement. These applica-

tions exemplify the subtle invasion of particle-based microfluidics into many areas

of the life sciences, pharmaceutical technology, chemistry, and materials science.

In the future, the trend towards miniaturization will continue, and we are likely to

see an increasing number of technologies and products using some of the principles

reviewed here.

8.1 Introduction

Microfluidic systems provide exquisite control over the distribution and transport of

solutes from the molecular scale to micrometer-size particles. This precision is

mainly a result of laminar flow and short diffusional time scales.

The first part of this chapter will review important phenomena that can be

exploited for handling solid particles at the microscale. These include hydrody-

namic forces, electric and dielectrophoretic forces, and the forces on paramagnetic

particles in external magnetic fields. Together, these three form the mainstay of

directed particle manipulation methods commonly employed in microfluidic sys-

tems. There also are several other, less frequently encountered techniques, such as

the use of optical fields, thermal gradients, or surface tension, which are not

contained in this chapter, but can be found in the specialized literature.
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The second part will provide an overview of characterization techniques for

micro- and nanoparticles in microfluidic systems. Some of the methods, such as

mass and impedancemeasurements, benefit specifically fromminiaturization. Others

perform equally well in macroscale and microscale systems, and their combination

with microfluidics is interesting predominantly for the ability to handle minute

volumes and provide gentle sorting, for example to maintain the viability of cells.

In the last part on applications, we examine some of the opportunities that emerge

from the combination of micro- and nanoparticles with microfluidic systems. The

methods described in the first two parts of the chapter are quite universal to applica-

tions dealing with synthetic or biological particles from the nanoscopic to the

micrometer scale. Most current applications of these methods fall in one of the

threemajor groups shown in Fig. 8.1. The first group is centered about the production,

handling, and characterization of functional nanoparticles, such as crystallized drugs

or drug delivery particles. The second group comprises applications that involve

living cells in suspension. Finally, a third set of applications that are increasingly

raising interest are uses of microparticles as mobile solid phases for separation or for

multiplexed affinity assays in microfluidic systems. We will highlight devices that

exemplify some of these applications and demonstrate the numerous opportunities

that lie in the combination of microfluidics and particle technology.

Fig. 8.1 Microfluidic technologies for the production, handling, and characterization of micro-

and nanoparticles are beginning to play an important role in several fields. Most of the applications

today belong to one of the groups of functional nanoparticles, cells, or analytical methods based on

particulate micro-carriers. Microfluidics for characterization, separation, and sorting often use

samples produced at the macroscale or are themselves a source for particles of interest (e.g. micro-

bioreactors, microscale precipitation). A small number of example applications that appear to

dominate the current literature are listed at the bottom

222 T.P. Burg



8.2 Particle Handling

8.2.1 Hydrodynamic Forces

The movement of solid particles suspended in a flowing stream is tightly coupled to

the dynamics of the liquid. This is quite intuitive from everyday experience.

However, in carrying our intuition from the macroscopic world over to suspensions

in microfluidic systems, the importance of viscous drag, inertia, and gravity needs

to be reconsidered. Gravity is a body force, and its magnitude scales with the weight

of an object (� r3, if the dimension r describes the size). A microparticle of, for

example, 10 μm diameter experiences a gravitational settling force one billion (109)

times smaller than a 1 cm diameter object of the same density. Analogous to gravity

is the scaling of inertia. In order to stop a particle moving at velocity v, the time-

integral of the decelerating force must match the momentum mp � v
� �

, where the

particle mass mp again scales as er3. However, in viscous fluids, the drag force on a
moving particle scales only as er. For example, for a sphere moving at velocity ~v,

the Stokes drag is given by ~FStokes ¼ �6πηr~v, where η is the viscosity. This strong
difference in scaling causes small particles to follow the streamlines almost exactly,

and if the flow were to suddenly stop, particles would come to a seemingly

instantaneous halt.

It becomes clear from the scaling of the different forces that the movement of

particles at low Reynolds numbers, much like the flow of the fluid, is dictated by the

effects of viscosity. Inertia and gravity play almost no role. In an idealized descrip-

tion, one could thus identify the trajectories of particles simply with the streamlines

on which their center of mass is located. But this is an oversimplification when the

size of the channel itself is on the same order of magnitude as the diameter of the

particles. As finite size particles can only approach the channel walls to within one

radius, perhaps the most obvious consequence of the narrow confinement is that a

significant fraction of the flow profile is not accessible. Therefore, the velocity

distribution of the suspension does not follow the same parabolic profile as the

laminar fluid flow. Staben et al. described the velocity distribution of particles in

Poiseuille flow for diameters that are on the same order as the channel height, as

shown in Fig. 8.2 [51, 52].

Second, the shear flow leads to a migration of particles due to the so-called

“tubular pinch effect,” which occurs whenever particles are large enough so that

their motion relative to the fluid is not negligible. The tubular pinch effect was first

discovered in studies of blood flow through small capillaries, when it was observed

that the effective hematocrit, i.e., the volume fraction of red blood cells, differed

unexpectedly between small and large capillaries. In the context of physiology, this

phenomenon is today called the Fahraeus effect, and we now know that it is caused

by the fact that cells in small blood vessels tend to avoid the vessel walls by some
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margin. This discovery spawned a vivid research field investigating the radial

forces that act on particles carried by viscous flows in channels and tubes.

It turns out that radial forces can only arise when the Reynolds number is

sufficiently large or when the flowing particles are deformable (or both). At

Reynolds numbers (Re) on the order ~1, inertia starts to influence the particle

trajectory. It should be stressed, however, that this does not necessarily entail

turbulence, and all the results described here in fact assume that flow is still laminar.

To see howRe ! 0 forbids lateral migration, one first notes that the Stokes equation

is linear. Therefore, if a particle had migrated towards the center while flowing in

one direction, it would be required to migrate away from the center again when the

direction of flow is reversed. However, this is not possible, as the radial direction of

migration is independent of the flow direction in the tube. Therefore, for very low

Reynolds number and stiff particles, the lateral force must be zero, and the tubular

pinch effect only plays a role in high Reynolds number flows [13]. A formal proof

can be found in [5].

The first systematic experimental measurements of the lateral migration of

particles in tube flow were carried out by Segre and Silberberg in the early 1960s

[48]. Although the migration of red blood cells in narrow capillaries had been

described long before, the effect had never been characterized quantitatively.

Fig. 8.2 The velocity of particles travelling through a microfluidic channel depends on the

particle diameter and the position in the channel. Particles that are large compared to the channel

size remain near the center and move approximately at the average velocity of the fluid. Particles

that are small compared to the channel closely follow the unperturbed parabolic velocity profile.

Shown here are simulations and measurements by Staben et al., which illustrate this effect for

particles of 0.1, 0.5, 0.8, and 0.9 times the height (H ) of a much wider channel. The vertical axis is

the position of particles in the channel, and the horizontal axis gives the velocity normalized to the

maximum velocity of the unperturbed fluid flow. Reprinted from [51], copyright (2005), with

permission from Elsevier
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Segre’s and Silberberg’s results were quite surprising. All particles regardless of

their starting position seemed to be drawn towards an annulus having a radius of

~0.6 times the tube diameter (Fig. 8.3). Although this migration of particles in the

parabolic flow profile within a tube is reminiscent of the Magnus effect, which

causes a ball thrown with a spin to follow a curved trajectory, the analogy is

incomplete. For example, it fails to explain why particles collect at an intermediate

stationary position of nonzero shear flow rather than be driven towards the channel

center or collect at the walls. A more complete explanation emerged when Ho and

Leal accurately predicted the experimental observations using the method of

matched asymptotic expansions [25]. Lateral migration was seen to result from

the combination of two counteracting forces: An outward force acting in the

direction of increasing shear, and an inward force pointing away from the walls.

The latter is a common phenomenon for particles travelling in fluid in close

Fig. 8.3 The original observation of the tubular pinch effect by Segre and Silberberg [48] showing

lateral migration of particles in laminar flow. The image shows the concentration of particles,

indicated by the shading, along the tube. Note that the length has been normalized according to the

flow conditions. Under all conditions, the initially uniformly dispersed particles migrate to a stable

annulus with a radius of approximately 0.6 times the radius of the tube. Reprinted by permission

from Macmillan Publishers Ltd: [48], copyright (1961)
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proximity to a solid wall. Further development of the theory revealed that the radius

of the annulus to which particles were focused increases monotonically with the

Reynolds number. This has also been confirmed experimentally.

Microfluidic systems differ in some ways from the circular tubes that were the

subject of most studies on lateral migration at the end of the twentieth century. Most

important is the lack of a circular symmetry. Microfluidic channels generally have a

rectangular shape, which leads to a collapse of the annulus observed by Segre and

Silberberg into discrete equilibrium positions [4, 12, 16]. For square channels, there

are eight stable positions at Re< 100, and when the Reynolds number increases

above 500, only the four corner positions remain stable. In rectangular channels,

focusing is dominated by the large shear along the narrow channel dimension. In

this case, particles all eventually migrate towards two narrow stripes parallel to the

wide sidewalls, but they always remain at some distance from the wall (Fig. 8.4).

The magnitude of the lift force was calculated by Asmolov [1] and is given by

FL ¼ ρ
2uf
H

� �2

CLd
4 ð8:1Þ

where ρ is the fluid density,uf is the mean fluid velocity, H is the short dimension of

the channel cross section, d the particle diameter, and CL is the lift coefficient,

which depends on the position in the channel and on the Reynolds number. For

Re< 100, however, CL � 0:5 is a good approximation. By balancing the lift force

with the Stokes drag, a guideline for designing the channel length so that the

Fig. 8.4 Lateral migration of 1.9 μm particles in microfluidic channels of different aspect ratios.

Particles were uniformly distributed in the 200 μm wide inlet sections of all three channels (top
fluorescence image shows a representative inlet). When the channels constricted to the sizes shown

in the legend on the right, the particles migrated to stable positions that were delocalized along the

long dimension of the channel cross section (E). Reprinted with permission from [4]. Copyright

[2008], AIP Publishing LLC
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majority of particles are focused into one narrow stream can be given. For particles

to migrate by a distance Lp, a channel of at least a length

L ¼ 3πμH2Lp

2ρufd
3CL

ð8:2Þ

is required [4]. Note that an underlying assumption in this formula is that the

particles being focused are neutrally buoyant and that the channel is straight.

Many interesting phenomena arise in more general cases, and the reader is referred

to the excellent review of the topic by Di Carlo et al. for an in-depth treatment [17].

8.2.2 External Fields

8.2.2.1 Electrophoresis and Dielectrophoresis

There is a multitude of fascinating phenomena that arise from the interaction of

charged and uncharged particles in fluids with applied electric fields. Of these,

electrophoresis and dielectrophoresis have emerged to be exceptionally useful for

the targeted manipulation of particles in microfluidic systems. We will therefore

briefly review the physical basis of these effects. Electrophoresis is the movement

of a charged particle in an electrolyte when an electric field is applied. Dielectro-

phoresis, on the other hand, is not dependent on a net charge but only requires a

difference in electrical permittivity between the particle and the surrounding solu-

tion; movement is driven by an electric field gradient and not by a uniform field.

Electrophoresis. Charged particles in an electric field experience a force directed
parallel to the field lines. Net movement is only observed in non-alternating, or DC,

fields. Intimately linked to the electrophoresis of particles in microfluidic systems is

the phenomenon of electroosmotic flow (EOF), which can accelerate, decelerate, or

even reverse the velocity vector of charged particles due to electrophoresis alone.

We first introduce some important concepts of charged interfaces in electrolyte

solutions that will prove useful for understanding both phenomena.

Solid–liquid interfaces often possess a nonzero charge due to the adsorption of

ions or the decomposition of surface groups. Oxide surfaces, such as SiO2 or TiO2,

for example, generally acquire a negative charge in aqueous solution due to the

decomposition of hydroxyl groups (OH!O�+H+). The charge of the surface is

screened by counterions, which are attracted from the solution to the charged

interface. At the same time, co-ions are repelled by the interface (Fig. 8.5). The

packing of counterions close to the surface depends on the charge density, the ionic

strength, and also on the nature of the ions in solution. Helmholtz first introduced a

model that assumed all counterions were adsorbed within a thin layer termed the

electrical double layer. However, this model proved to be insufficient to explain, for

example, the capacitance curves of metal electrodes in electrolyte solutions. As an

alternative to the Helmholtz model, the model of the diffuse double layer was

8 Particles in Microfluidic Systems: Handling, Characterization, and Applications 227



proposed independently by Gouy and Chapman at the beginning of the twentieth

century [9, 21]. In this model, the counterions are allowed to roam about freely near

the charged interface, bound only by the requirement that they satisfy the Poisson–

Boltzmann equation with a potential approaching zero far away from the interface.

The Poisson–Boltzmann equation relates the electrical potential to the charge

distribution:

E∇2Ψ ¼ �zqe nþ � n�ð Þ ð8:3Þ

Here, Ψ is the electrical potential, E the permittivity of water, qe the elementary

charge, and n� the concentration of positive and negative ions, respectively. We

assume a symmetric electrolyte of valency number z. The ion concentration follows

a Boltzmann distribution:

n� ¼ n0e
�zqeΨ

kBT ð8:4Þ

Equations (8.3) and (8.4) can be combined to yield

Fig. 8.5 Electrophoresis and electroosmotic flow (EOF) are frequently used to control the

movement of particles in microfluidic devices. Shown here is the structure of the charged

interfaces according to the Stern model. Directly attached to the charged interface is a layer of

tightly bound counterions (Stern layer). Further away from the interface, a diffuse cloud of

counterions forms the Gouy–Chapman layer. Movement of mobile charges in the Gouy–Chapman

layer in response to a field that is tangential to the surface results in electroosmotic flow of the bulk

liquid. EOF exhibits a plug-flow profile
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E∇2Ψ ¼ 2zqen0sinh
zqeΨ

kBT

� �
ð8:5Þ

For small values of the potential Ψ , the right-hand side of (8.5) can be linearized

using sinh xð Þ � xþ O x2ð Þ to yield:

∇2Ψ � 2z2q2en0
EkBT

Ψ ð8:6Þ

This is the Debye–Hückel approximation, and the solution for a planar charged

interface decays exponentially with the distance from the interface. The length

scale λD ¼ EkBT
2z2q2en0

� �1
2

, which appears on the right-hand side of (8.6) in the form of its

inverse square, is called the Debye length. One can also find the exact solution to

(8.3) by a separation of variables, but a comparison with the Debye–Hückel

approximation shows surprisingly little discrepancy up to a surface potential of

50–80 mV.

Although more realistic than the Helmholtz model, the diffuse double layer of

Gouy and Chapman still has some shortcomings. In particular, ions are assumed to

be point charges, neglecting the fact that they are normally surrounded by a more or

less strongly bound hydration shell. In reality, there is often not enough space near

the surface to accommodate the density of ions predicted by the diffuse double layer

model. In addition, many ions, primarily anions such as Cl�, Br�, I�, or PO4
3�shed

their hydration shell with relative ease and can adsorb strongly to some solid

surfaces. As a result, there generally is a tightly packed immobile layer of coun-

terions directly at the surface, and the diffuse cloud of the Gouy–Chapman layer

only becomes an adequate model at some distance from the surface.

German physicist Otto Stern (1888–1969) is credited with the synthesis of the

Helmholtz and the Gouy–Chapman model to a unified, more realistic description,

the Stern model. Here, a fixed layer of counterions is densely packed on the surface,
extending to approximately a distance of one hydrated ion diameter from the

interface. This first layer is called the Stern layer. Ions directly adjacent to the

Stern layer are not strongly bound. Yet, depending on the nature of the interface,

their mobility parallel to the surface may be restricted. In practice, such restrictions

in mobility can, for example, arise due to surface roughness or if macromolecules

are adsorbed to the interface and reach out into the solution. The so-called shear
plane delineates the transition between the region of restricted lateral ion mobility

and the portion of the diffuse layer that is free to slide parallel to the surface. The

shear plane may be close to, but is not necessarily coincident with the boundary of

the Stern layer. The value of the electrical potential at the shear plane is commonly

referred to in the literature as Zeta potential (ζ).
When an axial electric field is applied to an electrolyte in a capillary or a

microfluidic channel, the phenomenon of electroosmosis causes the fluid to move.

Using the Stern model, the flow velocity can be seen to scale linearly with the Zeta
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potential and the electric field strength. To be specific in the illustration, we shall

assume the surface to carry a net negative charge, which is common for glass

capillaries and microchannels made of glass, silicon, or oxygen plasma-treated

polymers in the vicinity of neutral pH. Positive charges in the mobile portion of

the diffuse double layer then move in the direction of the axial electric field,

dragging the fluid along with them. Positive counterions dominate the drag com-

pared to the negative co-ions, which are in the minority in the double layer. Outside

the double layer, positive and negative ions are in balance, and the electric field

exerts no net force on the solution. To calculate the resulting fluid velocity,

we designate the axial direction by x and the direction perpendicular to the wall

by y (y ¼ 0 at the wall); the Reynolds number is assumed to be small. The velocity

component in the x-direction (vx) then satisfies the Stokes equation with an added

electric body force:

ρ
∂vx
∂t

¼ �∂P
∂x

þ η
∂2

vx
∂y2

þ zqe nþ � n�ð ÞEx ð8:7Þ

The electric field in the axial direction (x) is denoted Ex. Assuming steady state

and no externally applied pressure, (8.5) becomes

η
∂2

vx
∂y2

¼ �zqe nþ � n�ð ÞEx ð8:8Þ

Using the Poisson–Boltzmann equation for the net charge density on the right-

hand side gives

η
∂2

vx
∂y2

¼ E
∂2Ψ

∂y2
Ex ð8:9Þ

Integrating (8.9) over the interval (y1, y2), where y2 � λD, yields

η ∂vx
∂y jy1 ¼ E ∂Ψ

∂y jy1Ex, and one more integration from the shear plane, where vx ¼
0 and Ψ ¼ ζ, to any location outside the diffuse layer leads to the position-

independent electroosmotic flow velocity

vx ¼ � EζEx

η
: ð8:10Þ

Electrophoresis of charged particles whose diameter is much larger than the

Debye length is mathematically quite analogous to electroosmotic flow. In the large

diameter approximation, the effect of curvature can be neglected. The particle and

the immobile counterions possess a net chargeQ. The electrostatic force is balanced
by the Stokes drag, so we can write
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ExQ ¼ 6πηd Δvx; ð8:11Þ

where Δvx is the relative velocity of the particle to the fluid. Fortunately, it is not

necessary to calculate the charge Q to find Δvx. Instead, we can for a moment look

at the system in the reference frame of the moving particle. Here, the surface with

its attached charge is, by definition, immobile. Since the magnitude of the electric

field is not altered in the new reference frame, the electroosmotic flow velocity

corresponds to the velocity difference between the particle and the fluid. Therefore,

if the walls are uncharged and there is no external pressure applied, the particle

must move with the electrophoretic velocity

vEP ¼ EζpEx

η
; ð8:12Þ

where ζp denotes the Zeta potential of the particle. In reality, however, the channel

walls typically do carry some charge of their own, and the resulting electroosmotic

flow counteracts the electrophoretic motion of the particle. The net velocity is then

the difference between the electroosmotic flow velocity, calculated from (8.10)

with the Zeta potential of the walls, and vEP.
Electrophoresis of particles or molecules whose diameter is on the same scale as

the Debye length cannot be described by the above model. Equation 8.12 is the

well-known Helmholtz–Smoluchowski solution for electrophoretic movement of

large particles. The opposite extreme, in which the Debye length is significantly

larger than the particle diameter, is described by the Hückel equation of electro-

phoresis, which differs from the Helmholtz–Smoluchowski equation only in that

the former velocity is lower by a factor 2/3. In the intermediate regime, a numerical

factor can be found, as described initially by Henry in 1931 [24]; an excellent

treatment of this and other corrections is given in the book by Probstein [44]. The

relative simplicity of the above description should also not obscure the fact that

electrophoretic movement of particles in microfluidic channels can become quite

complex when the particle size is comparable to the size of the channel, or when

particles are in close proximity to the walls. Such cases generally require numerical

methods.

Dielectrophoresis, DEP for short, is the second electrostatic effect that is very

well suited for manipulating solid particles in microfluidic systems. The first

reference to the term goes back to the work of H. A. Pohl [43]. In contrast to

electrophoresis, particles do not need to carry a net charge for dielectrophoresis to

work. The principle is based on the attraction or repulsion of a dielectric particle by

an electric field gradient when the permittivity of the particle differs from the

surrounding medium. Importantly, the direction of the force in dielectrophoresis

is independent of the field polarity, so that DC and AC fields are equally effective.

To first order the strength of the dielectrophoretic force can be obtained as

follows [31]. A spherical, nonconducting particle of permittivity Ep in a medium
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of permittivity Em, in which there is a DC electric field ~E, acquires an effective

dipole moment given by

~PDC ¼ 4πEmKCMr
3~E: ð8:13Þ

In (8.13), r denotes the radius of the particle, and KCM ¼ Ep � Em
� �

= Ep þ 2Em
� �

is

the Clausius–Mosotti factor derived in many classical texts on electrodynamics

[27]. The force on this dipole in an electric field is given by ~FDC ¼ ~pDC � ~∇Þ~E
�

.

Inserting (8.13) and recalling that, because ~E ¼ ~∇ϕ one may substitute

~E � ~∇Þ~E ¼ 1
2
~∇ ~E

2
�

, we get

~FDC ¼ 2πEm
Ep � Em
Ep þ 2Em

r3 ~∇ ~E
2
: ð8:14Þ

In AC dielectrophoresis, ~E, ~pDC, and ~FDC are time dependent. Equation 8.13

tacitly assumes that the polarization of the particle follows the field instantaneously,

so that there is no phase delay between the electric field and the induced dipole

moment. Therefore, the force scales directly with the square of the field strength in

(8.14), and the direction of the force is independent of the field polarity. Important

to note is that the dielectrophoretic force also scales with the particle volume. As

holding a particle in position in a laminar stream of velocity v requires a force equal
to the Stokes drag FStokes � vr, much steeper field gradients are required as the

particle size gets smaller. This can be accomplished by scaling down the dimen-

sions of the electrodes and their spacing.

When the dielectric constant of the particle is smaller than that of the medium

(Ep < Em), then the DEP force is acting to push the particle away from locations of

high field strength. The effect is then called negative DEP. When Ep > Em, the
particle is attracted by regions of high field strength, and the effect is termed

positive DEP.
So far, we have assumed that the electric field varies very slowly on the size

scale of the particle. If this is not the case, then the spatial extent of the particle

cannot be neglected, and the induced field due to polarization is more complex than

that of a simple dipole. A powerful technique to deal with such effects is to use

multipole expansions, which are explained nicely in the body of work by Jones on

the subject [30–32]. In many cases of practical interest, terms higher than the dipole

contribute only a small correction and are not essential for a qualitative under-

standing and for initial system design. Yet, some effects can be explained only by

considering at least the next order, the quadrupole term. For example, if four planar

electrodes are positioned in the corners of a square such that diagonally opposed

corners have the same polarity, the field strength at the center must vanish due to

symmetry. Therefore, there is no DEP force due to an induced dipole. However,

continuing the calculation to the quadrupole term reveals a dielectrophoretic lift

force away from the surface. This is a magnificent feature that can be used for
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holding cells and particles in place against gravity so as to prevent interactions with

the surface.

Most applications of DEP in microfluidics are done in aqueous electrolytes. AC

dielectrophoresis then is the method of choice for several reasons. First, using AC

current avoids electrochemical reactions at the metal/electrolyte interface of micro-

electrodes, as the coupling across the double layer is almost purely capacitive at

high frequency. This prevents gas evolution and degradation of the electrodes.

Second, electroosmotic flow and electrophoresis play no role, as their time-average

is zero.

When the solutions and particles to be manipulated are not ideal dielectrics, but

have a finite conductivity, the force calculation becomes slightly more complex. In

return, however, one is rewarded with a rich and often unique response profile,

which depends sensitively on the internal composition and structure of different

particles. To incorporate the frequency dependence and finite conductivity into the

calculation of the DEP force, the complex dielectric constants Ê p,m ωð Þ ¼ Ep,m þ
σp,m= i ωð Þ of the particle and medium, respectively, are employed. Here ω denotes

the angular frequency of the applied field in radians per second, σp,m is the

conductivity, and i ¼ ffiffiffiffiffiffiffi�1
p

. An equation analogous to (8.13) results from the

substitution Ep,m ! Ê p,m ωð Þ, and with the understanding that going back from

the mathematically convenient, but somewhat unintuitive, complex-valued formu-

lation to a real-valued formulation can be done simply by a projection onto the real

axis. After some algebraic manipulations, the complex-valued Clausius–Mosotti

factor for a conducting particle in a conducting fluid is [31]

K̂ CM ωð Þ ¼ Khf þ Klf � Khf

iωτMW þ 1
ð8:15Þ

with

Khf ¼ Ep � Em
� �

= Ep þ 2Em
� �

Klf ¼ σp � σm
� �

= σp þ 2σm
� �

τMW ¼ Ep þ 2Em
� �

= σp þ 2σm
� �

:
ð8:16Þ

The subscripts indicate the asymptotic behavior K̂ CM � Khf at high frequencies,

and K̂ CM � Klf at low frequencies, with the cutoff frequency f c ¼ 1= 2πτMWð Þgiven
by the inverse Maxwell–Wagner time constant, τMW. The time-dependent force is

~FAC tð Þ ¼ Re ~pAC tð Þ½ 	 � ~∇Þ Re ~E eiωt
	 
�

with ~E real and

~pAC tð Þ ¼ 4πEmK̂ CM ωð Þ r3 ~E eiωt:

The corresponding time-varying force is
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~FAC tð Þ ¼ 2πEm Re K̂ CM ωð Þeiωt	 

r3 ~∇ ~E

2
cos ωtð Þ

At low frequency, the conductivity difference dominates, while at high fre-

quency, the permittivity is more important. The transition between these regimes

is typically in the range between 10 and 100 MHz for aqueous solutions commonly

used in cell and particle handling.

An important assumption in the above theory was that the particles are homo-

geneous. However, this is often too simplistic. Cells, for example, have a relatively

complex internal structure with numerous compartments isolated by lipid bilayers

that are only a few nanometers thick. Fortunately, much of this complexity can be

accounted for by the introduction of an effective permeability and conductivity

such that a homogeneous particle with these characteristics would display the same

DEP characteristics as the complex multilayered particle. This method was first

introduced by Irimajir and colleagues [26] and has been further developed by many

authors since.

8.2.2.2 Magnetic Forces

The magnetic force on solid particles in an external field is, by nature, a dipole

interaction. Therefore, there are many phenomenological similarities to dielectro-

phoresis. However, there also are some notable differences. One important differ-

ence is that some magnetic particles of practical relevance can possess a permanent

dipole moment, while particles in DEP lose their polarization as soon as the

external field is turned off. Particles smaller than 100–200 nm often comprise

only a single magnetic domain, a property that endows them with the largest

saturation magnetization attainable for a given material and size. In the case of

spherical iron particles, the critical single-domain size can be estimated to be

~14 nm, for cobalt ~70 nm, and for iron oxides between 130 and 170 nm [22].

Whether magnetic particles can or cannot hold a permanent moment, i.e.,

whether they are ferromagnetic or paramagnetic, also depends strongly on size.

Single-domain particles can retain a remnant magnetization for a time that scales as

eexp KeffVð Þ= kBTð Þð Þ, where Keff is the magnetic anisotropy constant (units J/m3)

and V is the volume of the particle. This is a very steep function of volume, and even

more so of diameter. As the particle size approaches the 10 nm scale, the relaxation

time at room temperature quickly drops to timescales that are so short, they may be

considered instantaneous for all practical purposes [36]. Particles with these char-

acteristics are called superparamagnetic.

For many applications, strongly paramagnetic particles of diameters in the range

of several hundred nanometers or even many micrometers are desirable. These can

be made by incorporating superparamagnetic particles as fillers in a polymer

matrix.

Superparamagnetic particles are extraordinarily useful as mobile solid phases as

they have a large surface area per mass, do not tend to aggregate in the absence of
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an external field, and have a high magnetic permeability. Importantly, they enable

highly specific separations, for there are no natural particles of such high perme-

ability in typical biochemical samples.

Before describing the quantitative force experienced by paramagnetic particles,

the following paragraph gives a brief summary of the equations and the units

underlying the description of magnetism in this chapter. Magnetism has unfortu-

nately never enjoyed a universally adopted system of units as the field of electro-

statics has [47]. Here we will use the SI system with the magnetizing field ~H in units

of A/m, the magnetic induction~B in Tesla (T), and the magnetization per volume ~M
in A/m. Inside a given material, magnetization and magnetic induction are

connected through ~B ¼ μ0μ~H, where μ0 ¼ 4π � 10�7T
m

A
is the permeability of

free space and the relative permeability of the material, μ ¼ 1þ χð Þ, plays a role

analogous to the relative permittivity E/E0 in electrostatics. Magnetization density is

given by ~M ¼ χ~H below saturation, and the numerical factor χ is called the

susceptibility of the material.

A paramagnetic particle of susceptibility χp > 0 surrounded by a medium with

χm ¼ 0 experiences a force

~F ¼ ~m � ~∇
� �

~B; ð8:17Þ

where ~m ¼ χp ~B=μ0
� �

V is the magnetic moment of the particle, V its volume, and

~B is measured inside the surrounding medium, i.e., ~B ¼ μ0~H.
In reality, paramagnetic micro- and nanoparticles often exhibit some nonzero

remnant magnetization. This may be accounted for by inserting ~m ¼ ~M0V þ χp
~B=μ0

� �
V into (8.17) [49]:

~F ¼ V ~M0 � ~∇
� �

~Bþ χpV

μ0
~B � ~∇

� �
~B: ð8:18Þ

Typical parameters for microparticles are, for example, d ¼ 6 μm, χ ¼ 0:17 in the

range of ~B
�� �� < 2:5 mT, a saturation magnetization of 4500 A/m, and a remnant

magnetization after saturation of M0 ¼ 300 A=m [49].

Magnetic fields that are strong enough for the manipulation of particles in

microfluidic systems are most easily generated by external permanent magnets.

Powerful rare earth magnets of relatively small size (millimeter scale) are readily

available and provide a magnetic induction on the scale of several hundred milli-

Tesla. Alternating fields are of course not available in that case, but this is of no

significant incommodity, as static magnetic fields easily penetrate common samples

and the characteristics of alternating-field magnetophoresis are not as rich as the AC

characteristics of DEP. Practical microfabricated electromagnets produce one to

two orders of magnitude weaker fields (~10 mT) than permanent magnets, but the

advantage is that they may be activated or deactivated to trap and release particles

on demand.
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8.3 Particle Detection and Characterization

Methods for the detection of micro- and nanoparticles in microfluidic systems can

be classified as optical, electronic, and mechanical. Optical detection is perhaps the

most common and versatile class. Light can be precisely focused to a tight spot for

sensitive detection by scattering, absorbance, or fluorescence. Alternatively,

information-rich images can be produced using a wide array of different contrast

methods that can reveal, for example, local mass density or the concentration and

state of specific molecules. Sophisticated detectors can be constructed entirely from

macroscopic lenses and optoelectronic components, minimizing the complexity of

microfabricated parts. At the same time, a number of optical elements, such as

waveguides and simple focusing elements, may also be integrated on chip. In

contrast, electrical detection generally requires electrodes to be integrated on

chip. Direct electrical detection of particles relies on the measurement of conduc-

tivity or complex impedance changes. In addition, magnetic particles can be sensed

by electronic transducers for magnetic fields that may be integrated with

microfluidic systems. Finally, micromechanical sensors provide unique opportuni-

ties for the direct detection and characterization of micro- and nanoparticles in

microfluidic systems. Table 8.1 provides an overview of important detection

principles for suspended particles in microfluidic devices.

8.3.1 High-Speed Imaging

Conventional wide-field light microscopy is straightforward to combine with most

microfluidic devices and allows real-time observation of particles inside channels

with all routine contrast methods, such as bright field, dark field, Nomarski DIC

(differential interference contrast), and fluorescence. An excellent overview of the

principles and technology of light microscopy can be found on the Molecular

Expressions website maintained by the National High Magnetic Field Laboratory

of Florida State University (http://micro.magnet.fsu.edu).

Capturing images of moving particles and cells in microfluidic channels

requires short shutter times. If, in addition, one requires imaging not only of a

representative few, but of all particles passing through the detection zone in a

given time, very high frame rates are also important. The first challenge of

creating blur-free images of fast-moving objects has inspired inventors from the

very beginning of photography in the mid-nineteenth century. At a fundamental

level, the challenge lies in the finite detection sensitivity of the camera, as the

shorter the shutter is open, the fewer photons strike the detector. Two

approaches can solve this problem: First, one can increase the light intensity

dramatically by using intense flashes of light that are synchronized with the

shutter. Or one can work to improve the sensitivity of the detector. Credit for

making the first method practical and demonstrating its potential on the
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macroscopic scale goes to Harold Edgerton of M.I.T. (1903–1990). Edgerton used

stroboscopic illumination extensively for taking images of fast-moving everyday

objects. Today, LED light sources for microscopy can be switched on and off

within microseconds and enable a convenient and inexpensive implementation of

the stroboscope method for high-speed microphotography. To also achieve high

frame rates, modern electronic high-speed cameras are needed. Instruments with

exposure times on the scale of 1 μs and frame rates on the order of 100,000 frames

per second are readily available and are often used to observe the dynamics of

particles, cells, and droplets in microfluidic systems. A nice example of this is the

work of Gossett et al., who used high-speed imaging of cell deformation at a four-

way junction to indirectly measure cell stiffness with high throughput [20]

(Fig. 8.6). An obvious challenge is the requirement for large storage space,

high-bandwidth data transfer, and time-consuming image analysis. Real-time

applications, for example for sorting of particles and droplets based on high-

speed imaging, are therefore not easily possible with current technology. Another

restriction is that the limited image intensity due to the short exposure time often

allows only bright field imaging, which provides poor contrast when the refractive

index of particles is similar to the medium. The situation may be improved

through the use of image intensifier modules that can be inserted between the

camera port of the microscope and the camera and work up to frame rates of

~30 kHz [53].

Table 8.1 Detection principles for suspended particles in microfluidic devices

Detection

methods Imaging Scattering Fluorescence Impedance Mass

Single

particle

• • • • •

Ensemble

average

• •

Dynamic

range

1–100 μm 1–100 μm
(single)/

1–100 nm

(ensemble)

Single molecule at

low throughput

(10 nm)

1–100 μm
50 nm–30 μm
(single)

<1 MDa

ensemble

Throughput 104/s 102–104/s 104–105/s 104/s 10–100/s

Information

content

Shape

and inter-

nal

structure

Size Concentration of spe-

cific molecules and

some information

about their state

Size Mass, density,

size

Methods capable of characterizing single particles provide detailed information on the composi-

tion of heterogeneous populations. Ensemble average measurements are sometimes more sensi-

tive, but are more limited in applications that involve mixed samples. The dynamic range is the

range between the smallest detectable size and the largest size that can be characterized by a

method. Throughput, i.e., the number of single particles that can be characterized in a given time,

only applies to single-particle measurement
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8.3.2 Light and X-ray Scattering

Scattering techniques for the detection and characterization of colloidal

particles are useful for many applications. Static light scattering patterns can be

used to evaluate particle sizes and to extract coarse-grained information about

the shape and inner structure of particles. This concept is equally applicable for

the full spectrum of optical wavelengths and for X-rays with wavelengths on the

order of 1 Å.
Common to all scattering-based methods is that the detected signal corresponds

to a Fourier-space representation of some property of the particle, such as refractive

index or density. What is attractive about this is that the signal at any point in the

plane of the detector is formed by an average over the entire object. For example,

the center location on the detector represents the static mean intensity value over

the full illuminated field; a spatially localized disturbance in this field due to a

Fig. 8.6 High-speed imaging provides unique information about shape and inner structure of

particles and cells in microfluidic systems. Shown here is a device of the DiCarlo laboratory for

measuring deformability of cells in extensional flow at a four-way junction. Inertial focusing (b) is
used to guide cells to the channel center, where they pass the junction at high speed. Image analysis

(e, f) reveals the deformation as a function of the initial diameter (Reproduced with permission

from [20])
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particle introduces higher spatial frequencies, diverting some of the power of the

illuminating source into areas in the periphery of the detector. To differentiate

between methods that primarily analyze the high spatial frequency information

found at large scattering angles from the low spatial frequency information at small

angles, a specific terminology has evolved. In visible light scattering, the latter

(small angles) is often called “forward scattering,” or SALS (small-angle light

scattering) to contrast it from large-angle scattering. When using X-rays, the

small-angle regime is known as SAXS (small-angle X-ray scattering), and the

large-angle regime as WAXS (wide-angle X-ray scattering).

Static light scattering is directly compatible with microfluidic devices and allows

high measurement rates if a simple analog pulse signal is collected. For example,

Pamme et al. used a Helium–Neon laser (632.8 nm) to illuminate a detection spot of

~200 μm diameter and collected scattering signals at 15
 and 45
 from the incident

axis by optical fibers coupled to photomultiplier tubes [40]. At 10 kHz acquisition

rate, up to 150 particles per second could be counted, and by quantifying the

scattering intensity it was possible to discriminate particle sizes between 2 and

9 μm. The scattering intensity at small angles was found to scale approximately

linearly with particle volume, while the correlation with size at large scattering

angles was weak, as expected. Several alternative implementations of static light

scattering intensities for particle analysis and microfluidic flow cytometry have

been devised by different groups. In most cases, light at one or a few positions is

collected by optical fibers, which may be directly integrated on chip. One challenge

with these systems, however, is the relatively large variability of the signal com-

pared to conventional flow cytometers [42].

An approach towards higher precision and increased signal strength is to replace

individual photomultipliers by a CCD or CMOS camera that records the entire

scattering pattern for individual particles. In a system described by Dannhauser

et al., the detection volume was illuminated by red light from a Helium–Neon laser

concentrated by a gradient index (GRIN) lens to a 110 μm diameter beam with a

low divergence (7 mrad divergence angle) [14] (Fig. 8.7). The scattered light was

then relayed to a CMOS camera, which recorded the full small-angle scattering

pattern between 2
 and 30
 at 20 frames per second. By fitting a theoretical model to

the scattering pattern, it was possible to measure the size of particles with high

accuracy in the range between 1 and 4 μm. There is great interest in similar

combinations of microfluidics with X-ray scattering for the analysis of macromol-

ecules and nanoparticles in solution. With wavelengths on the scale of Angstroms,

the formation of nanoscopic clusters and particles can be detected, and it is possible

to differentiate between amorphous and crystalline particles. This is of great value

in screening protein crystallization conditions [23]. One challenge when using

X-rays is the limited penetration depth through the millimeter-thick covers of

conventional microfluidic devices [22]. This problem can be alleviated by using

thin membranes, thin-walled capillaries, or polymers that have a high transparency

to X-rays [2, 28, 54, 57]. Another interesting approach was described by Vig et al.,

who devised an entirely windowless method using microfluidic channels with a

small hole in the top and bottom cover. With sufficiently hydrophobic outer
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surfaces, surface tension keeps the sample from leaking out and makes continuous

measurements possible [55].

An alternative to particle sizing by static light scattering is dynamic light

scattering (DLS). In this method, information is derived from fluctuations of the

intensity pattern created by constructive and destructive interference of light

scattered by particles smaller than the wavelength. The temporal correlation of

the fluctuations reveals the diffusivity, which is inversely proportional to the

hydrodynamic radius of the particles. DLS only provides accurate ensemble-

averaged measurements, and the samples must be relatively clean, as the signal is

easily overwhelmed by the strong scattering intensity of larger contaminants. With

pure samples, DLS allows size determination from a few nanometers to several

microns. However, the method is rarely used for in-line particle characterization in

microfluidic systems because convection interferes with the measurement of diffu-

sion. Destrenaut et al. suggest maintaining a shear rate below 10 s�1 to allow

reliable measurements [15]. To fulfil this criterion, either slow flow rates or an

expansion of the channel into a large detection chamber are required [10].

8.3.3 Laser-Induced Fluorescence (LIF)

Fluorescence is arguably the most sensitive technique known for the detection of

specific molecules or particles in solution. Among the different light sources that

can be used to excite fluorescence, lasers offer many advantages. First, the ability to

focus laser light to a tight spot makes it easy to reach the maximum emission from a

given fluorophore. Lasers also have a high spectral purity, which helps in the

Fig. 8.7 Particle size

measurement on a

microfluidic chip by static

light scattering. A laser is

focused to a 110 μm spot by

a GRIN lens (L4) and the

scattering pattern is

recorded by a CMOS

camera (C). By fitting the

radial ring pattern, particles

in the size range of 1–4 μm
could be characterized.

Reproduced from [14] with

permission of The Royal

Society of Chemistry
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reduction of background. Laser-induced fluorescence (LIF) has a long tradition in

the field of capillary electrophoresis and flow cytometry, where the most sensitive

systems with good fluorophores nearly attain single-molecule sensitivity [29]. What

limits the sensitivity in well-designed LIF setups is often not the technology, but the

physical constraints imposed by bleaching and the fluorescence lifetime of the

fluorophore. Taking this into account, the emitted number of photons has to exceed

the background. Among the most significant sources of background is residual

excitation light reaching the detector combined with autofluorescence and Raman

scattering of the solution and the optical elements on the illumination path. Impor-

tant to note is that the problem is not directly the offset caused by a steady

background intensity, as this could be measured and subtracted. More troublesome

are intensity fluctuations due to noise in the laser combined with shot noise that is

inherent to the quantum nature of light.

While ultra-sensitive LIF detection requires considerable expertise and attention

to technical details, simple systems based on a conventional fluorescent microscope

configuration are often adequate for the detection of particles and cells in

microfluidic systems. Photomultiplier tubes (PMT) or avalanche photodiodes

(APD) are preferred as detectors due to their large bandwidth and high sensitivity.

Applications are mainly in the area of microfluidic cell counting and sorting, or in

multiplexed bead assays, where specific labels may be attached to the particles of

interest prior to analysis [42].

8.3.4 Conductivity Measurements and Impedance
Spectroscopy

The gold standard in cell counting and cell size measurement today is the so-called

Coulter counter, a method invented in the 1940s byWallace Coulter. In essence, the

idea is to detect the temporary blockage of a tiny aperture upon passage of particles

by monitoring the change in electrical conductivity of the aperture. One limitation

is that this method only works in conducting fluids, and that the size of the particles

must be smaller than the aperture, but still within the same order of magnitude.

However, these conditions can be easily satisfied for a wide range of applications

involving cells in physiological buffers.

There are numerous adaptations of the Coulter principle to microfluidic systems.

While macroscopic instruments generally rely on conventionallymachined apertures

in glass or sapphire diaphragms, most microfluidic implementations use a simple

flow constriction of appropriate width and height built into the channel system.

Particles are driven through this constriction at a low concentration by pressure-

driven flow or by electrophoresis. To define the measurement channel, conventional

optical lithography can be used down to dimensions of approximately 1 μm. To detect
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even smaller particles, several groups have resorted to electron-beam lithography in

order to fabricate apertures with sub-micrometer length, width, and height.

A challenge specific to microfluidic systems is the implementation of high-

bandwidth, low-noise resistive pulse sensing. The millimeter- or even centimeter-

long lead channels on chip have high electrical impedance and often dwarf the

impedance of the small aperture. A solution to this problem is to integrate mea-

surement electrodes directly into the channel. A beautiful example of this idea is the

device by Fraikin et al. shown in Fig. 8.8 [18]. Here a three-electrode configuration

is used to measure occlusion of a 250� 250� 290 nm aperture at 650 kHz band-

width for the sizing of nanoparticles with high throughput. Two electrodes are

located in the buffer reservoirs P1 and P5; a constant voltage is applied between

these electrodes, and the local potential close to the nano-constriction (NC) is

recorded via a third electrode (S). Particles that pass through the constriction

block the flow of current so that the potential of the sensing electrode shifts

transiently towards the voltage at P1. This transient couples capacitively through

the double layer (CDL) at the sensing electrode and is recorded by a low-noise

amplifier. Particles of ~40 nm diameter and single T7 bacteriophage viruses could

be well resolved above the noise.

Essential to the sensitivity of the resistive pulse method is that particles fill an

appreciable volume fraction of the aperture. Intricate nanofabrication methods are

therefore required to analyze sub-micrometer particles. There also is a high prob-

ability of clogging unless the sample can be pre-filtered stringently. An elegant

way to avoid these difficulties is to use hydrodynamic focusing with an insulating

sheath flow to create an aperture defined by liquid–liquid interfaces rather than
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Fig. 8.8 Resistive pulse sensing with on-chip electrodes for the characterization of nanoparticles

and viruses using the Coulter principle. At the heart of the system is a nanoconstriction

(NC) through which particles are driven by controlling the pressures P1–P6. A prefilter

(F) prevents large particles from clogging the constriction, and a fluid resistor (FR) serves as an

electrical reference. A voltage is applied between electrodes H and L, and voltage spikes due to

partial blockage of the constriction upon passage of particles are picked up through the electrode

S. Reprinted by permission from Macmillan Publishers Ltd: [18], copyright 2011
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liquid–solid interfaces. Figure 8.9 shows an example of such a system developed by

the group of Hywel Morgan [3]. A pair of platinum electrodes at the top and bottom

of the channel couples an AC current into the sample stream, which is focused in the

lateral dimension by a sheath flow of nonconducting oil. Stabilizing the two-phase

flow required the addition of a surfactant (1 % Tween 20). Due to the relatively high

conductivity of the sample, the current is shunted through the narrow stream, the

impedance of which is altered significantly by the presence of a particle. The

hydrodynamic focusing method has been validated for the detection of single

polymer microbeads and individual bacteria. A challenge with this scheme is that

even minimal instabilities of the flow introduce fluctuations in the width of the

focused stream and degrade the reliability of the measurement. In the work of

Bernabini et al., this was elegantly addressed by measuring the relative difference

in the signals from the upstream and downstream pairs of electrodes [3].

Fig. 8.9 Impedance-based flow cytometry provides information about the structure and internal

composition of cells and particles: (a) In the device of Bernabini et al. shown here, hydrodynamic

focusing in combination with a differential measurement is used to implement an aperture-free

impedance measurement; (b) The conducting sample is focused by sheath flow of nonconducting

oil; (c) Side view; (d) The cross section reveals the placement of upstream and downstream

electrode pairs. Reproduced from [3] with permission of The Royal Society of Chemistry
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8.3.5 Nanomechanical Sensing

A complementary method to optical and electrical detection of particles in

microfluidic systems is mass sensing with micro- and nanomechanical resonators.

Due to their small size and low mass, these devices can be extraordinarily sensitive

when operated in vacuum or air. However, a trick is required for precision high-

throughput measurements in liquid. Resonance frequency-based measurements in

viscous fluids are challenging due to the damping of the vibration, which degrades

the quality factor (Q), i.e., the sharpness of the resonance. A second difficulty is that

collecting statistics requires a large number of particles to interact sequentially with

the resonator. Both challenges can be addressed by Suspended Microchannel

Resonators (SMR), shown schematically in Fig. 8.10 [6]. A microcantilever is

shown here as an example, but other designs are possible. Inside of the cantilever

beam is an embedded U-shaped fluidic channel while the outside is under vacuum.

In sufficiently dilute samples, only one or no particle is within the detector volume

at any time.

While the fluid is flowing, the resonance frequency is measured continuously

either by an optical lever system similar to the atomic force microscope or by

integrated strain sensors [34]. A feedback circuit, e.g., a phase-locked loop or an

oscillator circuit, allows very accurate real-time tracking of the resonance fre-

quency. Electronic frequency measurements are among the most accurate signal

transduction methods known, and noise levels on the order of 10 parts-per-billion

have been achieved for SMR devices with quality factors in the range

Q ~ 10,000–20,000 and 1 Hz measurement bandwidth. Frequency noise can be

translated into mass resolution by the first-order approximation

Fig. 8.10 Micromechanical resonators with embedded fluidic channels enable weighing of single

nanoparticles: (a) Schematic of the operation principle. Typical dimensions are 200 μm length,

30 μm width, and 7 μm thickness with embedded channels of 3� 8 μm cross section

(height�width). The channel is normally closed and drawn open here only for illustration; (b)
Particles entering the channel (1) do not affect the frequency while close to the base. The

frequency shift reaches the maximum at the tip when the device vibrates in the first mode (2).

As the particle leaves, the baseline is restored (3)
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Δmnoise

m*
¼ 2

Δf noise
f 0

; ð8:19Þ

where f0 is the resonance frequency, Δfnoise denotes the frequency measurement

noise in a given bandwidth, m* is the effective mass of the resonator, and Δmnoise is

the mass-equivalent noise level. An effective mass m* � 0:25 � m is a good

approximation for cantilever-type SMR sensors operating in the first mode. Devices

as light as 400 pg have been fabricated to date, enabling single-particle mass

resolution on the attogram scale (1 ag¼ 10�18 g) [39].

As fluid flows through the device continuously, particles that are carried by the

solution pass from the base of the cantilever to the tip and back to the base.

Sensitivity varies continuously along this path and is to first order in Δm propor-

tional to the square of the local amplitude of vibration u(xt), where the axial distance
from the start of the path is parameterized by xt:

Δf tð Þ ¼ Δf p �
u xtð Þ2
u2p

ð8:20Þ

In (8.20), Δf p ¼ f 0 � Δmp=m
*

� �
is the peak frequency shift induced by a particle

of buoyant mass Δmp, and up is the vibration amplitude at the corresponding

position. Note that the buoyant mass of a particle is related to its dry mass (mp)

simply via the difference in density between the particle, ρp, and the carrier fluid, ρf,

i.e., Δmp ¼ mp 1� ρf
ρp

� �
. Mass and density can be extracted from two separate

measurements in carrier fluids of different density [19].

An important limitation of embedded channel resonators is that their dynamic

range is restricted by the size of the internal channel. To be able to use the method,

the sample must always be filtered to ensure that it only contains particles that are

small enough to pass through the channel without clogging it. This limit on size is in

conflict with a desire to make the resonator as light and thin as possible in order to

obtain a high mass sensitivity. Therefore, measuring the mass of eukaryotic cells

[46] requires different devices than weighing bacteria or nanoparticles [7, 35, 39].

Some applications only require the characterization of particle mass or size

averaged over a population. For example, the characterization of aggregation and

polymerization processes, or measuring the growth and dissolution of coatings, can

be done very well by looking at mean values. In such cases, correlation methods

may be used to dramatically enhance the measurement sensitivity. By analyzing the

auto-covariance of the frequency fluctuation signal, it is possible to separate white

measurement noise from the time-correlated fluctuations that are induced by

flowing particles. This is possible since suspended particles in laminar flow have

a characteristic distribution of residence times, and the auto-covariance therefore

has a predictable signature that extends to much greater lag times than uncorrelated

noise. This technique, which is termed mass correlation spectroscopy, has enabled

improvements of up to five orders of magnitude in sensitivity over single-particle

measurements [37].
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8.4 Applications

8.4.1 Microfluidic Flow Cytometry

Microfluidic flow cytometry is a prototypical application for single-particle han-

dling and analysis requiring high fidelity and high throughput. Miniaturization

opens up many exciting opportunities in this field. Besides the potential for a

reduction in cost and complexity, perhaps the greatest value of microfluidic flow

cytometers may lie in their ability to provide functions that go beyond what is

possible with conventional technology, as shown in some of the examples below.

Today, laboratory flow cytometers are indispensable in many areas of basic bio-

logical research and clinical diagnostics, for example in counting CD4+

T-lymphocytes for HIV diagnostics. Their utility is largely due to the ability to

analyze individual cells and particles rather than population-averaged values and to

isolate a selected few cells of interest from an enormous pool of other cells.

The development of conventional flow cytometers began in the 1970s, and since

then the technology has evolved greatly. Despite numerous technical advances,

however, the key principles developed in the early days still form the basis of

modern instruments. High-end laboratory flow cytometers are complex and expen-

sive, and they require highly-skilled personnel for operation and maintenance.

Fortunately, significant efforts have been made in recent years to alleviate these

shortcomings, and robust portable instruments now exist for HIV-screening, hema-

tology, freshwater analysis, and cell culture applications (e.g., Partec GmbH,

Germany; Merck Millipore, USA).

Microfluidic flow cytometers cannot yet fully compete with conventional sys-

tems in terms of sensitivity, speed, and number of simultaneously measured param-

eters, but the gap is narrowing steadily [56]. An important advantage of

microfluidic chips over the expensive machined glass flow cells employed in

macroscale systems is that they are disposable, so that no cleaning and decontam-

ination is necessary, and no expensive maintenance is required. Due to the short

length of the channels, experiments can be conducted at low pressure and with

minute volumes.

Flow-focusing is one of the key technologies enabling precision measurements

of single particles and cells in flow cytometry. In capillary-based systems, a sample

stream emerging from a nozzle is focused by a concentric sheath flow such that

suspended particles pass single file through a well-defined, narrow detection zone.

An important advantage of the method is that no easy-to-clog tubes and nozzles

with diameters comparable to the particle size are needed. On the downside, large

amounts of fluid are consumed, and practical implementations require numerous

discrete optical and fluidic components to be accurately aligned.

Among the first and most successful commercial systems to adopt microfluidic

flow-focusing has been the Agilent 2100 Bioanalyzer (Agilent Technologies
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GmbH, Waldbronn, Germany). This system comprises a laboratory instrument,

which contains a flow control unit and optical detectors, together with a range of

dedicated microfluidic chips for flow cytometry as well as nucleic acid and protein

analysis. As shown in Fig. 8.11, the flow cytometry chip uses hydrodynamic

focusing, albeit in a slightly different configuration as its macroscopic counterparts.

Instead of focusing cells to a central stream, the sheath flow pushes particles

towards the wall where they pass the detector. Readout is done by fluorescence,

which can be excited either by a red laser or a blue LED. Another commercial

microfluidic-based flow cytometer is the Fishman-R of On-Chip Biotechnologies

(Tokyo, Japan). This device features 2D flow-focusing, up to three laser excitation

sources for fluorescence, a sensitivity equivalent to ~200 FITC molecules, and the

ability to also collect scattering signals.

While well-implemented flow focusing has been shown to significantly enhance

stability and precision in flow cytometry, several microfluidic systems have been

proposed that work without it. An alternative to hydrodynamic focusing is the use

of inertial effects to concentrate suspended particles into a narrow stream so that

they pass through the detector one after another [16] (Fig. 8.12). This is particularly

interesting as the hydrodynamic lift forces can be different for particles of different

elasticity. Focusing by inertial microfluidics may thus provide an inherent sorting

based on mechanical properties prior to detection by light scattering and fluores-

cence; this could, for example, facilitate the isolation of circulating tumor cells

(CTCs), which are extremely rare and differ in their mechanical characteristics

from red and white blood cells.

Fig. 8.11 Microfluidic flow cytometry chip design of the Agilent Bioanalyzer system. The sample

channel (a) merges with a sheath flow (b) so that particles are hydrodynamically focused to a

narrow stream at the channel wall (c). They are thereby forced to pass the detection spot single file.
© Agilent Technologies, Inc. 2002. Reproduced with Permission, Courtesy of Agilent

Technologies, Inc.
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The possibility of sorting based on stiffness is just one example of a number of

fascinating possibilities opened up by non-optical microfluidic flow cytometry.

Another physical property that may be used to distinguish different cells and

particles is electrical impedance. Cheung et al. showed that on-chip impedance

measurements conducted in flow-through revealed unique signatures for intact red

blood cells, ghosts, and cells that had been fixed with glutaraldehyde [11].

By combining sophisticated micromechanical, optical, and electrical detectors,

complex physical fingerprints of individual cells can be identified. Genetically

engineered fluorescent proteins or staining with fluorescent antibodies can highlight

specific cellular events or mark a subpopulation in a heterogeneous pool. Physical

Fig. 8.12 Lateral migration at high Reynolds number can be used for microfluidic flow

cytometry. DiCarlo et al. demonstrated this effect for different particles and cells. (a) A mixed

sample of randomly distributed particles enters the device. (b) The particles were focused to the

same streamline, independent of the density of the suspending solution. (c) Polystyrene particles
and silicone oil droplets (density 1.05 g/cm3 and 0.95 g/cm3) also focused to the same streamline.

(Reproduced with permission from [16])
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properties, in contrast, provide information about structure, composition, or size.

A nice example of the value of such combinations is the work of the Manalis-

laboratory towards the integration of mass and fluorescence sensing in order to

characterize cell growth [50]. By measuring mass using the suspended

microchannel resonator (SMR) technology and also reading a fluorescence

signal, Son et al. found that the G1-S transition in L1210 mouse lymphocytes is

triggered when the cells achieve a critical growth rate rather than a critical size

threshold.

Label-free cytometric measurements that indicate whether cells are viable may

be of great value in cell-based assays for drug development. Flow-through imped-

ance-based viability measurements have been demonstrated for a variety of cell

types, including Yeast, Jurkat, MCF-7, and different types of bacteria [11, 41, 45].

Most subcellular particles are at or below the limit of detection for conventional

flow cytometers and cannot easily be sorted. Microfluidic devices, by virtue of

scaling, make this domain accessible. For example, the Chiu-laboratory has created

a nanofluidic flow cytometer shown in Fig. 8.13 for sorting of synaptic vesicles

[46]. The laser-induced fluorescence detection system has single molecule sensi-

tivity, and switching rates up to 10 kHz have been achieved by driving the sample

and sheath flow using electroosmosis. This system enabled the purification of a

subpopulation of vesicles that simultaneously expressed the synaptic vesicle pro-

teins SV2 and VAMP.

8.4.2 Production of Nanoparticles and Protein
Crystallization

The precipitation of solid particles may, at first sight, not appear as a fitting

application for microfluidic devices, as even a partial block due to a single particle

Fig. 8.13 Microfluidic system for fluorescence activated sorting of subcellular particles. Electro-

phoresis is used to drive the flow of the sample and to switch between two different collection

channels. Reprinted with permission from [46]. Copyright 2012 American Chemical Society
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would disrupt or halt the smooth flow pattern and render the device unusable.

Nonetheless, there are good reasons to venture into this field. We would like to

illustrate this through two exemplary applications. The first one is protein crystal-

lization, relevant mostly to basic science, and the second is the production of

nanoparticles with well-controlled properties for drug delivery. In both areas, the

benefits brought about by the microfluidic environment have the potential to

significantly outweigh any challenges. With careful design and precise flow control,

robust microfluidic particle generation is possible.

In protein crystallization, the goal is to find conditions that favor the formation of

nuclei in supersaturated solutions and allow the subsequent growth of high-quality

crystals. Exploring the enormous space of control parameters requires high

throughput and low-volume methods using as little of the precious protein as

possible per trial. Two-phase flows, in which plugs or droplets containing an

aqueous phase are separated by an organic phase (often fluorinated oil), provide

an excellent basis for setting up large numbers of crystallization trials using

microfluidics. In the simplest implementation, the protein solution is mixed with

precipitants and encapsulated in nanoliter-sized droplets. If the solution is super-

saturated, nucleation and crystallization will eventually occur. This approach has

been demonstrated, for example, by the group of Rustem Ismagilov who generated

droplets using a PDMS microfluidic device and then stored these droplets in thin-

walled glass capillaries for several days [57]. The quality of crystals that grew

during maturation in the glass capillary could then be assessed directly by X-ray

diffraction. High-quality crystals of lysozyme were obtained with this method,

although the kinetics of the process was found to be significantly slower in

nanoliter-sized droplets than in conventional microliter-scale batches. This is not

surprising due to the relatively low probability of the presence of nuclei in a small

volume. When the droplets are embedded in an oil phase that is impermeable to

water and to the solutes in the aqueous phase, this technique belongs to the class of

so-called microbatch methods. Alternatively, the initial condition can be set up so

that the solution is not saturated at first. Gradual dehydration of the droplets in a

water-permeable continuous phase then shifts the equilibrium to favor crystalliza-

tion. This has been done in the droplet-loaded capillary system by alternating

droplets containing the protein/precipitant mixture with droplets containing a

highly concentrated salt solution. Choosing polytrifluoropropylmethylsiloxane

(FMS-121) for the oil phase allowed the exchange of water between adjacent

droplets until the osmotic pressures were balanced.

Protein crystallization is a slow process, with characteristic times on the scale of

hours and days. Separating the long incubation step from the generation of the

different trial batches is a good compromise to satisfy different requirements. In

the first part of the system, a stable continuous flow can be maintained, while in the

second part, the reaction progress can be monitored for extended times and inde-

pendently for the different batches.

When the kinetics is sufficiently fast, particles can be formed in uninterrupted flow

withinmicrofluidic channels. A nice example is thework ofKarnik et al. on generating

nanoparticles for drug delivery by hydrodynamic focusing [33]. By rapidly diluting an
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organic phase injected between two aqueous streams, polymeric drug-carrier

nanoparticles 10–50 nm in diameter were formed as the mixed solution travelled

down a 1 cm long aging channel. At a flow rate of 10 μL/min, the average residence

time in the aging channel was ~70 ms. Such a fast completion of the precipitation

reaction is the exception, rather than the rule, as is evident from the excellent review of

different microfluidic approaches given by Moschou et al. [38]. More often, one sees

the combination of mixing inmicrofluidic channels of 20–100 μm size combined with

a much larger aging reactor in the form of a tube or capillary attached to the

microfluidic device.

8.4.3 Microfluidic Particle-Based Assays

Microparticles employed as a “mobile surface” may greatly improve the through-

put, sensitivity, and specificity of biochemical assays. Particle-based assays

improve throughput over conventional microplate-based methods in two ways.

First, the mobility of particles in the sample accelerates mass transport and shortens

the required incubation times. Second, specially “barcoded” particles that are

functionalized differently may be mixed with a single sample and allow a very

high level of multiplexing when later read by flow cytometry. One of the first

commercially available bead-based multiplex assays is the Luminex platform

(Bio-Rad Inc.). Conventional sandwich assays with fluorescently labeled secondary

antibodies are carried out on mixtures of different beads in micro-well plates. Each

bead population is labeled with a unique fluorescent dye. After incubation and

washing, the sample is analyzed in a benchtop flow cytometer. Because only a

relatively small fraction of the beads in a micro-well is actually need to achieve

statistical significance, and because the reagents are expensive, there is a motivation

to reduce the volume using microfluidics.

The degree of multiplexing that can be attained using spectrally encoded beads is

ultimately limited by the availability of distinct fluorophores and the number of

parallel excitation and detection channels of the flow cytometer. An elegant method

to circumvent this limitation was proposed by the group of Patrick Doyle

(Fig. 8.14). Instead of using batch-produced microbeads, the group generated

small hydrogel micro-carriers by photopolymerization in a multi-laminated stream

[32]. A unique physical barcode was imprinted in each particle by structuring the

UV illumination. Primary antibodies or DNA were immobilized in the gel phase, so

that the entire volume was available for target capture. After collecting the particles

in a microtube and incubating with the sample, the mixture was reinjected into a

microfluidic flow-focusing device, where the gel particles aligned with the flow and

could be read out using fluorescence.

Selectivity and/or specificity in biochemical assays can be improved to some

level by particle-based purification schemes that effectively reduce the relative

concentration of interfering species in complex samples. Functionalized particles

employed as a dispersed solid phase can be easily separated from the mixture by
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centrifugation or by magnetic separation. The latter, in particular, has the advantage

of being applicable to complex samples, such as cell lysates or tissue homogenates,

with minimal preprocessing. By purifying and concentrating bound ligands in this

way, the detection problem is often simplified. Particles that were bound to the

ligand of interest can be captured by immobilized secondary antibodies.
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Chapter 9

Respiratory Drug Delivery

H. Wachtel

Abstract The treatment of diseases by respiratory drug delivery offers a noninva-

sive route to deliver either topically active medications or systemic drugs. Nose and

lung are target organs which provide opportunities for aerosol drug delivery by

deposition on the right surface. However, filter and clearance mechanisms of the

body must be overcome in order to achieve successful applications. Basic mecha-

nisms of deposition and their interplay with the particle size (aerodynamic diam-

eters, approx. 40–80 μm (nose) and 2–5 μm (lung)) and the patient’s inhalation flow
profile are discussed. The required particle size motivates the technological

approaches for aerosol generation by different inhalers. Among them are nebu-

lizers, dry powder inhalers (DPI), pressurized metered dose inhalers (p-MDI), and

non-pressurized metered dose inhalers (np-MDI). Two recently designed examples

of non-pressurized liquid inhalers are presented in more detail as they make direct

use of microfluidic structures in their nozzle and filter designs.

9.1 Introduction

Historically, aerosol treatment of diseases reaches back in ancient times when the

generation of aerosols was based on smoke [1] or water vapor containing ingredi-

ents displaying healthy effects when inhaled, e.g., in Roman baths [2].

To date, the airways can be understood as a series of filter stages starting at the

nose with a relatively coarse filter characteristic and finally ending in the peripheral

lung, where the terminal alveoli are reached through very thin air ducts, the terminal

bronchioli [16]. The airways constitute a natural microfluidic system for aerosols,

and it is the task of respiratory drug delivery to facilitate the transport of droplets or

particles containing drug into the lung. Once delivered at their target region the

particles face different clearing mechanisms or they dissolve and/or permeate into

the tissue and finally the systemic circulation. This process is investigated by

pharmacodynamic studies.
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9.1.1 The Airways as Target for Deposition of Droplets
and Particles

Nasal delivery relies on the relatively small surface area of the nasal mucosa for

topical treatment or the transition into the blood circulation. As the nose acts as a

filter for larger particles, the particle size for deposition in the nose is in the range

from 40 to 80 μm [28]. However, recently the treatment of sinusitis was improved

by smaller particles (MMAD 3.5 μm) in combination with artificially induced

pressure oscillations in the nasal ducts [19].

9.1.1.1 The Lung as Target Organ

While most data on lung deposition mechanisms was originally derived from

studies on healthy volunteers, both, the healthy and the diseased lung are treated

using similar methods. On the one hand, the healthy lung is seen as entrance organ

for the purpose of systemic delivery mainly because of the large surface (~120 m2

in adults), e.g., for the delivery of insulin [25]. On the other hand, the organ of

asthmatics or patients with chronic obstructive pulmonary disease (COPD) is the

target of topical treatment. In order to reach the largest possible airway surface area,

the regions deep in the lung must be treated. Typical applications are the deposition

of bronchodilators and anti-inflammatory agents.

There are four major mechanisms of deposition:

1. Impaction

Large particles are unable to follow the bent air flow

2. Sedimentation

Gravity forces the particles down, where they deposit on the bottom part of the

airway

3. Diffusion

Very small particles are accelerated by impact of molecules (Brownian

motion) and hit the wall

4. Anchoring of fibers

The length of fibers is longer than the diameter of the airway. When the flow

direction changes, the fibers get stuck.

These mechanisms have their competing clearance mechanisms, e.g., the

mucociliary escalator which transports mucus upwards until it is swallowed. On

the microscopic level, macrophages can catch foreign particles. Once the particles

have landed, their fate is governed by surface forces (wetting behavior) which

decide whether the particles will stay at the air–mucus interface or are drowned.

Solubility and/or permeability and size of the remaining particles decide on their

further way into the body. Because of this complex situation many models have

been proposed to explain aspects of the entrance into the lung tissue; however, there

is no general acceptance of such a model yet. A possible approach might be the
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distinction and risk assessment according to solubility and permeability of the drug

substance.

The geometry of the human respiratory tract as well as the breathing patterns of

the individual subjects govern the transport regimes of aerosols in the lung. The

particle properties, e.g., density, shape, surface roughness, and size can be summa-

rized in an equivalent diameter, the aerodynamic diameter. The nose or the oral

cavity represent a first coarse filter unit. Nose models [24] and mouth–throat models

[12] have been created in order to investigate the deposition in these regions.

Figure 9.1 gives an insight of the complex geometry of the lung when following

just one single path from the trachea to the most peripheral alveoli. Using the most

advanced X-ray tomography, the 3D geometry can only be resolved with voxels in

the 0.1 mm range in living subjects. In theory, this provides sufficient quality of the

geometry representation up to the tenth generation (~10 subdivisions in the diam-

eter of 1 mm). However, most segmentations of the human lung are limited to lower

generations because of contrast issues. The aerosol transport can be checked by

radiolabeling. Using a gamma camera, 2D projections of the aerosol deposition in

the lung can be obtained. Also 3D techniques (e.g., Single Photon Emission

Computer Tomography (SPECT)) are available. Their spatial resolution is currently

limited to 6.4 mm (e.g., GE starcam 4000 [18]). Because of this restriction, SPECT

data is often combined with high-resolution CT scans. If labeling of the active

molecule is desired, Positron Emission Tomography (PET) techniques can be

applied [10].

In order to simulate the aerosol transport and deposition, many models have been

developed (e.g., [3, 9, 22]). A consensus-based mathematical model is explained in

detail in the Publication 66 by the International Commission on Radiological

Protection, ICRP [16]. As an example of more recent work, Fig. 9.2 displays a

single path lung model [6]. Lengths and diameters were based on Finlay’s findings

Fig. 9.1 Artist’s view of

the airway along one path

from the trachea (generation

0) to the bronchi and finally

to the alveoli (left) and
magnified view of the

terminal generation

(approx. 23) with alveoli

(right). Between generation

15 and 23 increasing

numbers of alveoli are

attached to the air ducts.

For more details, refer to

Netter [21]
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[9] who refers to Raabe et al. [23] and Haefeli-Bleuer [14]. Angles between the

daughter and parent branches were taken from Raabe et al. [23]. In this model, the

contribution of alveolar volume is considered by boundary conditions defining an

appropriate air outflow for each individual generation. The comparison of Figs. 9.1

and 9.2 illustrates the complexity introduced by considering alveoli and explains

why many models based on computational fluid dynamics (CFD) are limited to

approximately generation 15.

9.1.2 Technical Requirements for Successful Drug Delivery

Key parameters of the aerosol are the aerodynamic diameter and the velocity of the

particles as well as the velocity of the carrier gas. In practice, this translates into the

need for the (aerodynamic) particle size distribution, the exit velocity at the inhaler

outlet, and the air flow rate through the inhaler. In addition, the geometry of the air

duct must be defined, hence the need for 3D CAD data of the inhaler and of typical

patients.

In detail the aerodynamic diameter is an equivalent diameter defining the sphere

of density 1000 kg/m3 which acts with the surrounding air like the arbitrarily shaped

particle. The velocity of the carrier gas is responsible for acceleration or slowing

down the particles and for realistic evaluations its time dependence (flow profile)

must be considered. This flow profile is controlled by the subject/patient using the

inhaler, and it is highly variable (intra-patient and inter-patient). Therefore, patient

training is required and in addition the inhaler must be robust with respect to

variations in flow rate and duration of the inhalation process. The flow resistance

R of the inhaler determines to some degree how fast a patient inhales through this

device. Based on the turbulent flow regime present in almost all of the inhalers R is

Fig. 9.2 Single path model of the respiratory tract from the trachea to the terminal generation

23 [5]
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in good approximation, the square root of the pressure drop (¼inspiratory effort) at

a given air flow rate divided by that flow rate (See Fig. 9.3 for examples of pressure-

flow characteristics). The value of R characterizes the different inhalers.

9.2 Overview of Established Technologies
for Delivery of Microparticles

In the following sections, the technical aspects of dosage forms for inhaled therapy

will be discussed. It must be mentioned, however, that human factor engineering

will become more and more important besides the purely technical facts. It must be

ensured that the operation of inhalers is sufficiently simple and in the long run,

standardization of the main operating steps should be envisaged.

9.2.1 Nebulizer

Preparations for nebulization can be administered by several stationary or handheld

devices. Historically, the combination of drug formulation and device was not

defined and open to recommendations by the health care professional. Future

Fig. 9.3 Pressure drop in inhalers as function of the flow rate
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drug applications will have to specify the nebulizer [10]. Conventional jet nebu-

lizers use pressurized air for atomization of the liquid formulation which has a

typical volume of 1–5 mL. Many jet nebulizers incorporate an impaction plate

which captures too large droplets which are then recycled. Mesh nebulizer use the

ultrasonic vibration of a metal foil which carries multiple orifices through which the

liquid flows and then is broken up into single drops. Ultrasonic nebulizers create

surface waves on the upper side of the liquid which then is disrupted and broken

into small droplets. All nebulizers are active devices, i.e., they consume energy for

the generation of small droplets. This energy is provided by gas pressure or

mechanical vibrations. Advanced nebulizers contain electronic breath control,

may be triggered by the inhalation, and can also register patient compliance data

and permit dose calculations.

9.2.2 Pressurized Metered Dose Inhaler

The pressurized metered dose inhaler (pMDI) is still the most widely distributed

aerosol source for respiratory drug delivery; however, environmental concerns and

the limited availability of innovative drugs in this dosage form limit its application

in the western countries. A metering valve is responsible for the name of this

inhaler. The energy required for the generation of the aerosol is provided by a

propellant made of a liquefied gas. The advent of the ozone hole resulted in a ban of

the propellants consisting of CFCs and enforced the transition from CFC to HFA.

This propellant, however, raises concerns with respect to the Green House Effect

(global warming). Drugs are either solved in a solution of ethanol and propellant or

they are suspended in the propellant. Therefore, they are called solution aerosols or

suspension aerosols. The latter require shaking immediately before application.

The nozzle technology of pMDIs is challenging because typical channels have a

diameter of 0.2 mm and are 0.5 mm long, and they are produced as injection-

molded parts in large quantities (Fig. 9.4). The liquefied gas which is metered and

released from the valve runs through the valve stem and the nozzle, thereby

cavitating and generating bubbles. The exit velocity is high [15] and on their way

to the patient the required small particles form by rapid evaporation of the propel-

lant (flashing).

9.2.3 Non-pressurized Metered Dose Inhaler

Two examples of non-pressurized metered dose inhalers (npMDIs) will be

discussed in detail in Sect. 9.3. The main feature of these devices is that they do

not require any propellant.
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9.2.4 Dry Powder Inhaler

The currently marketed dry powder inhalers (DPIs) are passive devices, i.e., they

rely on the inhalation airflow generated by the patients. The aerodynamic design of

the air ducts inside the DPIs is critical to the robust delivery of drug containing

aerosol. Using the energy provided by the inhalation air flow, the dry powder must

be deagglomerated and the drug particles should be aerosolized providing an

aerodynamic diameter of 2–5 μm. Many drugs used in respiratory therapy are

cohesive, and this feature is worsened by the need for small particles which

generate a large surface area. Two challenges arise: (a) high energy density (high

local velocity) is required to break up cohesive powder beds, (b) the exit velocity of

the aerosol should be low enough in order to avoid high deposition in the patient’s
mouth–throat region. The classical approach to solve this contradiction is to

achieve flowability and to facilitate deagglomeration by creating powder blends.

The primary task of blending is to separate the drug particles by adding large inert

particles. Several alternative formulation approaches are known which overcome

the cohesion by surface engineering.

Fig. 9.4 pMDI nozzles

drilled in PMMA. The

outlet geometry

significantly influences the

spray properties
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Many premetered DPIs rely on capsules as primary package of the powder for

inhalation (e.g., Aerolizer, Breezhaler (Novartis), TwinCaps (Hovione),

HandiHaler (Boehringer Ingelheim), Revolizer (Cipla)) while others use blister

cavities (Diskus, Ellipta (Glaxo), Discair (Neutech), Gyrohaler (Vectura)). In

general, capsule-based systems take advantage of the capsule motion for shaking

and breaking up the powder bed. Reservoir DPIs incorporate a metering function

and expose a defined volume of well-flowing formulation to the inhaled air flow

(TurboHaler(AstraZeneca), EasyHaler (Hexal)).

9.2.5 Formulation Development

All inhaled dosage forms require their specific know how on the formulation

because of the required match of physical–chemical properties between formulation

and inhaler. The degrees of freedom are uncounted for designing formulations;

however, only a few technologies have reached the market. This is explained by

the vulnerable nature of the lung and the extreme care taken in order to assess the

possibly irritating or even toxic effects not only of newdrugs but also of any excipient

in the formulation, as well as extractables and leachables of the device and packaging

materials in contact with the formulation. Table 9.1 gives an overview:

All formulations have in common that a reasonable shelf life should be

guaranteed, approximately 2 years is accepted by many companies as the minimum

specification in the final package.

9.3 Examples of Inhalers Using Microfluidic Technology

9.3.1 Medspray®

In order to obtain improved drug deposition in the lower airways, monodisperse

droplets have been proposed by many authors. Using the mechanism of Rayleigh

Table 9.1 Widely used formulation options

Inhaler Type Description

pMDI Solution Solution of propellant, ethanol, and drug

Suspension Suspension of drug, stabilizer, other excipients in propellant

npMDI Solution Drug solved in water, if required: preservative, stabilizer

DPI Blend Drug blended with lactose or manitol, if required: Mg-stearate or

others

Spray-

drying

Drug, drug/excipient mixture if required blended with excipients

Soft pellets Soft agglomerates of drug particles
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break up, these droplets were generated by the novel MedsprayWet Aerosol Inhaler

[20]. The result of a clinical study in mild asthmatics indicated that 6 μm large

droplets generated the largest effect during and after a dose escalation series from

10 to 40 μg (total mass of salbutamol 80 μg). This dose is below the conventionally

administered 200 μg using a pMDI.

In the handheld Medspray inhaler uniformly shaped droplets are generated by

pumping the aqueous formulation through defined orifices. Small jets are formed

which break up into the said droplets. Their diameter is theoretically 1.95 times that

of the orifice diameter [8]. Therefore, a 2.5 μm nozzle theoretically delivers a ~5 μm
droplet. Coalescence effects increase the mass median droplet size slightly.

Figure 9.5 shows a linear array of nozzles which all generate well-separated droplets.

9.3.1.1 Technical Background of the Droplet Generation

The nozzle consists of an array of many orifices (Fig. 9.5 shows 30 orifices in a

linear arrangement, as an example) with nominal diameters of 1.5–2.5 μm. Special

attention was paid to the surface of the nozzle outlet. For example,

superhydrophobic nanoparticle films on the nozzle surface may improve the

cleaning properties and the onset of droplet generation by facilitating the removal

of undesired large drops or other material [17].

In order to achieve reliable operation, the operating conditions of the nozzle

must be carefully selected. Figure 9.6 gives the operating point with respect to

orifice radius and average exit velocity.

The pump meters a volume of 30 μL liquid per actuation during the time of 1–2-s

duration. Assuming the published data (e.g., 2.5 μm nozzle diameter) and a large

number of nozzle orifices (~100 orifices in parallel), the area-weighted average of the

exit velocity u of a single jet can be estimated. u ~ 41 m/s. This would result in a total

Fig. 9.5 Example of a

nozzle arrangement for

generation of liquid

droplets. Image used with

kind permission from

Medspray
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flow of 1.2mL/min. Velocity u and the orifice diameters are selected in a way that the

operating regime is well within the jetting regime of the Rayleigh breakup mecha-

nism (see Fig. 9.6). The combination of nozzle and pump therefore will support

consistent operation of the delivery system (Fig. 9.7). For further details, refer to [27].

9.3.1.2 Device Properties

The device contains 200 doses which is comparable to classical pMDIs. The

intended air flow rates for inhalation are between 30 and 60 L/min and are enforced

Fig. 9.6 Optimized operating point around 31 m/s exit velocity and 1.25 μm orifice radius. The

jetting regime between 0.2<We< 4 is indicated

Fig. 9.7 Cumulative mass distribution curves versus aerodynamic diameter for aerosols from an

aqueous 0.9 % sodium chloride solution delivered at an air flow rate of 60 L/min from the

Medspray handheld inhaler using 1.5-, 2.0-, and 2.5-μm spray nozzles. Aerodynamic diameters

were obtained via aerodynamic particle sizing. Curves corrected for evaporation effects [8]
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by means of an air flow restrictor, which is present inside the inhalation air duct of

the device. The intention of the restriction is to reduce the inter-/intrasubject

inhalation flow variability. The mouthpiece used has a designed air flow resistance

of R¼ 0.067sqrt(Pa)m3 s�1 to give an air flow of 40 L/min at a pressure drop of

2 kPa. This is slightly higher than the air flow resistance of the Diskus DPI.

The design of the Medspray inhaler was optimized to achieve a look-and-feel

similar to a pMDI (Fig. 9.8). The latest design is shown in Fig. 9.9.

9.3.2 Respimat® Soft Mist™ Inhaler

TheRespimat®SoftMist™ inhaler is thefirst internationallymarketed non-pressurized

inhaler. It addresses the requirements which have been named by Ganderton [13]:

• Generate an aerosol cloud independent of the patient’s inspiration
• Spray duration should cover a substantial part of a slow inhalation (>¼ 1 s)

• High fine particle fraction (<5 μm)

• Low velocity of the generated aerosol cloud

• Simple to use inhaler

• Small size (similar to that of a pMDI)

• Multidose capability (>50 doses)

• Dose counter should be included

• Easy to manufacture and reasonably priced

• Dose uniformity throughout life, resistant to contamination, and with a suitable

shelf life

• Environmentally friendly

Fig. 9.8 Schematic view of a prototype of the Medspray inhaler demonstrating the similarity to

pMDI designs [20]
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In order to meet these design criteria, Respimat was optimized step by step in

several generations of prototypes and clinical samples. Respimat relies on a well-

defined particle size distribution in contrast to monodisperse particles only. The first

clinical studies indicated a high efficiency of the device and for that reason, for

example, the metered dose of Spiriva (Boehringer Ingelheim) was 18 μg in the

capsule-based HandiHaler while Respimat was registered with a therapeutic dose of

5 μg (2 puffs with 2.5 μg each).

Key component responsible for the generation of the soft mist is the uniblock

(Fig. 9.10). It comprises two nozzle outlets which create an impinging jet atomizer.

Because of the small geometric dimensions (5.6 μm� 8 μm) of the exit channels, a

filter unit is integrated in the uniblock. This design prevents the nozzle from

clogging and thus guarantees a long operating life [7]. The production process

relies on the experience about lateral microstructures gained in semiconductor

industry and is highly reproducible because the nozzle structure is transferred

optically. A photolithographic process is applied.

The liquid flow through the uniblock and the subsequent atomization can be

characterized by two nondimensional parameters: the Weber and the Reynolds

numbers. They are defined as follows [4]:

We ¼ ρu2jD=σ and Re ¼ ρujD=μ

where ρ is the liquid density, D the jet diameter, uj the mean jet velocity, σ the

surface tension, and μ the viscosity of the liquid. Table 9.2 gives the operating data

for Respimat with the characteristic length being the hydraulic diameter:

Fig. 9.9 Latest design of

the Medspray inhaler.

Image used with kind

permission from

URSATEC Verpackung-

GmbH
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Figure 9.11 gives a graphical representation of the different flow regimes which

are mainly distinguished by their different Weber numbers. At very low flow rates,

in front of the nozzle exits large surface drops grow. They prohibit the generation of

jets and droplets (not shown). Increasing the flow results in a liquid chain structure

(a). Increasing further the jet velocity, a liquid sheet is formed which is enclosed by

a thicker closed rim (b). This rim opens (c) at further increase of velocity and when

the surface tension of the liquid is reduced. Both variables contribute to an increase

of the Weber number. The unstable rim (d) regime is already suitable for droplet

generation, however for optimum generation the impact wave (e) regime is

preferred.

The repeatable operation of the uniblock nozzle arrangement relies on the

precisely metered volume of 15 μL per actuation. From the cartridge the drug

solution is pumped through a capillary. It passes a non-return valve and is metered

inside a central assembly unit. Upon release of the dose, the capillary acts like a

Fig. 9.10 Schematic view

of the uniblock. The

channel structure is etched

into silicon and the open

structure is closed by a glass

plate bonded on top of the

silicon [26]

Table 9.2 Operating regime of Respimat in the field of impinging jet atomizers

Case

Hydraulic

diameter (m)

Reynolds

number (–)

Weber

number (–) Assessment

Respimat 6.6E�06 738 1840 Impact wave (We)

(a) 4.0E�4 1000 27.5 Liquid chain

(b) 4.0E�4 40.4 58.8 Closed rim

(c) 4.0E�4 294 152 Open rim

(d) 4.0E�4 3536 343.5 Unstable rim

(e) 4.0E�4 5000 687 Impact wave

Assessment of cases (a) to (e) according to Chen [4]. Based on the Weber number Respimat

generates impact waves. Respimat’s micro-jets are responsible for the low Re number, indicating

highly laminar flow

(The Re and We numbers are quoted from the publication Chen et al. [4]. ¼>diameter-related Re
and We numbers)
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piston and pushes the liquid through a filter into the uniblock. A pressure of up to

250 bar is built up and the liquid is pushed through the two nozzle channels. The

atomization is based on the impinging jet principle. According to the nomenclature

by Chen, Respimat operates in “the impact wave” regime (e). The high Weber

number predicts that the Respimat reliably stays in this “impact wave” regime.

The particle size distribution of typical aqueous Respimat products is given in

Fig. 9.12. The measurement was performed using the Andersen cascade impactor

and feeding Respimat at 28.3 L/min with humidified air (>90 % RH). In addition to

a large fine particle fraction which may penetrate into the peripheral lung, it seems

also important to treat the bronchial region; therefore, a compromise between

peripheral treatment and the bronchial airways must be made. Simulations show

that Respimat seems to generate droplets fine enough to minimize mouth–throat

deposition on the one hand but also large enough to deposit in part in the upper

airways on the other hand, thus giving an example for a tuned particle size

distribution where the designed-in width of the distribution may be helpful. The

aqueous particle size distribution generated by Respimat may be influenced by

Fig. 9.11 Illustration of the different flow regimes encountered when increasing the Weber

number of the impinging jet atomization

Fig. 9.12 Typical aerodynamic particle size distribution for the aerosol generated by Respimat®

Soft Mist™ Inhaler, using an aqueous drug solution and an Andersen cascade impactor (relative

humidity> 90 %) (cumulative mass fraction; %� S.D.) [26]
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drying of the individual droplets. Therefore, care must be taken to select proper

environmental conditions. In order to predict the particle size distribution present in

the human airways, humidified air was used for the measurements, simulating the

humidity inside the human body.

Currently, the manufacturing process of Respimat is scaled-up to a yearly

capacity of >40 million units. While casing and mechanical parts of the driving

mechanism can be manufactured by external suppliers, the core (e.g., the uniblock)

and some critical parts as well as the final assembly with 100 % testing of all

devices are handled by Boehringer Ingelheim microParts at Dortmund (Germany).

Figure 9.13 gives a view on the processed wafer from which individual uniblocks

are picked.

Figure 9.14 shows a section through Respimat in order to visualize the mechan-

ical design of the inhaler.

The mechanical design for robustness of the high-pressure components required

a relatively large nozzle holder with its corresponding union nut dimensions.

Nevertheless, it was possible to keep the flow resistance of the device as low as

the one of previous pMDIs.

Fig. 9.13 Mass production

of uniblocks for the

Respimat® Soft Mist™
Inhaler

Fig. 9.14 Section through the Respimat (cap closed)
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9.3.2.1 Comparison of the Medspray Inhaler and the Respimat

Soft Mist Inhaler

The two non-pressurized inhalers described in this chapter rely on microtechnology

for the manufacturing process of their nozzle systems. They use mechanical pumps

for the generation of the required pressure. However, for the patient the different

flow resistances and the different spray durations are obvious differences. On the

technical side, two completely different atomizing principles have been applied,

resulting in alternative nozzle orifice geometries and the corresponding

manufacturing approaches. Table 9.3 summarizes the publicly available key fea-

tures of the two systems.

After exit from the nozzle structure the droplets are generated by the different

mechanisms. However, the initial jet exit velocity is dramatically reduced when the

small droplets (approx. 3–8 μm) are released into the slowly moving air. Similar

cloud velocities are expected for both inhalers; however, only for Respimat the

aerosol cloud velocity (e.g., at a distance of 10 cm from the nozzle outlet) has been

published [15].

9.4 Conclusion

Respiratory drug delivery itself is a microfluidic process which consists of gener-

ating, transporting, and depositing micron-sized particles or droplets in the lungs.

While the lung geometry is individually determined and its variability is out of the

engineer’s scope, aerodynamic particle size distribution and air flow are viable

parameters for influencing deposition of drugs in the lungs. All inhalers depend on

the patients’ cooperation, and therefore training is a key element to successful

therapy. The sheer multitude of inhalers creates the need for standardization of

handling in the future.

In addition to the technical view presented here, the regulatory aspects of

medicinal products [11], combination products (US wording), and medical devices

must be considered when dealing with respiratory drug delivery.

Table 9.3 Comparison of the Medspray inhaler and the Respimat Soft Mist inhaler

Spray

duration

(s)

Number

of

nozzles

(–)

Volume

(μL)

Nozzle

dimension,

diameter

(μm)

Average jet exit

velocity u, [cloud
velocity @ 10 cm]

(m/s)

Total

liquid

flow

(mL/min)

Medspray 2 ~100 30 2.5 31 [–] 0.9

Respimat 1.5 2 15 5.6� 8 112 [0.8] 0.6
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Chapter 10

Drug Delivery Through Microneedles

R. Luttge

Abstract Drug delivery through microneedles is a new form of a pharmaceutical

dosage system. While single microneedles have been clinically applied already, the

out-of-plane integration of a multitude of microneedles in a pharmaceutical patch is

a disruptive technology. To take advantage of micro- and nanofluidics, such active

patches utilize microneedle array (MNA) technology. MNAs are microsystems that

adopt their technical uniqueness by the choice of a fabrication technology. MNAs

can be made of solid, hollow, porous, or dissolvable materials in a cost-effective

manner by the so-called MEMS technology. However, key to their success will be a

proof-of-concept in the clinic, which must demonstrate that the intradermal (nano)

release of drugs and vaccines serve an unmet medical need. In this chapter, we

discuss recently established MNA platform technologies and by means of a case

study we assess novel opportunities for MNAs in drug and vaccine delivery arising

from this novel skin interface.

10.1 Introduction

10.1.1 Medical Need for Microneedle-Assisted Drug Delivery

Best practices in medicine require well-trained healthcare personal and top medical

products to reach market fitness. Today, continuous efforts in technological inno-

vation enable us to offer the best possible care and cure to be customized to a

patient’s needs. The initial purpose of medicine is to diagnose a patient in case of

physiological or mental signs of disease and subsequently provide a medical

prescription to avoid or at least minimize long-term failure in vital body functions.
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Often such therapies benefit from the administration of active pharmaceutical

ingredients (API).

Generally, developments in the pharmaceutical industry aim for novel drug

compounds based on existing and new classes of molecular formulations to combat

life-threatening diseases. However, due to higher and higher expectations of

healthcare systems in modern societies, it is evident that the costs for drug devel-

opment and their trials for approval and acceptance have grown to a level that it has

become a clear bottleneck. Nevertheless, we aim to extend research efforts further

to be able to provide medicine also to the poorest members of society. Therefore, it

is important to evaluate how novel technological concepts may help in reducing

such costs. New technologies must create new opportunities to assist in saving

resources including human capital worldwide and any advances in drug delivery

technology is one such opportunity. From this point of view, the challenges may not

actually lie in finding yet another interesting new drug compound but in adminis-

tering it to a patient in the most effective way everywhere and for all.

In contemporary medicine, a wide range of drugs are formulated to be given

orally, which can restrict bioavailability of a compound and therefore its use may be

suboptimal. On the other hand, many recently developed drugs, the so-called

biologics, which are based on the better understanding of the molecular working

mechanisms of proteins and peptides, are actually broken down in the gastrointes-

tinal tract and are difficult to formulate in a stable form.

Consequently, this category of drugs must be presented to the body in a different

manner. While other routes of delivery may exist, in most cases that a pill does not

suffice, the drug is presented to the body by injection using a needle and a syringe.

In some cases, a patient may need to receive prolonged medication via intravenous

therapy. The medicine may then only be given in a hospital setting, which again

elevates healthcare cost compared to a delivery setting at home.

An attractive alternative route of delivery for such novel APIs is the delivery via

the skin either by a topical application of a cream or by the administration of a

pharmaceutical patch. Currently, there are about 25 drugs approved to be adminis-

trated in the dosage form of a patch. To broaden the utility of patch technology

towards a larger scope of drugs and particular for large molecular weight drugs and

vaccines, a way to circumvent the barrier function of the skin must be found.

Compromising the skin’s barrier function may have wide-scale implications and

should only be considered in a very mild and controlled manner. Nonetheless, we

commonly accept the use of the so-called hypodermic needle for breaking through

the skin and releasing the drug cargo of a syringe or drip into the body, which can

actually be considered quite a harsh way because it comes with a number of side

effects. Many people feel discomfort by the inflicted pain, suffer from needle

phobia and, most importantly, may experience other adverse reactions by the

drug or vaccine being given by such type of bolus injection. Additionally, a large

part of the drug may actually not reach its specific target.

One solution for the optimization of drug delivery and vaccination is to control

release parameters more stringently and target a drug more specifically. Other

means to bypass the barrier function than the hypodermic needle can provide
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additional solutions to better drug delivery. Such alternative technologies may be

found, for example, in electrical discharge, laser ablation, and the application of

ultrasound. However, a more straightforward way to deliver drugs and vaccines into

the skin could be found in the simple miniaturization of the hypodermic needle,

whereby the insertion depth is highly controlled by the device itself. Assemblies of

highly miniaturized needles, the so-called microneedle arrays (MNAs), may just

provide an answer to many of the current needs for drug and vaccine delivery being

faced in advanced medicine.

10.1.2 Microneedle Development in Pharmaceutical
Technology

To tackle the above-stated unmet clinical need, the study of controlled nanorelease

mechanism including microneedle-assisted skin patches is a new field of research.

Charged with the tasks to boost patient compliance, overcome issues such as API

stability, bioavailability, and toxicity and to improve efficacy in drug delivery,

pharmaceutical researchers pick up MNAs as a good candidate for the development

of novel dosage forms. Such novel technologies can encompass the release of drugs

or vaccines simple by applying solid microneedles to the skin as a pretreatment.

Subsequently, a well-established patch can be applied either in the form of a simple

adhesive liner that contains the API dissolved in the polymer matrix of which it is

made of or in the form of a chamber-like patch consisting of an adhesive and an

extended drug reservoir containing the liquid formulation. Unfortunately, while

being used already quite extensively in the cosmetic market, a pretreatment method

is experienced as less reliable and cumbersome and has not found widespread

clinical acceptance. The preferred microneedle-assisted drug delivery technology

is envisaged by microneedles seamlessly integrated with the drug-containing patch

to be applied in one touch. Often such an embodiment is called an active patch.

This requirement leads to a completely new patch design: the MNA, which

contains a defined number of tiny microneedles projecting out-of-plane from a base

plate. MNA patches are nowadays clearly recognized as a possible route of delivery

via the skin by the experts. A variety of different configuration of such MNAs exist

in research and development. Whereas all MNAs should combine two basic

functions: (1) to provide the means of bypassing the skin barrier and (2) to act as

a controlled release interface during the administration of a drug or vaccine via the

skin. Pharmacokinetics of the technical varieties of such patch-type release mech-

anisms can be studied in vitro using either a piece of sliced animal or human skin in

the so-called Franz-Cell, which is a well-defined diffusion setup used for these type

of studies [28]. The Franz-Cell emulates the basic function of the blood circulation

in keeping the skin moist and functional over an extended period of time after

retrieval from the body. On the other hand, this setup is limited to the physico-

chemical investigation of an API’s likelihood to pass the upper part of the skin only.
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Of course, this is a very valuable model to categorize an API’s transport efficiency
against other compounds, which is an important aspect in formulation design.

More sophisticated pharmacokinetic studies include full-thickness ex vivo skin

and animal models, which can take the complex interplay of biology at least

partially into account during the process of an API reaching its target [2]. A suitable

extent of such preclinical studies must be performed prior to being allowed to start

first-in-man, i.e., experiments in the clinical phase.

10.1.3 Routes to Broaden MNA Applications

Governmentally funded research projects in technology are often initiated to better

understand the novel scientific background and eventually assess the possible

benefits and risks that a novel technology may have for society. This is also the

case for drug delivery through microneedles. MNAs in their various customized

forms may offer great potential in revolutionizing pharmaceutical markets, includ-

ing their novel business models. Henceforth, a variety of projects throughout the

world were started to investigate this conceptually totally new way of interfacing

with the human body. Since MNAs are self-limiting medical devices being applied

to the skin, these devices are most suitable for ease-of-use and self-administration

applications and can become the ultimate drug delivery technology in the future.

Besides, MNAs may also be useful devices for novel approaches in diagnostic

challenges such as the measurements of vital biosignals, e.g., electrical signals in

conjunction with wearable electronics or the monitoring of biomarkers contained in

body fluids such as capillary blood similar to the solutions found already in diabetes

disease management. Either of these application ideas may provide its own business

case and must be evaluated against the challenges and limitations of the current

state-of-the-art in these various care and cure market sectors.

In the context of MNA research and development, however, it is important to

realize that players in the pharmaceutical and health technology industries may

have each very different interests. It is not easy to decide if further governmental

investments in MNA technology really add to their market acceptance. It may be

more likely a matter of regulations. Conferring, we already know about the side

effects of drug delivery by hypodermic needle injections, one may question if it is

still ethically accepted to administer drugs and vaccines by this route of adminis-

tration even if alternative technology is available? Boldly summarized, MNA

fabrication technologies are ample investigated since the 1990s. So, is it a technical

challenge that we need to combat or the limitations of today’s business models in

these markets?

In this contribution, we will further focus on the technological aspects of

microneedle arrays. Particularly, we will pay attention to MNA technology for its

application in drug delivery and leaving microneedles for their application as a

biosignal electrode aside. Microneedle-based diagnostics, e.g., by sampling inter-

stitial fluid (or in some cases even blood) has also been vividly discussed in the
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scientific literature [20, 36]. We will only briefly touch upon microneedle applica-

tions for diagnostic sampling in the context of closed-loop drug delivery systems in

the next section.

In conclusion, first, we give an overview of what MNAs are and what they are

good for. Secondly, we will provide a general insight in their fabrication methods

and subsequently, we will discuss technical requirements for MNAs in transdermal

drug delivery and vaccination technology and present the challenges of their

development in perspective of a specific application case.

10.2 MNAs: A New Dosage Form

10.2.1 MNAs: What Are They?

Diverse types of microneedles exist consisting of either ordered or randomly

distributed micro- or even nano needles across a base plate. Additionally, some

microfabricated arrays are configured in an in-plane arrangement, lining up a set of

microneedles being inserted similar to the hypodermic needle but at slightly

different positions all at once. Generally, an MNA is defined as a number of

microneedles arranged in a highly ordered and out-of-plan fashion with a base

plate [21]. Here, we will focus on this out-of-plane class of microneedles with their

technical varieties of their release approaches established in pharmaceutical tech-

nology (Fig. 10.1).

Fig. 10.1 Pharmaceutically established MNA concepts. The technical platforms are shown prior

to attachment to the skin (A) and after (B). The main technical varieties are: MNA add-on with

hollow microneedles serving as flow-through channels connecting a syringe or drug reservoir to

the dermis (a); MNA with solid microneedles coated with a drug-laden layer (b); MNA with drug-

laden dissolvable tips (c); MNA with fully dissolvable drug-laden microneedles (d ); MNA with a

nanopore structure in the microneedles being seamlessly connected to the nanopore structure in the

MNA’s base plate all made from the same material, whereas the nanopore structure acts as an

intrinsic reservoir like a sponge (e)
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All types of MNAs shown in Fig. 10.1 are microsystems that incorporate three

main functions: (1) presenting a drug cargo to the skin, (2) penetrating the upper

layer of the skin by the generation of micro-sized incisions, and (3) controlling

release of the cargo by forming an intimate interface with the skin by means of

exploiting the idea of a patch. Besides precision engineering technologies, MNAs

have been demonstrated to be fabricated by a variety of MicroSystems Technolo-

gies (MST) often also called Micro-ElectroMechanical Systems (MEMS) technol-

ogy. They are either made from metal, silicon, glass, polymers, or ceramics. Some

of these systems may also explore on two types of materials, e.g., drug-laden

microneedle tips from a dissolvable material and the non-dissolvable patch or an

assembly of metal microneedles in a polymer base plate. Either of these technical

solutions may be selected for their specific properties in defining a patch compo-

sition potentially fulfilling a particular clinical need.

MNAs that only pass the drug through the skin via the microneedles have been

shown to serve as an add-on to a standard syringe. Nanopass Technologies Ltd.

[16], Israel, and Debiotech SA [13], Switzerland, are commercial players in this

field. A more compact approach of this concept may be based on integrated MEMS

pumps as it has been also demonstrated, for example, by Debiotech. These systems

lean on microfluidic inkjet technology as previously developed in the printing

industry.

The two most promising configurations of MNAs in current pharmaceutical

technology are the solid MNA utilizing a drug-laden coating on the microneedles’
surface and MNAs with fully or partially dissolvable microneedles containing the

drug in the matrix of the material they are made of. These types of MNAs are

marketed, for example, by Corium International Inc., USA [12]. Alternatively, an

MNA, which enables a drug cargo to be stored inside of its material in a more

generic way, is the concept of a ceramic nanoporous (np)MNA, which is under

development at MyLife Technologies BV, The Netherlands [15], and has been just

recently confirmed in more detail for its utility in pharmaceutical patch

technology [38].

10.2.2 MNAs: What Are They Good for?

ALZA Corporation (Palo Alto, USA), an enterprise in biomedical innovation

acquired by Johnson and Johnson in 2001, has been describing as early as the

year 1981 that there is a need for a new approach to pharmaceutical developments

[44]. While the chemical approach to the invention and improvement of drug

products are one mean to advance drug delivery, ALZA Corporation had been

working on disruptive technology by implementing new dosage forms for admin-

istering medication. One such novel dosage form has been the administration of

medication via the skin using an adhesive patch without any additional physical

means for enhanced drug transport through the skin. Such a patch is generally

applied by the patient once a day. With an eye on allowing to discretely and
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comfortably wear such a patch underneath of one’s clothing, it has a restricted

reservoir function limited by the thickness of the patch and its surface area.

Additionally, this passive dosage form via the skin is limited to small molecular

and highly potent drugs due to the skin’s function to act as a barrier. Introducing an
active form of delivery via the skin by MNAs integrated into patch technology,

however, was not considered for this purpose prior to the mid-1990s.

Despite microsystems technology being explored heavily throughout this period

for microfluidics applications, there was a lack of precise and cost-effective MNA

fabrication technology that could enable the integration of microneedles within a

base plate in a robust and practical manner. For a relatively low density MNA,

assembly of shortened high-precision hypodermic microneedles or glass pipettes

into a base plate may have been performed instead by pick and place processing

either manually or automatically [39]. Alternatively, laser ablation into a metal

sheet and punching-through was also successfully realized as a method to fabricate

MNAs [4, 5]. While these more traditional technical concepts for the fabrication of

MNAs allowed for research and development of this specific dosage form, its

present-day utility is yet a niche in pharmaceutical industry.

10.3 MNA Microfabrication Technologies

10.3.1 History

The development pipeline for microelectronic systems in healthcare may be man-

ifold. These systems may be used to program and monitor the delivery need of a

patient. One such solution in advanced disease management involving drug inter-

ventions in a personalized manner is a pre-programmable dose release schedule.

While examples of such pre-programmable microprocessing units for transdermal

delivery are known in the scientific literature for some time now [35], their current

status in industry remains under development and studies mainly focus on one

clinical parameter, i.e., the measurement of glucose [11, 17].

In this context of “smart” technologies, intelligent devices could also incorporate

feedback monitoring of the concentration of specific metabolites in the skin. In this

configuration, MNAs may not only work as a one-way device but as a two-way

intelligent drug delivery and diagnostic system in one and the same patch. While

this field of research has been overhyped since the year 2000, often referred to as

micro total analysis systems or lab-on-a-chip devices, various microelectronic

technologies are nowadays used in diabetes management though not necessarily

in conjunctions with MNAs. There, frequent monitoring of blood glucose levels and

pump calibration is required to maintain an appropriate delivery schedule. Unfor-

tunately, due to sensor drift fully closed-loop feedback systems for prolonged

periods of time may have to stay a dream. The investigation of microneedles as a

microfluidic nanoportal to the body may be a first step towards the development of
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such advanced medical systems. Fully integrated working prototypes of these

systems, however, have not been demonstrated in clinical practice. Microneedle

fabrication technologies as discussed in this chapter are highly compatible with

production standards in microelectronics and should foster their applications in

sensor-augmented drug delivery systems, too. Learning from the knowledge

acquired at a device–skin interface based on the unique concept of MNAs can

bridge the technology gap to closed-loop systems in the future.

10.3.2 Many Microneedles at Once: Utilizing Lithographic
Masks

Photolithography, employing the exposure of many multiples of the same tiny

features through a mask at once in a batch process, has been originally developed

for the fabrication of the most successful microproduct so far: the integrated

microcomputer chip [18]. Adopting microelectronic technologies, the generation

of MNAs is also based on the faithful repetition of many of the same out-of-plane

features all-over the wafer surface. In advanced MNA technologies, photolithog-

raphy is applied in a variety of process steps to yield a 3D-structure that can either

be used directly as an MNA or it will be adopted as a master for replication of the

MNAs. MNAs present a class of devices related to the research field of

microfluidics, which also capitalize on the development in the established micro-

electronics industry, and is described in its different facets in this book.

This new class of microfluidic devices sets its landmark in the entire Life

Sciences with the introduction of the so-called Laboratory-on-a-Chip (LoC).

These devices allow for a plethora of applications. Some are concerned directly

with clinical applications, like the MNA, others being more in the area of the

fundamental sciences such as cell biology. MNAs are either developed as a

standalone device or integrated with sensors and actuators [27].

Lithographic techniques result in a tip radius of <1 μm, typical outer diameters

below the 300 μm and very well-defined length in the range of a few micrometers to

about 1 mm. Additionally, different needle densities from a few 1000 to as little as

four single needles in a cm2 were demonstrated with different technologies. The

array layout may be circular or squared and even different lengths of microneedles

may be incorporated in the same MNA by well-defined lithographic techniques.

The ability of batch processing allows some means of cost reduction in the

manufacturing process; however, material costs in the case of silicon may still be

too high for applications of MNAs in medicine on the short-term perspective. It has

been shown, for example, that hollow MNAs allow for a flow-through delivery of

vaccines by connecting a syringe to the MNA (Fig. 10.1a), but it is a more logical

aim to utilize MNAs in the form of a self-administered transdermal patch. Recent

publications provide comprehensively reviews on microfabricated microneedles

and evaluate their performance against other delivery techniques, for example, by

McAllister et al. just to name one of the most prominent works [26].
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With respect to high-tech means of fabricating MNAs, their benefits in pharma-

ceutical developments in drug delivery and vaccination technology, the different

types of lithographic-based microneedle devices must be technically and econom-

ically compared to the more traditional means of fabrication such as precision

engineering and assembly or laser ablation and punching. It will depend on the

specific niche that a particular type of MNA will be utilized. Successful introduc-

tion of this active patch incorporating microneedles will also depend on the

evaluation of technology safety and efficiency dependent on the MNA’s release

mechanism, which will to a certain extent be influenced by the selected microfab-

rication methods. In the following section, we will discuss some of the key

microfabrication principles that are extensively discussed for the microfabrication

of MNAs.

10.3.3 Microfabrication Principles

As mentioned previously many good scientific reviews have been published on

microneedles including their fabrication methods and applications, the list of over

100 review papers in the years from 2001 to 2015 is too extensive to be fully

addressed here. Therefore, we have selected a variety of key processes being used

to explain and review the main microfabrication principles for microneedles in drug

delivery and vaccination.

10.3.3.1 Photolithography

This is a technique that illuminates photosensitive polymeric material, called a

resist, through a mask. Photolithography is amble utilized in microelectronics with

thin layers of resist [24]. In this context of MNA fabrication, it may be applied

either to pattern a silicon substrate for subsequent additional steps of etching

of dedicated masking layers or it is directly employed in the fabrication process

of an MNA by applying the so-called thick photoresist, specifically SU-8,

which may be given a specific shape, e.g., by a combination of lithography and

micromolding [22].

10.3.3.2 Laser-Assisted Microfabrication

Laser ablation, stereolithography, and two-photon polymerization are varieties of

laser-assisted microfabrication methods often used in rapid prototyping of

microdevices. Two-photon polymerization is a unique three-dimensional laser-

assisted microfabrication technique being used for the fabrication of microneedles

[7]. In some other text, this technique may even be called 3D printing and is

performed in a polymeric resin. Stereolithography may explore also more complex
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polymeric system containing micro- and nanoparticles such as silicon, silica, metal,

or ceramic particles, often called filler materials. Such materials may be used in

fine-tuning strength and other material properties such as surface charge and

wettability, wear, and conductivity. In some of these cases, the polymer-based

material may be fully converted to another material system, e.g., ceramics or

metals. While resolution of stereolithography is restricted to about 5 μm, the

resolution of two-photo polymerization maybe at the nanometer scale; however,

then this fabrication method is very slow. Even with a micrometer resolution the

technique is still slow for production standards of medical mass products, like

needles and syringes. Laser ablation (cutting) directly into titanium or stainless

steel sheets [26, 29] can be a feasible route to produce a medical product [19];

however, upscaling of these direct-write methods for MNA production is difficult

and most of the MNAs being fabricated by this way are limited to research only.

Nevertheless, when access to such techniques is available, they are great methods to

allow for the study of a number of MNA variables such as microneedle length,

needle array arrangement including density and total number of needles in a patch

of different sizes. Additionally, conceptual design studies of specific tip shapes may

be conducted and can help to investigate the influence of such parameters on the

delivery performance. Finally, the technology may be used to fabricate a master

structure for subsequent MNA production by micromolding.

10.3.3.3 Isotropic Wet Etching

This type of etching in silicon and thin films may be performed in MNA technology

either for the patterning of masking layers or specifically to sharpen pillar structures

to form a microneedle tip. In the latter, MNA devices may be designed as a

combination of a needle shaft with a defined tip. For an MNA in a flow-through

configuration, such structure was created, for example, by dry etching and saw

dicing of a cross-bar pattern in silicon. This combination of process steps resulted in

a highly ordered array of blunt squared columns, which are subsequently converted

into sharp microneedles by isotopic wet etching in HNA [27]. This technique of

isotropic wet etching in HNA (a mixture of nitric, fluoric, and acetic acid) can also

be used to sharpen pillars made directly by reactive dry etching [43].

10.3.3.4 Silicon Bulk Micromachining

This technique exploits directional (anisotropic) forms of wet and dry etching in a

single-crystalline silicon substrate [32] and may be performed in MNA technology

to exploit the sharp transition of different etch-rates between crystal planes by

etching through a mask opening. This opening results in an inverted pyramidal

shape. Subsequently, these master shapes uniformly covering the substrate surface

can be repetitive filled and exploited by cost-effective micromolding [1].

Anisotropic silicon wet etching can be combined with other process steps, such
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as thick-resist photolithography and anisotropic deep dry-etching of silicon for the

micromachining of unique, e.g., knife-like or very pointy, microneedle tips [6, 9,

22, 33].

10.3.3.5 Deep Dry-Etching

This dry-etching technique refers to the deep etching of a substrate through a mask

opening, yielding either highly vertical sidewalls, e.g., high aspect ratios, as a result

of the directional physical bombardment with highly energetic particles and ions

alternated with deposition processes from the gas phase to protect the sidewall or by

controlled plasma composition in the so-called black silicon method [10]. As

mentioned above, this technique can assist in generating a knife-like feature in

combination with wet etching in silicon. On the other hand, it has also been utilized

for the deep-dry etch of pillars to act directly as an MNA. Some examples for

MNAs are described that demonstrate that simply shrinkage of the pillar’s diameter

below a critical value may suffice the criteria to penetrate the skin [37]. Often also

this technique is then combined with isotropic etching to sharpen the pillar tip or

with metal deposition techniques. In the latter, the silicon can be selectively etched

against the metal film, e.g., a metal such as nickel-iron, and a thin-walled

microneedle feature can be realized [26].

10.3.3.6 Electroplating

This electro-assisted microfabrication technique, like the deposition of a thin-film,

is an additive manufacturing technique. Particularly, when the goal is to achieve a

metal MNA, electroplating may be used. Microstructure electroplating requires an

inverted master structure, which first is made by either photolithography or other

advanced lithographic illumination techniques. The electroplated microstructure is

realized by exposing the inverted microstructured mold (often called a template in

this field of work) formed atop of a conductive seed-layer into a bath with a metal-

ion solution and subsequently applying a homogenous electric field between the

seed-layer and a counter electrode. Next, the mold will be filled over time by the

electro-deposited metal-ions from the bath in dependence of the applied current

density. Hence, this process is also referred to as electroforming and in combination

with advanced X-ray lithography may yield particularly long and mechanically

strong microneedles. Furthermore, high-precision electroforming may be

performed with templates realized by micromolding to allow for an economically

feasible route of manufacture [31].
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10.3.3.7 Soft-Lithography

Soft-lithography [42] is a technique that is a technical variant of micromolding.

Since it is utilized in this context of MNAs specifically in the field of dissolvable

microneedles and the manufacture of ceramic nanoporous microneedles, which we

will introduce also in the case study later below, we briefly introduce it here as one

of the MNA microfabrication principles. An MNA structure is made by any of the

techniques mentioned above, and consequently this shape is transferred into poly

(dimethylsiloxane), PDMS, to present after replication the inverted shape of the

microneedle features [30]. It is this soft-mold which can be copied in a diversity of

materials, including ceramic slurry or dissolvable polymers and sugars [3].

10.3.4 Upscaling Production Capacity

Ultimate obstacles in the development of MNAs for pharmaceutical technology are

twofold: (1) the lack of technologies that can be up-scaled to mass production at an

appropriate quality and expenses level; (2) the lack of characterization methods that

facilitate the approval of the MNAs by regulatory affairs. While it is one challenge

to demonstrate even a relatively low number of devices made by any of the

fabrication principles described above in an academic laboratory, the production

of a sufficient number of devices to test the fundamental working principle of these

devices for drug delivery is another.

Although silicon micromachining techniques now exists, which capitalizing on

the industrial standards in microelectronics or the so-called MEMS technology,

investments into a new production line is still very high. Besides general concerns

of using silicon as a biomaterial, additionally, material costs with a value of 1€
per cm2 for plain silicon is also keeping the decision-making process for MNA

technology in pharmaceutical industry at a low pace. Henceforth, replication

techniques by micromolding have been introduced as a feasible route for the

cost-effective fabrication of a multitude of MNAs from a high-precision master,

which can be formed by the aforementioned MEMS technologies. These replica-

tion technologies also open new routes to carry out experiments with other types

of materials than classically known to be patterned at high precision. For exam-

ple, replication allows the generation of MNAs with (bio)dissolvable

microneedles (Fig. 10.1d). The latter has led to the introduction of MNAs in

extensive preclinical and clinical pharmaceutical research and product develop-

ment projects during the course of the last 10 years. An overview of MNAs in

medicine will be given in the following section.
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10.4 MNAs in Medicine: An Overview

Transdermal MNA devices are ranked by the Food and Drug Administration as an

invasive device, since the skin barrier is bypassed and probably also ruptured at

deeper layers than the stratum granulosum. The latter may have as a side effect that

also other substances than the intended drug may intrude the body. Parts of an MNA

patch, which are in direct contact with tissue or risking contact through the handling

of the device have to fulfill stringent rules prior to medical approval. Microbial load

must be characterized as one factor in the failure analysis per technology since

devices that may interfere with the body’s immune system can generate adverse

reactions such as skin rash or even more unfavorable systemic effects such as

infections or poisoning.

The definition of material properties for MNAs is defined mainly by its surface

charge and fracture force. Both values are not yet fully understood for microstruc-

tures of the size of the microneedles in an MNA since measurement values must be

generated under nonideal circumstances compared to measurements performed in

the bulk material and may deviate from the values in the bulk anyway because of a

size effect. Besides, the characterization must be performed with and without the

drug cargo as well as after packaging and storing the medical product in its final

dosage form. Toxicity of the materials and their combinations with the drugs may

be another issue. These validation studies are labor intensive and time consuming

and cannot be transferred in general terms from one type of MNA technology to

another. Despite MNAs’ general potential being widely accepted in the community

of drug delivery technology experts, the benefits received from using an MNA

versus the use of a hyperdermic needle and syringe is not yet fully proven. The

performance of a specific material in the case of drug interference, adsorption, etc.

during storage and delivery also has to be addressed for the different novel MNA

platform technologies and will have to be studied per medical indication prior to

being able to draw general conclusions.

All in all, for these medical developments one has to bear in mind that MNAs are

in competition with other standardized, ultra-fine needle systems either integrated

in a patient friendly pen-like delivery system or as a classical hypodermic needle

mounted on a syringe [14, 18] as well as other means of techniques to penetrate the

skin [34]. A traditional needle and syringe delivery system has over the counter cost

for a disposable needle in between $0.05 and $0.20. Micromolded MNAs probably

can compete with such a low pricing regime. On the other hand, MNAs are a

disruptive drug delivery method within the patch technology industry and enables

compound uptake by the epidermal layer even of large molecules at more comfort-

able conditions, which may allow for a higher pricing regime compared to needle

and syringe. The study of the pharmacokinetics and pharmacodynamics in these

new interfaces needs more research prior to its widespread utilization for the

delivery of large molecules and vaccines. Small molecule release into the skin

are already far better understood and have been marketed at a large volume in

industrial pharmacy in the form of passive patches about 30 years ago. The further
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study of similar mechanism for the release of insulin and vaccines utilizing a single

microneedle at a controlled insertion depth can accelerate the knowledge of new

delivery solutions by MNAs, too [14, 25].

Alternatively, early investor strategies already led to a new MNA drug delivery

technology sector by start-ups of which Zosano is one of the key players

[19]. Zosano’s Macroflux® MNAs (former ALZA) have been described in the

scientific literature for more than 10 years. Currently, they maintain for a number

of indications a product pipeline with one lead candidate in clinical phase 2. To

upgrade MNA technology from a device that purely creates microscale aqueous

conduits in the skin for a subsequent application of an occlusive patch into a fully

packaged and safe drug delivery system comparable to the Macroflux® will clearly

require more than just engineering ingenuity.

Any platform technology must be designed and manufactured as such that it will

not only allow testing for a small number of demonstrators for transport studies of a

few drug compounds in research but ideally serve as a screening instrument

utilizing harvested skin or other suitable models to be able to reach clinical

phase. To evaluate the most promising technology-product combinations of an

API with an MNA technology prior to elevating the experimental level to an animal

model is another challenge for medical engineering. Ideally, the business model for

a specific combination should be evaluated not just based on technology match

(feasibility), but it must also present a better healthcare solution for disease

management, which will subsequently justify investments into clinical trials and

even more investments into the entire development chain. The state-of-the-art of

MNA applications in medicine for vaccination is further illustrated by selected

scientific literature and is highlighted by a specific case study in the next section.

With respect to research in drug delivery technology, devices from the three

well-known technology categories: silicon bulk micromachining, soft-lithography,

and precision engineering have shown enhanced transdermal delivery rates by

circumventing the skin’s barrier function. Exact data of efficacy/bioavailability,

however, are currently still researched. Further, the devices show no or very little

side effects and are considered to be safe with negligible discomfort for the patient

during application. Besides the reduction of pain and a higher likelihood to target

specific biological processes, other clear advantages compared to the hypodermic

needle/syringe concept cannot yet be confirmed. Clinical data on pharmacodynam-

ics for systemic human uptake have not been completed for MNAs. Nevertheless,

there is no doubt that MNA-integrated patches can be manufactured and commer-

cialized as an affordable solution for the painless intradermal delivery of APIs such

as insulin, biologics, or their analogues and vaccines in the near future.

In conclusion, a sufficiently high technology readiness level of a variety of

MNAs has been proven [19]. However, none of the MNA systems discussed are

ready for application in clinical practice. To address the urgency of the topic

publically, great efforts by MNA researchers are made by moving also into the

investigation of factors for MNA acceptance [29].
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10.5 Applying MNAs for Vaccination

10.5.1 Transcutaneous Immunization

With respect to drug delivery technology, the realization of multitudes of many

microneedles in the form of an ordered array attached to the skin may offer

advantages over the traditional approaches using hypodermic needles or chemical

penetration enhancers. For certain applications, for example, whereby the target is

actually in the skin, the insertion of active compounds into the viable epidermis

across a much larger skin area compared to the insertion of compound by needle

and syringe will probably further increase efficacy of the therapy. This is especially

beneficial in the cases of the delivery of a vaccine. The viable epidermis is crowded

with antigen-presenting cells, and these can be perfectly addressed by transcutane-

ous immunization by using a patch [8].

Based on the vast amount of scientific literature on microneedles, it can be

concluded that they are virtually pain-free compared to the hypodermic needle and

potentially reduce side effects by cell targeting. In this respect, MNA patches are

perceived to be particularly valuable for the delivery of childhood vaccines,

conversely, it seems, there is no concise business model to innovate drug delivery

technology in this industry, so far. In the case study below, we will address a

specific type of MNAs, the ceramic npMNA [3] already introduced in the sections

above. Additional scientific experiments may lead to understand the clinical advan-

tage of this unique technology better and assist in its implementation.

10.5.2 Case Study: npMNAs in Immunotherapy

The realization of multitudes of microneedles in the form of a patch attached to the

skin offers advantages over the traditional approaches using hypodermic needles in

vaccination. Despite the highly promising nature of such type of devices, their

introduction to the market is hampered by high costs in development. One such cost

factor is testing of MNAs for their penetration efficiency, for their release mecha-

nism and for their compatibility with the appropriate drug dosage. Scientific

research in drug delivery technology and specifically immunology has demon-

strated that MNAs are generally fit for this application. Also in the case of ceramic

nanoporous (np)MNAs (Fig. 10.2), a similar reality check was performed [2, 38,

40] and we can conclude that this specific technology is generally feasible to deliver

vaccines into the skin.

For this specific ceramic npMNA platform technology, the question remains if

this unique way of release can be implemented in the clinic in competition with any

of the other MNA or vaccine delivery technologies. In other words, when is such a

new platform technology ready for investments by big pharma to take a lead into

advanced clinical phases?
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We started our research on this specific MNA technology at University of

Twente, The Netherlands, in 2004 in the framework of an ongoing nationally

funded academic research project by the Dutch Technology Foundation STW,

applied science division of NWO and the Technology Program of the Ministry of

Economic Affairs. Firstly, we invented a soft-lithography technology for replica-

tion of microneedles into polymers with a unique tip shape [6] following our aim for

an optimized flow-through MNA based on our previous research results in this field.

However, in due course of the project we found that we were able to create a totally

new class of MNA devices by performing micromolding of this unique shape of

microneedles into a ceramic nanoporous material by means of filling the mold with

a well-defined ceramic nanopowder slurry [23]. The soft-lithographic process pro-

vides for a flexible production mold, which facilitates highly conformal replication

of the MEMS microstructure into a ceramic green body. The latter is converted into

a nanoporous ceramic by high temperature binder decomposition [3]. This MNA

technology can lead to a variety of different tip shapes with a sharpness of a tip

radius of below 10 μm, which is capable of penetrating human skin [2] by the

application of loads as low as 300 g of a weight. Most likely this is possible due to

its very specific tip geometry being inspired by the knife-like tip of a classical

hypodermic needle. These types of geometries were previously investigated by

direct silicon etching [6]. Based on the ceramics open pore structure at the nano-

scale, the MNA can be filled directly with a vaccine from solution by capillary

forces (Fig. 10.3) and released upon insertion into the skin by diffusion [2].

One may expect this MNA technology is now ready for licensing and probably it

is, but still such an investor must be found. To enable this commercialization path,

University of Twente’s Holding Technopolis Twente BV created a spin-off and

together with STW granted the exclusive commercial rights of her npMNA tech-

nology to MyLife Technology BV, The Netherlands [15]. A set of business

activities have been started since the start-up’s inauguration in February 2012.

The company’s activities now focus on product and business development of its

MNA platform for patch technology in drug and vaccine delivery. In this contri-

bution, we wish to illustrate just a few considerations that may be relevant to the use

of an npMNA for its inventive uniqueness in the clinic someday and move forward

on the value creation curve. The npMNA platform technology is selected here just

by means of an example. Of course, the aspects given below may also apply to other

types of MNA patches being investigated and developed throughout the world.

Fig. 10.2 Example of an

npMNA configuration atop

of a finger for comparison
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10.5.2.1 Validating for Technology Uniqueness

In contemporary medicine, drug therapies exist that can be further improved simply

by controlling the rate at which the drug enters the bloodstream. For these specific

medical indications, it can be particularly beneficial to use a ceramic npMNA patch

instead. Here, the microneedles and their base plate are nanoporous and seamlessly

connected. One route to find the best technology-product match could be related to

the scientific validation of the influence of using a nanoporous material at the skin

interface. The materials’ extremely high surface-to-volume ratio due to its porosity

(Fig. 10.4) should be explored thoroughly to understand the release mechanism

found in such a nanofluidic system. In the creation of an intimate contact of the

upper skin layer with the very unique nanoporous aluminum oxide surface transport

of molecular compounds is not solely diffusion-based anymore. To investigate this

multiscale transport problem in depth may open new opportunities to fine-tune

release being characterized rather by a multistep profile then just a tiny bolus

injection per microneedle in an array. This effect may be similar to the early

developments of a slow release pill, and we may be also able to incorporate osmotic

agents in the open pore structure of an npMNAs.

In case of vaccination, its efficacy pivots on ease of access of the vaccine to the

dendritic cells in the skin [8]. Delivery of a vaccine through conventional intrader-

mal (i.d.) injection is technically challenging, and often fails due to ineffective

vaccine depot formation in the subcutaneous fatty tissue, hindering its widespread

implementation. We envisage that immune adjuvant delivery through a nanoporous

oxide/skin interface can lead to novel routes of vaccination. A nanoporous oxide

Fig. 10.3 Conceptual

representation of the filling

process for npMNAs [23]
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microneedle patch technology forms a chemically and environmentally very stable

platform. Such stable platform is needed to enable reliable self-administration and

thus facilitate logistically simplified repeated booster vaccination schemes as

required, for example, to induce an optimal antitumor immune response (Fig. 10.5).

Fig. 10.4 Scanning electron micrograph of the nanoporosity of an npMNA (Image courtesy:

M. Smithers, MESAþ, 2014)

Fig. 10.5 Schematic representation of microneedle/nanoporous oxide interface at the skin for one

example of a transcutaneous immunization application (Image courtesy: T.D. de Gruijl, VUmc,

2010)
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10.5.2.2 Characterization of Release Profiles

It is suggested that the particular temporal and positional controlled slow release of

minute amounts of drugs or vaccines from an npMNA patch over up to 8 h

(or roughly 1 day) can offer totally new pathways of compound targeting not

possible to be studied by traditional means of intradermal release of API into the

skin. In an initial release study with the cancer vaccine candidate gp100 [41]

(performed by our partners at VU University Medical Center, Amsterdam, The

Netherlands), we were able to demonstrate this slow release effect by using gp100-

laden npMNAs on a human ex vivo skin model, previously introduced [2], receiv-

ing a biopsy at two time points (Fig. 10.6).

Considering the above uniqueness, the ceramic npMNA release mechanisms

may be optimized further. To be able to utilize this specific reservoir function of the

device, an enforced attachment of the npMNA with the skin is needed, e.g.,

applying an adhesive atop of the MNA patch. This attachment will allow for an

intimate contact between the MNA patch and the skin throughout the immunization

procedure. Generally speaking, such npMNA release profile yields a relatively low

end-point dosage and may be narrowed in its utility to a particular niche of

compounds and medical indications.

10.5.2.3 Validating Geometric Features of the npMNA for Their

Function

The design tested in the gp100 release study above is a specific npMNA with a

relatively high density of microneedles across its surface (Fig. 10.7). The current

production relies on reliably punching of round npMNA patches from the green

body prior to sintering with diameters of about 5–12 mm. Based on this size an
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Fig. 10.6 gp100-FITC fluorescence signals collected from digested biopsies and quantified on a

Fluostar spectrofluorimeter (BMG Labtech) at 485/520 nm comparing the release of a hypodermic

needle versus npMNA (Image courtesy: M. Boks, VUmc, 2014)
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applicator should be designed and marketed as a complementary product with an

MNA patch and an adhesive.

The overall usable area of the mold covers a surface of a circle of a diameter of

about 60–70 mm, which would define also the maximal size of a patch in this stage

of development. Due to the stiffness of a ceramic npMNA, however, there are only

few places on the body that such a large (non-flexible) patch could be placed

without patient discomfort. Of course, this would also depend on the time interval

the patch needs to be pressed tight to the skin for the specific purpose of adminis-

tration. However, considering relatively long application times and keeping the

current status of development in mind, we anticipate that this particular npMNA

technology may be limited to quite low end-point dosage regime, probably in the

microgram range. This dosage is perfectly fine for vaccination. However, bearing

this in mind also analytical challenges probably need to be overcome to fully

evaluate the platform technology’s clinical potential.
Scientific aspects to be determined are whether (epi)dermal nanorelease-

mediated delivery of vaccine from the nanopores in the microneedles acts as a

reservoir, which is superior over conventional i.d. delivery. Dependent on the

various geometric designs, the ex vivo delivery efficacy of npMNA vaccine for-

mulations may be directly compared to conventional i.d. injection of vaccines in a

human skin explant model [2].

The ultimate goal of skin-targeted vaccines is the specific activation of effector

T cells. The subcutaneous C57BL/6 mouse model should be further employed,

since it provides a basis for screening of experimental therapies for both in the

prophylactic and therapeutic setting [2]. Vaccinations may be given in a prime/

boost regimen at an appropriate time interval of several days.

Much more simplified models, e.g., an eggplant [40], could be useful to charac-

terize the geometrical features of an npMNA patch and its delivery performance

(Fig. 10.8).

For a more thorough mechanical evaluation, we suggest to work in such bench-

mark experiments with a ballistic gel model of the skin, which can guarantee

mechanically robust boundary conditions to test different design features of the

microneedles, which could be made also ready for detailed nanofluidic investiga-

tions in conjunction with appropriate confocal microscopy techniques.

Fig. 10.7 Example of an npMNA patch (Right image courtesy: P. van der Linde, University of

Twente, 2014)
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10.6 Conclusion

In this chapter, we introduced the mechanisms of drug and vaccine release via the

skin by means of microneedles. Like an electronic switch in the micro-integrated

circuit, microneedles arranged in an array are multitudes of the same feature across

a relatively large surface area; hence, these can be realized by lithography. Access

to microelectronics technology through foundry services inspired many other

industries to utilize it for their innovative products including the fabrication of

microneedle arrays.

A great many new microfabrication technologies serve now the pharmaceutical

sciences and feasibility for upscaling manufacture of MNAs has been evaluated,

too. Exploiting MEMS technology for the fabrication of high-precision molds is

also available and offers various routes for the fabrication of MNAs by replication

exploring detailed material choices. The abundant, robust production of MNAs by

these different ways of manufacture should pave their way into the pharmaceutical

industry and later into the clinic to be fully explored as a new dosage form of

choice.

Obviously, this solution by utilizing microneedles does not come without chal-

lenges. To guarantee reliable penetration of the skin and the possible limitations in

drug dosage are amongst the biggest issues of this new form of delivery and must be

addressed by engineering design of such devices using suitable models. Addition-

ally, the study of pharmacokinetics as well as pharmacodynamics in drug delivery

technology via an active device on the skin is a fairly new field of pharmaceutics.

Nevertheless, verification of the device quality and pharmacokinetics and—dynam-

ics are currently carefully benchmarked in preclinical and clinical studies and future

research and development should focus on the issues remaining in relation to

regulatory approval and clinical acceptance of such devices. All in all, the use of

MNAs in pharmaceutical technology is still in need for appropriate method devel-

opment in characterizing MNAs against established standards in drug and vaccine

delivery.

In summary, we contemplated the utility of MNAs for (trans)dermal drug release

and vaccination in this contribution. We discussed the variety of configurations and

Fig. 10.8 Oversimplified model for the design of a delivery experiment with npMNAs. Eggplant

and syringe (a); Dissected eggplant and npMNA applied by a plaster and a dye readily dispensed

onto the npMNA (b); npMNA is pressed onto the outside skin of the eggplant (c); insertion marks

on the outside of the eggplant (d); diffused dye on the inner side of the eggplant skin (e)

10 Drug Delivery Through Microneedles 295



properties of these specific microsystems and gave some guidelines for their further

technical assessment and development based on a case study applying ceramic

nanoporous MNAs for their unique nanofluidic release mode in transcutaneous

immunization therapy.
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Chapter 11

Organ on Chip

N. Beißner, T. Lorenz, and S. Reichl

Abstract The process of new drug development is both time and cost intensive.

Therefore, all test systems, in particular during the pre-clinical phase, have to

provide reliable results to minimize the risk of failure at a later stage of drug

development. However, current pre-clinical studies are mainly performed using

experimental animals and in vitro cell culture models, which both are not able to

reliably emulate human physiology. As a consequence, the common test procedures

may be one reason for late-stage drug failures. Hence, improved test systems are

needed, which mimic the diverse and dynamic human physiology and are well

controllable and suitable for high-throughput screening.

High expectations have been raised by the development of organ on chip (OOC)

systems. These novel microdevices combine the benefits of an engineered,

physiological-like microenvironment with the advantages of well-characterized

human cells. Furthermore, due to the small dimensions of OOCs, it is possible to

work with small amounts of drugs, so OOCs are suitable for high-throughput

screening. Moreover, OOCs can include biosensors that allow online measurements

of the viability and functionality of the cells in real time. Additionally, OOCs

containing tissues from different origins can be connected by microfluidic tech-

niques to form multiple OOCs.

This chapter takes a closer look at the technical as well as the cellular aspects of

OOC technology. Subsequently, the presentation of various already developed

OOCs and promising future applications in pharmaceutical research and develop-

ment shall underline the enormous potential of OOCs in the reduction of animal

experiments and the precise emulation of human physiology.
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11.1 Introduction

The development of new drugs is complex, scientifically demanding, and econom-

ically challenging because such a process is both time and cost intensive. In

particular, during the second phase of drug development, or the pre-clinical

phase, the right decisions should be made regarding the further development of a

new drug substance, given that failure of the substance during the third phase, or the

clinical phase, causes high costs and creates a hole in the pipeline of the pharma-

ceutical company. To minimize the risk of late failure, investigations and tests in

the pre-clinical phase, and particularly those regarding the activity, toxicity, and

pharmacokinetics of a drug substance, should be as informative as possible.

Pre-clinical studies have traditionally been performed using experimental animals,

and more recently, whenever possible, two-dimensional (2D) cell culture models

are used. Although both test systems yield significant data for drug development

and also contribute to drug safety analysis, they exhibit several disadvantages.

Animal experiments are always associated with ethical concerns, and the experi-

mental data obtained from animals cannot be uncritically translated to the human

situation. Animals, and particularly animals that differ widely from humans in their

biology, such as rodents, often respond differently to drugs. In contrast, in certain

cases, 2D cell culture models can reduce or replace animal experiments, and thus,

the sacrifice of animals can be avoided. Such models are mostly built from cells of

human origin and therefore do not feature species-dependent differences. Further-

more, these models are very useful for studying single signaling molecules, such as

enzymes, receptors, or ligands. However, in general, 2D cell cultures are not able to

reflect the complex cell–cell interactions of the human body or the extracellular

environment (matrix and mechanical stimuli). This discrepancy often results in a

reduction of the validity of such tests. These disadvantages recently led to the

development of three-dimensional (3D) cell culture models with distinctly

improved cell–cell and cell–matrix interactions. However, similar to static models,

these 3D cell culture constructs mostly did not comprise mechanical stimuli or drug

concentration gradients during testing.

Several of the aforementioned drawbacks were addressed using the methods of

microtechnology, resulting in the development of so-called organ on chip (OOC)

systems. OOC systems are a class of microdevices that allow the cultivation of cells

and that support high expression of organotypic properties by creating an in vivo-

like microenvironment. The goal is not to reconstruct a whole living organ, but

rather to design minimal functional units that reflect tissue- or organ-level func-

tions. The term “chip” was chosen because of the design principle, which is based

on microchip technology and is characterized by multiple channels, splitting and

merging of channels, pumps, valves, and integrated electrical and biochemical

sensors [40]. The term “organ” refers to creating a microenvironmental architecture

that is inspired by respective organ-level function. The first studies concerning

OOC technology had already been carried out by the end of the last century, but

only in the past five years has the number of publications on this topic risen sharply,
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indicating the relevance of this emerging field of research. In the field of drug

development in particular, OOCs offer significant advantages.

OOCs can reduce or replace animal experiments. Human-based tissue-like

structures corresponding to relevant organs can be generated by OOCs, mimicking

the natural complexity of tissues. Furthermore, due to the small dimensions of

OOCs, it is possible to work with small amounts of drugs, so OOCs are suitable for

high-throughput screening. Moreover, OOCs can include biosensors that allow

online measurements of the viability and functionality of the cells in real time.

Additionally, OOCs containing tissues from different origins can be connected by

microfluidic techniques to form multiple OOCs. The response of such multiple

OOCs to drug exposure can also be systemically analyzed, as in animal models. The

basic concept underlying the establishment of an OOC for drug testing is shown in

Fig. 11.1.

This book chapter is divided into three main sections in accordance with

Fig. 11.1. Section 11.2 addresses the OOC technology for particular cell types,

substrates and structures as well as sensors. In Sect. 11.3, different organ systems on

chips are presented, up to the human on chip, whereas Sect. 11.4 is dedicated to the

special applications of OOCs, specifically in the pharmaceutical sector.

Fig. 11.1 Concept underlying the development and use of an OOC for pharmaceutical applica-

tions. The setup begins with the establishment of primary cultures or stem cells from a living

organism or the cultivation of cell lines (left). The cells are transferred into a microfluidic chip. The

specific microenvironment in the chip and the organ-adapted cultivation conditions, consisting of a

suitable medium composition containing growth factors as well as matrix and mechanical stimuli,

support the expression of organotypic properties. Suitable analytical methods, such as

immunostaining (center) or biosensor-based testing, are used to investigate the organotypic state

of the tissue in terms of quality assurance and are also needed for drug testing. Typically, the tissue

is exposed to drug candidates or formulations, and the response of the tissue is measured in various

ways, depending on the functionality of the organ. These responses include, for example, cell

viability, the toxicity or metabolism of the drug substance, pharmacological effects and drug

absorption and transport processes (right). Reproduced from Selimović et al. [35] with permission

of Elsevier

11 Organ on Chip 301



11.2 Organ on Chip Technology

OOC technology aims to build more realistic in vitro models by integrating cell

cultures into microfluidic channels and structures. These systems combine the

benefits of an engineered, physiological-like microenvironment with the advan-

tages of well-characterized human cell lines. Furthermore, OOCs offer the potential

for parallelization and increased throughput, which are important for drug screen-

ing [40]. Due to the complexity of such systems, extensive manufacturing tech-

niques and wisely chosen materials are needed [4]. In the following paragraphs,

cellular as well as technical components needed for the construction of OOCs shall

be explained in more detail.

11.2.1 Cell Types

Before taking a closer look at the substrates and structures on which cell cultures are

immobilized, the different groups of cells commonly used in OOCs shall be

introduced. The cells utilized in common chip systems can be divided into three

main groups: primary cells, immortalized cells, and stem cells.

Primary cells are cells that have been extracted directly from an organ or a tissue,

without further modification. Although they have a morphology and a metabolism

similar to their in vivo counterparts, these cells are difficult to obtain and to

maintain and can only be cultivated for a limited period of time. Moreover, the

cell population and its characteristics can differ from extraction to extraction,

complicating standardization.

In contrast, immortalized cells are readily available, standardized, and normally

well characterized. These cells can be obtained from clinical tumors or by chemical

or viral modification of primary cells. This immortalization ensures continuous cell

division for an extended time period. As a consequence, the phenotype of the cells

might be altered compared with the original in vivo cell type.

Last but not least, stem cells are the most promising cells because of their

enormous, controllable differentiation potential and their physiological phenotype.

These cells’ limited availability and ethical concerns in the application of embry-

onic stem cells have led to great popularity for the induction of pluripotent

stem cells. With this technique, which was honored with the Nobel Prize in

2012, it is possible to obtain stem cells from biopsies and other adult tissue by

reprogramming. Various cell types can then be obtained by subsequent differenti-

ation. Thus, new research fields, such as autologous tissue engineering and person-

alized drug testing, have become possible (see Sect. 11.4.4).
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11.2.2 Materials and Structures for Cell Cultivation

Most human cells, except blood cells, grow on basal membranes or in extracellular

matrix (ECM). Therefore, these adherent cells need an adequate substrate during

cell cultivation. Common materials for this purpose are, for example, polystyrene

and polycarbonate (PC). All of these materials have to ensure proper cell adhesion

and biocompatibility, meaning that they should neither affect cell viability nor

reduce the concentration of compounds in the medium due to adsorption. The latter

effect would also impair the results of in vitro studies by influencing the drug’s
concentration.

In the growing research field of cell cultivation inside a microfluidic chip, all of

these aspects of traditional in vitro models have to be considered as well. To date,

only few OOC systems are commercially available due to their novelty and the fact

that they are currently not able to replace animal testing completely. However,

there are various research approaches in this field. The majority of those OOCs are

built using replica molding processes, also known as soft lithography, with

polydimethylsiloxane (PDMS) as the main substrate [16, 40]. Soft lithographic

fabrication is described in detail in Chap. 2: Fabrication of Microfluidic Devices.

The technique allows easy and rapid modeling of new OOC forms and therefore is

preferred for the development of new systems. As the most commonly used

substrate, PDMS has many desirable properties, such as high biocompatibility,

gas permeability, optical transparency, and flexibility. However, certain OOCs

use other materials, such as polystyrene and PC (see Sect. 11.3.3.1). Moreover,

there are chips that combine PDMS layers with polyester or PC membranes (see

Sects. 11.3.3.2 and 11.3.3.7). The commercially available “Multi-Organ-Chip Plat-

form” by TissUse GmbH, Berlin, Germany (see Fig. 11.2), for example, uses

PDMS layers for the channel structure. As a result, these parts are easy to produce

and are very flexible in the molded geometries. For other rarely changed and

geometrically less challenging compounds (see the adapter plate in Fig. 11.2),

materials such as PC or glass can be chosen.

Generally, in vitro studies are performed using cell cultures in well plates or

insert systems that contain a membrane inlay (e.g., Transwell®, Corning Costar).

Consistent with these well-established techniques, membranes or other functional

surfaces are often used in OOCs, in contrast to the other microsystems already

mentioned in this book. Membranes, for example, ensure the accessibility of both

sides of a cell layer, which is important for permeability studies. This analysis of

active pharmaceutical ingredient (API) transport through a determined cell layer is

one essential task in drug efficacy testing that can be facilitated by OOCs.

Another application for OOCs is safety testing of drugs and chemicals. There-

fore, different functional structures with or without membranes can be used. A good

example is the heart/muscle on chip generated by Grosberg et al. (see Sects. 11.3.3.5

and 11.3.3.6). Here, muscle cells are cultivated on flexible PDMS films, allowing

evaluation of influences on muscular electrophysiology.

Because of their importance for pharmaceutical applications, membranes,

microchannels, and PDMS thin films will be described in more detail in this section.
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11.2.2.1 Membranes

As already mentioned, membrane insert systems (e.g., Transwell®) are widely used

in the field of in vitro cell culture. Because of the accessibility of both the apical and

the basolateral sides of the cell layer, researchers are now able to study processes

such as active or passive transport. The intense demand for insert systems even led

to the development of ready-to-use models that can be purchased from various

companies (e.g., MatTek®, SkinEthic®). Probably because of this widespread use,

Marx and coworkers included cell culture compartments that are compatible with

those in vitro models in their “Multi-Organ-Chip Platform” (see Fig. 11.2). This off-
chip cultivation has to be distinguished from the more frequently used on-chip
cultivation.

For on-chip cultivation, polymer membranes serve as a cell substrate, similar to

conventional static well plates and Transwell® systems. The membranes in these

Pump connectors

Lids

Cell culture compartment
optional with
cell culture inserts
(e.g. Transwell®, Millicell®)

Adapter plate

PDMS layer
(microscopic slide format)

Glass slide

Support with
temperature control

Fig. 11.2 Image of a commercially available OOC system for cell cultivation. Reproduced with

permission of TissUse GmbH
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systems are often made of PC or polyester with a thickness of approximately 10 μm
and a pore size between 0.4 and 10 μm. Apart from general cell compatibility, the

pore size needs to be chosen wisely. Wide pores, on the one hand, allow nutrition

and API passage but can result in cell migration. Smaller pores, on the other hand,

hinder cell migration but can contribute significantly to the permeation barrier.

Therefore, the membrane’s permeation coefficient should not be neglected when

measuring API transport through a cell layer.

Commercially available membranes are often integrated into OOCs (see

Sect. 11.3.3.7). These membranes are similar to those in well plates and can be

prepared with a special coating for cell adhesion. For other OOCs, membranes are

simply cut out of well plate inserts and transferred to the chip system [10].

Membranes can also be made of PDMS. For their production, a microfabricated

silicon wafer with a post array of circular pillars with the desired pore dimensions is

prepared as a negative master. PDMS is then poured over the master and cured with

a heavy weight on top to extrude excess material. Afterward, the porous membrane

can be peeled off (see Sects. 11.3.3.3 and 11.3.3.4). The huge advantages of these

membranes are their exactly defined dimensions and their flexibility. Commercially

available membranes often contain pores of different sizes and inhomogeneous

distribution. Moreover, their rigidity hinders the transfer of strain and motion to the

cell layer (see Sects. 11.3.3.3 and 11.3.3.4).

To achieve cell cultivation on the membrane’s surface, the membrane first needs

to be integrated into the OOC, which is a really challenging step. Usually, bonding

of PDMS layers is ensured by oxygen plasma treatment, as described in book

Chap. 2: Fabrication of Microfluidic Devices. The same procedure can be employed

to bond PDMS membranes and PDMS layers or PDMS and glass surfaces. For

other membrane materials, such as PC, it takes more effort to achieve tight and

leakage-free bonding. In contrast to PDMS or glass, most polymers do not contain

silicon atoms, and therefore, bonding by oxygen treatment is not possible. An

effective alternative method for the integration of a polymer membrane between

two PDMS layers is the use of PDMS mortar. First, toluene-diluted PDMS

prepolymer is applied to both PDMS compounds. Second, the membrane is aligned

with one PDMS layer. Finally, the second PDMS layer is attached [5]. An OOC

built using this method is shown in Fig. 11.3. Nevertheless, for large membrane

areas, supporting structures such as small posts might be necessary to guarantee

stability when using the system and applying fluidic pressure [1, 23]. After OOC

assembly, the membranes are often pretreated by coating with ECM proteins such

as collagen, fibronectin, or laminin to support cell adhesion.

11.2.2.2 Microchannels

Another surface design for drug permeability studies is the use of microchannels,

which operate similarly to a membrane. These channels have a height and width of

a few micrometers and a much bigger length, of approximately 30–800 μm [26, 28,

37]. These microchannels are normally used in PDMS-based systems, in which they
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are located between the PDMS layer and the glass substrate. The microchannels can

easily be fabricated using a two-step soft lithographic process. Here, SU-8 serves as

a negative photoresist, and therefore, only the exposed areas will remain after

development (see book Chap. 2: Fabrication of Microfluidic Devices). First, a

thin layer of SU-8, with a thickness equal to the microchannel height, is spin

coated. Second, exposure is performed using a mask containing small grooves

with the microchannels’ dimensions. As a result, microridges will remain at the

bottom of the master, which will lead to the desired microchannels in the PDMS

mold. Third, a second, much thicker layer is spin coated to generate feeding

channels and other structures [48]. Finally, the PDMS layer is bonded to a glass

substrate to cover the channels.

Another method of obtaining a master is the use of a bulk silicon substrate. The

formation of controlled small gaps as well as bigger channels can then be ensured

using deep reactive ion etching (DRIE) [28]. Unfortunately, the substrate as well as

the process is much more expensive than fabrication using SU-8 masters. The use of

such microchannels in an OOC for cell trapping and drug transport is shown in

Fig. 11.4, as developed by Park et al. [26].

Fig. 11.3 Structure and design of an OOC system for the co-cultivation of endothelial cells and

astrocytes to mimic the blood–brain barrier (BBB), as prepared by Booth and Kim [3]. The PC

membrane is integrated between two PDMS layers containing fluid channels. Electrodes are

deposited and structured on glass slides to allow transepithelial electrical resistance (TEER)

measurement. Reproduced from Booth and Kim [3] with permission of The Royal Society of

Chemistry
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11.2.2.3 Polydimethylsiloxane Thin Films

In the development of muscular test systems with vascular or cardiac muscle cells,

permeability is a less important characteristic. In contrast, tissue contractility,

action potential propagation and cytoskeletal architecture are of interest. The

fabrication of muscular thin films (MTFs), which have been enhanced by Grosberg

et al. [11], allows the development of reliable anisotropic muscular test systems for

safety and efficacy testing (see Sects. 11.3.3.5 and 11.3.3.6). The muscle cells are

cultivated on 18.6 μm-thick PDMS films that bend when the attached cells contract.

The x-projection of the bent films can then be measured optically and serves as a

surrogate for the determination of contractile stress (Fig. 11.5d). The main chal-

lenge in MTF fabrication is to ensure movability of the PDMS films. To achieve

this aim, first poly(N-isopropylacrylamide) (PIPAAm) is spin coated on a glass

substrate as a sacrificial layer. This layer is structured by removal of previously

attached tape. In the next step, PDMS is spin coated and cured on top of the glass

and structured PIPAAm. Subsequently, fibronectin is microcontact printed on the

PDMS surface to ensure anisotropic self-organization of the seeded myocytes. The

PDMS layer is then cut into the desired form. By exposure to culture media at room

temperature, the PIPAAm is dissolved, and the MTF is released for contraction (see

Fig. 11.5a–d).

Fig. 11.4 Device concept of the OOC designed by Park et al.; (a) Concept of the microfluidic

channels for cell trapping and drug transport; (b) Schematics of the overall OOC system; (c)
Pictures of cells trapped at the microholes; (d) Tight junctions between cells stained with ZO-1

antibody are visible. Reproduced from Yeon et al. [48] with permission of Springer
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11.2.3 Sensors

As the field of OOCs is quite new, the level of sensor integration is only at its

beginning. In fact, most tests have to be performed offline, but sooner or later,

sensors will be integrated into OOCs for fast and easy online analysis. The first step

has already been reached by integration of small sensors for the measurement of

transepithelial electrical resistance (TEER) in the current OOC generation (see

Sect. 11.3.3.7). In general, methods to control cell morphology and barrier proper-

ties are particularly of great interest. Therefore, optical observations, TEER mea-

surements, and quantification of the permeated amount are performed frequently.

Fig. 11.5 Assembly and use of the heart on a chip developed by Grosberg et al.: (a) Fabrication
process of the PDMS thin films; (b) Batch production for higher throughput; (c) Contractility
assay; (d) Images of the contractility experiment. Reproduced from Grosberg et al. [11] with

permission of The Royal Society of Chemistry
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11.2.3.1 Optical Observation

One of the huge advantages when using PDMS and glass for building OOCs is their

optical transparency. The devices can be placed under an optical microscope during

cell cultivation and analysis, so light phase and scanning electron microscopic

imaging can easily be used for morphological observations. Moreover, cell viability

can be assessed by live/dead staining, and protein expression can be observed by

immunostaining (e.g., for tight junctions) [3]. Fluorescence imaging is additionally

used in many systems to view, for example, isolated axon cells [37] or cell

polarization [17]. The establishment of cell multilayers can also be observed by

using confocal microscopy. The obtained morphological information helps in the

estimation of cellular function and thus allows comparison of the physiological and

the developed phenotypes.

11.2.3.2 Transepithelial Electrical Resistance

Traditionally, TEER measurements are performed in Transwell® systems. The

obtained resistance value serves as a surrogate for epithelial integrity, so changes

such as the formation of tight junctions can be observed as an increase in TEER.

Therefore, resistance values are important for both the estimation of cellular barrier

properties and quality control during cultivation.

To perform TEER measurements, electrodes need to be placed on both sides of

the membrane. The easiest way to implement this technique is similar to the

“macrotechnological” TEER measurements performed using a common

voltohmmeter (e.g., EVOM®, WPI). For the transfer of this measuring principle

to OOCs, special grooves have to be generated in the PDMS layers. Electrode wires

can then be inserted into the system during assembly. The electrode wires on each

side of the cell layer have to be in contact with the fluid to ensure a closed circuit

[10]. A more integrative approach has been achieved by sputter depositing elec-

trode layers with a thickness of less than 1 μm on glass slides. These slides act

simultaneously as a lid for the PDMS fluid channels, whereby the electrodes can be

located above and below the membrane [3] (see Fig. 11.3).

11.2.3.3 Permeability Measurement

In the human body, many physiological barriers hinder drugs from reaching their

site of action. Therefore, in efficacy testing, the amount of drug that can overcome

this barrier is highly important. For this reason, the API concentration on both sides

of the cells has to be measured. Unfortunately, the drug’s concentration on the

donor side is quite low, and on the acceptor side, it is even lower. For offline

analysis, fluid from the compartment is collected and measured using a fluorescence

microplate reader [3] or high performance liquid chromatography (HPLC) [48], for
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example. Future OOCs may also include quantification. However, because of the

low concentrations and the small volumes in OOCs, very high sensitivity is

necessary to detect and quantify the permeated amount. In fact, in most cases,

microsensors cannot provide sufficient sensitivity, so common external methods

will have to be used until better sensors are developed.

11.2.4 Outlook

PDMS is an excellent material for fast fabrication and flexible design. Furthermore,

it has many desirable properties, such as optical transparency and high biocompat-

ibility. Nevertheless, there are certain characteristics that may lead to problems

when PDMS is used in OOCs. PDMS can absorb drugs, proteins, and small

hydrophobic molecules, which can significantly change the concentration of nutri-

tional and testing compounds. This phenomenon may alter the results for drug

permeability assays, as described above. Surface modifications of PDMS to reduce

the absorption can be performed but add significant effort to the manufacturing

process [38]. Furthermore, the transient nature of surface modifications can limit

the viability of cultured cells inside the system. These issues put significant

limitations on OOC models built from PDMS [4]. These problems can be elimi-

nated by using glass as the main material. Glass also has many useful properties for

OOCs, such as good cell adhesion, biocompatibility, optical transparency, and

suitability for repeated sterilization. However, glass is gas impermeable, which

makes an additional supply of gases such as O2 and CO2 necessary. Therefore,

systems built from a combination of several materials might be a promising

approach [50].

Other disadvantages of glass are the time-consuming and expensive traditional

fabrication techniques required, such as wet etching or reactive ion etching

[50]. Novel fabrication methods, and especially laser machining, can facilitate a

much faster glass production process [6]. Furthermore, photosensitive glass has

been developed, which allows direct writing of 3D structures. In the laser-irradiated

regions, the chemical properties of the material are modified. Afterward, these

regions can be removed by successive wet etching [36]. This 3D manufacturing

method is highly interesting for the generation of future OOCs with a complex

geometry for improved cell cultivation and fluid handling. This method also helps

to achieve high levels of integration for different cell cultures as well as for

integrated sensors and actuators. Compared with previously used systems built by

soft lithography, more complex fluid guidance is possible, different organ layers

can be built on top of each other, and several sensors can be integrated into a single

OOC device. Furthermore, free-form constructs with 3D microporosity can be

produced using two-photon polymerization. With this method, it is even possible

to fabricate cell migration constructs inside closed microfluidic chips [25]. This

technique allows the creation of an even more realistic microenvironment com-

pared with common 2D membranes.
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In summary, the next generations of OOC devices may take advantage of novel

materials and fabrication processes. These devices will also feature a high level of

integration, containing incorporated sensors, response elements, and peripheral

microfluidic components. In this way, even feedback loop mechanisms may be

realizable to automatically control, for example, flow, pH, oxygen, glucose, and

growth factors during testing [40].

11.3 Organ Systems on Chips

Within our highly engineered and globalized world, modern society is being

exposed to an increasing amount of new chemicals. Furthermore, driven by demo-

graphic changes and the rising demand for new drugs in the field of pharmaceutical

research and development, the number of new substances has risen dramatically

[21]. As all of these new substances have to be tested from toxicological, pharma-

cological, or environmental perspectives before exposure is permitted, there has

been increasing demand for reliable testing systems.

In the early stages, those tests were performed only in animals. However, since

the postulation of the 3R principle by Russel and Burch in the 1960s, awareness of

the need for reduction, refinement, and replacement of animal experiments has

risen. Even regulatory agencies such as the European Parliament and the Council of

the European Union have been advancing the development of alternative methods.

The marketing ban of cosmetics with animal-tested ingredients in March 2013 is

one of the most important examples of the implementation of the 3R principle in the

EU (Directive 2010/63/EU on the protection of animals used for scientific

purposes).

Furthermore, industrial companies have noticed the enormous potential of

alternative methods not only in drug development, toxicity testing, and environ-

mental research but also in fundamental research. Apart from the reduction in

animal use, the companies are interested in suitability for high-throughput screen-

ing and parallelization, high data quality, good predictability in clinical trials and

especially cost reduction. Unfortunately, common in vitro systems fail to fulfill all

of these requirements. As a result, the demand for improved in vitro models and

innovative organ systems on chips has risen.

For this reason, this subchapter will take a closer look at the past and present

development of different test systems in drug development and will ultimately

focus on the latest inventions in the field of organ systems on chips.

11 Organ on Chip 311



11.3.1 Former and Current Test Systems in Drug
Development

The development of a novel drug is time consuming and cost intensive. During the

10–15 years of development, over 1.3 billion US dollars have to be invested before

the medicinal product is ready for market entry [4].

This development process comprises different phases (see Fig. 11.6). The

process starts with the drug discovery phase, in which the substance of interest

and similar candidates are discovered. After the group of substances has been

reduced to the most promising candidates, those candidates enter the pre-clinical

phase. In this second phase, the safety and efficacy of all remaining compounds are

tested. The results obtained in this stage strongly influence the selection of the most

promising candidates. Thus, this step is extremely important, and therefore, a third

of the budget is spent on the tests in the pre-clinical phase [4]. The few substances

chosen after this step proceed to further formulation development and are ulti-

mately tested on humans during the following three clinical phases.

Evidently, there is much effort and money invested in the pre-clinical phase.

This investment is motivated by the fact that misleading results in this stage may

cause failures in the following processes, which may result in time delay, increased

costs, harm to patients, or even total failure of the drug itself. In certain cases, the

Fig. 11.6 Different phases of drug development
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ineffectiveness or hazard of a drug is not observed until market entry. Thus, after

adverse effects are noticed in patients, the medicinal product eventually has to be

withdrawn from the market.

So, why does the pre-clinical phase often mislead the following phases when so

much money and effort are invested? To answer this question, we will take a closer

look at the testing methods performed in this particular step of development.

Decades ago, animal tests were broadly performed in pre-clinical studies. In

those days, animal tests were very easy to use and had the advantage of a complex-

ity similar to that of humans. Thus, on the one hand, by investigating complete

organisms, it was possible to evaluate the liberation, absorption, distribution,
metabolism, and excretion (LADME) of a drug simultaneously. Furthermore, com-

plex interactions with the immune system could be estimated. On the other hand,

the use of animals has always complicated the interpretation of results. Because of

interspecies differences, the extrapolation of an effect to humans is really challeng-

ing. The results of only a third of successful animal studies have been successfully

confirmed in human clinical trials [4]. Therefore, results in animal tests may

mislead predictions regarding the efficacy of the tested interventions in humans.

History has shown that even between closely related species, the unexpected

harming potential may be high (e.g., thalidomide, Contergan®). In addition to

questionable results, animal experiments are time consuming, not suitable for

high-throughput screening, not standardizable because of variation in material

[29], and cost intensive in their maintenance. Moreover, the enormous ethical

constraints are driving the development of new in vitro methods for the replacement

of animal tests.

Alternatives to animal testing have been developed since the early twentieth

century [34]. With the establishment of in vitro systems, it was possible to reduce

the laboratory equipment needed and the effort required for maintenance. Certain

companies have also established shippable, ready-to-use cell culture models (e.g.,

MatTek®, SkinEthic®), which reduce the user’s need for equipment even more and

thus support the widespread application of in vitro models. Furthermore, influenc-

ing factors such as temperature, the CO2 concentration, and the medium composi-

tion can be more easily controlled in cell culture, improving reproducibility and

reducing the variability of results. Moreover, cell culture systems can be built with

human cells to eliminate interspecies differences. Additionally, the establishment

of cell modifications and diseased cells has facilitated investigation in certain

research fields. All in all, in vitro systems are robust, predictable, and repeatable

alternatives to animal testing [40].

Unfortunately, current in vitro systems lack certain important physiological

conditions, which limits the predictability of clinical results. Most common systems

are 2D in vitro systems and thus lack strain, motion, and other mechanical forces, as

occur, for example, during breathing and peristaltic gut movement. Additionally,

those static systems can simulate neither flow, as in blood vessels, nor nutrition

gradients, such as an oxygen supply. Apart from these conditional factors, common

in vitro systems comprise only few cell types to minimize the cultivation effort.

Missing cell–cell communication is disparate from human complexity, which is
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important for the investigation of pharmacokinetic factors. All in all, misleading

results in pre-clinical phases may result, on the one hand, from interspecies

differences and wide variability in animal testing and, on the other hand, from

common in vitro models’ lack of complexity [40].

11.3.2 From 2D Cell Culture to Organ Systems on Chips

As cell culture started with the cultivation of tissue slices or cell extracts in Petri

dishes, the early in vitro models were 2D [34]. This type of cultivation has always

been advantageous because of its simplicity, its straightforward readouts, and its

suitability for high-throughput applications. However, the importance of a third

dimension quickly became evident [20, 49].

By using ECM materials, such as collagen gels, cultivation in a more physio-

logical 3D pattern became possible. Comparisons of 2D and 3D systems revealed

more physiological cell morphology and metabolism in the improved 3D culture

[8, 13]. The integration of multiple cell types was another step approaching the

natural standard. Unfortunately, the increasing complexity resulted in higher var-

iability, lower robustness of the results, and decreasing applicability to high-

throughput screening [40]. All in all, the attempts to improve common in vitro

systems were limited and emphasized the need for novel and more different cell

culture systems.

An innovative in vitro test system should mimic the simplest and smallest

functional unit of an organ or tissue on a small scale under easily controlled

physiological conditions [40]. To achieve this aim, researchers took advantage of

the latest inventions in the semiconductor industry and the design of bioreactors

[35]. The developed microsystems offer the opportunity to run experiments with a

lower substance amount. This reduced substance amount is advantageous, espe-

cially in the early stages of drug development, when the amount of a novel drug is

limited. Furthermore, the reduced volumes are more similar to physiological

volume ratios than volumes in static in vitro systems are [27]. By integrating

multiple cell types into different compartments in the chip, a cell–cell interface

can be established, and the heterogeneous cell demographics of the in vivo coun-

terparts can be recreated. This diversity is highly important for the predictability of

the resulting chip system [4].

Furthermore, microsystems enable the operator to fully control the biological

microenvironment and to induce physiological forces or gradients. The dynamic

flow systems have shown cell morphologies and metabolism similar to the in vivo

situation (see Sect. 11.3.3.4) as well as an increased lifespan for primary cells

[41, 43]. Moreover, microtechnology can provide surface modifications to induce

self-organization of cells (see Sects. 11.3.3.5 and 11.3.3.6). Fortunately, these

improvements in the cellular environment increase the complexity and predictabil-

ity of in vitro systems but do not result in higher variability of findings [40].
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Apart from the achievement of improvement in in vitro test systems, the user’s
need for easy application also has to be considered. For the user in research or

development, simple experimentation with reliable and reproducible results and

easy transferability to other laboratories is important. Furthermore, parallelization

of experiments, automation, and suitability for high-throughput screening, with

adequate online analytics and endpoint measurements, are necessary for the regular

application of OOC systems in pre-clinical studies. All in all, organ systems on

chips have to face the challenge of precisely emulating important characteristics of

living tissue while remaining simple and easy to use [40].

11.3.3 Single-Organ Chips

To gradually approach the development of an entire body system on a chip (see

Sect. 11.3.5), researchers started by developing single-organ chips that could later

be linked to form a body equivalent. Those single-organ chips were developed by

taking advantage of efforts in the semiconductor industry and microchip technol-

ogy. Various microfabricated models have been reported in the literature, but much

attention was attracted to the lung on chip, which was the first organ chip reported in

Science magazine [15] (see Sect. 11.3.3.3). Since this publication in 2010, many

other biomimetic organ systems on chips have been developed. Unfortunately,

because of the enormous progress in the field of organ systems on chips, this

chapter cannot address all chip systems reported so far. Therefore, only certain

interesting representatives will be explained in more detail.

11.3.3.1 Liver on Chip

One of the most important organs in the human body is the liver. This highly

metabolizing organ transfers both endogenous and exogenous substances to gain

energy or to modify these substances for elimination. As this organ is exposed to a

variety of substances, it has always been of great interest in toxicological and

pharmacokinetic studies. Moreover, liver toxicity has been one major reason for

drug withdrawal, and therefore, pharmaceutical companies have supported the

development of reliable test systems for the pre-clinical phase of drug development

(see Sect. 11.3.1). As a result, a liver on chip system was one of the first commer-

cially available chip systems. The LiverChip®, which was developed by the Mas-

sachusetts Institute of Technology (MIT), can be used for metabolism and toxicity

testing, especially in pharmaceutical drug development. The system provides, for

example, information concerning substance clearance, metabolite identification,

and cytochrome P450 (CYP) interaction.

The dynamic perfusion system comprises two components: a culture plate and a

pneumatic dock (see Fig. 11.7a). The culture plate is composed of twelve separate

wells. Each well contains a scaffold, a filter, a medium reservoir, and a pneumatic
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diaphragm micropump (see Fig. 11.7b). The scaffold and filter are coated with

collagen and bovine serum albumin, respectively. These components help to mimic

the capillary bed structure and to induce a 3D in vivo-like phenotype. The

micropump pneumatically regulates physiological flow rates and shear forces. A

closing lid on top of the cell culture plate can easily be removed for medium

changes or sampling.

The pneumatic dock is located at the bottom of the cell culture plate and can be

controlled by a computer from outside the incubator. Therefore, all electrical

components can be protected from the humidified atmosphere. Furthermore, the

culture plate can be disposed of easily, without renewing the pneumatic dock. Most

parts of the chip are fabricated by computerized numerical control (CNC) machin-

ing. However, the polystyrene and PC scaffolds are formed by microdrilling [9].

A variety of cell types can be seeded onto the scaffold of the LiverChip®.

Monocultures of primary human hepatocytes and co-cultures of hepatocytes with

non-parenchymal cells of either human or murine origin are available. The

co-cultures enable heterotypic cell–cell interaction, which has been shown to

have a positive impact on various cell characteristics [7]. Because of this setup,

the time period of cell viability can be extended to 14 days. This prolonged lifespan

allows the investigation of low-clearance compounds and long-term drug effects.

As a result of the substrate structure, flow simulation, and cell–cell interaction,

Fig. 11.7 LiverChip® (a) Top picture: view from above; bottom picture: side view; (b) Schematic

of a single channel in the culture plate, including a scaffold and filter for cells, a medium reservoir

and a pneumatic micropump. Reproduced with permission of CN Bio Innovations Limited
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cultivation in this liver chip leads to in vivo-like sinusoidal cell morphology which

supports its improved predictability.

All in all, the dynamic 3D LiverChip® offers the opportunity to conduct stan-

dardized and reliable in vivo-like tests for a small number of promising substances

in the later stages of pre-clinical selection. Because of the well-conceived design,

the system is easy to use, and only little space is required (for further information,

see Dash et al. [7], Domansky et al. [9], Van Midwoud et al. [42]; LiverChip®

homepage: http://www.liverchip.com/).

The importance of the liver in safety and efficacy testing was also highlighted by

integration into the first multi-organ chip systems [22].

11.3.3.2 Kidney on Chip

Beyond the liver being the most metabolically active organ, the kidney is the most

important excretory organ of the human body. This organ comprises approximately

one million nephrons, which are composed of renal corpuscles and specialized

tubules. After filtration in the corpuscle, the urine enters the proximal part of the

tubule, where most relevant renal processes, such as active clearance and

reabsorption, occur. Those actions are performed at the renal epithelium, which

separates the blood from the tubular lumen (see Fig. 11.8a). As a consequence of

the renal tasks, the local drug or metabolite concentration can be higher than in

other parts of the body. Thus, the kidney is exposed to higher concentrations of

diverse chemicals and drugs, which may result in adverse effects. Currently,

approximately 20 % of drug failures in clinical phase III and in post-approval

Fig. 11.8 Kidney on chip: (a) Top row: schematic of the tubular epithelium recreated in the

kidney on chip; bottom row: physiological hierarchical order in the kidney; (b) Assembly of

PDMS layers and polyester membrane to form the final chip system. Reproduced from Jang

et al. [17] with permission of The Royal Society of Chemistry
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stages are due to renal toxicity [17]. As a consequence, more reliable renal in vitro

test systems are needed.

In 2013, Jang et al. refined their dynamic microsystem and tested its suitability

for renal toxicity evaluation [17, 18]. For their kidney on chip, they focused on the

proximal tubule, as the most important and smallest functional unit of the kidney.

To mimic the barrier between the tubular and the interstitial fluids, the microsystem

comprised two PDMS chambers, which were fabricated by soft lithography and

micromolding. Both compartments were separated by a porous polyester membrane

that had been precoated with collagen type IV, which is an ECM protein (see

Fig. 11.8b). Although a flow similar to the renal blood flow was generated in the top

channel, the bottom chamber only served as a reservoir and was not connected to

dynamic circulation.

Primary human proximal tubular epithelial cells were seeded on the upper

membrane surface after surface modification. Three days of static cultivation to

form a confluent monolayer were followed by an additional three days of dynamic

cultivation under flow. The applied shear stress, namely, 0.2 dyne/cm2, was similar

to in vivo conditions. Under flow, the cells showed an in vivo-like morphology,

with improved polarization, a columnar cell form and increased primary cilia

formation, in contrast to static Transwell® cultures. Apart from cell morphology,

increased expression of active transporters (Na/K-ATPase), receptor-mediated

transporters (albumin transport), and secondary active transporters (glucose

reabsorption) could be observed. All advanced characteristics could not be obtained

in static Transwell® culture. Therefore, these findings highlight the importance of

physiological flow conditions for the achievement of in vivo-like renal cell char-

acteristics and the development of reliable test systems.

Subsequently, Jang et al. tested the suitability of their chip system for drug

screening by applying the well-known drug cisplatin. This platinum complex

interacts with the DNA and, because of this, is used in cancer therapy. Unfortu-

nately, cisplatin shows nephrotoxicity, mainly because of its accumulation in the

renal parenchyma. As the accumulation is assumed to be the result of certain

species-specific transporter activities (e.g., the activity of organic cation transporter

(OCT 2)), animal models may be inadequate for any predictions. Thus, tests of

cisplatin in a chip system with primary human cells and flow-induced cell charac-

teristics were expected to provide more reliable findings. First, Jang et al. found

apoptosis and cell damage after the application of cisplatin, but they also noticed

that the cells in the chip were able to recover as normal patients do. Second, it was

possible to counteract the negative effect of cisplatin to a great extent by applying

the OCT 2 inhibitor cimetidine. On the one hand, these observations show that the

human proximal tubule on a chip is able to simulate cisplatin toxicity by more

closely mimicking the in vivo situation than static cultures can. On the other hand,

these observations support the hypothesis of species-specific variation in cisplatin

accumulation because of species-specific OCT 2 transportation. As a result, this

type of kidney on chip may be suitable for renal pharmacology, renal drug trans-

port, and toxicity testing in pre-clinical studies. The revealed option for cell

recovery also provides the opportunity for multiple dose application in this OOC.
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The importance of the kidney in safety and efficacy testing was also

highlighted by integration into the first multi-organ chip systems to emulate renal

excretion [22].

11.3.3.3 Lung on Chip

As the liver and kidney have always been of great interest because of their functions

in drug metabolism and drug elimination, the lung was the first organ system on a

chip that was reported in Science magazine and thus attracted much attention [15].

In the human lung, the trachea divides into the two lung lobes and continues to

divide until the deepest and smallest parts, the alveoli. On the large surface of the

alveoli, the gas exchange between air and the blood occurs (see Fig. 11.9b). On the

one hand, this exchange is essential for the oxygen supply, but on the other hand, it

makes the blood easily accessible to drugs. Therefore, the alveolar membrane is

important for the investigation of lung toxicity or pulmonary drug application. For

this reason, the alveolar membrane is an important functional unit that was recre-

ated in the lung on chip developed by Huh et al. [15].

The chip, with its three main chambers, was completely built from PDMS by soft

lithography (see Sect. 11.2.2). The middle chamber was subdivided by an elastic

PDMS membrane to form an alveolar compartment and a vascular compartment

(see Fig. 11.9a,c). Furthermore, this separation gave the opportunity to cultivate

cells differently in the two compartments. On the upper side of the membrane, cells

could be kept under air contact, and in the lower compartment, cells could be

submersed. The remaining two adjacent side chambers were obtained by chemical

etching of PDMS (see Fig. 11.9d). By cyclic vacuum application in those chambers,

a mechanical strain could be transferred to the PDMS membrane, which therefore

Fig. 11.9 Lung on chip: (a) Microfabricated lung with applied cyclic suction; (b) Physiological
breathing motion; (c) Irreversible bonding of the three PDMS layers; (d) Chemical etching of side

chambers; (e) Completed chip system viewed from above (scale bars, 200 μm). Reproduced from

Huh et al. [15] with permission of AAAS
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relaxed and stretched. This motion was meant to be similar to the influences of

in vivo breathing motion and to simulate in vivo-like conditions for the cells (see

Fig. 11.9a, b).

In the lung on chip, transformed cell lines were used (see Sect. 11.2.1). Human

alveolar epithelial cells, namely, NCI-H441, a tumor cell line, were seeded on the

upper side of the membrane, and human pulmonary microvascular endothelial cells

were seeded on the bottom side. For better cell adhesion, the membrane was coated

with fibronectin and collagen, which are ECM proteins. After cell seeding, both cell

lines were first cultivated while submersed in separate media in the alveolar and

vascular compartments. After reaching confluence, the alveolar cells were exposed

to air, and in the interstitial chamber, a medium mixture with a ratio of 1 to 1 was

used for cell nutrition. Due to the dynamic cultivation, the cells were viable for

more than two weeks. Additionally, air-induced surfactant production, increased

TEER values, and reduced albumin permeability were observed.

For the simulation of pulmonary inflammation, a proinflammatory mediator

(tumor necrosis factor-alpha (TNF-α)), which is normally secreted by the lung

parenchyma, was added to the cell culture medium. As a result, the expression of

the infiltration protein intercellular adhesion molecule 1 (ICAM-1) increased, and

thus, applied neutrophils migrated from the vascular compartment to the alveolar

surface. Similar observations were obtained after the application of interleukin-8

and Escherichia coli bacteria. This application simulated bacterial infection, ending

with phagocytosis of the bacteria by the neutrophils.

In additional experiments, the alveolar surface was exposed to silica

nanoparticles with a diameter of approximately 12 nm to evaluate their toxicity.

Triggered by these nanoparticles, ICAM-1 expression was increased, and thus,

neutrophils infiltrated to the alveolar surface. These reactions were intensified

when breathing motion was simulated. Other test parameters also showed a remark-

able difference between static and biomimetic conditions. Therefore, static test

systems may underestimate the toxic effect of an investigated substance. For further

improvement of the system, other aspects, such as alveolar clearance, serum-free

cultivation, and the use of primary cells or stem cells, may be considered.

In conclusion, the human lung on chip allows simultaneous analysis of barrier

properties, permeation, and transport processes. The transparent material facilitates

microscopic observation of processes such as cell migration. Thus, the lung on chip

may be a suitable device for predicting the alveolar effects of chemicals and drugs.

The lung on chip has also been refined into a disease chip for the simulation of

pulmonary edema (see Sect. 11.4.3.1).

11.3.3.4 Gut on Chip

The gut is the most important digestive organ in the human body, and it absorbs

nutritional elements as well as drugs. For this task, a large surface is needed, which

is ensured by the formation of villi and microvilli on the intestinal mucosa.

Moreover, the mucosa serves as a barrier between the intestinal lumen and the
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blood that regulates the uptake and efflux of substances via a variety of different

transporters. Those barrier properties are important for the prediction of drug

absorption and thus have to be investigated in the pre-clinical phase via a gut on

chip, for example.

In 2012, two years after the lung on chip paper was published (see

Sect. 11.3.3.3), the working group of Donald Ingber modified their system to

form a gut on chip [19]. For that purpose, they did not have to change the

construction (see Fig. 11.9); they only had to adjust the application of the PDMS

chip. To emulate the intestinal mucosa, just one cell line was needed, and both

compartments had to be filled with fluid.

For the formation of an intestinal epithelium, the common cell line Caco-2BBE,

a human colorectal carcinoma line, was used. The cells were seeded on the

intestinal side of the ECM-coated membrane. Because of physiological fluid flow,

the cells showed a taller and more polarized cell shape. They also displayed three-

to fourfold higher TEER values than in static culture. Triggered by cyclic strain,

they formed a monolayer with folds and microvilli similar to the natural appear-

ance. This morphology could not be obtained in static Transwell® inserts. More-

over, the cultivation in the chip was less time consuming, lasting only three days,

compared with three weeks in Transwell® culture.

The system was also tested with bacterial flora from the intestinal surface to

improve the in vivo-like conditions. In contrast to static systems, it was possible to

hinder the bacteria from overgrowing and crowding out the cells. Supported by the

continuous flow, it was possible to maintain a stable co-culture of Lactobacillus
rhamnosus GG and Caco-2 cells for more than one week. This symbiosis also

improved the cells’ barrier function. In the static Transwell® system, it was not

possible to maintain the symbiosis. The TEER decreased within 48 h because of cell

death and detachment.

All in all, the gut on chip was able to confirm that flow conditions and motion are

essential not only for mimicking alveolar physiology; in the presented intestinal

device, these influences were also of important interest for the development of

in vivo-like barrier properties and physiological morphology. Moreover, the

microfluidic system allowed co-cultivation of cells and bacteria. This feature is

promising, as the bacterial flora participate in multiple intestinal functions, such as

drug metabolism, and support the intestine’s barrier function. Therefore, this feature
may be essential for future pre-clinical trials. Nevertheless, the gut on chip can be

improved by replacing the tumor cell line or the cultivation with serum. Further-

more, physiological gut peristalsis is more diverse than the applied motion in this

model. As a consequence, whether the simulation of gut motion in the gut on chip is

sufficiently representative of the physiological situation has to be examined.

11.3.3.5 Heart on Chip

The heart is the power unit of the living body. Therefore, cardiac adverse effects

can be severely life threatening. For this reason, pre-clinical studies are performed

to estimate the potential of cardiac risks, such as QT prolongation. Generally, these
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studies are conducted on animals, ex vivo tissue slices, or isotropic cell layers, but

these methods entail all of the disadvantages already mentioned in Sect. 11.3.1.

In 2011, Grosberg et al. invented a new in vitro system that was completely

different from all common cardiac in vitro systems because of its anisotropic tissue

structure [11]. Their heart model used primary neonatal rat ventricular myocytes

that had been extracted from the ventricles of two day old neonatal Sprague–

Dawley rats. Those cells were seeded on flexible PDMS films (MTFs; for fabrica-

tion, see Sect. 11.2.2.3) whose surface had been modified with a microcontact

printed ECM pattern. This guidance ensured the development of an anisotropic

tissue structure. After four days of cultivation, a monolayer in which the cells

aligned perpendicularly to the fixated MTF front had formed. This innovative tissue

engineering was able to reproduce the physiological alignment of cardiac cells and

the polarization of contractile filaments. An in vivo-like tissue structure was thereby

obtained, which ultimately resulted in high diastolic and systolic stresses, similar to

those of isolated muscle strips. These high stresses could not be obtained with

isotropic cellular alignment.

For the experiments, eight MTFs were transferred to a Petri dish and observed by

a video camera (later, this technology was integrated into a chip system (see

Sect. 11.3.3.6)). A defined simultaneous contraction with a frequency of 2 Hertz

(Hz) was generated by an external field. The resulting film deflection depended on

the obtained contractile stress. This stress could be calculated from the x-projection

of the MTFs, which correlated with the radius of curvature (see Fig. 11.10d, e). The

calculated stress was comparable between the eight films. Grosberg et al. also

investigated the effect of cumulative epinephrine dosing. For this experiment,

they applied increasing concentrations of epinephrine. At every concentration, the

sinusoidal stress profiles were used to calculate the average frequency of contrac-

tion. With increasing concentration, the frequency of contraction also rose. Hence,

Grosberg et al. were able to confirm the chronotropic effect of epinephrine using

their model.

Beyond contractile stress, the researchers also evaluated the electrophysiology

of the MTFs. Before recording the action potential wave front, the MTF contraction

was hindered with an excitation-contraction decoupler. The action potential mor-

phology and wave front propagation were then visualized with a voltage-sensitive

membrane dye (RH 237). This method allowed the assessment of electrophysio-

logical parameters and is, apart from contractility experiments, important for safety

and efficacy testing.

Although the anisotropic MTFs were only 2D in vitro models, they were able to

show systolic and diastolic stress values similar to those of isolated rat ventricular

papillary muscle strip experiments. Moreover, the system applies primary cells, is

easy to fabricate and is suitable for high-throughput screening. As a result, the

model may be used for contractility and electrophysiology evaluation in funda-

mental research and drug development processes, especially after integration into

an OOC (see Sect. 11.3.3.6).
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11.3.3.6 Muscle on Chip

The aforementioned heart on chip was not an actual chip system, but rather served

as the preliminary stage for the integration of MTFs (see Sects. 11.2.2.3 and

11.3.3.5) into a microchip. Furthermore, the heart on chip was the first MTF with

a tissue design similar to that of human striated muscles. This muscle type can be

found in the skeletal muscles and in the cardiac muscle. The striated tissue is

composed of repetitive sarcomeres, which result in the tissue’s striated structure.

Conversely, smooth muscles show spindle-shaped cells without cross-stripes. The

smooth muscle type is found mostly in visceral tissue and blood vessels. As their

structures as well as their behaviors are highly different, an in vivo test system

should differ between those two diverse tissue types.

Therefore, in 2012, an important investigation was performed by Grosberg et al.:

they compared different fibronectin patterns for the formation of both smooth and

striated anisotropic MTFs [12]. The resulting muscular structures were then

Fig. 11.10 Muscle on chip: (a) Photograph of a fluidic channel top, scale bar 10 mm; (b)
Photograph of a muscle chip from the top, channel marked in green, scale bar 2 mm; (c) Schematic

side view of the chip system; (d) Top row: bending of the MTF over time; bottom row: analysis of
the top row (red: x-projection of the contracted film, blue: original film length); (e) An example

output of contraction stress data for a film over time (paced at 1 Hz). Reproduced from Grosberg

et al. [12] with permission of Elsevier
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cultivated separately and were afterward linked to each other. This combination

was a first step toward multi-organ chips (see Sects. 11.3.4 and 11.3.5). Further-

more, the researchers integrated the MTFs into a chip system for the first time (see

Fig. 11.10).

In this study, Grosberg et al. started by producing MTFs as described in

Sect. 11.2.2.3. Afterward, different fibronectin patterns were microcontact printed

onto the film surface. For the vascular smooth muscle films (vMTFs) and the

cardiomyocytes (cMTFs), a pattern of lines with spaces and a “brick-wall” pattern

(also used for the heart on chip; see Sect. 11.3.3.5), respectively, were designed to

emulate the different physiological tissue structures. Human vascular smooth

muscle cells (VSMCs), which were primary cells obtained from human umbilical

arteries, were seeded on the vMTFs and cultivated for four days, until the formation

of a confluent monolayer. For the cMTFs, neonatal rat ventricular myocytes

from two day old Sprague–Dawley rats were used as described before (see

Sect. 11.3.3.5). Both generated a tissue-specific anisotropic monolayer. After cul-

tivation, the MTFs were cut and integrated separately into single chips. The chip

height was adapted to the length of the MTF to ensure no hindrance in film

deflection (see Fig. 11.10b, c).

In contrast to the cMTFs, the novel vMTFs showed no rhythmic contraction. As

smooth muscle tissue, they had continuous contraction, similar to their in vivo

counterparts. Their muscle tone could be influenced by endothelin-1 (ET-1) and

HA-1077. ET-1, as an effective physiological vasoconstrictor, resulted in rising

stress and stronger contraction. HA-1077, a Rho-associated protein kinase (ROCK)

inhibitor, induced complete relaxation by lowering the muscular stress. Both results

met expectations and supported the enormous potential of ROCK inhibitors. The

cultivated cMTFs showed similar characteristics, as investigated in previous pub-

lications (see Sect. 11.3.3.5).

Before combining the two organ chips, striated and smooth muscle films were

cultivated separately. Thus, Grosberg et al. did not have to find an adequate medium

for the two-organ chip, and both films were cultivated under optimal conditions. All

experiments were performed in a buffer that reduced the potential of substance-

medium interactions. The cMTFs were then paced by electrodes with a frequency

of 2 Hz. There was no negative effect on the contraction of the vMTFs. The

application of ET-1 and HA-1077 showed the same results for the vMTFs as before.

Moreover, a decrease in the systolic stress of the cardiomyocytes was observed in

response to ET-1 as well as to the ROCK inhibitor. Thus, this early two-organ chip

analog was able to simulate differing effects on vascular and cardiac muscles and

was able to predict possible cardiac adverse effects.

All in all, by the simple application of different fibronectin patterns, the phys-

iological cellular architecture of smooth as well as striated muscles was success-

fully recreated. Furthermore, the combination of different tissue chips allowed the

simultaneous analysis of diverse tissue behaviors and served as one step toward

multi-organ chip systems.
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11.3.3.7 Blood–Brain Barrier on Chip

The blood–brain barrier (BBB) is a physiological hurdle, especially for molecules

with a molecular weight greater than 500 Dalton (Da). The BBB’s special structure
consists of multiple different cell layers that build and surround the cerebral blood

vessels. Apart from the vascular endothelial cells, with their tight cell–cell connec-

tions, the adjacent astrocytes and pericytes contribute significantly to the barrier

function. As a consequence, strict control of substance passage from the blood into

the brain tissue is obtained, which ensures physiological cerebral homeostasis and

protects the brain from harmful compounds.

In pharmaceutical research and development, the BBB is of increasing interest

because of the rising prevalence of central nervous diseases (CNDs) such as

multiple sclerosis and Alzheimer’s disease. In the therapy for those CNDs, the

effort of the drug depends highly on passage through the BBB, which physiolog-

ically hinders the drug from reaching its site of action. However, there are also APIs

that cannot cross the BBB, with the aim of circumventing adverse effects in the

central nervous system. All in all, therapeutic as well as adverse effects may be

estimated more reliably using a validated BBB chip. Thus, the main objective of

Booth et al. in 2012 was to develop a BBB on chip system as a valid alternative for

many studies on BBB function and drug delivery. The developed μBBB was

intended to address all of the disadvantages of already developed systems

[3]. The model, for example, showed a highly controlled microenvironment,

decreasing cell distances, physiological shear stress, and influences on the endo-

thelial cell layer and allowing better analysis of test compounds. The chip is also an

excellent example of a system allowing easy microscopic observation, despite the

integration of electrodes for continuous TEER assessment.

To achieve those aims, Booth et al. developed a multilayered chip system with

perpendicular crossing channels, built from four PDMS substrates and two glass

layers (see Fig. 11.3). At the crossing, a PC membrane with 400 nm pores was

included. The upper channel was meant to mimic the blood vessels. Therefore, the

immortalized endothelial cell line b.End3 was seeded onto the membrane, and a

high aspect ratio (10:1) was used to promote a uniform shear stress distribution

across the cells. The b.End3 cells were chosen because of their good cell charac-

teristics in previous studies. The researchers had achieved, for example, high

functionality of P-glycoprotein (P-gp) and other transporters as well as relatively

high TEER and permeability values. Adjacent to the endothelial cells, an astrocyte

cell line, or C8-D1A, was used on the bottom side of the membrane. Both cell lines

were of murine origin.

The bottom channel was significantly wider than the top channel to minimize

shear stress influences on the astrocytes. For continuous TEER measurement, two

pairs of thin-film AgCl electrodes were included in the glass slides that were

embedded in the PDMS layers. As all employed material was clear and the

electrodes were designed carefully, microscopic observation was possible and

thus facilitated morphological evaluation.
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After fibronectin coating of the PC membrane, an astrocyte suspension was

injected and left without flow for 2 h. The adhered cells were then cultivated

under flow for two days before the endothelial cells were added in the same way.

Twelve hours later, the flow was increased to the experimental level. As a result of

the co-culture and the influence of the shear stress, the cells expressed cellular

markers such as tight junctional proteins. Therefore, the TEER values in the

dynamic state were tenfold higher than in the static state.Moreover, the co-cultivation

resulted in much higher TEER values than monoculture did. Unfortunately, the

co-culture did not reach in vivo-like TEER values (300Ω cm2 vs. 1000Ω cm2).

However, the chip system showed physiological recovery after the TEER values

were decreased by histamine application. Thus, the BBBmodelmight be suitable for

generating repeatable testing conditions. Additional observations showed that the

permeability of different fluorescently marked dextrans was lower in co-cultivation

than in monoculture. A tested increase in pH up to 10 resulted in significantly higher

permeability and showed that the barrier function could be disturbed.

All in all, this BBB on chip system resulted in TEER values and permeability

coefficients higher than in many previous models, even if not as high as in primary

cell cultures and under in vivo conditions. Further improvements of the model

should also integrate the third BBB cell type, namely, pericytes. All three cell types,

together with serum-free cultivation, may lead to better prediction of in vivo drug

permeability across the BBB.

A different approach has been proposed by Yeon et al., who developed a BBB

chip based on microchannel structures to study drug permeability (see Fig. 11.4).

These diverse OOCs for emulation of the BBB show that the challenge of OOC

development can be faced with relatively different strategies (for further informa-

tion, see Wolff et al. [47]).

11.3.3.8 Various Other Organs on Chips

Apart from all of the organ systems on chips mentioned above, various other special

organs have been under investigation, such as splenon on chip [30] or bone marrow

on chip [39]. Blood vessels on chip are also of particular interest for use as linking

units between different OOCs [33]. In summary, all of the latest developments have

shown that there will be intense but interesting developments in this field over the

coming years, with the objective of emulating human physiology for pre-clinical

substance testing.

11.3.4 Multi-Organ Chips

Until the development of a whole human organ system, multi-organ chips will serve

as an intermediate step to investigate the interplay of different chip systems. By the

combination of a few organ chips, cell–cell signaling and thus communication
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between organs can be investigated, for instance. Furthermore, several steps of the

LADME principle (see Sect. 11.3.1) can be evaluated. Unfortunately, the combi-

nation of multiple cell types and tissues also implies diverse complications, such as

finding the optimal culturing conditions and preventing cellular interactions.

For the construction of multi-organ chips as well as a complete human on chip,

there are two main strategies: first, the linkage of formerly developed single-organ

chips, and, second, the integration of several organs into a single chip device (see

Sect. 11.3.5). The latter has been especially supported by the working group of

Uwe Marx at the Technische Universität Berlin and TissUse GmbH (see Fig. 11.2)

[2, 43]. This group started with a two-organ chip combining a liver compartment

and a skin compartment [43]. These two organs are of special interest because of

their important physiological functions. The liver, as a metabolizing, detoxifying,

and excreting organ, is important for drug metabolism. Furthermore, hepatic

adverse effects are often the reason for substance withdrawal during the develop-

ment process (see Sect. 11.3.3.1). By the combination of liver cells with a biopsy of

skin, the researchers were able to estimate the allergic potential in the skin. Those

insights are highly important for the cosmetic industry, especially since the mar-

keting ban in 2013 (see Sect. 11.3).

The chip system itself was built to have the size of a standard microscope slide,

to minimize space requirements and to obtain more physiological fluid-to-tissue

ratios. The size of the single organ compartment had to be small enough to allow the

combination of up to ten organs for a human on chip (see Sect. 11.3.5) and to

guarantee organ communication. For the crosstalk, a minimum amount of cells is

essential, so Wagner et al. decided to recreate 1/100,000 of the human counterpart

[43]. As a result, the two-organ system was small enough to include two separated

PDMS circuits on one microscope slide. The circular cell culture compartments had

the size of a 96-well plate and allowed the integration of common cell culture filter

inserts for the cultivation of cell lines, primary cells, tissue biopsies, or ready-to-use

models (e.g., MatTek®). Therefore, two different cultivation conditions were pos-

sible. The cells could be exposed to shear stress directly in the channel, or they

could be protected from shear forces in cell culture inserts. The medium was

pumped through the connecting tubing by a peristaltic pump built from three

500 μm-thick PDMS membranes included on the glass slide (see Fig. 11.2). In

this way, the medium volume could be reduced to a physiological ratio. Benefi-

cially, the system showed low maintenance under continuous service and thus

allowed liver and skin cell cultivation for 28 days. Such long cultivation is, on

the one hand, of great interest for examining long-term effects and, on the other

hand, an important requirement for the testing of repeated dose exposure.

Lately, a four-organ chip with an integrated small intestine compartment, a liver

compartment, renal secretion, and skin biopsies was published [22]. With this

stepwise development, researchers are approaching the generation of a human on

chip more and more.
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11.3.5 Human on Chip

The overall aim of the development of a single-organ or multi-organ chip is the

establishment of a whole body on chip, also known as a human on chip. There are

several governmental projects, such as those funded by the American Defense

Advanced Research Projects Agency (DARPA), the National Institutes of Health

(NIH), and other institutions, supporting research in the field of OOCs (see

Sect. 11.4.1).

For the design of a human on chip, two strategies exist. One faces the problem by

linking established single-organ chips (see Fig. 11.11), and the other includes

different organ compartments on one chip (see Fig. 11.12). Regardless of the

strategy, most approaches focus on approximately ten important organs.

Before a human on chip can be established, various challenges in the engineering

as well as in the implementation have to be faced. Apart from challenges also

appearing for single-organ chips, for the construction of a human on chip, organ

proportions and fluid scales are of great interest. Only in consideration of all of

these factors can an exact emulation of physiological circumstances and a reliable

prediction of pharmacokinetics and pharmacodynamics be possible [4, 44, 45].

After the choice of cell type or cell combination, the right medium for all cells

has to be found. Currently, many working groups are using medium mixtures for

multi-organ chips (see Sect. 11.3.4). By the connection of up to ten organs, this

strategy will eventually result in severe medium interactions and lower concentra-

tions of individual nutritional factors. Certain researchers therefore plan to use

human blood to guarantee optimal conditions for all organs. This strategy may

result in lower reproducibility because of natural variability in blood composition.

Moreover, by using whole blood and by combining different organs from various

Fig. 11.11 Schematic of a human on chip formed by the linkage of single-organ chips
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origins, the risk of immune reactions between those compartments increases.

One potential solution for the immune problem and the variation of blood compo-

sition may be the generation of organs and blood equivalents from induced plurip-

otent stem cells (iPSCs; see Sect. 11.4.4).

Problems in the development of human on chip systems have also been

addressed by van der Meer and van den Berg. The authors emphasize that compli-

cating the culture conditions and the whole chip construction might result in blurred

results. Therefore, the emulation of human physiology should always be as simple

as possible. Only highly relevant aspects should be integrated. In certain cases, the

use of cells is necessary, but in other cases, they can be substituted by technical

compounds. Van der Meer and van den Berg also recommended a dialog between

the working groups to develop compatible organ systems for easier combination of

all single-organ chips in the future. A modular plug-and-play system may then be

used to link compatible chips. Other future visions even consider two-way dynam-

ics between cells and technology to generate, for example, a feedback mechanism

between mechanical force units and cellular signaling molecules [40].

Last, but not least, the needs of the industrial users of organ systems on chips

must not be forgotten. In pharmaceutical research and development, for example,

suitability for high-throughput screening, the reliability of results, the demand for a

substance, and costs are important considerations for the implementation of new

in vitro models. Hence, the development of organ systems on chips will only be

successful if the pharmaceutical industry and regulatory agencies are involved in

the development and validation processes.

Fig. 11.12 Vision of a human on chip from TissUse GmbH. Reproduced with permission of

TissUse GmbH
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11.3.6 Outlook

The presented selection of various OOCs highlights the enormous progress that has

been made during the last few years. All of these inventions are promising steps

toward the implementation of more reliable in vitro test systems and thus might

finally be able to replace animal experiments completely.

11.4 Applications

11.4.1 Current Political Development

Organ systems on chips are promising in vitro test systems for many applications.

On the one hand, they can be utilized in toxicity testing of cosmetics and chemicals.

On the other hand, they can be used in processes for novel and generic drug

development or even in special fields such as radiation testing. These examples

emphasize the widespread desire to develop reliable organ systems on chips, and

they may also be the reason for governmental support for this field. The EU, for

example, started a project called “body-on-a-chip” in 2014. In the USA, a similar

project, called “Tissue Chip for Drug Screening,” is being funded by the NIH,

DARPA, and the Food and Drug Administration (FDA). This governmental

funding supports the relevance and value of organ chip studies. Therefore, the

interest of pharmaceutical companies has also risen. All in all, the resulting chip

systems will only be able to meet all of the needs of the participants if governmental

institutions, researchers, and the pharmaceutical industry act in concert during the

development process. Only this collaboration can result in a significant change in

our common pre-clinical test practices.

11.4.2 Organ on Chip in Pharmaceutical Research
and Development

After successful development and validation, OOC systems will contribute signif-

icantly to pharmaceutical research and development. In the drug development

process (see Sect. 11.3.1) and in biowaiver studies for the approval of generic

formulations, these systems may reduce the need for animal experiments and

provide more reliable results. As a consequence, the prediction of clinical studies

will be improved, and late-stage failure may occur more rarely. Apart from the

replacement and improvement of common pre-clinical test systems, organ systems

on chips will offer many new opportunities in pharmaceutical research and devel-

opment. For example, these systems will allow the simulation of diseased organ-

isms or the generation of personalized chips.
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11.4.3 Disease Chips

In the drug development process, a new drug is first tested in animals and in in vitro

test systems. Later, the drug’s safety is evaluated in healthy humans, and only in the

third clinical phase is the substance tested in diseased people (see Sect. 11.3.1). This

approach protects patients from harm but can also result in costly and dangerous

late-stage drug failure. Thus, an early evaluation of pharmacokinetic and pharma-

codynamic parameters in a diseased OOC test system would be advantageous. In

cancer therapy in particular, in which safety and efficacy studies can only be

performed with restrictions because of the drug’s harmful potential, this approach

would be beneficial. Certain examples of already-developed disease states on chips

will be introduced in the following paragraphs.

11.4.3.1 Pulmonary Edema on Chip

As one of the first disease chips, Huh et al. developed a pulmonary edema model

based on their lung on chip system (see Sect. 11.3.3.3). Pulmonary edema can

generally be induced by various diseases or medications. One reason for this

condition is the application of interleukin-2 (IL-2), which is used to treat malignant

melanoma and metastatic renal cell carcinoma. IL-2 can cause inflammation,

extravasation, fluid accumulation, and deposition of fibrin, all of which can be

severely life threatening [14].

In the chip system, these effects were simulated by the application of a clinically

relevant dose of IL-2 to the previously described lung on chip. This application

resulted in leakage of fluid into the air interface, which could be observed as a

meniscus at first and as a complete filling of the alveolar channel after four days. A

further addition of the plasma proteins prothrombin and fibrinogen to the blood

compartment resulted in in vivo-like fibrin clots on the alveolar epithelium. This

debris is also present during physiological alveolar inflammation. Huh et al. also

investigated the permeability of fluorescently labeled molecules. These experi-

ments showed that mechanical forces dramatically decreased the alveolar barrier

function, in contrast to static observations, and therefore are highly important

relative to the in vitro results.

After the emulation of critical disease conditions, Huh et al. used the system to

identify new and promising therapeutics for the treatment of pulmonary edema. For

this reason, angiopoietin-1 (Ang-1) and GSK2193874, a vanilloid 4 (TRPV4) ion

channel inhibitor, were applied separately. Ang-1 stabilized endothelial

intercellular junctions and, by this mechanism, inhibited the influence of IL-2

both with and without mechanical strain. GSK2193874 also inhibited the effects

of IL-2 by hindering the activation of TRPV4 channels, which are generally

activated by mechanical strain and support leakage of fluid.

In summary, first, Huh et al. were able to reproduce results from animal

experiments and clinical tests using their alveolar inflammation chip system,
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without the need for integration of immune cells (see Sect. 11.3.3.3). Second, they

verified the inhibition of edema by Ang-1 and GSK2193874. Last, but not least,

their work emphasized the importance of physiological motion and strain for organ

systems on chips. Therefore, this disease chip might be suitable for the pre-clinical

screening of new drug candidates to detect alveolar adverse effects in an early stage

of drug development.

11.4.3.2 Allergic Asthma on Chip

Asthma is believed to be a leading cause of emergency department visits and

hospitalization in pediatric populations. Allergic asthma is caused by structural

remodeling and an increased presence of immune cells in the alveolar tissue. These

alterations can result in a dramatic increase in smooth muscle tone because of

allergen exposure, which might cause life-threatening airway narrowing (see

Fig. 11.13ai, aii). Unfortunately, only two new drug classes for this condition

have been released into the US market over the last 30 years, which may be the

result of the lack of reliable pre-clinical test systems, such as animal experiments

and tests on ex vivo tissue, including muscle strips (see Sect. 11.3.1) [24].

Therefore, the development of reliable OOC systems is a demanding task, as

addressed in 2014 by Nesmith et al., who improved MTF technology (see

Sects. 11.3.3.5 and 11.3.3.6). For the pre-clinical drug screening of healthy as

well as pathologically altered alveolar tissue, an anisotropic, laminar bronchial

smooth muscle (BSM) tissue was built. Primary human BSM cells were cultivated

on MTFs (see Sect. 11.2.2.3) that had been prepared with a special fibronectin

pattern to obtain an anisotropic tissue structure (bMTFs). After cultivation with

serum for 48 h, a confluent layer was formed. Subsequently, the serum was left out

for 24 h to induce a contractile phenotype, which caused a constant basal tone and

an initial curvature after detaching the film from the substrate.

The addition of interleukin-13 (IL-13), which is a cytokine found in asthmatic

patients, should induce an inflammatory state. Physiologically, IL-13 increases

bronchoconstriction and supports structural remodeling. In IL-13-treated bMTFs,

this altered cell morphology was recreated by increasing the cell size and the

alignment of contractile fibers. Concerning the tone of the bMTFs, no significant

differences in basal values were observed between normal and IL-13-treated

bMTFs (see Fig. 11.13bii, cii). However, differences between these groups

occurred after application of acetylcholine (ACh), which induces contraction (see

Fig. 11.13e). The diseased bMTFs showed hypercontraction, in contrast to healthy

films (see Fig. 11.13biii, ciii), which is similar to the altered reaction in the diseased

state.

Apart from bronchoconstriction, bronchodilatation was also investigated. There-

fore, the beta-agonist isoproterenol was applied with or without previous

ACh-induced contraction. As a result, the healthy bMTFs showed no differences

in relaxation with or without previous contraction, but the asthmatic bMTFs

showed less relaxation after constriction than in the absence of constriction.
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These results are similar to the finding of experiments with ex vivo tissue and are

comparable to findings obtained in patients. Generally, asthmatic patients also show

a weaker response to relaxing drugs after the application of ACh. Hence, the

Fig. 11.13 Human airway musculature on chip: (a) Schematic of healthy (i) and asthmatic (ii)
airways; (b) Schematic depicting ACh-induced contraction of a healthy bMTF chip, scale bar:

2 mm; (c) Schematic depicting ACh-induced contraction of an asthmatic bMTF chip, scale bar:

2 mm; (d) Representative images of bMTFs at basal tone and after ACh administration, scale bar:

1 mm, blue: original length, red: horizontal projection; (e) Calculated stress of bMTFs plotted

against the ACh concentration (* means p< 0.05). Reproduced from Nesmith et al. [24] with

permission of The Royal Society of Chemistry
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allergic asthma model managed to successfully recreate this altered reaction.

Furthermore, the findings show that when applied alone, cytokines such as IL-13

do not seem to hinder dilatation. However, the combination of IL-13 and ACh was

able to impair the effect of isoproterenol. Thus, by this systematic investigation,

Nesmith et al. were able to improve the comprehension of cellular signaling

pathways.

Because IL-13 is believed to induce RhoA, whose upregulation is assumed to be

the cause of hypercontraction, Nesmith et al. applied a RhoA inhibitor known as

HA-1077 to prevent hypercontraction. HA-1077 had already been shown to inhibit

excessive contraction in animal models. After cultivation, the bMTFs were exposed

to HA-1077 in various application regimens. All in all, the HA-1077-treated

asthmatic MTFs showed lower stress than the healthy and untreated asthmatic

phenotypes did. Relaxation by HA-1077 was more intense than relaxation by

isoproterenol was. Additionally, the combination of isoproterenol and HA-1077

caused improved relaxation compared with isoproterenol alone because of their

different mechanisms of action. All of these results highlight that HA-1077 may be

a promising drug candidate for allergic asthma therapy.

Even though these experiments were performed in a Petri dish, the presented

techniques showed results that are comparable to those obtained in animal models

and clinical observations. Thus, bMTFs can be advantageous for the identification

of promising drug candidates in the pre-clinical phase and for the investigation of

cellular mechanisms in fundamental research. Their applicability can further be

improved by adaption to chip systems, as has been done for other MTFs (see

Sect. 11.3.3.6).

11.4.3.3 Cancer on Chip

Apart from diseases such as pulmonary edema (see Sect. 11.4.3.1) and asthma (see

Sect. 11.4.3.2), the application of disease chips is of great interest for fundamental

tumor research and therapy. To date, only little is known about the mechanisms of

tumor formation and proliferation. Therefore, reasonable therapeutic strategies and

anticancer drug development often fail during the development process.

Early in vitro systems for cancer research used ECM proteins and other

hydrogels to form a 3D matrix (see Sect. 11.3.2). In this way, the mechanical

tumor–matrix interaction as well as cell invasion could be studied, which resulted in

the establishment of diverse angiogenesis models. Other, more modern systems are

based on spheroids of tumor cells. Those 3D constructs can comprise multiple cell

types and thus are better replicates of multicellular tumor nodules. The spheroids

can be built from a hanging drop system or roller flasks to ensure non-adherent

conditions. After cultivation, the spheroids can be used in 96-well plates, in channel

systems or embedded in ECM gels to investigate tumor growth and drug efficacy.

Moreover, co-cultivation of differently composed spheroids helps to emulate the

physiological heterogeneity of tumor tissue.
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Apart from tumor spheroids, well plates and Transwell® systems are used in

cancer research. Tumor–stromal interaction may then be built up using two adja-

cent cell layers. One bottom cell layer comprises feeder cells, and the second layer

contains the tumor cells. With this experimental setup, paracrine influences can be

evaluated, for example. Unfortunately, these systems lack important physiological

factors, such as a small scale and an appropriate medium-tissue ratio. The medium

volume is, for example, relatively high, and the diffusion distances are very long.

Because of these drawbacks, the establishment of a microfluidic system would

improve reliability, facilitate automation, and allow simulation of physiological

gradients (e.g., growth factors, oxygen).

Nevertheless, for a better understanding of cancer, in vitro models should model

not only tumor development but also tumor–tissue interactions. In the past, most

metastasis studies had to be conducted with in vivo mouse models because of a lack

of reliable in vitro methods. Microfluidic systems would offer the opportunity to

control and test environmental factors more easily. Moreover, the combination of

tumor compartments with different tissue beds using a circulating system could

help to improve understanding of the role of mechanics in the formation of

secondary tumors. Apart from dynamic simulation in an OOC, the combination

of multiple tumor compartments will help to recreate physiological tumor hetero-

geneity, which is important to obtain significant results. All in all, these advantages

emphasize the importance of cancer systems on chips to improve and enrich tumor

research and therapy (for further information, see Young [49]).

11.4.4 Induced Pluripotent Stem Cells: Patient on Chip?!

Stem cells are generally cells that have not yet differentiated into a specialized cell

type. Depending on their origin, these cells can be distinguished as embryonic or

adult stem cells. Because of ethical concerns, embryonic stem cells cannot be used

easily. Therefore, researchers often refer to iPSCs. These cells can be obtained, for

example, by treating adult cells with reprogramming factors. The resulting iPSCs

are pluripotent and similar to embryonic stem cells, which means that they can

differentiate into nearly every cell type when exposed to certain differentiation

factors (see Fig. 11.14). On the one hand, the resulting cell type could be

reprogrammed and returned to the same patient for therapeutic tissue engineering.

On the other hand, these cells can allow for patient-specific drug testing [32].

Patient-derived iPSCs can, for example, be used for the fabrication of patient on

chip systems. This OOC would combine the benefits of microfluidic systems with

the characteristics of physiological, human, and untransformed cells differentiated

from iPSCs (see Sect. 11.2.1). Moreover, demanding conditions such as genetic

polymorphisms as well as disease states can be emulated more easily.

Apart from the vision of personalized chips, iPSC technology offers many

advantages for the development of a human on chip (see Sect. 11.3.5). The

generation of all organs from one donor may, for example, reduce immune
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reactions. Moreover, the influence of patient-specific factors, such as genetics, sex,

age, and ethnicity, on a drug’s efficacy may be investigated more easily. In the

future, maybe those tests will be routinely performed and will directly affect the

therapeutic regimen.

Currently, the benefits of iPSCs are controversial, but the coming years will

show whether this cell type can meet all expectations and whether these cells will

offer new opportunities in OOC research and application [31, 46].

11.4.5 Outlook

In contrast to the general field of OOCs, the implementation of disease chips or

personalized chips for drug testing is still at its beginning. However, by taking

advantage of the rapid development of OOCs, pharmaceutical application will keep

up easily. Thus, innovations and processes in this field shall be watched with great

interest over the coming years.

11.5 Concluding Remarks

OOC systems are promising new tools for studying physiology and pathogenesis as

well as drug discovery. These systems show distinct advantages over traditional

animal testing and conventional 2D in vitro cell culture models in many areas of

pharmaceutical research. It can therefore be assumed that one day, OOCs will

replace a large number of animal experiments, particularly in the pre-clinical

development of new drugs. However, this field is still at an early stage, and major

challenges still need to be addressed before OOC technology becomes available to

Fig. 11.14 Preparation of

iPSCs, with subsequent

differentiation into diverse

specific cell types
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the pharmaceutical industry on a large scale. Numerous OOC systems representing

various organs have been described, but these vary in design and approach between

working groups. Therefore, the optimization of established OOCs toward a more

unified, widespread in vitro test system and characterization and validation of this

system so that it will be accepted by the pharmaceutical industry and the regulatory

authorities are still a long way off and a major task for the coming years. The focus

of future developments should lie in standardization of design principles; improve-

ment of analytics, and particularly integrable biosensors; and identification of new

biocompatible materials for OOCs, with improved properties compared with the

previously used materials. In addition, future OOC systems for widespread appli-

cation in drug discovery should be reproducible, user friendly, cost effective, and

available in high quantities for high-throughput screening. Another challenge will

therefore be the transfer of laboratory-based prototyping to commercial

manufacturing of OOCs to bring these OOCs from the laboratory scale to the

industrial scale for robust animal replacement for the development of drugs.
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