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Preface

The combination of different intelligent methods is an active research area in
Artificial Intelligence (AI). The aim is to create integrated or hybrid methods that
benefit from each of their components. It is generally believed that complex
problems can be easier solved with such integrated or hybrid methods.

Some of the existing efforts combine what are called soft computing methods
(fuzzy logic, neural networks and genetic algorithms) either among themselves or
with more traditional AI methods such as logic and rules. Another stream of efforts
integrates case-based reasoning or machine learning with soft computing or tradi-
tional AI methods. Yet another integrates agent-based approaches with logic and
also non-symbolic approaches. Some of the combinations have been quite impor-
tant and more extensively used, like neuro-symbolic methods, neuro-fuzzy methods
and methods combining rule-based and case-based reasoning. However, there are
other combinations that are still under investigation, such as those related to the
Semantic Web. In some cases, combinations are based on first principles, whereas
in other cases they are created in the context of specific applications.

The 4th Workshop on “Combinations of Intelligent Methods and Applications”
(CIMA 2014) was intended to become a forum for exchanging experience and ideas
among researchers and practitioners dealing with combining intelligent methods
either based on first principles or in the context of specific applications.

Important issues of the Workshop were (but not limited to) the following:

• Case-Based Reasoning Integrations
• Genetic Algorithms Integrations
• Combinations for the Semantic Web
• Combinations and Web Intelligence
• Combinations and Web Mining
• Fuzzy-Evolutionary Systems
• Hybrid deterministic and stochastic optimisation methods
• Hybrid Knowledge Representation Approaches/Systems
• Hybrid and Distributed Ontologies
• Information Fusion Techniques for Hybrid Intelligent Systems

v



• Integrations of Neural Networks
• Intelligent Agents Integrations
• Machine Learning Combinations
• Neuro-Fuzzy Approaches/Systems
• Applications of Combinations of Intelligent Methods to

– Biology and Bioinformatics
– Education and Distance Learning
– Medicine and Health Care

CIMA 2014 was held in conjunction with the 26th IEEE International
Conference on Tools with Artificial Intelligence (ICTAI 2014).

This volume includes extended and revised versions of the papers presented in
CIMA 2014.

We would like to express our appreciation to all authors who submitted papers as
well as to the members of the CIMA-14 program committee for their excellent
work. We would also like to thank the ICTAI 2014 PC Chair for accepting to host
CIMA 2014.

We hope that this proceedings will be of benefit to both researchers and
developers. Given the success of the first four Workshops on combinations of
intelligent methods, we intend to continue our effort in the coming years.

Ioannis Hatzilygeroudis
Vasile Palade
Jim Prentzas

vi Preface
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Evolutionary Landscape and Management
of Population Diversity

Maumita Bhattacharya

Abstract The search ability of an Evolutionary Algorithm (EA) depends on the vari-
ation among the individuals in the population [1–3]. Maintaining an optimal level of
diversity in the EA population is imperative to ensure that progress of the EA search is
unhindered by premature convergence to suboptimal solutions. Clearer understand-
ing of the concept of population diversity, in the context of evolutionary search and
premature convergence in particular, is the key to designing efficient EAs. To this end,
this paper first presents a brief analysis of the EA population diversity issues. Next
we present an investigation on a counter-niching EA technique [2] that introduces
and maintains constructive diversity in the population. The proposed approach uses
informed genetic operations to reach promising, but unexplored or under-explored
areas of the search space, while discouraging premature local convergence. Simu-
lation runs on a suite of standard benchmark test functions with Genetic Algorithm
(GA) implementation shows promising results.

1 Introduction

Implementation of evolutionary algorithm (EA) requires preserving a population
that maintains a degree of population diversity, while converging to a solution [3–
10] in order to avoid premature convergence to sub-optimal solutions. It is difficult
to precisely characterize the possible extent of premature convergence as it may
occur in EA due to various reasons. The primary causes are algorithmic features
like high selection pressure and very high gene flow among population members.
Selection pressure pushes the evolutionary process to focus more and more on the
already discovered better performing regions or “peaks” in the search space and as
a result population diversity declines, gradually reaching a homogeneous state. On
the other hand, unrestricted recombination results in high gene flow which spreads
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2 M. Bhattacharya

genetic material across the population, pushing it to a homogeneous state. Variation
introduced through mutation is unlikely to be adequate to escape local optimum or
optima [11]. While premature convergence [11] may be defined as the phenomenon
of convergence to sub-optimal solutions, gene-convergence means loss of diversity in
the process of evolution. Though, the convergence to a local or to the global optimum
cannot necessarily be concluded from gene convergence, maintaining a certain degree
of diversity is widely believed to help avoid entrapment in non-optimal solutions
[1, 2].

In this paper we present an analysis on population diversity in the context of effi-
ciency of evolutionary search. We then present an investigation on a counter niching-
based EA that aims at combating gene-convergence (and premature convergence in
turn) by employing intelligent introduction of constructive diversity [2].

The rest of the paper is organized as follows: Sect. 2 presents an analysis of
diversity issues and the EA search process; Sect. 3 introduces the problem space
for our proposed algorithm. Sections 4–6 present the proposed algorithm, simulation
details and discussions on the results respectively. Finally, Sect. 7 presents some
concluding remarks.

2 Population Diversity and Evolutionary Search

The EA search process depends on the variation among the individuals or candidate
solutions in the population. In case of genetic algorithm and similar EAs, the varia-
tion is introduced by the recombination operator combining existing solutions, and
the mutation operator introducing noise by applying random variation to the indi-
vidual’s genome. However, as the algorithm progresses, loss of diversity or loss of
genetic variation in the population results in low exploration, pushing the algorithm
to converge prematurely to a local optimum or non-optimal solution. Exploration in
this context means searching new regions in the solution space; whereas, exploitation
means performing searchs in the neighbourhoods which have been already visited.
Success of the EA search process requires an optimal balance between exploitation
and exploration.

In the context of EA, diversity may be described as the variation in the genetic
material among individuals or candidate solutions in the EA population. This in turn
may also mean variation in the fitness value of the individuals in the population. Two
major roles played by population diversity in EA are as follows:

Firstly, diversity promotes exploration of the solution space to locate a single
good solution by delaying convergence.

Secondly, diversity helps to locate multiple optima when more than one solution
is present [3, 9, 10].

Besides the role of diversity regarding premature convergence in static optimiza-
tion problems, diversity also seems to be beneficial in non-stationary environments.
If the genetic material in the population is too similar, i.e., has converged towards
single points in the search space, all future individuals will be trapped at that single
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point even though the optimal solution has moved on to another location in the fitness
landscape. However, if the population is diverse, the mechanism of recombination
will continue to generate new candidate solutions making it possible for the EA to
discover new optima.

The following sub-section presents an analysis of the impact of population diver-
sity on premature convergence, based on the concepts presented in [7].

2.1 Effect of Population Diversity on Premature Convergence

Let �X = (
X1,...,X N

) ∈ SN be a population of individuals Y in the solution space SN ,
where the population size is N ; let �X (0) be the initial population; H is a schema,
i.e., a hyperplane of the solution space S. H may be represented by its defining
components (defining alleles) and their corresponding values as H (ai1, . . . , aik),
where K (1 ≤ K ≤ chromosome length). Leung et al. in [7] have proposed the
following measures related to population diversity in canonical genetic algorithm.

Degree of population diversity, δ
( �X

)
: Defined as the number of distinct compo-

nents in the vector
∑N

i=1 Xi ; and Degree of population maturity, μ
( �X

)
: Described

as μ
( �X

)
= l − δ

( �X
)

or the number of lost alleles.

With probability of mutation, p (m) = 0 and �X (0) = �X0, according to Leung et al.

[7] the following postulates hold true: For each solution, Y ∈ H
(

ai1, . . . , aiμ( �X0) ;

�X0

)
, there exists a n ≥ 0 such that Probability

{
Y ∈ �X (n) / �X (0) = �X0

}
> 0. Con-

versely, for each solution, Y /∈ H
(

ai1, . . . , aiμ( �X0); �X0

)
, and every n ≥ 0 such that

Probability
{

Y ∈ �X (n) / �X (0) = �X0

}
= 0.

It is obvious from the above postulates that the search ability of a canonical genetic
algorithm is confined to the minimum schema with 2δ( �X) different individuals. Hence,

the greater the degree of population diversity, δ
( �X

)
, the greater is the search ability

of the genetic algorithm. Conversely, a small degree of population diversity will mean

limited search ability, reducing to zero search ability with δ
( �X

)
= 0.

2.2 Enhanced EAs to Combat Diversity Issues

No mechanism in a standard EA guarantees that the population will remain diverse
throughout the run [11, 12]. Although there is a wide coverage of the fitness landscape
at initialization due to the random initialization of individuals’ genomes, selection
quickly eliminates the least fit solutions, which implies that the population will
converge towards similar points or even single points in the search space. Since the
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Direct/indirect control
of

population diversity

Replacement schemes

Parameter control
based methods

Spatial population
topologies

Selection based
techniques

Search space division

Mass exinction

Restart and phase based
techniques

Manual tuning of
constants/functions

Measure based
control

Self-adaptive
control

Polulation structure
based control

Crowding

Deterministic and
probabilistic crowding

Cellular EA

Patch work model

Religion based EA

Sharing

Diversity control
based EA

Forking EA

Shifting balace EA

Multinational EA

Random immigrants EA

Extinction model

SOC extinction model

Diversity guided EA

CHC algorithm

Fig. 1 Direct or indirect control of population diversity in EA

standard EA has limitations to maintain population diversity, several models have
been proposed by the EA community which either maintain or reintroduce diversity
in the EA population [2, 8, 13–19]. The key researches can be broadly categorized
as follows [9]:
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1. Complex population structures to control gene flow, e.g., the diffusion model, the
island model, the multinational EA and the religion model.

2. Specialized operators to control and assist the selection procedure, e.g., crowding,
deterministic crowding, and sharing are believed to maintain diversity in the
population.

3. Reintroduction of genetic material, e.g., random immigrants and mass extinction
models are aimed at reintroduction of diversity in the population.

4. Dynamic Parameter Encoding (DPE), which dynamically resizes the available
range of each parameter by expanding or reducing the search window.

5. Diversity guided or controlled genetic algorithms that use a diversity measure
to assess and control the survival probability of individuals and the process of
exploration and exploitation.

Figure 1 summarizes the major methods proposed to directly or indirectly control
EA population diversity.

The Counter-Niching based EA framework presented in this paper, employs a
synergistic hybrid mechanism that combines the benefits of specialized operator
and reintroduction of diversity.

3 Understanding the Problem Space

Before we present our proposed approach, which aims at achieving constructive
diversity, it is important to understand the problem space we are dealing with. For
optimization problems the main challenge is often posed by the topology of the
fitness landscape, in particular its ruggedness in terms of local optima. The target
optimization problems for our approach are primarily multimodal. Genetic diversity
of the population is particularly important in case of multimodal fitness landscape.
Evolutionary algorithms are required to avoid and escape local optima or basins of
attraction to reach the optimum in a multimodal fitness landscape.

Over the years, several new and enhanced EAs have been suggested to improve
performance [2, 8, 13–18, 20–24]. The objectives of much of this research are
twofold; firstly, to avoid stagnation in local optimum in order to find the global
optimum; secondly, to locate multiple good solutions if the application requires so.

In the second case, i.e., to locate multiple good solutions, alternative and different
solutions may have to be considered before accepting one final solution as the opti-
mum. An algorithm that can keep track of multiple optima simultaneously should be
able to find multiple optima in the same run by spreading out the search.

On the other hand, maintaining genetic diversity in the population can be particu-
larly beneficial in the first case; the problem of entrapment in local optima. Mutation
is not sufficient to escape local optima as selection traditionally favours the bet-
ter fit solutions entrapped in local optima. Genetic diversity is crucial as a diverse
population allows the recombination operators to find different and newer solutions.
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Remarks: The issue is—how much genetic diversity in the population is optimum?

Unfortunately, the answer to the above question is not a straightforward one
because of the complex interplay among the variation and the selection operators as
well as the characteristics of the problem itself. Recombination in a fully converged
population cannot produce solutions that are different from the parents; let alone
better than the parents. Interestingly, Ishibuchi et al. [25] used a NSGA-II imple-
mentation to demonstrate that similar parents actually improved diversity without
adversely influencing convergence. A very high diversity on the other hand, actu-
ally deteriorates performance of the recombination operator. Offspring generated
combining two parents approaching two different peaks is likely to be placed some-
where between the two peaks; hindering the search process from reaching either of
the peaks. This makes the recombination operator less efficient for fine-tuning the
solutions to converge at the end of the run. Hence, the optimal level of diversity is
somewhere between fully converged and highly diverse. Various diversity measures
(such as Euclidean distance among candidate solutions, fitness distance and so on)
may be used to analyze algorithms to evaluate their diversity maintaining capabilities.

In the following sections we investigate the functioning and performance of our
proposed Counter Niching-based Evolutionary Algorithm [2].

4 Counter Niching EA: The Operational Framework

To attain the objective of introducing constructive diversity in the population, the
proposed technique first extracts information about the population landscape before
deciding on introduction of diversity through informed mutation. The aim is to iden-
tify locally converging regions or donor communities in the landscape whose redun-
dant less fit members (or individuals) could be replaced by more promising members
sampled in un-explored or under-explored sections of the decision space. The exis-
tence of such communities is purely based on the position and spread of individuals in
the decision space at a given point in time. Once such regions are identified, random
sampling is done on yet to be explored sections of the landscape. Best representatives
found during such sampling, now replace the worst members of the identified donor
regions. Best representatives are the ones that are fitness wise the fittest and spatially
the farthest. Here, average Euclidean distance from representatives of all already
considered regions (stored in a “memory” array) is the measure for spatial distance.
Regular mutation and recombination takes place in the population as a whole. The
basic framework is as depicted in Fig. 2.

The task described in Fig. 2 is carried out by the following three procedures:

1. Procedure COUNTER NICHING EA: This is the main algorithm that calls
the procedures GRID_NICHING and INFORMED_OP. Basically, COUNTER_
NICHING_EA has a very similar construct to a canonical genetic algorithm
(see Fig. 3) except that the genetic operations (recombination and mutation) are
performed via procedures GRID_NICHING and INFORMED_OP. Procedure
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The Counter Niching based EA

Identify Donor Regions and perform 
informed operation

(Procedure INFORMED_OP)

Find Communities or
Clusters in population

(Procedure GRID_NICHING)

Fig. 2 The COUNTER NICHING based EA framework

Fig. 3 The COUNTER NICHING based EA framework

GRID_NICHING is used to identify the formation of clusters or locally geno-
typically converging regions in the solution space. Procedure INFORMED_OP,
on the other hand, uses this clustering information to identify tendency towards
fitness convergence, as this can be an early indication of premature convergence
of the search process and hence, introduces diversity if necessary by a pseudo-
mutation operator.

2. Procedure GRID NICHING: This function is called within COUNTER_
NICHING_EA and is used to identify local genotypic convergence. Here, we
have used the term niching simply to connote identification of environments of
individuals in the population, based on their genotypical information. In other
words, we try to identify roughly the individual clusters in the decision space



8 M. Bhattacharya

based on their genotypic proximity. It may be noted that accuracy of the cluster
boundaries is not of importance here. Instead, rough identification of cluster for-
mation with reasonable amount of resources (runtime and memory space) is the
prime objective.
Thus the procedure GRID-NICHING, returns information about community or
cluster formation in the population, for the current generation.

3. Procedure INFORMED OP: The procedure INFORMED_OP is second in order
to be called by COUNTER_NICHING_EA. This function is used for performing
the genetic operations (recombination and mutation) along with an informed
mutation in appropriate cases. The INFORMED_OP algorithm searches for
locally converging communities with too many members of similar fitness. To
achieve this, the clusters or regions in the list of “identified regions with high den-
sity” returned by GRID_NICHING are analyzed for potential fitness convergence.
Redundant members of the high density clusters or regions with low fitness stan-
dard deviation (victim regions) are picked for replacement by promising members
from relatively un-explored or under-explored sections (virgin zones) of the solu-
tion space. The idea is to explore greater parts of the solution space at the expense
of these so-called redundant or extra members. We call this process informed
mutation. The potential replacements are generated by random sampling of the
solution space. A potential replacement thus generated is picked as actual replace-
ment if it has fitness higher than the average fitness of the victim region and if it
is furthest from all cluster centers compared to other candidates of similar fitness.
However, informed mutation as explained above, thus operates on selected regions
or communities only. Regular mutation and recombination is performed as usual
on the entire population.

Figure 3 presents the procedure COUNTER_NICHING_EA. For details on the
procedures GRID NICHING and INFORMED OP, we refer to our previous work
in [2].

5 Simulations

5.1 Test Functions

Following the standard practice in the evolutionary computation research community,
we have tested the proposed algorithm on a set of commonly used benchmark test
functions to validate its efficacy.

The benchmark test function set used in the simulation runs consists of min-
imization of seven analytical functions given in Table 1: Ackley’s Path Function
( fack (x)), Griewank’s Function fgri (x), Rastrigin’s Function frtg (x), General-
ized Rosenbrock’s function fros (x), Axis parallel Hyper-Ellipsoidal Function or
Weighted Sphere Model felp (x), Schwefel Function 1.2 fsch−1.2 (x) and a rotated
Rastrigin Function frrtg (x).
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Table 1 Description of test functions

Function Type Global minimum

fack (x) = 20 + e − 20exp

(

−0.2

√
1
n

n∑

i=1
x2

i

)

Multimodal fack (x = 0) = 0

−exp

(
1
n

n∑

i=1
cos (2π · xi )

)

where

−30 ≤ xi ≤ 30

fgri (x) = 1
4000

n∑

i=1
(xi − 100)2− Multimodal,

medium epistasis
fgri (x = 0) = 0

n∏

i=1
cos

(
xi −100√

i

)
+ 1

where

− 600 ≤ xi ≤ 600

fr tg (x) =
n∑

i=1

(
x2

i − 10 cos (2πxi ) + 10
)

where

Multimodal, no
epistasis

fr tg (x = 0) = 0

−5.12 ≤ xi ≤ 5.12

fros (x) =
n−1∑

i=1

(
100

(
xi+1 − x2

i

)2 + (xi − 1)2
)

where

Unimodal, high
epistasis

fros (x = 1) = 0

−100 ≤ xi ≤ 100

felp (x) =
M∑

i=1
i x2

i
where

− 5.12 ≤ xi ≤ 5.12 Unimodal felp (x = 0) = 0

fsch−1.2 (x) =
M∑

i=1

(
i∑

k=1
xk

)2

where

Unimodal, high
epistasis

fsch−1.2 (x = 0) = 0

−564 ≤ xi ≤ 64

frr tg (x) = 10M +
M∑

i=1

(
y2

i − 10 cos (2πyi )
)

where

Multimodal frr tg (x = 0) = 0

y = Axwith Ai,i = 4/5,

Ai,i+1 = 3/5(i odd),

Ai,i−1 = −3/5(i even),

(Ai,k = 0(the rest)

Schwefel’s function 1.2 and Rosenbrock’s function are unimodal functions, but
they have a strong epistasis among their variables. Griewank’s function has very
small but numerous minima around the global minimum, although it has a unimodal
shape on a large scale. Rastrigin’s function also has many local minima. However, it
has no epistasis among its variables.

5.2 Algorithms Considered for Comparison

The algorithms used in the comparison are as follows:

1. The “standard EA” (SEA)
2. The self organized criticality EA (SOCEA)
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3. The cellular EA (CEA), and
4. The diversity guided EA (DGEA)

The SEA uses Gaussian mutation with zero mean and variance σ 2 = 1 + √
t + 1.

The SOCEA is a standard EA with non-fixed and non-decreasing variance σ 2 =
POW (10), where POW (α) is the power-law distribution. The purpose of the SOC-
mutation operator is to introduce many small, some mid-sized, and a few large
mutations. The effect of this simple extension is quite outstanding considering the
effort to implement it in terms of lines of codes. The reader is referred to [9] for
additional information on the SOCEA. Further, the CEA uses a 20×20 grid with
wrapped edges. The grid size corresponds to the 400 individuals used in the other
algorithms. The CEA uses Gaussian mutation with variance σ 2 = POW(10), which
allows comparison between the SOCEA and this version of the CEA. Mating is
performed between the individual at a cell and a random neighbour from the four-
neighbourhood. The offspring replaces the center individual if it has a better fitness
than the center individual. Finally, the DGEA uses the Gaussian mutation operator
with varianceσ 2 = POW (1). The diversity boundaries were set to dlow = 5 × 10−6

and dhigh = 0.25, which proved to be good settings in preliminary experiments.

5.3 Experiment Set-Up

Simulations were carried out to apply the proposed COUNTER NICHING based EA
with real-valued encoding with parameters N (population size)=300, pm(mutation
probability) = 0.01 and pr (recombination probability)=0.9. In case of the algo-
rithms used for comparison as mentioned in Sect. 5.2, namely, (i) SEA (Standard
EA), (ii) SOCEA (Self-organized criticality EA), (iii) CEA (The Cellular EA), and
(iv) DGEA (Diversity guided EA), experiments were performed using real-valued
encoding, a population size of 400 individuals, and binary tournament selection.
Probability of mutating an entire genome was pm =0.75 and probability for crossover
was pr =0.9. As mentioned in Sect. 5.2, CEA uses a 20×20 grid with wrapped edges,
where the grid size corresponds to the population size of 400 individuals as used in the
other algorithms. The compared algorithms all use variants of the standard Gaussian
mutation operator. The algorithm uses an arithmetic crossover with one weight for
each variable. All weights except one are randomly assigned to either 0 or 1. The
remaining weight is set to a random value between 0 and 1.

All the test functions were considered in 20, 50 and 100 dimensions. Reported
results were averaged over 30 independent runs, maximum number of generations
in each run being only 500, as against 1000 generations in used [9] for the same set
of test cases for the 20 dimensional scenarios. The comparison algorithms use 50
times the dimensionality of the test problems as the terminating generation number
in general, while the COUNTER NICHING EA uses 500, 1000 and 2000 generations
for the 20, 50 and 100 dimensional problem variants respectively.

All the simulation processes were executed using a Pentium�4, 2.4 GHz CPU
processor.



Evolutionary Landscape and Management of Population Diversity 11

6 Results and Discussions

This section presents the empirical results obtained by the COUNTER NICHING
EA algorithm when tackling the seven test problems mentioned in Sect. 5.1 with
dimensions 20, 50 and 100.

6.1 General Performance of COUNTER NICHING EA

Table 2 presents the error values, ( f (x) − f (x)∗) where, f (x)∗ is the optimum.
Each column corresponds to a test function. The error values have been presented
for the three dimensions of the problems considered, namely 20, 50 and 100.

As each test problem was simulated over 30 independent runs, we have recorded
results from each run and sorted the results in ascending order. Table 2 presents results
from the representative runs: 1st (Best), 7th, 15th (Median), 22nd and 30th (Worst),
Mean and Standard Deviation (Std). The main performance measures used are the
following:

“A” Performance: Mean performance or average of the best-fitness function
found at the end of each run. (Represented as ‘Mean’ in Table 2).

“SD” Performance: Standard deviation performance. (Represented as ‘Std.’ in
Table 2).

“B” Performance: Best of the fitness values averaged as mean performance.
(Represented as ‘Best’ in Table 2).

As can be observed COUNTER NICHING EA has demonstrated descent perfor-
mance in majority of the test cases. However, as can be seen from the highlighted seg-
ment (highlighted in bold) of Table 2, the proposed algorithm was not very efficient
in handling the comparatively higher dimensional cases (50 and 100 dimensional
cases in this example) for the rotated Rastrigin Function frrtg (x). Keeping in mind
the concept of No Free Lunch Theorem, this is acceptable as no single algorithm can
be expected to perform favorably for all possible test cases. The chosen benchmark
test functions represent a wide variety of test cases.

An algorithm’s value can only be established if its performance is tested against
that of existing algorithms for similar purposes. In the next phase of our experi-
ments we have presented comparative performances of COUNTER NICHING EA
as against SEA, SOCEA, CEA, and DGEA.

6.2 Comparative Performance of COUNTER NICHING EA

Simulation results obtained with COUNTER NICHING EA in comparison to SEA,
SOCEA, CEA, and DGEA (see Sect. 5.2 for descriptions of these algorithms) are
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Table 3 Average fitness comparison for SEA, SOCEA, CEA, DGEA, and COUNTER NICHING
EA∗

Function SEA SOCEA CEA DGEA C_EA∗

fack (x)20D 2.494 0.633 0.239 3.36E-5 1.08E-61

fgri (x)20D 1.171 0.930 0.642 7.88E-8 4.6E-62

fr tg (x)20D 11.12 2.875 1.250 3.37E-8 1.21E-61

fros (x)20D 8292.32 406.490 149.056 8.127 1.0E-60

felp (x)20D – – – – 2.9E-60

fsch−1.2 (x)20D – – – – 2.7E-50

frr tg (x)20D – – – – 3.9E-6

fack (x)50D 2.870 1.525 0.651 2.52E-4 1.01E-29

fgri (x)50D 1.616 1.147 1.032 1.19E-3 1.01E-30

fr tg (x)50D 44.674 22.460 14.224 1.97E-6 2.01E-30

fros (x)50D 41425.674 4783.246 1160.078 59.789 1.91E-29

felp (x)50D – – – – 1.00E-30

fsch−1.2 (x)50D – – – – 2.9E-20

frr tg (x)50D – – – – 9.1

fack (x)100D 2.893 2.220 1.140 9.80E-4 1.00E-9

fgri (x)100D 2.250 1.629 1.179 3.24E-3 1.80E-9

fr tg (x)100D 106.212 86.364 58.380 6.56E-5 2.00E-9

fros (x)100D 91251.300 30427.63 6053.870 880.324 3.00E-9

felp (x)100D – – – – 2.99E-8

fsch−1.2 (x)100D – – – – 3.7E-5

frr tg (x)100D – – – – 11.51

Dimensions of each function considered are 20, 50 and 100. ‘–’ appears where the corresponding
data is not available

presented in Table 3. Results reported in this case, for COUNTER NICHING EA
were averaged over 50 independent runs.

These simulation results demonstrate COUNTER NICHING EA’s superior per-
formance as regards to solution precision in all the test cases, particularly for lower
dimensional instances. This may be attributed to COUNTER NICHING EA’s abil-
ity to strike a better balance between exploration and exploitation. However, the
proposed algorithm’s performance deteriorates with increasing dimensions. Also,
the algorithm could not handle the high dimensional versions of the high epistatis
rotated Rastrigin function to any satisfactory level. Table 4 depicts the runtimes for
the tested algorithms for the 100 dimensional scenarios of four test cases used in our
experiments. Considering the structures of the algorithms, a trade-off between solu-
tion accuracy and computational time can be expected for COUNTER NICHING
EA. On the other hand, DGEA, which is designed to skip certain genetic operations
depending on the level of population diversity, would be a clear winner in terms of
computation time if all the algorithms are executed for the same number of genera-
tions in each run.
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Table 4 Average runtime in milliseconds for SEA, SOCEA, CEA, DGEA and
COUNTER_NICHING_EA∗ for the 100 dimensional scenarios

Method fack (x)100D fgri (x)100D fr tg (x)100D fros (x)100D

SEA 1128405 1171301 1124925 1087615

SOCEA 1528864 1562931 1513691 1496164

CEA 2951963 3656724 2897793 2183283

DGEA 864316 969683 819691 883811

C_EA* 418489 521800 491411 510266

Average of 100 runs with 2000 generations for COUNTER_NICHING_EA∗ and 5000 generations
for other algorithms

For the reported results as shown in Table 3, the 100 dimensional scenarios of the
test problems used 5000 generations for each of the compared algorithm, namely,
SEA, SOCEA, CEA and DGEA. On the other hand, COUNTER NICHING EA used
only 2000 generations to reach the reported results. Hence, for comparison purposes
it is only fair to consider the computation time required by the different methods
to reach comparable results. As can be observed from Table 4, despite its relatively
complex algorithmic structure, COUNTER NICHING EA requires less computa-
tion time to reach better or comparable solution accuracy. We have also extended the
simulation runs beyond the fixed number of generations and to the stagnation point.
Here, stagnation point is defined by the generation with 500 successive generations
of no fitness improvement preceding it. Table 5 summarizes the results for DGEA
and COUNTER NICHING EA with fixed run and at stagnation. Both DGEA and
COUNTER NICHING EA show some improvement over the results obtained with
fixed number of generations in most cases. COUNTER NICHING EA still outper-

Table 5 Average fitness comparison for DGEA and COUNTER_NICHING_EA∗

Function DGEA
(Fixed run)

DGEA
(Stagnation)

C_EA∗
(Fixed run)

C_EA∗
(Stagnation)

fack (x)20D 8.05E-4 3.36e-5 1.08E-61 1.09E-62

fack (x)50D 4.61E-3 2.52E-4 1.01E-29 1.01E-30

fack (x)100D 0.01329 9.80E-4 1.00E-9 1.01E-10

fgri (x)20D 7.02E-4 7.88E-8 4.6E-62 4.01E-62

fgri (x)50D 4.40E-3 1.19E-3 1.01E-30 1.01E-31

fgri (x)100D 0.01238 3.24E-3 1.80E-9 1.52E-10

fr tg (x)20D 2.21E-5 3.37E-8 1.21E-61 1.00E-62

fr tg (x)50D 0.01664 1.97E-6 2.01E-30 2.01E-31

fr tg (x)100D 0.15665 6.56E-5 2.00E-9 2.00E-11

fros (x)20D 96.007 8.127 1.0E-60 1.0E-60

fros (x)50D 315.395 59.789 1.91E-29 1.90E-29

fros (x)100D 1161.550 880.324 3.00E-9 3.00E-9

Dimension of each function in this case is 100. Both algorithms were executed till stagnation
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forms DGEA. Also, COUNTER NICHING EA has arrived at these superior results
in much fewer generations. However, no significant improvement was observed in
case of all three different dimensional cases of the Rosenbrock function, in case of
COUNTER NICHING EA.

6.3 An Analysis of Population Diversity for COUNTER
NICHING EA

In the next phase of our experiments, we have investigated COUNTER NICHING
EA’s performance in terms of maintaining constructive diversity. There are various
measures of diversity available. The “distance-to-average-point” measure used in
[9] is relatively robust with respect to population size, dimensionality of problem
and the search range of each variable. Hence, we have used this measure of diversity
in our investigation. The “distance-to-average-point” measure for Ndimensional
numerical problems can be described as below [9].

diversity (P) = 1

|L| · |P| ·
|P|∑

i=1

√√√
√

N∑

j=1

(
si j − s̄ j

)2
(1)

where, |L| is the length of the diagonal or range in the search space S ⊆ 	N , P is
the population, |P| is the population size, N is the dimensionality of the problem,
si j is the j’th value of the i’th individual, and s̄ j is the j’th value of the average
point s̄. It is assumed that each search variable sk is in a finite range, sk_ min ≤ sk ≤
sk_ max. Table 6 depicts the average diversity for four test problems with COUNTER
NICHING EA simulation runs. The values reported in Table 6, averages the value of
the diversity measure in Eq. (1) calculated at each generation where there has been an
improvement in average fitness over 500, 1000 and 2000 generations for the 20, 50
and 100 dimensional cases respectively. Final values were averaged over 100 runs.
To eliminate the noise in the initial generations of a run, diversity calculation does not
start until the generation since which a relatively steady improvement in fitness has
been observed. Table 6 shows that the COUNTER NICHING EA does not necessarily
maintain very high average population diversity. However, EA’s requirement is not

Table 6 Average population diversity comparison for COUNTER NICHING EA (fixed run)

Function 20D 50D 100D

fack (x) 0.001350 0.001811 0.002001

fgri (x) 0.001290 0.001725 0.002099

fr tg (x) 0.003000 0.003550 0.004015

fros (x) 0.001718 0.002025 0.002989

An average of 100 runs have been reported in each case
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Table 7 The P-values of the t-test with 99 degrees of freedom

Function C_EA∗–SEA C_EA∗–SOCEA C_EA∗–CEA C_EA∗–DGEA

fack (x)20D 0.1144 0.4263 0.625 0.9954

fgri (x)20D 0.2793 0.3349 0.4231 0.9998

fr tg (x)20D 0.0009 0.0901 0.2636 0.9999

fros (x)20D 0 0 0 0.0044

fack (x)50D 0.0903 0.217 0.4198 0.9873

fgri (x)50D 0.2037 0.2843 0.3098 0.9725

fr tg (x)50D 0 0 0.0002 0.9989

fros (x)50D 0 0 0 0

fack (x)100D 0.0891 0.1363 0.2857 0.975

fgri (x)100D 0.1337 0.2019 0.2776 0.9546

fr tg (x)100D 0 0 0 0

fros (x)100D 0 0 0 0

Dimensions of each function considered are 20, 50 and 100. ‘–’ appears where the corresponding
data is not available

to maintain very high average population diversity but to maintain an optimal level of
population diversity. The high solution accuracy obtained by COUNTER NICHING
EA proves that the algorithm is successful in this respect.

6.4 Statistical Significance of Comparative Analysis

Finally, a t-test (at 0.05 level of significance; 95 % confidence) was applied in order to
ascertain if differences in the “A” performance for the best average fitness function are
statistically significant from the other techniques used for comparison. The P-values
of the two-tailed t-test are given in Table 7. As can be observed, the difference in
“A” performance of COUNTER NICHING EA is statistically significant compared
to the majority of the techniques across the test functions in their three different
dimensional versions.

7 Conclusions

In this paper we investigated the issues related to population diversity in the context
of the evolutionary search process. We established the association between popu-
lation diversity and the search ability of a typical evolutionary algorithm. Then we
presented an investigation on an intelligent mutation based EA that tries to achieve
optimal diversity in the search landscape. The framework basically incorporates two
key processes. Firstly, the population’s spatial information is obtained with a pseudo-
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niching algorithm. Secondly, the information is used to identify potential local con-
vergence and community formations. Then diversity is introduced with informed
genetic operations, aiming at two objectives: (a) Promising samples from unexplored
regions are introduced replacing redundant less fit members of over-populated com-
munities and (b) while local entrapment is discouraged, representative members are
still preserved to encourage exploitation. While the current focus of the research was
to introduce and maintain population diversity to avoid local entrapment, this Counter
Niching-based algorithm can also be adapted to serve as an inexpensive alternative
for niching genetic algorithm, to identify multiple solutions in multimodal problems
as well as to suit the diversity requirements in a dynamic environment.
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Probabilistic Planning in AgentSpeak
Using the POMDP Framework

Kim Bauters, Kevin McAreavey, Jun Hong, Yingke Chen, Weiru Liu,
Lluís Godo and Carles Sierra

Abstract AgentSpeak is a logic-based programming language, based on the Belief-
Desire-Intention paradigm, suitable for building complex agent-based systems. To
limit the computational complexity, agents in AgentSpeak rely on a plan library
to reduce the planning problem to the much simpler problem of plan selection.
However, such a plan library is often inadequate when an agent is situated in an
uncertain environment. In this work, we propose the AgentSpeak+framework, which
extends AgentSpeak with a mechanism for probabilistic planning. The beliefs of
an AgentSpeak+ agent are represented using epistemic states to allow an agent to
reason about its uncertain observations and the uncertain effects of its actions. Each
epistemic state consists of a POMDP, used to encode the agent’s knowledge of the
environment, and its associated probability distribution (or belief state). In addition,
the POMDP is used to select the optimal actions for achieving a given goal, even
when faced with uncertainty.

1 Introduction

Using the Belief-Desire-Intention (BDI) agent architecture [20], we can develop
complex systems by treating the various system components as autonomous and
interactive agents [12]. The beliefs determine the desires that are achievable, the
desires are the goals an agent wants to achieve and the intentions are those desires the
agent is acting upon. A number of successful agent-oriented programming languages
have been developed based on this architecture, such as AgentSpeak [19] and Can
[21]. Notable BDI implementations include, for example, JASON [5] and JADEX
[6]. The benefits of theBDImodel in scalability, autonomy and intelligence have been
illustrated in various application domains such as power engineering [15] and control
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Fig. 1 The material collection scenario

systems [12]. Key to the efficiency of BDI agents is the use of a set of pre-defined
plans, which simplify the planning problem to an easier plan selection problem.
However, obtaining a plan library that can cope with every possible situation requires
adequate domain knowledge. This knowledge is not always available, particularly
when dealing with uncertain situations. As such, when faced with uncertainty, an
autonomous and intelligent agent should resort to other forms of planning to make
rational decisions.

To illustrate the problem, consider the example shown in Fig. 1. A truck needs
to collect materials from three different factories, each producing a distinct type
of material that may or may not be available (i.e. the environment is stochastic).
The truck needs to collect all materials by visiting each factory while limiting costs
(e.g. fuel). The truck agent is uncertain as to whether the material in a factory is ready
to collect, but it can use previous experience to estimate a degree of belief. To further
complicate the situation, the truck agent can only infer its location by observing
nearby signposts (e.g. the agent is near a supermarket or a petrol station). Travelling
between factories may also fail (i.e. non-deterministic actions).

The large number of possibilities make a pre-defined plan library infeasible, even
in this small example. We address these issues by combining AgentSpeak with Par-
tially ObservableMarkovDecision Processes (POMDPs). POMDPs are a framework
for probabilistic planning [13], and are often used as a decision theory model for
agent decision making. Other frameworks, such as probabilistic graphplan [4], only
consider the uncertain effects of actions. Similarly, the partial observability of the
stochastic environment is not addressed by approaches such as probabilistic Hierar-
chical Task Networks (HTN) [17] and Markov Decision Processes (MDPs) [3]. As
such, POMDPs seem to offer an elegant solution to deal with examples such as the
one discussed above. In particular, when optimal solutions are required (e.g. the truck
wants to collect as many materials as possible subject to the fuel limit), POMDPs
can be used to compute these solutions. However, even though efficient algorithms
to compute the optimal policy exist (e.g. [11]), POMDPs are still computationally
expensive.
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By integrating POMDPs into a BDI architecture, we retain the scalability of
the BDI architecture, while adding to it the ability to model uncertainty as well as
on-demand access to optimal actions (provided by the POMDP component). The
framework we propose is called AgentSpeak+. In this framework we introduce the
concept of epistemic states [14] to the BDI paradigm. These epistemic states are used
to model the beliefs of an agent about uncertain information, along with information
on how these beliefs evolve over time. To achieve this, POMDPs are embedded into
the agent’s epistemic states and are used to represent some aspects of the agent’s
domain knowledge. The optimal actions generated by these POMDPs can be fed
into the agent’s plan execution. Therefore, alongside the traditional trigger-response
mechanism based on pre-defined plans in BDI, an AgentSpeak+ agent also has the
ability to take optimal actions when dealing with uncertain and partially observable
environments.

The main contributions of this work are as follows. First, we extend the belief
base of a BDI agent with epistemic states consisting of POMDPs to allow an agent
to reason about both the partially observable stochastic environment and the uncer-
tain effects of its actions. Second, we present how the agent can delegate POMDPs
to find optimal action(s) when the agent is dynamically generating its plans under
uncertainty for achieving its goals. Finally, we demonstrate through a scenario dis-
cussion how the proposed framework can be used to design agents that are aware of
the uncertainty in the environment and are able to react accordingly.

The remainder of our work is organised as follows. Preliminary notions on
AgentSpeak and POMDPs are mentioned in Sect. 2. In Sect. 3 we propose the
AgentSpeak+ architecture which integrates POMDPs into AgentSpeak. A scenario
is discussed in Sect. 4. Related work is discussed in Sect. 5 and in Sect. 6 we conclude
our work.

2 Preliminaries

We start with some preliminaries onAgentSpeak (see Sect. 2.1) and Partially Observ-
able Markov Decision Processes (POMDP) (see Sect. 2.2).

2.1 AgentSpeak

We first define how an agent program can be written. We use S to denote a finite set
of symbols for predicates, actions, and constants, and V to denote a set of variables.
Following convention in logic programming, elements from S are written using
lowercase letters and elements from V using uppercase letters. We use the standard
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first-order logic definition of a term1 andwe use t as a compact notation for t1, . . . , tn ,
i.e. a vector of terms. We have [19]:

Definition 1 If b is a predicate symbol, and t are terms, then b(t) is a belief atom.
If b(t) and c(s) are belief atoms, then b(t), ¬b(t), and b(t) ∧ c(s) are beliefs.

Definition 2 If g(t) is a belief atom, then !g(t) and ?g(t) are goals with !g(t) an
achievement goal and ?g(t) a test goal.

Definition 3 If p(t) is a belief atom or goal, then +p(t) and −p(t) are triggering
events with+ and− denoting the addition and deletion of a belief/goal, respectively.

Definition 4 If a is an action symbol and t are terms, then a(t) is an action.

Definition 5 If e is a triggering event, h1, . . . , hm are beliefs and q1, . . . , qn are goals
or actions, then e : h1 ∧ . . . ∧ hm ← q1, . . . , qn is a plan. We refer to h1 ∧ . . . ∧ hm

as the context of the plan and to q1, . . . , qn as the plan body.

Following these definitions, we can now specify an agent by its belief base BB,
its plan library PLib and the action set Act. The belief base of an agent, BB, which
is treated as a set of belief atoms, contains the information that the agent has about
the environment. The plan library contains those plans that describe how the agent
can react to the environment, where plans are triggered by events. Finally, the action
set simply describes the primitive actions to which the agent has access.

On the semantic level, the state of an AgentSpeak agent A can be described by
a tuple 〈BB, PLib, E, Act, I〉, with E the event set, I the intention set and BB, Plib
and Act as before [19]. The event set and intention set are mainly relevant during
the execution of an agent. Intuitively, the event set contains those events that the
agent still has to deal with. When an agent reacts to one of these new events e, it
selects those plans that have e as the triggering event, i.e. the relevant plans. We say
that a plan is applicable when the context of the plan evaluates to true according
to the belief base of the agent. For a given event e there may be many applicable
plans, one of which is selected and added to an intention. The intention set is a set of
intentions that are currently being executed concurrently, i.e. those desires that the
agent has chosen to pursue. Each intention is a stack of partially executed plans and
is itself executed by performing the actions in the body of each plan in the stack. The
execution of an intention may change the environment and/or the agent’s beliefs.
Also, if the execution of an intention results in the generation of new internal events
(or subgoals), then additional plans may be added to the stack.

1A variable is a term, a constant is a term, and from every n terms t1, t2, . . . , tn and every n-ary
predicate p a new term p(t1, t2, . . . , tn) can be created.
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2.2 POMDP

Partially Observable Markov Decision Processes (POMDPs) have gained popularity
as a computational model for solving probabilistic planning problems in a partially
observable and stochastic environment (see e.g. [13]). They are defined as follows:

Definition 6 A POMDP M is a tuple M = 〈S, A,Ω, R, T, O〉 where S, A, and
Ω are sets of states, actions, and observations, respectively. Furthermore, R : S ×
A → R is the reward function, T : S × A → Δ(S) is the transition function and O :
S × A → Δ(Ω) is the observation function. Here, Δ(·) is the space of probability
distributions.

Instead of knowing the current state exactly, there is a probability distribution over
the state space S, called the belief state2 b(S), with b(s) the probability that the
current state is s. When S is clear from the context, we simply write b instead of
b(S). In Definition 6, we have that the Markovian assumption is encoded in the
transition function since the new state depends only on the previous state. Given the
belief state bt at time t , after performing action a and receiving observation o, the
new belief state bt+1 is obtained using the Bayesian rule:

bt+1(s) = P(s | bt , a, o)

= O(o | s, a) · ∑
s ′∈S T (s | s ′, a) · bt (s ′)

P(o | bt , a)
(1)

where P(o | bt , a) is a normalisation factor obtained by marginalising s out as
follows:

P(o | bt , a) =
∑

s∈S

O(o | s, a) ·
∑

s ′∈S

T (s | s ′, a) · bt (s
′).

The decision a at horizon t takes into account both the instant reward as well as
all possible rewards in future decision horizons (of the POMDP execution). Given
a POMDP M, its policy π : B → A is a function from the space of belief states
(denoted asB) to the set of actions. The policy provides the optimal action to perform
for a given belief state at each decision horizon, i.e. it is the action that should be
performed in the current belief state to maximise the expected reward.

Definition 7 (Optimal Policy) Given a POMDP M with the initial belief state b1,
π∗ is an optimal policy over the next H decision horizons if it yields the highest
cumulated expected reward value V ∗:

V ∗(b1) =
H∑

t=1

γt−1 · R(s,π∗(bt )) · bt (s)

2Not to be confused with the belief base of an agent, which we see later.
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where bt (s) is updated according to Eq. (1) and γ ∈ (0, 1] is a discounting factor to
ensure that future rewards are lower. Here π∗(bt ) is the action determined by policy
π∗ and the belief state bt .

A probabilistic planning problem is then defined as the problemof finding the optimal
actions for a given POMDPM and an initial belief state b (where the optimal actions
in a POMDP setting are described using a policy π).

3 Integration of AgentSpeak and POMDPs

We now discuss howAgentSpeak and POMDP can be integrated into a single frame-
work. The resulting framework, called AgentSpeak+, allows us to define agents that
can perform on-demand planning based on the POMDP to provide optimal decisions
in an uncertain environment. We start by introducing the concept of epistemic states
to model the uncertain beliefs of an agent. We define an epistemic state in Sect. 3.1
as containing both a POMDP M and a belief state b, where the former encodes the
agent’s domain knowledge about the partially observable environment and the latter
represents the current uncertain information about the states modelled in M. The
basic concepts needed for probabilistic planning are introduced in Sect. 3.2, where
we show how a new construct behaving as an action in AgentSpeak allows for the
desired on-demand planning. Our new framework, AgentSpeak+ in then introduced
in Sect. 3.3, where it combines both aforementioned ideaswith classical AgentSpeak.

3.1 Epistemic States

Normally, a belief base only contains belief atoms with Boolean values. Such an
approach is insufficient to reason over the uncertain beliefs of the agent. To overcome
this, we extend the the idea of a belief base into the concept of an epistemic state.

Definition 8 (Epistemic states) Let M be a POMDP which models the situated
partially observable stochastic environment. By definition,M includes a set of states
S. The epistemic state Φ over the state space S is defined as Φ = 〈b,M〉, where
b : S → [0, 1] is a probability distribution over S.

The POMDPM defined in the epistemic state Φ represents the knowledge about
the uncertain environment. The observationsΩ and state space S inM are subject to
the agentA’s belief base. The action set A of the POMDP can contain both primitive
actions in agent A’s action set Act and compound actions which correspond to goals
achievable by executing existing plans. Compound actions, which are plans in BDI,
can have various outcomes. However, they can be transformed into primitive actions
over which POMDP can reason using a translation such as the one proposed in
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Fig. 2 Graphical representation of the POMDP M. We have that S = {LocA, LocB}, Ω =
{(s)uper(m)arket, (p)etrol (s)tation} and A = {move, stop}. The transition, observation and
reward functions are shown as tables

[9]. Indeed, the work in [9] suggests an approach to summarise sceptical results of
compound actions as primitive actions. The belief state b quantitatively denotes the
degree of certainty about the partial state space as the initial condition for M.

Example 1 LetΦ = 〈b,M〉 be an epistemic state. The state space S inM is {LocA,
LocB}, i.e. two possible locations, where we want to be in LocB (as indicated by the
reward function). The current belief state is given by b(LocA) = 0.6 and b(LocB) =
0.4, which will change based on the actions performed by the agent (e.g. probably in
LocB if you move from LocA) and its observations (e.g. probably in LocA when you
see a supermarket). The POMDPM encoding the relevant knowledge is graphically
illustrated in Fig. 2.

Each epistemic state contains all knowledge needed to plan over and reason about
a well-defined subset of the environment. Given that each epistemic state has an
optimal policy, this optimal policy intuitively encodes a subplan for this subset of
the environment. Throughout this work, we assume that a corresponding symbol Φ
is available on the syntactic level as well, i.e. on the level of an AgentSpeak agent
we are able to refer to a specific epistemic state. An executed action and a newly
obtained observation are together taken as new input to revise the epistemic state
using the belief updating process in Eq. (1), where revision is defined as:

Definition 9 (Epistemic state revision) Let Φ = 〈b,M〉 be an epistemic state and
I = 〈a, o〉 an input with a ∈ A an action and o ∈ Ω an observation. The revision of
Φ by I , denoted as Φ ◦ I , is defined as:

Φ ◦ I = 〈b′,M〉

with ◦ a revision operator. Particularly, ◦ is given by Eq. (1). The result of revision is
a new epistemic state, where the new belief state b′ is determined based on the old
belief state b and the input I .



26 K. Bauters et al.

Example 2 (Example 1 continued) Let Φ = 〈b,M〉 be the epistemic state from
Example 1 with the belief state b. After performing action move, and receiving a
new observation ps, the revised probability distribution over possible locations is
b′(LocA) = 0.16 and b′(LocB) = 0.84.

It is important to note that revision will only revise the belief state, while keep-
ing the corresponding POMDP unchanged (i.e. revision does not alter the domain
knowledge of the agent in this case).When there is a sequence of inputs I1, . . . , In the
epistemic state is simply revised iteratively. Furthermore, we assume that an agent
can have multiple epistemic states, each dealing with a localised and isolated part
of the beliefs of the agent. For example, the availability of material at each factory
is independent of the colour of the traffic light. Localised epistemic states allow an
agent to revise a corresponding epistemic state given a new input without affecting
other epistemic states.3 This reflects, to some extent, the notion of minimal change
principle in belief revision.

We will also allow the belief state (i.e. the beliefs maintained by a POMDP)
to be extracted from the agent’s belief base (i.e. the component of an AgentS-
peak agent where beliefs are stored). This is useful for designing an AgentSpeak+
agent, as it allows the automatic extraction of the belief state of the POMDP from
the AgentSpeak+ program. To simplify the explanation, we will explicitly add the
POMDP as a parameter to the belief atoms to make explicit to which POMDP the
belief atom is associated.

Definition 10 (Correlated belief atoms) Two belief atoms h(x, m,M) and
h(x ′, m ′,M) are said to be correlated if x and x ′ are two states of variable X j

(which is one of the variables in the joint state space S) defined in the POMDP M,
where m and m ′ are their corresponding probability values.

Definition 11 (Extraction) Let {h(xi , mi ,M) | i ∈ 1, . . . , k} be a set of exhaus-
tively correlated belief atoms for variable X j . The belief state b(xi ) = mi can be
directly derived from this set iff

∑k
i=1 mi = 1 and X j = {x1, . . . , xk}.

Here, a set of exhaustively correlated belief atoms implies that no other belief atoms
in the agent belief base are correlated to any of the belief atoms in this set.

When the state space S of a POMDP M has a set of variables {X1, . . . , Xn},
then the belief state b(S) is the joint probability distribution obtained from b(X j ).
When the belief state cannot be extracted from an agent’s initial beliefs we assume a
default probability distribution, i.e. a uniform distribution, for the belief state. Finally,
whenever an epistemic state is initiated or revised the belief base of the agent will be
updated accordingly using the corresponding triggering events −h(xi , mi ,M) and
+h(xi , m ′

i ,M) in AgentSpeak.

3For simplicity, we restrict ourselves in this work to the case where each input is relevant to only
one epistemic state.
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We can also derive ordinary beliefs from the belief state:

Definition 12 (Derivation) Let Φ = 〈b,M〉 be an epistemic state containing a
probability distribution over S. The belief atomofΦ, denoted as Bel(Φ), is derived as

Bel(Φ) =
{

si , when P(S = si ) ≥ δ
T, otherwise

Here δ is a pre-defined threshold for accepting that si represents the real world
concerning S. Notation T is a special constant representing an agent’s ignorance,
i.e. an agent is not certain about the state of variable S.

Example 3 (Example 2 continued) The belief state b can be modelled as the belief
atoms location(LocA, 0.6,M) and location(LocB, 0.4,M). The revised belief
state b′ is represented as location(LocA, 0.16,M) and location(LocB, 0.84,M).

3.2 Probabilistic Planning

Now that we have defined an epistemic state (which can deal with uncertainty)
and how to revise it, we look at how probabilistic planning can be integrated into
AgentSpeak. The POMDPs we use in the epistemic state allow us to decide the
optimal action at eachdecisionhorizonby taking into account the immediate expected
reward and the future rewards. However, simply computing the optimal plan at each
step would severely hamper the reactiveness of the AgentSpeak agent due to the
computational cost. Instead, we introduce a new action to AgentSpeak, ProbPlan,
which can be used in AgentSpeak plans to explicitly compute the optimal action to
achieve a goal for a given epistemic stateM. This enables the agent to react optimally
when needed, e.g. for when performing the wrong action likely carries a high penalty.
When optimality is not required or when reactiveness is of primary importance, the
agent can instead rely on the abstractness and high performance of the normal BDI
plan selection strategy.

Definition 13 (Probabilistic planning action) LetProbPlanbe anordinaryAgentS-
peak action symbol and Φ = 〈b,M〉 an epistemic state. We say that ProbPlan(Φ,
H ) is a probabilistic planning action, with H the number of steps and correspond-
ing rewards we should consider (i.e. H is the horizon). The effect of executing
ProbPlan(Φ, H ) is that the probabilistic planning problem defined by a POMDP
M with initial belief state b and horizon H is solved, after which the optimal action
ai ∈ A is executed.

Importantly, the action set A defined in a POMDP can contain both primitive
actions and compound actions (i.e. subgoals), each representing different levels of
planning granularity. In the latter case, a pre-defined plan in AgentSpeak will be
triggered to pursue the goal corresponding to the optimal action ai . This allows the
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optimal plan to be as specific as possible (to reach the goal without taking excess
steps)while being as abstract as possible (to fully take effect of the domain knowledge
encoded in the set of pre-defined plans). The effects of these compound actions can
be computed either sceptically (i.e. only considering effects shared by all relevant
plans) or credulously, which allows us to balance optimality and reactiveness for the
given problem. In the first case, we guarantee the outcome of those effects that we
want to bring about, but we leave it up to the AgentSpeak reasoning system to select
the best plan at time of execution (i.e.we are not interested in the side-effects). In the
latter case, we apply a “best effort” strategy, where we lose some optimality but gain
reactiveness. In addition, it should be noted that while the result of ProbPlan(Φ, H )
is an optimal action at the time of computation, there is no guarantee that this action
will still be optimal during execution. Indeed, the optimal action/subgoal is not (by
default) immediately executed and may be intertwined with the execution of other
subgoals which alter the environment. The benefit of not enforcing this optimality
but rather trying to be optimal is that we retain the reactiveness of BDI and are able
to fully use the knowledge already encoded by the system developer in the subgoals.

For the running example, we consider a POMDP with the state space defined as
{O, A, B, C}, i.e. the origin location O and three factories A, B and C . In addition,
there is an action set consisting of 9 subgoals: 3 subgoals to go from the origin to a
factory; and 6 subgoals to go from one factory to another. In all cases, the subgoals
consist of both going to the location as well as collecting the corresponding material.
For example, wewill use goOBcollect to denote the subgoal to move from the origin
to factory B in order to collect material B.

Definition 14 (Probabilistic planning plan) A plan pl is called a probabilistic plan-
ning plan if it contains at least one probabilistic planning action ProbPlan in the
plan body.

Similar to Definition 13, a probabilistic planning plan is still a normal AgentSpeak
plan. Due to the fact that each probabilistic planning problem defined onM always
has a (not necessarily unique) optimal action, a probabilistic planning plan does not
introduce infinite recursion. Furthermore, an optimisation canbe applied to reduce the
computational cost. Indeed, whenever the first optimal action is decided, a complete
optimal policy over H decision horizons has already been constructed as part of
the probabilistic planning problem. Before deliberating over the next action, the
epistemic state will be revised with the current action and the new observation as
defined in Definition 9. Given the revised epistemic state, the next optimal action
can then be decided instantly based on the optimal policy that is already constructed
without requiring extra computation.

Example 4 Consider the truck agent At from the running example where Φ is the
relevant epistemic state. We have:

P1: +!collectMaterial : true ← ProbPlan(Φ, 3);
ProbPlan(Φ, 2);
ProbPlan(Φ, 1).

P2: +!goOAcollect : true ← moveOtoS1; !waitS1toA; moveS1toA;
senseLocation; !load(a).
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The first plan describes how the truck agent can collect all the materials, i.e. how
it can achieve its goal !collectMaterial. Due to some hard constraint (e.g.we only
have limited fuel) we rely on the POMDP planning to plan ahead and figure out
the best course of action. Since the abstract level considered by the POMDP in
the epistemic state Φ can move from one factory to another in a single step, we
consider a decision horizon of 3. The result of ProbPlan(Φ, 3) can for example be
the subgoal goOAcollect, i.e. given all the information available to POMDP at the
moment, the optimal action is to first visit factory A. During the execution of this
subgoal new observations will be collected (e.g. through senseLocation) and will
be taken into account when deliberating over ProbPlan(Φ, 2) by (implicitly) using
the revised epistemic state to find the optimal action/subgoal to collect the remaining
two materials.

3.3 AgentSpeak+

We are now ready to define our AgentSpeak+ framework:

Definition 15 (AgentSpeak+ agent) An AgentSpeak+agentA+ is defined as a tuple
〈BB+

, EpS, PLib+
, E, Act, I〉, where the belief baseBB+ now contains belief atoms

with an associated probability value, EpS is a set of epistemic states, the plan library
PLib+ contains an additional set of probabilistic planning plans, and E, Act and I
are as before.

Normally, in AgentSpeak, the context of a plan consists of classical belief atoms.
However, in AgentSpeak+ the belief base contains uncertain belief atoms, i.e.we
need a way to determine if a given context is sufficiently plausible.

Definition 16 (Belief entailment) Let {h(xi , mi ,M) | i ∈ 1, . . . , k} be a set of
exhaustively correlated belief atoms in an agent belief base. The belief atom h′(xi ) is
entailed by the agent’s belief base BB iff there exists h(xi , mi ,M) ∈ BB such that
mi ≥ δ with 0 < δ ≤ 1. The value δ is context-dependent, and reflects the degree of
uncertainty we are willing to tolerate.

Example 5 (Example 3 continued) The revised belief base contains the belief atoms
location(LocA, 0.16,M) and location(LocB, 0.84,M). Given a threshold δloc =
0.8, only the belief atom location(LocB) is entailed.

Notice that we can straightforwardly represent classical belief atoms by associat-
ing a probability of 1 with them. Verifying if a context is entailed, i.e. a conjunction
of belief literals, is done classically based on the entailed belief atoms. As such, we
recover classical AgentSpeak entailment of contexts if we enforce that belief entail-
ment is only possible when δ = 1. The revised reasoning cycle of AgentSpeak+agent
is shown in Fig. 3. The agent now contains a set of epistemic states, each of which
includes a POMDP. A new input can either revise the belief state of a POMDP or
be inserted into the agent’s belief base BB (i.e. this happens when the input is not
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Fig. 3 The revised reasoning cycle for an AgentSpeak+ agent

related to any of the agent’s epistemic states). As needed, during plan execution, the
agent can furthermore rely on the POMDP to compute the optimal next step through
the use of a probabilistic planning action. Whenever the selected plan (i.e. the one
that has been committed as an intention) contains a probabilistic planning action,
the corresponding POMDP will be called instead of (directly) relying on the plan
library.

Proposition 1 (Proper extension) An AgentSpeak+ agent A+ is a proper extension
of a classical AgentSpeak agent A.

Proof An AgentSpeak+ agent A+ extends a classical AgentSpeak agent A in three
aspects. Firstly, an AgentSpeak+ belief base BB+ extends an AgentSpeak belief
base BB by associating a probability value with each belief atom. Secondly, an
AgentSpeak+ agent includes a set of epistemic states EpS. Finally, an AgentSpeak+
plan libraryPLib+ extends anAgentSpeakplan libraryPLib by allowingprobabilistic
planning plans. If all belief atoms in BB+ have a probability value of 1, if EpS is
empty and if PLib+ has no probabilistic planning plans, then the AgentSpeak+agent
A

+ reduces to a classical AgentSpeak agent. �

Proposition 2 (Termination) Let PLib+ be a non-recursive AgentSpeak+ plan
library and e an event. If there is a relevant plan for e in PLib+ then either all
steps in the plan body will be executed or the plan will fail in a finite number of steps.

Proof If no applicable plan for e exists inPLib+, then the execution fails immediately.
Otherwise, an applicable plan is selected to deal with e and its plan body is executed.
If the applicable plan for e inPLib+ is a classical AgentSpeak plan then the plan body
is a finite sequence of (non-recursive) actions/goals. When an action is encountered
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it is executed immediately. If a goal is encountered, it is either a test goal, which
can be executed immediately by querying the belief base of the agent, or it is an
achievement goal. If it is an achievement goal, the same line of reasoning we used so
far applies for classical AgentSpeak plans. In addition, because we have that PLib+

is a non-recursive plan library, we know that after a finite number of subgoals (since
the plan library is finite) we will have a subgoal for which the plan only contains
actions and/or test goals.

If the applicable plan, or any plans of its subgoals is a probabilistic planning plan
then the plan body may also include probabilistic planning actions. By definition,
a POMDP used by any probabilistic planning action will always return an optimal
policy representing a single action/goal to execute. As before, the resulting action or
goal will either succeed or fail in a finite number of steps. �

4 Scenario Discussion

We now show how the scenario from the introduction can be expressed using the
AgentSpeak+ framework. Since the material collection scenario relies heavily on
optimal planning, the scenario serves as a good example to illustrate the benefits
offered byAgentSpeak+over classicalAgentSpeak.We stress though that the purpose
of this discussion is not to present an actual implementation, but rather to motivate
the merits of the proposed framework to warrant future work on a fully implemented
system. As a basis for this future work, we briefly discuss a prototype system at the
end of this section which we designed to verify the feasibility of our approach.

4.1 Case Study

We recall that the goal of our truck agent At is to collect materials from factories
A, B and C. Then, as discussed in Sect. 3.2, we consider a single epistemic state Φ

where its POMDP M has an action set with 9 subgoals. Each state in the POMDP
M contains information about whether a factory has available materials (denoted as
FA, FB and FC), whether our agent has already collected materials from a factory
(denoted as MA, MB and MC) as well as the current location of the agent (denoted as
LocA, LocB and LocC). For example, the state s = {MA, LocA, FA, FB} indicates
that the agent has collected material from factory A, is currently at factory A and
that material is still available from factories A and B. We define M in a graphical
way to further decompose the state space (i.e.whether material is available at one
factory is independent from whether material is available at another). A Dynamic
Influence Diagram [1] D is obtained for efficient computation (shown in Fig. 4). In
particular, we decompose the entire state space into a set of chance nodes representing
FA, FB, FC, MA, MB and MC while LocA, LocB and LocC are represented by a
single chance node Loc. Correspondingly, belief atoms in our agent At describe
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Fig. 4 Graphical representation of POMDP Mg . Here, the entire state space is decomposed into
a set of chance nodes. Some causality links for the transition function are omitted for simplicity

the availability of materials (denoted has(X)), where materials have been loaded
from previously (denoted loaded(X)) and the current location of the agent (denoted
at(X)) for factories X ∈ {a, b, c}. As discussed at the end of Sect. 3.1, a revision of
the epistemic state is triggered when a belief atom is added/removed and possible
additions/deletions of belief atoms are triggered when the epistemic state is revised.
The plan library for our AgentSpeak+ agent At contains many plans, including:

(P3) +!start : true ← !callFactories, !collectMaterial.
(P4) +!callFactories : true ← !check(a), !check(b),

!check(c).
(P5a) +check(X) : not loaded(X) ← call(X).
(P5b) +check(X) : loaded(X).
(P6a) +!waitS1toB : not s1green ← senseSignal; !waitS1toB.
(P6b) +!waitS1toB : s1green.
(P7) +!load(X) : at(X) ← pay(X); getMaterial(X),

!callFactories.

We can describe this agent in more detail. When the agent is initialised, the start
event is generated. The plan (P3) reacts to this event using plan (P4), along with
plan (P5a) or (P5b), by calling each factory to check if material is available (i.e. it
only calls those factories from which material has not been previously loaded). The
agent then proceeds with plan (P3) by attempting to collect the available materials.
Thematerial collection procedure itself was previously described by the probabilistic
planning plan (P1) from Example 4, which involves a probabilistic planning action
using a POMDP to find the optimal plan to execute. A predefined executable plan
for moving from the origin location to factory A was described by plan (P2) from
the same example. With an equivalent plan for moving to factory B, the plan body
would consist of moving the agent to the signal, generating a subgoal relevant to
plans (P6a) and (P6b) (i.e. to determine when it is safe to pass the signal), and
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then proceeding to factory B. Once the agent has completed this action it will check
whether it has successfully reached factory B. When the location is sensed, and
the agent is at the desired factory, it proceeds by executing plan (P7) to load the
required material. First the factory is paid, then the material is loaded and, finally,
plan (P4) is again executed to call the remaining factories from which material has
not been collected. Importantly, the effect of these subgoals (such as moving, loading
and calling factories) modify the agent’s beliefs and thus also modify the relevant
epistemic state. These new beliefs (and uncertainties) are then taken into account
by plan (P1) in order to determine the optimal subgoal for collecting the remaining
materials.

In addition to a POMDP Mg , the initial belief state b1 associated with Mg is
also part of an epistemic state. In the preparation stage (relevant to plan (P4)), At

defines correlated belief atoms for each variable in the POMDP’s state space, such
as FA and FB, and these correlated belief atoms are added to the agent’s belief
base BB. For each variable, such as FA, the corresponding belief state b(FA) can be
defined. When this is completed for all variables, a joint belief state b(S) is derived.
For example, the action query(FA) estimates the material availability at factory A
and belief atoms, such as available(FA, 0.8) and available(FA, 0.2), express our
certainty that the material is available at factory A. The beliefs about other factories,
the initially loaded material and the starting location of the agent can be obtained in
a similar manner. The belief state b1 itself can be extracted from the relevant belief
atoms according to Definition 11.

This example highlights a number of key benefits offered by the AgentSpeak+
framework. Compared to classical AgentSpeak, we are able to deal with uncer-
tain information. Furthermore, our AgentSpeak+ agent is not fully specified in the
design phase; it resorts to probabilistic planning to deal with crucial parts of its
execution (e.g. determining the order in which to visit the factories). Compared to
a pure POMDP implementation, the AgentSpeak+ framework considerably reduces
the overall complexity by relying on domain knowledge encoded on the level of a
BDI agent. As such, irrelevant actions such as determining which factories to call
and how long to wait at a signal, are omitted from the POMDP dealing with the avail-
ability of materials. Furthermore, since planning only happens on-demand, the agent
can rely on the simpler plan selection process to ensure maximum reactiveness for
most of the subgoals (e.g.when agents also need to achieve goals where uncertainty
is absent and/or optimality is not required).

4.2 Implementation Considerations

A prototype implementation of this framework has been developed4 that extends
Jason [5], an open-source implementation of AgentSpeak, with Hugin [1], a propri-
etary tool for constructing and evaluatingBayesian networks. Equivalent open source

4By the author Yingke Chen.
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alternatives to Hugin include SMILE [10] and its Java API jSMILE. In addition to
this, the implementation uses the flexibility of the Jason system to develop parts of
the system in Java. The epistemic states, their revision, extraction and derivation
have all been defined on the level of Java. As such, the actual agent description in
Jason can be mostly agnostic as to the underlying complexity; beliefs are automat-
ically revised and converted into Boolean beliefs as needed, and the only exposure
the agent has to the underlying system is through the ProbPlan concept. When-
ever such a ProbPlan action is called, the required POMDP is called through the
HuginAPI by the Jason interpreter and returns the recommended optimal decision(s).
While this prototype proved promising, it suffered from its overall complexity. For
example, keeping the beliefs consistent across all three systems is challenging and
time-consuming to develop. Still, these tools find optimal solutions for POMDP
which can be very time-consuming for even small problems. As a result, the proto-
type was often considerably slower than plain AgentSpeak. The recent emergency of
very capable anytime planning algorithms for POMDP (e.g. [23]) is promising and
would be the tools of choice for future implementations. Indeed, by using anytime
algorithms an agent could further balance between having reactive behaviour, having
quick deliberative behaviour or exhibiting behaviour where the agent can wait if it
need not act quickly until an optimal solution is found. Such an algorithm could also
be integrated in the Java framework, avoiding the need for expensive API calls to
an external tool. Finally, we note that a full evaluation of any implementation would
require a problem setting considerably larger than the material collection scenario.
Indeed, our framework is developed in such a way that planning happens on demand.
In realistic scenarios, however, a large part of the environment can be explored with-
out the need for (near-)optimal actions, i.e.we can rely on simple plan selection
rather than planning based on POMDPs. For these reasons, the development of a full
implementation, as well as its thorough evaluation, is left for future work.

5 Related Work

There have been several approaches tomodelling uncertainty inmulti-agent systems.
In [7] a graded BDI approach is proposed that uses uncertain beliefs (as probabilities)
and graded preferences (as expected utilities) to rank plans. However, the theoretical
nature of this work has so far precluded the development of any practical imple-
mentations. In this work, we instead propose an extension based on a widely used
agent-oriented programming language. Our work is based on epistemic states, sim-
ilar to [8], where the concept of an epistemic state is introduced to model uncertain
perceptions. Similar to their work, Boolean belief atoms (e.g. propositional state-
ments) can be derived from epistemic states to support further reasoning. Still, the
work in [8] only focuses on MDPs, i.e. it cannot be used in the more natural setting
of partially observable environments. A similar approach has been used in [2] where
the authors model different forms of uncertainty as distinct epistemic states. This
allows a single agent to reason about different forms of uncertainty in a uniform



Probabilistic Planning in AgentSpeak Using the POMDP Framework 35

way. However, the work’s main focus is on the representation of the beliefs and their
commensurability and does not provide first-principles planning under uncertainty,
nor do they exploit any of the facets of the decision theoretical model (e.g. rewards
or penalties).

Autonomous agents have to make rational decisions to pursue their goals (i.e.
selecting appropriate plans) in a stochastic environment. Markov Decision Processes
(MDP) andPartiallyObservableMDPs (POMDPs), are popular frameworks tomodel
an agent’s decision making processes in stochastic environments. In [22] a theoret-
ical comparison of POMDPs and the BDI architecture identifies a correspondence
between desires and intentions, and rewards and policies. The performance and scala-
bility of (PO)MDPs and the BDI architecture are compared in [24]; while (PO)MDPs
exhibit better performancewhen the domain size is small, they do not scale well since
the state space grows exponentially. The BDI architecture (which uses a pre-defined
plan library) has better scalability at the cost of optimality, making it applicable to
significantly larger state spaces. Nevertheless, future research showed that BDI and
MDP are closely linked. Indeed, in [25] the relationship between the policies of
MDPs and the intentions in the BDI architecture is discussed. In particular, it shows
that intentions in the BDI architecture can be mapped to policies in MDPs. This in
turn led to some work in the literature on hybrid BDI-POMDP approaches. In [18]
an algorithm was proposed to build AgentSpeak plans from optimal POMDP poli-
cies. However, most characteristics of the original BDI framework are not retained
in such hybrid approaches. In contrast, our approach embeds POMDPs in the tra-
ditional BDI agent framework. Normal BDI execution is used by default, with the
POMDP component allowing an agent to generate new plans on-demand during exe-
cution. Extending the BDI architecture with more elaborate planning techniques has
also been investigated in the literature. In [21], the authors present a formal frame-
work to integrate lookahead planning into BDI, called CanPlan. Similarly, in [16],
the authors integrate classical planning problems into the BDI interpreter to allow
an agent to respond to unforeseen scenarios. However, neither approach considers
issues related to uncertainty.

6 Conclusions

In this work we proposed the AgentSpeak+ in which we extend the belief base of an
agent by allowing it to be represented by one or more epistemic states. An essen-
tial part of each epistemic state is a POMDP, which allows us to model the domain
knowledge of the partially observable environment and from which we can compute
optimal actions when needed. In addition, this allows us to deal in a straightfor-
ward way with uncertain information in the environment. To keep the computational
complexity low,AgentSpeak+extendsAgentSpeak, an agent-programming language
based on theBDI paradigmwhere planning is reduced to the simple task of plan selec-
tion. By adding actions to perform on-demand planning, the resulting AgentSpeak+
can both offer good responsiveness while at the same time providing the option
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for near-optimal planning when needed through the POMDP component. For future
work, we plan a full evaluation of our approach, both compared to classical BDI
implementations and pure POMDP implementations. We furthermore plan an exten-
sion where knowledge from other agents (which are only trusted to some degree) can
be employed to improve the domain knowledge currently encoded in the POMDP
component.
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Abstract Many optimization problems have huge solution spaces, deep restrictions,
highly correlated parameters, and operate with uncertain or inconsistent data. Such
problems sometimes elude the usual solving methods we are familiar with, forc-
ing us to continuously improve these methods or to even completely reconsider the
solving methodologies. When decision makers need faster and better results to more
difficult problems, the quality of a decision support system is crucial. To estimate
the quality of a decision support system when approaching difficult problems is not
easy, but is very important when designing and conducting vital industrial processes
or logistic operations. This paper studies the resilience of a solving method, initially
designed for the static and deterministic TSP (Traveling Salesman Problem) variant,
when applied to an uncertain and dynamic TSP version. This investigation shows
how a supplementary level of complexity can be successfully handled. The tradi-
tional ant-based system under investigation is infused with a technique which allows
the evaluation of its performances when uncertain input data are present. Like the
real ant colonies do, the system rapidly adapts to repeated environmental changes.
A comparison with the performance of another heuristic optimization method is also
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1 Introduction

Decision under uncertainty is a research domain with documented traces within the
second half of the last century. Stochastic programming [1] and Optimization under
probabilistic constraints [2] are the first of such research directions stemming from
the same assumption: the distributions of the random variables are exactly known.

Later on, the uncertainty was modeled in a broader way, as the data inexactness
was defined and treated outside the Probability Theory. During 1965–1975, the inex-
actness was approached with different fundamental ideas that developed important
optimization domains. One direction was to model “… problems in which the source
of imprecision is the absence of sharply defined criteria of class membership rather
than the presence of random variables.” [3], by the well-known Fuzzy Sets frame-
work. If no assumption is made on inexact data, except for their bounds, then a
problem can be approached using a Robust Optimization methodology. Pioneering
works considered the generalized linear programming problem [4], or the proximate
linear programming problem [5], for the situations when “…there exists a real need
of a technique capable of detecting cases when data uncertainty can heavily affect
the quality of the nominal solution, and in these cases to generate a reliable solu-
tion, one which is immuned against uncertainty.” [6]. During the last years of the
past century, two independent teams grounded the Robust Optimization methodol-
ogy [7, 8]—branch of Optimization with broad applications and deep mathematical
foundations. A modern approach, inspired by the broad developments of large data
collections which can be inconsistent, is presented in [9]. The authors assess the risk
of using erroneous data by the solving methods designed for correct data.

The current problems exhibit compound complexity and challenge us frommulti-
ple points of view. Firstly, their high dimensional and/or high volume search spaces
make impractical the attempt to exactly solve them. The only affordable approach
is to accept “good enough” solutions by using approximate or heuristic methods.
Secondly, the intricate complexity of the problems (having many, deep and par-
tially known connections between variables) makes the computing time increase to
the level of intractability. By considering the decomposition into several simplified
problems and reconstructing the initial solution from the solutions to the simpler
problems (be they optima), rarely the final solution is optimal [10]. Other feature of
the complexity is the data uncertainty: as the problem is rich in parameters, variables,
restrictions and equations, some degree of data uncertainty is expected to produce
dissimilarity between the model and the real problem. Thirdly, the real problems
never are static and isolated: when seen as a process, they permanently interact with
other neighboring processes (neighbor is used here for describing other concurrent
and connected processes). This last feature expresses the dynamicity, adding up new
difficult aspects to an already complex model.
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This paper investigates how a heuristic method designed for a specific problem
behaves when applied to a more complex problem variant that displays two sup-
plementary layers of difficulty. The application under discussion is an ant-based
system, which was adapted to handle two new problem characteristics: uncertainty
and dynamicity. For testing it, we used 24 instances with thousands of vertices of
the Traveling Salesman Problem (TSP, a well-known Combinatorial Optimization
Problem—COP). The results are compared with those obtained when the original
software package solved the same 24 instances. Our work shows that the ant-based
implementation can easily handle the dynamic uncertainty, being able to deliver
results having the same quality as in the classical case. Moreover, the instances are
approached with another classical, heuristic-based method in order to compare their
stability.

When facing specific situations, decision-makers would like to rely on sound,
rapid intelligent/expert systems. This means that the solvingmethods have to provide
good solutions when tackling high volumes of uncertain, dynamic and complex data
that have many intricate restrictions. For example, if a manager is aware of the
scalability, resilience and fault-tolerance of several support systems on the market,
she/he can take an informeddecisionwhen the companydecides to buy such products.

The quality of the support system has an even greater importance when the organi-
zation using it is large, or works in sensitive areas. For example, the sea transportation
deals with weather uncertainty, environmental risks in case of accidents and implies
moving outsized expensive goods over large paths. Due to these characteristics, ship
routing decision systems must intelligently assimilate many specific regulations and
integrate detailed systems, like GIS, into academic models [11].

Project managers from the software industry are interested in high-quality prod-
ucts, with efficient behavior when complex situations appear.When designing assist-
ing applications for ocean liners, for example, to improve the ship performance while
minimizing the risk of structural damage can be themajor strategic objective.At oper-
ational level, the shipmaster can be mainly interested in predicting the ship motions
and structural loads dueboth to immediateweather conditions and topossible changes
in course and speed [12].

Consequently, this paper would be useful for both customers and designers of
software applications dedicated to solving difficult COPs: as the heuristic method
we have exercised has a stable and reliable behavior. Efficient implementation of this
method might lead to software modules which could be successfully integrated in
decision-support systems.

This work is structured as follows: the next section describes our problem; Sect. 3
introduces themethodwe have used; in Sect. 4we detail themethod; Sect. 5 discusses
our results, and we draw the conclusions in Sect. 6. The Annex presents the detailed
results of our simulations.
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2 The Problem

Our paper uses the experimental analysis in order to asses how an application
designed for static, exact problems behaves when dynamicity manifests in an uncer-
tain way. As we intended to focus on an already stable and fast application, we firstly
tested from the stability point of view two heuristic implementations: the chained
Lin-Kernighan [13] from [14], and theACOTSP [15], both designed for the academic
Traveling Salesman Problem (TSP). ACOTSP, the most stable software package was
then altered in order to allow repeated environmental changes, modeled as random
modifications of the data.

2.1 The Traveling Salesman Problem

TSP is one of the most important problems in Operational Research [16, 17]. It has
documented historical traces back to Leonhard Euler; it was formalized in 1930 by
Karl Menger and became popular among mathematicians in the 1940s [18]. Since
then, the TSP was largely and intensively investigated, as it is easy to formalize and
to represent, and it models many current real-life problems [19].

When solving the TSP, one has a map with n places and knows their pairwise
distances, and is asked to find one shortest cyclic tour through all the places. More
formally, the TSP seeks for a least cost Hamiltonian cycle in a weighted graph. From
the computational complexity point of view, the TSP is an NP -hard problem, so a
polynomial time exact algorithm for the worst case is unlikely to be found [20].

TSP applications can be found in quite diverse areas of the human activity. Some
of them deal with large or very large instances. This is the reason why researchers are
interested in developing TSP algorithms to provide good solutions for this type of
instances. A theoretical study on somemethods and refinements suitable to approach
large instances is given in [21],while particular topics canbe easily found in literature.

For example, there are practical problems, such as those involving circuit-board
drilling, board cutting or chip manufacture [22] which can be modeled by TSPs with
millions of nodes. Implementations of theChainedLin-Kernighan heuristic [13] have
been used in this direction. In the field of genomics, where the nature of the working
problem provides large scale combinatorial optimization problems, TSP algorithms
are used to generate maps in genome sequencing [23, 24].

Conversely, tools of molecular biology could be used to provide solutions for
TSP, with graphs encoded in molecules of DNA and computations performed with
standard protocols and enzymes. A pioneering view on this matter is given in [25].
Although DNAmolecules could store immense amounts of information and massive
parallel searches could be imagined, researchers still have to study if and how this
potential can be exploited [26].



Ant-Based System Analysis on the Traveling Salesman … 43

For large TSP instances, the researchers focused on finding good relaxation
methods for effectively decreasing the solution space. Held and Karp proposed the
most known relaxation algorithm [27, 28], with very tight bounds in practice and,
therefore, included in the Concorde solver [29] (which currently is the best TSP
exact solver). Besides the Concorde solver, other software products are available for
research use [30, 31]. The approximate methods for TSP received intense attention,
as they provide results with an a priori known quality [32]. There also are heuris-
tic and meta-heuristic approaches dedicated to TSP, showing a broad interest from
researchers and a wide suitability for investigations: local search heuristics [33, 34],
Simulated Annealing [35], and several nature-inspired methods. Among the heuris-
tic methods, the 3-opt and the Lin-Kernigan methods [33] and Marco Dorigo’s Ant
Colony Optimization [36] particularly interest us in this paper.

For testing, comparing and developing new applications, several standard col-
lections of TSP instances are available [37, 38]. For this study, we have chosen,
from [38], the 24 TSP symmetric Euclidean 2D instances with a number of vertices
between 1,000 and 6,000. Their names are listed in the second column of Table1.
Other available instances integrate modern features like GIS services, able to connect
research from Transportation, Logistics, Geoinformatics, etc. [39].

Table 1 LK versus ACOTSP stability
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2.2 TSP Under Uncertainty

It is obvious that the recent advances in engineering and communication technologies
have determined innovative ways of developing human activities. In turn, these have
generated contexts which are more and more complex. Therefore, the models for
these contexts require appropriate mathematical and computational tools.

A relevant example on this line is the field of transportation. Today, quick and easy
transportation is seen as an essential part of modern society. Users can order mobility
services via Internet, by using smart devices. The positioning systems are used to
support a huge and dynamic network of vehicles. We face growing urbanization and
traffic volumes, which entails environmental pollution, increasing fuel consumption,
accidents and other expensive social costs. Moreover, there are a lot of uncertain
factors to be considered, for example in travelers’ presence, in travel time, in mer-
chandise demand. In order to describe such systems with a reasonable degree of
accuracy, the corresponding models require appropriate handling of uncertain infor-
mation. As researchers stress [40], the presence of uncertainty arises two important
issues: to model it, for a proper representation of the real-world situations, and to
develop computationally tractable applications for the models under discussion.

As there are different types of formalizing uncertainty, a multitude of approaches
have been proposed and investigated by researchers. The classical models for routing
optimization problems (TSP, Shortest Path Problem and Vehicle Routing Problem)
have already known numerous extensions and variations. The aim of this section is
to give an overview over the most substantiated ones and to underline the efficiency
of heuristics versus other methods.

The Probabilistic Traveling Salesman Problem (PTSP), introduced by Patrick
Jaillet in [41] is a variant of TSP in which only a subset of the nodes may be present
in any given instance of the problem. In other words, in PTSP the probability of
each node being visited is between 0 and 1. The goal, when approaching PTSP, is
to find an a priori tour of minimal expected length, with the strategy of visiting the
present nodes in a particular instance in the same order as they appear in the a priori
tour. The literature presents several approaches of PTSP, including exact branch-
and-bound [42] and branch-and-cut [43] algorithms, for instances with at most 50
vertices. But most researchers focus on heuristics such as nearest-neighbor [44],
2-opt and 1-shift [45] and onmetaheuristics, amongwhichACO [46] andHoneyBees
Mating Optimization (HBMO, [47]) proved to be very efficient. A recent survey and
considerations on the PTSP may be found in [48]. In [49], a closer look and review
on PTSP are done from the perspective of approaching it with ACO and local search.
Other uncertain models for the TSP are the Robust TSP [50], or the Fuzzy TSP [51].

Another direction to extend TSP comes from the necessity to model dynamic
or adaptive features. For example, if a driver is receiving disadvantageous, real-
time information about the road to a city where he is supposed to move, he may
decide to shift towards another city. In terms of modeling, this scenario corresponds
to a system in which the cost of the decision in not known a priori but assigned
when the decision must be taken [52]. Such dynamic models could be approached
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with Dynamic Programming (DP) tools [53], but numerous studies have shown their
limited applicability [19]. The large dimensionality of the DP implementations could
be overcome with Approximate Linear Programming [54]. Various models of TSP
with uncertain arc costs are proposed in [55–57]. A new perspective on uncertain
optimization problems is presented in [58]: the goal of the research is to use a
measure of similarity on previous instances to predict the quality of the solutions to
the following “close” instances. This idea can be founded in this paper, too.

Another direction that involves uncertainty in TSP refers to the versions handling
online data. Online optimization may be needed, for example, in situations like
rescue operations during natural disasters, when the objectives (cities, buildings,
etc.) to be visited are not known a priori and are revealed on the way. A general
framework for the online versions of the TSP and optimal 2-competitive polynomial
time online algorithms, based on re-optimization approaches, for TSP with Release
Dates and TSP with Flexible Service are presented in [59]. An extensive literature
reviewover the onlineTSP is further presented in [60].Adedicated researchproject—
Classical and Online TSP—has been launched in 2011 at MIT [61]. The goal of the
project was to design and analyze rigorous algorithmic solution strategies for online
version of classical combinatorial optimization problems (TSP, Hamiltonian path)
with incomplete and uncertain input streams on one hand, and with time-sensitive
objectives on the other hand.

Looking from the above perspectives, the experiment presented in Sect. 4 falls into
the area of TSP versions with uncertain arc-related information, as the implemented
ACO algorithm works on randomly modified pheromone matrices. This change in
the ACO algorithm thus simulates uncertainty in arcs, while the vertices-related
information suffers no alteration.

2.3 Preliminary Tests

The Lin-Kernighan implementation from [14] was called with a variable random
seed, the ACOTSP application was downloaded from [15] and was locally used.
Both methods ran 10 times on each instance, and their stability was individually
assessed by the averaged coefficient of variation of the 10 solutions they provided
(presented in Table1).

The Lin-Kernigan optimization procedure (that falls into the class of local search
algorithms) involves swapping sets of k edges to generate feasible, possibly better
solutions. It generalizes the 2-opt and 3-opt basic moves by dynamically deciding
the value of the parameter k and seeking for better k-opt moves. The method proved
to be adaptive and highly effective. However, its usefulness depends on the graph
that models the problem—for example, it is less efficient for the instances that are
sparse or heavily clustered.
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The ACOTSP package implements Ant System, Elitist Ant System, MAX -MIN
Ant System, Rank-based version of Ant System, Best-Worst Ant System, and Ant
Colony System for the symmetric TSP [15]. The goal of this package is to unify
the most important ACO algorithms under ANSI C language for Linux, offering the
research community a reasonably high performing access under a GPL license.

At the beginning of the algorithm, the artificial ants are randomly deployed in the
vertices of the graphmodeling the problem. Theway an artificial ant chooses the next
move when constructing its path is a balance between exploration and exploitation:
the closer vertices and also the edges with intense pheromone are preferred, but the
algorithm is not deterministic. All the ants construct their path in parallel, and deposit
the pheromone according with the problem’s goal and restrictions. The process is
repeated until the stopping conditions are met. At the end, the best path (from the
start) is the solution to the problem.

Table1 presents the percent coefficients of variation (%CV) for the ten best solu-
tions provided for each instance by both solving methods. The values in the last two
columns of Table1 (and also the corresponding average values over all instances,
presented in the last line) show that ACOTSP could perform better related to our
goal of introducing uncertainty. Because we intend to study a resilient and stable
implementation, we turned our attention towards ACOTSP.

One of the current challenges when exploiting complex software applications is
how to predict and control their behavior when some changes (whose outcome is
known when they perform alone) manifest together. This is the wider problem that
we address in this paper. The way we enrich the TSP and the experiment we have
performed in order to study its behavior are presented in the next section.

3 The Method

Co-evolution and adaptation are two effects of living organisms’ evolution. Genetics
integrated with the theory of evolution explain the diversity and the complexity of
life as we know it (and we continually discover) on our planet. Humans are just
one species on Earth, with an extremely short history. Turning our attention on how
other species solved their problems could inspire us in solving ours. Such a case is
presented in this section.

A colony of ants is a successful eusocial organization of life: ants account for
15–25% of the terrestrial animal biomass, colonizing almost the entire Earth [62].
Eusociality is the highest level of social behavior; it includes but is not limited to:
cooperative brood care, overlapping generations within a colony of adults, and a
division of labor into reproductive and non-reproductive groups [63]. It is amazing
how so small and almost-blind insects manage to live and to evolve in so various
environments. The ant colony, as many other living systems, is in continuous and
intimate connection with the environment. The ants modify the environment they
live in, and the environmental changes force the colony to adapt.
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The ant colony behaves like a super-organism,manifesting several emergent prop-
erties thatmiss at individual level: the entire colony surviveswhen attacked, discovers
the shortest path from food to nest, and is able to move on and to fight for new ter-
ritories, even if these actions could not be independently completed by individual
ants. Moreover, the emergence is achieved without central coordination, only on the
basis of local interactions between individuals. The entire system displays a self-
organizing structure: some individuals could fail in reaching their goals or they even
die, but the colony successfully develops.

Ant Colony Optimization (ACO) is a constructive meta-heuristic for solving
COPs, inspired by the way a colony of ants succeeds in finding the shortest path
between two points on the ground [64]. The effectiveness of the (natural) colony is a
result of concurrent local interactions: each ant can be seen as an agent that perceives
the environment, decides on the next move according to its goal and to the current
local situation, and consequently acts. An ant indirectly communicates with its peers
by laying a chemical substance (called pheromone) on the ground, during its walk.
The ants that later walk through are able to perceive the deposited pheromone and
more likely follow the chemical trace.

Like the real ants, the artificial ants form a colony of cooperating agents that
solve a specific COP. The first problem solved with an ACO implementation was
the TSP [36]. A collection of artificial ants repeatedly construct complete tours of
the TSP instance. At any iteration, the ants construct in parallel their complete tour.
After a tour is completed and its length is known, all its edges receive a quantity
of pheromone directly proportional with the tour quality. If an edge is included in
many very good tours, it receives high quantity of pheromone and becomes attractive
for the following ants. The algorithm is repeated until the exit-condition is met, and
the output is the shortest tour founded since the start. Depending on the problem,
the ACO implementation could use supplementary modules, designed for obtaining
better solutions: local search, pheromone enforcing on specific paths, etc. [65].

The MAX -MIN Ant System (MMAS) implementation chosen here has very good
results for symmetric TSP. It is elitist in the sense that only one best ant is allowed to
deposit pheromone, it is adaptive as it avoids search stagnation and it is dynamic as it
favors exploration in its early stages. By calling the 3-opt local search procedure for
each ant, after each tour completion, the MMAS is a hybrid method, as it integrates
both constructive and local-search heuristics.

The adaptive biological models inspired humans in solving their problems. Some
of the self-healing materials from Engineering, self-adaptive traffic control systems
from Transportation and Logistics, targeted drug delivery based on nanosensors in
Medicine, or ad-hoc networks and multi-agent systems from Computer Science are
based on the same ideas of co-evolution and adaptation.

Our investigation follows the samepath:wehere applybiologically-inspiredmeth-
ods to solve complex problems and study some of their implementations’ charac-
teristics. Firstly, we ran the original MMAS on the selected instances. Secondly, we
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modified the application and introduced four new parameters, for setting the fre-
quency of the alterations, their extent and the level of uncertainty. In all details, our
experiment is described below.

4 Experimental Design and Implementation

As we intended to address difficult TSP instances, we selected from [38] the sym-
metric Euclidean 2D instances having more than 1,000 vertices. These instances are
presented in the grey cells of the first column from Table5. These instances were
approached using the ACOTSP application from [15], but also with our modified
version of it, able to tackle uncertainty and dynamicity.

Our previous investigations showed that small modifications in the classic
instances result in small modifications in the results [66–68]. As we intend to study
complex, inter-related phenomena, the uncertainty and the dynamicity are here col-
lectively addressed. The model is the human society, where social trends could influ-
ence the global evolution. This idea is consistent with other preoccupations from
Biology (epidemic models) or Sociology (ad-hoc street protests). We decided to
maintain the instances and to change the software package, by repeatedly introduc-
ingmodifications in the data structures containing the agents’ view, namely thematrix
containing the pheromone loads on edges. The artificial ant colony is also enriched
with a technique which allows the user to evaluate the system’s performance while
it tries to adapt to environmental modifications.

Using the variable iteration from the original MMAS as timer, we intro-
duce the new parameter epoch that sets the number of iterations when the system
uses static pheromone matrix. When the next epoch starts, all the agents “change
their opinion”, as the values from this matrix non-deterministically change. This
dynamicity is maintained until the algorithm ends, and we counted (on average for
10 executions) from 2 (for rl5934, the instance with the largest dimension) to 19 such
epochs (for u1462).

After each epoch ends, we produce a “shake” using three new parameters:
p_nod_ch (the percentageof thevertices chosen to suffermodifications),p_inten
(the percentage of the edges incident to the chosen vertices that have their pheromone
load modified), and ampl (the amplitude of the modification, showing the length of
the interval where the new pheromone value could be placed). For enriching the com-
plexity, every parameter introduces a direction of uncertain behavior: the vertices
and the edges are randomly chosen, and the new pheromone values are randomly
distributed in the interval defined by ampl, centered in the old pheromone value.

The idea of data shaking is not new, as it appears for example in the Variable
Neighborhood Search specification and is successfully integrated in other heuristic
approaches (chained Lin-Kernighan [13], Tabu Search [69], Simulated Annealing
[70, 71], etc.).
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Table 2 Parameter values for the MMAS application

# Name Value

1 Number of ants 25

2 Number of tries 10

3 Alpha (influence of pheromone trails) 1

4 Beta (influence of heuristic information) 2

5 Rho (evaporation rate) 0.2

6 Number of nearest neighbors 20

These four new parameters model a systematic alteration, applied in the same
way to all the instances: the number of “shaken” edges depends on the dimension of
the instance; the distance between the new pheromone value and the old one has the
same percentage upper limit.

During our computational investigations, we have used epoch=60,p_nod_ch=
4%, p_inten=10%, while ampl took five possible values: 0%, 10%, 20%, 30%,
and 40%. These values determine five runs for each instance and correspond to: clas-
sic MMAS approach for exact TSP, and four uncertain TSP with [0.9*ov, 1.1*ov],
[0.8*ov, 1.2*ov], [0.7*ov, 1.3*ov], and respectively [0.6*ov, 1.4*ov] as inter-
val for the new possible pheromone value, where ov is the old pheromone value
deposited on the considered edge. The five values for ampl provide the group of
five lines for each instance from Table5. The first line from the group (in gray) is the
result of the initial MMAS. The next four lines from the group are the results of the
modified application.

According to the considerations in [72] regarding the evaluation of the stochastic
algorithms performances on benchmark problems, we have reported the average
values of the performances that we have recorded during the experiment.

The MMAS original parameters were set to their implicit values (presented in
Table2), except for the execution time. As our instances are big, we set 60s running
time for the 21 instances having less than 4,000 vertices and 120s running time for
the three remaining (in Table5, they have an asterisk following their names). We
executed the application for 120 times (five times for each instance), and the total
computation time was 22.5 hours, on a dual-core processor at 2.5GHz frequency and
2GB RAMmemory. During the tests, one core was assigned to the application only.
The memory load went up to 80% for the top 3 biggest instances, and for the other
instances it was about 50%.
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5 Results and Discussion

The original MMAS iterates the same method 10 times and delivers three files with
results and additional information on its evolution. From these fileswe gathered some
statistics into Table5, and we added the optimum value for each instance (column
2), taken from [38], and a new variable RS (Recovery Speed), presented in the third
column. We introduced this new metric in order to assess the adaptability of the
application, and its capacity to deliver better solutions even when all the agents have
an altered perception on the environment. RS counts how many times (on average in
10 executions) after the first change of the pheromone matrix, the system succeeds
in finding a better solution [73]. As we wanted to highlight the recovery feature, the
cells with bigger RS than the classic MMAS approach have gray background. The
remaining columns hold: the best solution among the 10 best solutions from each set
of 10 executions (Best), the worst solution among them (Worst), the average value
of the 10 best solutions (Av B), the average value of the iteration that found the best
solution (Av I), the average moment of time from the beginning of the execution
when the best solution was found (Av T), the standard deviation for the 10 best
solutions (SD B), and the standard deviation for the 10 iterations that found the best
solutions (SD I). In the last seven columns, the least value for each group of five
lines is boldfaced. The last five lines from the table are the averaged values for all
instances, taken on corresponding groups (a group corresponds to a specific value
for the ampl variable).

The RS column globally shows that the artificial Ant System succeeds in main-
taining its feature of continuous solution improving: in 53 from the 96 altered cases
(more than 55%) it has at least the same value like the RS of the original application;
from the remaining ones, 17 times it has less than a 10% distance, 14 times has a
distance between 10 and 20%, 10 times is between 20 and 30% far, and in just two
cases (both for the fnl4461 instance) is between 30 and 35% far from the RS in the
classic case. The last five cells from the RS column show that, on average, the small
perturbations are well handled and the system quickly and repeatedly straightens
and finds better solutions; when the perturbations have larger amplitudes, the system
slows in finding better solutions, but the speed is within the same range as the speed
for the classic MMAS: the average of the values from the last four cells is 2.185,
which is better than the RS for the initial application.

The columns 4 to 6 refer to the quality of the best solutions. The fourth column
shows an almost-perfect balance between the five cases considered: for 7/8/9/7/5
instances, the 0/10/20/30/40 modification performs better (we have instances where
multiple cases outcome the same values). For the fifth columnwe have the repartition
8/2/6/1/8, and for the sixth this is 6/2/10/0/6. These two series of results show that
reasonable changes do not affect the quality of the best outcome, so the application
can be successfully used even in the case when data alterations are expected. When
there is no time to wait for multiple executions, the application performs alike,
whether or not a sequence of uncertain modifications in data is present. We can state
that, within our experiment, the modifications do not alter the quality of the solution;
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it is interesting that the mid-amplitude alteration, the same that is lazy in evolution,
performs best: it provides 6 best values in column 5 and 10 best values in column 6. It
is also interesting that the extreme situations are also very good: the classic MMAS
and also the version with large interval of possible pheromone values provide also
good results for the columns 5 and 6.

The columns 7 and 8 refer to the speed of the application, showing the iteration
and themoment of timewhen the best solution is found. Globally, these values form a
tight interval, and on average they are balanced: 2/6/4/6/6, and 4/2/8/8/2 respectively,
with a small bias towards the 30% amplitude. As the solutions in this case are bad,
they are found in early stages and so the algorithm spends the last seconds with no
improvements.

The last two columns are dedicated to the standard deviation for the best values
and for the iterations that found them. They display information on the supplementary
struggle of the algorithm to face the change (the initial application has the best stabil-
ity), but themost stable from the iteration point of view are—again interestingly—the
mid- and high alterations.

In order to identify one or maybe more patterns in the behavior of the application
when is altered as described, we performed a correlation analysis. The computation
of the correlation coefficients for the pairs of columns: (Av B, Av T) and (Av I, Av T)
revealed in all cases no significant linear correlation. For example, an improvement
of the tour lengths (values from Av B) is not achieved faster (column Av T). Smaller
execution times of the application do not correlate with the moments (measured by
the average iteration, Av I) at which better solutions are found. These results are
not surprising, given the random nature of the ACO paradigm: the application was
expected to behave this way.

Based on the data displayed in Table5 we could state that the most favorable
behavior is exhibited by the application altered with ampl=20% (a20%). In order
to verify this outcome, we have performed 30 new executions for the instance pr2392
only and recorded, as usual, the best solutions (denoted with Best) and the moment
of time when Best is found (denoted with Time). For these two random variables,
measures of central tendency (mean, median and midrange), of variability (stan-
dard deviation, range and interquartile range) and symmetry (skewness) have been
computed: for Best in Table3 and for Time in Table4. In both tables, the lines with
mean values that are smaller than the mean values for the classic MMAS (in bold
font) are shaded in grey. As the reader can see, the lines corresponding to a20% and
a40% are emphasized in both tables, but the line in Table3 also holds the minimum
value in columnMin (the smallest “best solution” has also been recorded for a20%).
Looking at the values in columns Stdev, Range or IQR for a20%, in Table3 again,
we may interpret that these reflect the possibility that a20% facilitates, namely for
an enhanced exploration of the solutions space. Moreover, the slightly (left) skew of
the distribution may point the same thing.
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Table 3 Statistics for Best on 30 executions on pr2392 (optimum = 378032)

Table 4 Statistics for Time on 30 executions on pr2392

The interpretation that we give for the good behavior of the application a20%
(which is, in this experiment, better than that of a10%) could stand exactly in a
better exploration capacity induced by the moderate “shake” of the edges (through
the modified pheromone values). Furthermore, it appears that the applications with
higher amplitudes (a30%, a40%) seem to dissipate the exploration efforts. However,
the solutions provided by them have quite good characteristics, as the corresponding
mean values from Tables3 and 4 show, when compared to those for the original
application (a0%). Once more, the results of the executions on pr2392 prove the
reliability of the ant-based application. The last column of Table3 (Dist), computed
as (Mean—optimum)/optimum, is smaller than 2% in all cases.

It needs to be noticed that the analysis presented above is available for the test
data gathered during our experiment on pr2392. Tables3 and 4 might not necessarily
display the same pattern (the best behavior for a20%) if other samples are considered
for the two random variables (Best and Time).

Concluding, the ACO solving paradigm can be safely applied to complex TSP
variants, with dynamicity and uncertainty characteristics embedded at a reasonable
level. As our results show that the application can effectively handle uncertain data, it
follows that the pheromonematrix can be approximated. This idea can exploit the lack
of computing resources in case of expensive optimization. There are intensive efforts
for efficient approximation methods (an example for evolutionary methods is [74]).
In our case, the total processor load was 50% on average, so the computing system
effortlessly solved any instance. The ant-based system was modified according to
certain features that the input data were expected tomanifest. This practically-driven,
hybrid application proved to be resilient and stable, and it delivered very good quality



Ant-Based System Analysis on the Traveling Salesman … 53

solutions on large instances of the TSP. It is worth mentioning that the application
does comply with the recommendations in [75] for the efficiency of the solution
space search, namely: useful information is still exchanged during the cooperation
phase and diversity is induced exactly by means of the alterations.

6 Conclusions and Future Work

The resilience of a software application package is one important Software Engineer-
ing metric, heavily weighting the decisions in military logistics, civil engineering,
space industry and defense, broadly speaking when the failure is not an affordable
option. The systems that exhibit resilience are more effective than the other ones, as
in real life it is hard to predict all the possible situations. This paper investigates the
recovery capacity of an application when applied to a rich problem, with multiple
dimensions of complexity. Our work shows that the resilience of a biological system
(namely, the ant colony) is translated to the artificial system, i.e., the MMAS appli-
cation is able to overcome the repeated, uncertain data modifications and to produce
very good solutions.

This investigation encourages the use of the approach discussed here, as it com-
bines a heuristic with a simple technique that allows the user to deal with a reasonable
degree of uncertainty and dynamicity. As a future direction, we plan to search for the
thresholds that trigger an unstable behavior, and to study the instability manifested
in such situations. Our work can be taken further by considering other complexity
dimensions (vertex elimination), other instances from [38] (asymmetric), other TSP
problems (Generalized TSP, Vehicle Routing Problem), or other publicly available
(under appropriate license) metaheuristic implementations.We believe that the study
of the quality of the applications results, when solving uncertain and/or dynamic
problems, could benefit from embedding uncertainty and/or dynamicity in the solu-
tions’ construction itself. As introduced in [76], this can be done by allowing ACO
parameters to vary over time.We intend to explore this direction related to population
variance, which was reported to lead to improved robustness.
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Annex: Experimental Results

Table5 presents the detailed results of our experiments.
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Table 5 Detailed experimental results for ACOTSP

(continued)
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Table 5 (continued)

(continued)
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Table 5 (continued)
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Verifying Compliance for Business Process
Logs with a Hybrid Logic Model Checker

Ioan Alfred Letia and Anca Goron

Abstract Given that organizations rely on the support of information systems in
automating their business processes, the auditing of these processes is a complex
task because it needs to consider both the business process model and the relevant
data logs. For the compliance checking of such business situations, we present an
extended version of a Hybrid Logics model checking tool, with temporal operators.
The support for temporal operators allows for tracing the event logs and the veri-
fication of properties, within an abstract representation model corresponding to the
intended concern of auditing.

Keywords Compliance checking · Business events logs · Hybrid logics · Model
checking · Audit

1 Introduction

Business Process Management (BPM) systems are based on operational processes
or sequences of tasks. Considering the flexibility aspect when needing to deal with
exceptional situations, the execution of a process must be continuously adapted
such that it leads to the desired result. Keeping an event log for the ordering of the
process elements in a process instance can provide a certain level of flow control.
deLeoni et al. [8] emphasize the importance of verifying event logs traces and their
corresponding predefined process model paths in identifying possible deviations
and inconsistencies. However, the complexity of today’s business processes call
for an automated support for audit tasks [14]. Although various (semi-) automated,
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model-based compliance checking approaches have been considered, they mainly
focus on the control flow of processes neglecting potentially relevant context based
information.

For the compliance checking of business process logs, we propose an extended
version of a model checking tool [9], applying the expressivity of Hybrid Logic
for verifying properties that are expected to be satisfied within a process execution.
Despite the fact that the present literature mentions a plethora of applications using
model checking methods [3], the development of viable model checkers for hybrid
logic still remains an unexplored field of research [13]. In this paper we introduce the
main characteristics of an extended version of the Hybrid Logic Model Checker [9],
suggestively named HLMC 2.0, which is able to deal with the expressivity of hybrid
multimodal logic along with temporal logic specific operators. By including support
for temporal operators, the extended version enables a two-sided perspective in the
tracing of event logs by analyzing the changes brought about in time, while depicting
relevant data for the captured snapshot of the world. The verification problem is done
within a framework based on a Kripke structure that allows for an abstract represen-
tation model corresponding to the context of concern for the auditing agent. Hence,
in this paper we tackle the problem of Hybrid Logic based model checking [12] and
focus on extending the available instrumentation capabilities such that it does not
limit the use of all its advantages: from nominals [7], which although behave like
propositional variables have one distinctive property and that is that they are true at
exactly one state in any model and the interleaving of model logic and temporal logic
specific operators.

In the first part of the article we describe shortly main aspects about Dynamic
Condition Graphs as a way of visually rendering the ordering of events, Hybrid
Logic as specification language for properties to be addressed and the Hybrid Logic
Model Checker as a tool support for the task of formal verification. The second part of
the article depicts the changes brought to the tool and details the inclusion of temporal
operators: Future (F), Past (P), Until (U) and Since (S) for the model checking task.
The new implemented version is put at use for the compliance checking task within
a suggestive real world scenario. A short presentation of related work and some
concluding remarks accompanied by future directions end this paper.

2 Process Mining

Process mining addresses the problem of depicting what is actually happening in
a business process [5] by analyzing the structured information encompassed in the
so-called event logs [14]. It is a research area combining data mining with process
modeling and process analysis in order to improve real processes using techniques
such as process discovery, conformance checking, model extension and repair.
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Compliance checking refers to verifying given a certain business model, whether
the required regulations are met for that model. In a real world, compliance checking
has to consider both the predefined behavior for a business model and the actual
execution trail for various situations in the running of this business process.

When performing model checking, constraints are represented using formulas
usually specified in different types of logic languages such as Linear Temporal Logics
(LTL). A search is performed in the model given as a labeled graph to check whether
there are states in which the formula holds. Although LTL has been widely used
in this direction, the advantages it brings on what it concerns the use of temporal
operators is sometimes shadowed by the limitations encountered on what it concerns
the knowledge and state based representation of the model. It lacks mechanisms
for naming states, for accessing states by names, and for dynamically creating new
names for states [9]. Hybrid Logics [12] comes as a solution in this direction as it
allows to refer to states in a truly modal framework, mixing elements from first-order
logics and modal logics.

3 Instrumentation Support

3.1 Dynamic Condition Response Graphs

A Dynamic Condition Response Graph [10] consists of a set of events, a marking
representing the execution state, and four binary relations between the events defining
the conditions for the execution of events, the required responses and a novel notion of
dynamic inclusion and exclusion of events. Hereto comes a set of actions, a labeling
function assigning an action to each event, a set of roles, a set of principals and a
relation assigning roles to actions and principals.

Definition 1 [10] A dynamic condition response graph is a tuple G = (E, M, Act,
→•, •→,±, l) where

1. E is the set of events
2. M ∈ M(G) = P(E) × P(E) × P(E) is the marking and M(G) is the set of all

markings
3. Act is the set of actions
4. →•⊆ E× E is the condition relation
5. •→⊆ E× E is the response relation
6. ± : E × E ⇀ {+,%}defines thedynamic inclusion/exclusion relations by e →+

e′ if ±(e, e′) = + and e →% e′ if ±(e, e′) = %.
7. l : E → Act is a labeling function mapping every event to an action.

We let DCR Graphs refer to the model of dynamic condition response graphs.
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Fig. 1 Semantics for
temporal logic

M, m |=
M, m |= p iff m ∈ V (p) for p ∈ NOM
M, m |= ¬ϕ iff M, m ϕ
M, m |= ϕ ∧ ψ iff M, m ϕ and M, m ψ
M, m |= Fϕ iff ∃m (Rmm ∧ M, m |= ϕ)
M, m |= Pϕ iff ∃m (Rm m ∧ M, m |= ϕ)
M, m |= ψUϕ iff ∃m (Rmm ∧ M, m |= ϕ∧

∀m” (Rmm” ∧ Rm”m →
M, m” |= ψ))

M, m |= ψSϕ iff ∃m (Rm m ∧ M, m |= ϕ∧
∀m” (Rm m” ∧ Rm”m →
M, m” |= ψ))

3.2 Preliminaries of Temporal and Hybrid Logics

Temporal logics (TL) extend propositional logics with temporal operators future
F, past P, until U, since S, so that with the set of propositional symbols PROP =
{p1, p2, . . .}, the syntax of temporal logic is the one below with the semantics in
Fig. 1.

ϕ := � | p | ¬ϕ | ϕ ∧ ϕ | Fϕ | Pϕ | ϕUϕ | ϕSϕ

The dual of P is Hα = ¬P¬α and the dual of F is Gα = ¬F¬α.
Hybrid logics (HL) extend temporal logicswith special symbols that name individ-

ual states and access states by name [2]. With nominal symbols NOM = {i1, i2, . . .}
called nominals and SVAR = {x1, x2, . . .} called state variables the syntax of hybrid
logics is shown below:

ϕ := TL | i | x | @xtϕ |↓ x.ϕ | ∃x.ϕ

With i ∈ NOM, x ∈ WVAR, t ∈ NOM∪WSYM, the set of state variablesWSYM =
NOM∪WVAR, the set of atomic letters ALET = PROP∪NOM, and the set of
atoms ATOM = PROP∪NOM∪WVAR, the operators @,↓, ∃ are called hybrid
operators.

Figure2 presents the semantics of Hybrid Logics [9], where M = 〈M, R, V〉 is a
Kripke structure, m ∈ M, and g is an assignment.

Fig. 2 Semantics for hybrid
logic

M, g, m |= a iff m ∈ [V, g](a), a ∈ ATOM
M, g, m |= @tϕ iff M, g, m |= ϕ, where

t ∈ WSY M
M, g, w |=↓ x.ϕ iff M, gx

m, w |= ϕ
M, g, m |= ∃x.ϕ iff there is m ∈ M such that

M, gx
m , w |= ϕ
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4 Illustrative Example

Example 1 We further introduce a running scenario for exemplifying the use of the
proposed tool, referring to a claim handling process for a delayed baggage during a
flight with multiple connections and operated by different airlines. For space con-
siderations, we consider only a subset of the delayed baggage related regulations
specifying that:

• A luggage will be considered delayed if it is delivered to the passenger within
more than 6h from the moment of debarking from the airplane.

• In case that a luggage is reported as delayed, an amount of 5euros/h will be paid
to the complaining passenger up to a maximum of 25h, which will include also
the first 6h of waiting.

We focus on a passenger named Miguel, traveling from Munich to Bahia Blanca,
Argentina, through Sao Paolo and Buenos Aires. When reaching the connecting
airport in Buenos Aires, the passenger discovers that his baggage went missing.
Hence, a complaint is filled by the passenger requesting the return of his missing
luggage and the corresponding compensations. Belowwe present a short detailing of
the passenger itinerary logs from which data was taken and analyzed by the claims
responsible personnel:

Flight Itinerary

LH504 09Nov Munchen - Sao Paolo:

20:00 - 05:50 10Nov

G37682 10Nov Sao Paolo - Buenos Aires:

13:20 - 15:00 10Nov

LA4238 10Nov Buenos Aires - Bahia Blanca

17:45 - 19:05 10Nov

....

Complaint No. G3221

Location: Buenos Aires (Newbery), Argentina

Time and date: 15:55 10Nov

Passenger Name: Miguel Fernandez

5 Classical Approach on Hybrid Logic Based Model
Checking

Model checking is the problem of determining for a particular model whether a
given formula holds in that model [7]. It is used for checking either properties of
linear models given as formulas expressed in the language of different types of logics
such as Modal or Temporal Logics and the combination of both known as Hybrid
Logics [7]. Model checking is based on the use of a Kripke structure for the system
modeling.
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Fig. 3 Kripke structure
representation of the flight
itinerary GRUMUC

BA BH

LH504

G37682

LA4238

5.1 Model Checking for HL

Definition 2 [7]. A hybrid Kripke structure M consists of an infinite sequence of
states m1, m2, ... and a valuation function V that maps ordinary propositions and
nominals to the set of states in which they hold, i.e. M = 〈〈m1, m2...〉, V〉

Going back to our example, we further model the travel itinerary as a Kripke
structure (Fig. 3). We consider the airports as states in a graph connected by arrows
labeled by the performed flights (Fig. 3). Each state is defined by one of the nomi-
nals {Munich (MUC), Sao Paolo (GRU), Buenos Aires (BA), Bahia Blanca (BH)}
representing the name of the airports. To refer to contextual data highlighting the
luggage handling status, we will consider the following two attributes as describing
each state:

• la (luggage arrival status) which receives the value of True if the luggage arrives
at the airport and False otherwise,

• ld (luggage departure status), which receives the value of True if the luggage is
successfully transferred to the next flight and departs from that airport and False
otherwise.

Table1 summarizes the luggage handling in each traversed airport. For space
considerations, we leave out the exception cases and further assume that, in a flight
with multiple connections, once a luggage is confirmed to have had departed from
an airport, then it must arrive in the immediate following airport.

Table 1 Luggage handling process from departure airport to final destination

Airport Luggage departure status Luggage arrival status

MUC la = False ld = True

GRU la = True ld = Unknown

BA la = False ld = False

BH la = False ld = False
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Once the business process execution flow is represented as a Kripke structure,
the properties to be analyzed are formalized using Hybrid Logic and the formal
verification is performed with the support of a model checking tool, which automates
the model checking task.

5.2 Tool Support for Compliance Checking

Themodel checking problem for HL has been widely analyzed in [9]. Explicit model
checking algorithms, such as MCLITE and MCFULL, are described for various
fragments of HL, representing straight-forward extensions of known algorithms for
temporal or propositional dynamic logics and achieving various results between
polynomial and exponential time [12].

HLMC1 is a model checker for hybrid logics. It is a C implementation of algo-
rithms MCLite and MCFull [9]. The tool contains also a parser for the input formula
and for theXMLbased representation of themodel.HLMC is a globalmodel checker,
reporting to the user all the states of the model given as a Kripke structure in which a
certain property is true. HLMC supports as input complex formulas with both hybrid
logic operators such as the downarrow binder ↓, @, the existential operator ∃, for
all A, but also temporal operators such as future F, past P and since S (for more
information on the tool, please refer to [9]). Although the temporal operators are
mentioned in [9], the tool does not offer support for their use. For more implementa-
tion details on the HLMC tool, we refer the reader to [9]. Considering the limitations
of the available tool, we argue the importance of temporal operators for addressing
both contextual related information together with the ordering of event occurrences.

6 On Extending HLMC

In [9] a model checker algorithm MCLITE is presented for HL(@, F, P, U, S). We
will further consider as supported also the next operator N, which is a special case
of the future operator F.

The implementation of MCLITE algorithm was preserved as presented in [9],
together with the main notations: the hybrid modelM =〈 M, R, V 〉, the assignment
g, and the hybrid formula ϕ. After termination, every state in the model is labeled
with the subformulas of ϕ that hold at that point.

The algorithm as presented in [9], uses a bottom-up strategy: it examines the sub-
formulas of ϕ in increasing order with respect to their lengths, from simple formulas
to more complicated ones, until ϕ itself has been checked. The following auxiliary
notations from [9] were also used: R to represent an accessibility relation and R−
the inverse of R, whileM− = 〈 M, R−, V 〉 the inverse of model M. The length of a

1Available at http://luigidragone.com/software/hybrid-logics-model-checker/.

http://luigidragone.com/software/hybrid-logics-model-checker/
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formula ϕ, defined by the number of operators (boolean, temporal and hybrid) of ϕ

plus the number of atoms (propositions, nominals and variables) of ϕ was denoted
by |ϕ|, while sub(ϕ) was used to denote the set of subformulas of ϕ exacly like in
[9], where |sub(ϕ )| = |ϕ|. The model checker MCLITE uses a table L of size |ϕ| ×
|M| whose elements are bits.

In the beginning, L(α,w) = 1 ⇐⇒ α is an atomic letter in sub(ϕ) such that
w ∈ V(α). When MCLITE terminates, L(α,w) = 1 ⇐⇒ M, g, w |= α for every
α ∈ sub(ϕ). Given α ∈ sub(ϕ) and w ∈ M, we denote by L(α) the set of states
v ∈ M such that L(α, v) = 1 and by L(w) the set formulas β ∈ sub(ϕ), such that
L(β,w) = 1 [9].

MCLITE as presented by Franceschet uses three subroutines named MCF , MCU

and MC@ to check subformulas of the form Fα, αUβ and @tα, past temporal oper-
ators being handled by using the inverse model M−. To these, we included MCN to
check formulas of the formNα. Nevertheless, we added twomodified versions of the
MCF and MCU subroutines, implementing the transitive closure operators F+ and
U+ and allow the checking of special cases of Kripke structures containing cycles.
The corresponding pseudocodes are presented as follows.

6.1 Implementing the Next Operator

The definition of the next operator Nϕ states that ϕ has to hold at the next state [9].
In order to determine N(a), or the states that have as next state the state a, we check
the inverse accessibility relation R− between the node of interest, in this case a, with
all the other nodes of the structure (Fig. 4). Those nodes for which the relation holds,
are returned as valid states.

Algorithm 1.1 MCN (M,α)

for w ∈ L(α) do
for v ∈ R−(w) do
L(Nα,w) ← 1
end for

end for

Going back to the lost luggage claim scenario, a use of the Next operator would
be to determine the last stop before the luggage was discovered as missing. In the
old version of HLMC, the following formula is used for the verification process:
< LH > −BA, which returns airport Sao Paolo as result, while for HLMC 2.0 the
same result is returned using the Next operator:

q1 : Next(BA), (1)

which queries for all states that have Buenos Aires airport as immediate successor
state. This example is rather simple, however, the utility of the Next operator will be
better reflected when having to deal with more complex formulas.
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Fig. 4 Next operator
explained
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6.2 Implementing the Future Operator

The definition of the Future operator Fϕ states that ϕ has to hold eventually some-
where on the subsequent path. Therefore, one must allow an n-depth visiting of
predecessor states. The idea was to use an auxiliary list to store all nodes that can
reach w obtained by using a backward 1-depth visiting approach.

The correctness of the implementation of the Future operator was tested based
on the condition stating that ∃x.@xF+x holds if and only if the model contains a
cycle [9].

The pseudocode is presented below:

Algorithm 1.2 MCF (M,α)

for w ∈ L(α) do
auxiliaryList ← auxiliaryList + w

end for
while auxiliaryList

for v ∈ R−(w) do
i f L(Fα, v) = 0

auxiliaryList ← auxiliaryList + v
L(Fα, v) ← 1

end if
end for

end while

When wanting to determine all the states that have as future state the state a as
presented in the figure, theMCN procedure is applied for each node of the model, and
when the accessibility relation R− between the node of interest and a certain other
node holds, the MCN procedure is applied for the other node. This process repeats
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Fig. 5 Future operator
explained
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until R− along the path does not hold for any other nodes (Fig. 5). All the nodes along
the path for which R− holds are returned as valid states. The implementation of the
Past operator is done in the same way as for the Future operator, the only difference
being the use of the direct accessibility relation R, instead of the inverse accessibility
relation.

To exemplify the use of the Future operator, we consider again the lost luggage
scenario. If one wants to query the model for the airports from which the luggage
successfully departed, one can do that using the Future operator:

q2 : ∃F(la) (2)

Formula q2 states that there are states for which the successor states contain airports
in which the luggage is reported as arrived. For the presented example, Munich is
returned as the only valid result.

6.3 Implementing the Until Operator

φUϕ states that ϕ has to hold at the current or a future position and φ has to hold
until that position. At that position φ does not have to hold anymore.

To implement the Until operator (U), an auxiliary list was used exactly like in
the case of the Future operator to store the visited nodes. However, we observed that
performing a one-way visiting of nodes did not suffice as some valid nodes might
be left out, while invalid nodes can be wrongly passing as valid. This is why we
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Fig. 6 Until operator
explained
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considered using a 2-directions approach. For this, two additional lists were included:
plus[w], respectivelyminus[w] to store the intermediate results or markings obtained
by considering a forward direction first in the visiting of nodes (R), respectively a
backward direction. The following markings were used: 0:false, 1:true, 2: or maybe.

When determining if a formula of type (e)until(a) holds, one checks the R acces-
sibility relation between the node (e) for our case here and all the other nodes
(a, b, c, d, f , g). If the relation holds, the found node is then checked against all
the other nodes. All the valid nodes are stored in a separate list. Then, the same
process is applied, but this time for the inverse accessibility relation R and start-
ing from node (a). The final nodes are obtained by performing a XOR operation
on the results obtained for each direction (Fig. 6). The following decision logic was
considered:

1. maybe + true → true
2. maybe + false → false
3. maybe + maybe → false
4. true + false → false

The pseudocode is presented as follows:

Algorithm 1.3 MCU (M,α,β)

for w ∈ M do
plus[w] ← 0
minus[w] ← 0

end for
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for w ∈ L(α ) do
auxiliaryList ← auxiliaryList + w

end for
for w ∈ L(α ) ∪ L(β ) do

for v ∈ L(β ) do
aux1 ← 0
aux2 ← 0
for v ∈ R(w) do

i f v ∈ L(α) then
aux1 ← 1
i f v ∈ L(β) then
aux2 ← 1
i f !plus[v] then
auxiliaryList ← auxiliaryList + v

end if
end if

end if
end for

end for
i f (aux1 ∧ aux2) then

plus[w] ← 1
else i f ( � (aux1 ∨ aux2)) then

plus[w] ← 2
else

do nothing ;
end if

end for

for w ∈ L(β ) do
auxiliaryList ← auxiliaryList + w
end for

for w ∈ L(α ) do
aux1 ← 0
aux2 ← 0
for v ∈ R−1 (w) do

i f v ∈ L(α) then
aux1 ← 1
i f v ∈ L(β) then
aux2 ← 1
i f !plus[v] then
auxiliaryList ← auxiliaryList + v

end if
end if

end if
end for
i f (aux1 ∧ aux2) then

minus[w] ← 1
else i f (!(aux1 ∨ aux2)) then

minus[w] ← 2
else

do nothing ;
end if
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end for

for w ∈ M do
i f (plus[w] = 1 ∧ minus[w] = 1)
and (plus[w] �= 2 ∨ minus[w] �= 2) then
L( α U β , w) ← 1

end if
end for

The Since operator is implemented in a similar manner, the only difference being
the interchange between the interval limits.

The obtained complexity results for the three procedures are O = n2 + m, for
MCN and MCF and of O = n2ṁ for MCU , where |n| , respectively |m| represent
the number of worlds (M), respectively, of modalities (R) for the Kripke model
M = 〈M, R, V〉. Comparing our results with the analysis presented by Franceschet
et al. [9], optimizations must be performed, but we consider them as acceptable
for now for formal verifications done on models with small states sets. However,
to be able to apply the model checking task for more complex processes, further
improvements are required, which currently represent the subject of our future work.

To exemplify the use of the Since operator, we consider a specific case in our
scenario when one needs to zoom over a certain event flow, for example, the one
which includes the occurrence of the lost luggage. This can be done rather easily in
HLMC 2.0 by using the HL formula:

q3 : Bx(@x((ld)Until(!la))), (3)

which must return all states x (labeled using the binder B) in which ld (luggage
departed status) holds and that have as successor state one in which la (luggage
arrival status) does not hold. The returned states are: Munich and Sao Paolo.

One can observe that by combining hybrid logic operators, such as @ or the dow-
narrow binderB [15], with temporal operators, we can check ahead the consequences
of certain events and look for alternatives from that perspective. Moreover, we can
offer a way of verifying sequences of events in an easier manner, by focusing only
on certain states of interest.

7 Experiments

Example 2 We extend the initial example with a predefined model for the claim
handling process, regarded as a three-stage process:

1. Claim intake: collect all required data, classify the type of claim and routing it to
the appropriate claim administrator

2. Claim analysis: an investigation is performed in which all contextual data is ana-
lyzed and verified if it complies to the general polices stipulated in the regulations
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3. Settlement or rejection of claim: a decision is taken and the client is notified about
the result.

In order to be able to analyze the execution trail of such a process and compare
it with the predefined model, we argue that a visual support would be necessary to
assist the audit responsible in the task of depicting possible deviations from the initial
flow.While, Kripke structures are already used for capturing the behavior of business
processes within the formal verification task, they do not offer enough information
for the audit agent about events ordering constraints. Considering this aspect, we
complement the classical modeling approach with the representation of constraints
using DCR Graphs (Fig. 7).

Figure7 highlights that checking-in a luggage is a primary condition (→•) for
the transfer to occur. As a response (•→), a check is performed to verify whether
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Fig. 7 DCR Graph of the luggage handling process
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the luggage was sent to the following flight. The acknowledgment of receiving the
luggage represents a condition for the passenger to be able to pick up his luggage at
the destination,while a negative response indicates that the luggagemight bemissing.
The exclude relation (→%) between the pick-up and luggage missing events shows
that they cannot occur at the same time. The notation A is used for referring to
airport personnel in charge of a certain task, while P for referring to the Passenger.
Considering the ordering of events (Fig. 7) and the available logs (Fig. 3), we further
verify with the support of HLMC 2.0 at whether the condition referring to the case
that once the luggage was given to the airport personnel it must be transferred to the
corresponding airplane unless it is the destination airport, holds for our model:

q4 : ∃Bx(@x(la)Until@x(la&!ld)) (4)

Formula q3 checks whether there exists a state x (specified using the binder B)
in which the luggage arrival status attribute holds up to the point where the status
changes. Although q3 should return both MUC and GRU for the normal execution
flow, the output contains only airportMUC, signaling a transfer issue in the Sao Paolo
airport. In such a case, further investigations are required for verifying the baggage
handling procedure performed at airport GRU. We check further the condition that
once a luggage successfully departs from an airport, it must arrive in the following
airport:

q5 : Bx(By(@x((ld)&(Next(x)− > y))&@y(la))) (5)

Formula q4 returns all states x in which the luggage departure status holds and that
have as immediate successor a state in which the luggage arrival status is true. Airport
Munich is returned as the only valid result, proving again the erroneous luggage han-
dling processwithin airport GRU.Hence, by analyzing the event logs capturedwithin
the Kripke structure and considering the prespecified ordering of events depicted in
the DCRGraph based representation, a delimitation of the interval which might con-
tain issues in the execution process can be easily obtained using the model checker,
information which further enables, for our case here, an approximation of the delay
period to be performed and used in the claim handling process.

Although the above examples are rather simple, they are used as an indicator of the
practical advantages offered by the proposed audit approach. Furthermore, we argue
that by combining Temporal and Hybrid Logics for the specification and verification
of specific event logs or aspects of interest, we obtain a boost of expressivity when
it comes to specifying contextual data to be analyzed and allows the verification of
complex properties whether referring to functional or control based aspects in a flow
of events, or whenever it is needed to take into consideration organizational related
and specific pieces of data of interest from the captured logs.
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8 Related Work

Reasoning formalisms for model checking. Linear Temporal Logics (LTL) [6] and
Computational Tree Logic (CTL) [16] have been widely used for the model checking
task [3]. However, the advantages they bring on what it concerns the use of temporal
operators are sometimes shadowedby the limitations encountered onwhat it concerns
the knowledge and state based representation of the model. They lack mechanisms
for naming states, for accessing states by names, and for dynamically creating new
names for states [9]. Hybrid Logics [12] comes as a solution in this direction as
it allows to refer to states in a truly modal framework, mixing features from first-
order logics and modal logics. Checking business processes for compliance to rules
using CTL and LTL [5] is focused mainly on covering the functional and control-
flow perspective. Our approach distinguishes itself by the ability to consider also the
context related data, based on the expressive power of HL(@,↓, ∃, A, F, Next, P, U,
S). But hybridization is not simply about quantifying over states, but about handling
different type of information in a uniform way [4]. This is useful for the audit of
business process logs as we deal with different types of information that needs to be
verified against a model.

Model visualization methods. Model checking offers the advantage of allowing for
violations to be identified and resolved prior to execution. Although, at a first glance,
usingmodel checkingmight be too complex for business experts, it might bring great
value in the end. That is why, through the proposed solution, we tried complementing
the representation model for the business process logs with a visual representation of
the main constraints and properties to be considered as DCR Graphs [10]. Another
visualization solution is presented in [11], and it is based on the use of Guard-Stage-
Milestone (GSM)meta-model for representing business process execution flows and
help non-expert users gain insights into the operational mode of a business process.
The temporal perspective is captured through timestamps and snapshots of different
parts of the model. However, the complexity of the approach, although it offers a
detailed representation of the main aspects of the execution flow, makes it difficult to
be applied and understood by business stakeholders. Hence, the chosen visualization
approach based on DCR Graphs, although it offers a less refined representation, it
allows to capture the main constraints of the operational model, depicting easily the
main dependencies between the flow of events.

Comparison with other tools. There are various mentionings of the HLMC based
verification in the present literature, as for example the model checking of strategic
equilibria in the analysis of game-like systems [15]. Moreover, other automated tools
that exploit the xepressivity of hybrid logic are proposed, such asHyLMoC [13]. Sim-
ilar to HLMC, HyLMoC is a model checker explicitly oriented towards hybrid logic
formulas and Kripke models. HyLMoC checks whether a formula is true (globally
true or locally true) in a givenmodel, and themodel has to be taken as a finite structure.
As opossed to HLMC, HyLMoC uses a top-down approach in evaluating formulas,
instead of the usual bottom-up, which checks first the leaves of the parse tree and
identifies the worlds at which the atomic subformulas are true, then reconstructs the
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entire modal formula by navigating the inverse of the respective accessibility rela-
tions [13]. However, this approach becomes unfeasible when binders are included.
HyLMoC implements some parts of the HLMC tool, as for example MCLITE and a
version of MCFULL algorithm. Based on the results presented in [13] the bottom-up
approach of MCLITE works better than the top-down approach used in HyLMoC,
especially when large models are considered. By comparing the two tools, one can
notice that, as opposed to HLMC, the current implementation of HyLMoC encoun-
ters difficulties mainly regarding the complexity of the formulas analyzed than the
increase of formula dimension.

9 Discussion and Perspectives

To the best of our knowledge, the extended version of HLMC presented in this paper
is the only tool currently available which is able to performmodel checking on hybrid
logic formulas combined with temporal operators. The new version was created with
the intention to be used as an instrumentation support for a more complex task of
conformance checking of dynamic systems governed by rules that change in time [1]
and we argue that it can complement existing sets of tools and techniques for risk
evaluation, response and monitoring.

This tool is meant to improve the understanding of what happens at the trace level
according to the properties that the human actor knows to be significant from the
point of view of the runs of the declarative process. The ability of the Hybrid Logic
to better express the abstract representations of very complex models in real world
scenarios is a plus that can improve the understanding of how processes interact in
complex situations.

Improvements can be found in the current implementation method and efforts are
oriented towards testing and comparing the performances of the tool on scenarios of
different complexity levels. Regarding future directions, we aim to add the ability to
take additional data into account. By incorporating knowledge, for example, adding
epistemic relations over states to the models and the underlying knowledge operators
to the language, we would obtain an expressive logic capable of strategic reasoning,
allowing an easier identification of discrepancies between the declarative model and
the log. Additionally, selected parts of the event logs could be separated and further
used in diagnosing identified deviations from the initial model and determining their
severity. Another direction, would be to integrate the new version of the model
checker in a framework for self-adaption and repair of Hybrid Logic Models.

The preliminary theoretical results presented in this paper open the way towards
a new approach on model checking dynamic business processes, bringing additional
value by the interleaving of modeling facilities with formal verification methods,
which enabl a sense of control over the operational mode of a business process
within the real world.
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Smarter Electricity and Argumentation
Theory

Menelaos Makriyiannis, Tudor Lung, Robert Craven, Francesca Toni
and Jack Kelly

Abstract The current, widespread introduction of smart electricity meters is result-
ing in large datasets’ becoming available, but there is as yet little in the way of
advanced data analytics and visualization tools, or recommendation software for
changes in contracts or user behaviour, which use this data. In this paper we present
an integrated tool which combines the use of abstract argumentation theory with
linear optimization algorithms, to achieve some of these ends.

1 Introduction

Recent research [12] has shown that UK energy prices are rising at eight times the
rate of average earnings, and the industry’s trade body, Energy UK, recently warned
that “household bills could rise by another 50% over the next 6years” [11]. Partly
as a response to this trend, and partly also in an attempt to improve the sustainability
of current forms of energy usage in at least the medium term, the UK Department of
Energy and Climate Change has required a gradual introduction of ‘smart meters’, to
be rolled out to allUKhomes by 2020 [10]. EU legislation from2012 states that “80%
of all electricity meters in the EU have to be replaced by smart meters by 2020” [9].

Smart meters record the utility (e.g., electricity, gas, water) consumption within a
household—our focus here is on electricity. After a regular, and often short interval,
the energy consumed is recorded, and can be stored or sent to a local database for
future analysis. This can result in a substantial amount of data’s being available for
analysis. However, there is currently no complete software package available which
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makes an innovative use of the data, to properly empower individual users to control
their electricity bills by providing detailed analysis of existing usage, and intelligent
recommendations on how to adjust usages or contract providers, in order best to meet
the users’ demands. Recommendation websites (e.g., www.uswitch.com) do exist,
but it is hard for users to be confident that their recommendations are fair, since the
detailed reasons for the recommendations made are often not available to users [2].
Such websites also do link to the actual readings from users’ smart meters, and no
use is made of disaggregated readings of appliances.

In this paper we present preliminary work aimed at providing detailed support,
by way of visualization and recommendation, to electricity users. Specifically, we
make use of abstract argumentation (AA) theory [4], a branch of logical AI, to con-
struct theoretically-underpinned arguments for how users might change electricity
contracts and behaviour in order to minimize their electricity bill. The use of AA is
combined with linear optimization algorithms, and both are applied to data output
from smart meters currently available (these included Current Transformers1 and
EDF Transmitter Plugs2 We use two large, real-world data sets for testing and eval-
uation. The resulting web-based implementation is available online, as a prototype,
at http://smartelectricity.io.3

The paper is organized as follows. In Sect. 2 we present background on abstract
argumentation, and describe the data sets used. In Sect. 3 we describe central parts of
the functionality of our tool. In Sect. 4 we present results from the detailed evaluation,
and comparison, made. We conclude in Sect. 5.

2 Background

Abstract argumentation [4] is used to represent and resolve the relations of conflict
between opposing arguments, without delving into the internal logical structure of
those arguments.

Definition 1 An abstract argumentation framework is a tuple (Args,�), where

• Args is a set of arguments;
• � ⊆ Args × Args is the attack relation. �

For example, the set Args might represent arguments for changing electricity con-
tracts to a different provider based on current or projected electricity usage patterns,
with the attack relation � being between arguments for different contracts.

1See http://www.elkor.net/pdfs/AN0305-Current_Transformers.pdf.
2See https://shop.edfenergy.com/Item.aspx?id=540&CategoryID=1.
3Log in using username houseX, password houseX, for X ∈ {1, 2, 3, 4}.

www.uswitch.com
http://smartelectricity.io
http://www.elkor.net/pdfs/AN0305-Current_Transformers.pdf
https://shop.edfenergy.com/Item.aspx?id=540&CategoryID=1
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A total set of ‘winning’ arguments can be determined in several alternative ways,
including the following.

Definition 2 Where (Args,�) is an AA-framework:

• A ⊆ Args is conflict-free if there are no a,b ∈ A such that a � b;
• A ⊆ Args is admissible if (i) it is conflict-free, and (ii) for any a ∈ A such that

b � a, there is a′ ∈ A such that a′ � b;
• A ⊆ Args is preferred if it is maximally (w.r.t. ⊆) admissible. �

Admissibility of a set of arguments thus ensures for them a form of internal con-
sistency, and means they collectively defend themselves from external attack; being
preferred requires this in a ⊆-maximal way. (Other semantics have been widely
studied, but play no role in this paper. See [1] for details.)

We were able to make use of two large electricity smart-meter datasets in testing
and evaluating our implementation.

First, the UK Power Data (UKPD) dataset [6]4 contains detailed power consump-
tion data from four London houses recorded over several months. The data were
recorded using two types of sensor, Current Transformers5 and EDF Transmitter
Plugs,6 for individual appliance measurements. The data contains entries for indi-
vidual appliances, as well as for the entire house consumption.

Secondly, the Household Electricity Survey (HES) dataset [3] includes data from
250 owner-occupied households from the UK, from 2010 to 2011. 26 households
were monitored for a full year, and the remaining 224 for 1month, on a rolling basis
throughout the trial. This data is disaggregated—that is, appliance-specific—with no
aggregates provided per house.

In addition to the two datasets, we collected and represented electricity contract
data. Widely-used contracts from two of the main UK electricity suppliers (British
Gas7 and EDF Energy8) were used.

3 Functionality

3.1 Data Representations

Contract data was standardized to be represented in a UML format of the form

4http://www.doc.ic.ac.uk/~dk3810/data/.
5http://www.elkor.net/pdfs/AN0305-Current_Transformers.pdf.
6https://shop.edfenergy.com/Item.aspx?id=540&CategoryID=1.
7http://www.britishgas.co.uk/.
8http://www.edfenergy.com/.

http://www.doc.ic.ac.uk/~dk3810/data/
http://www.elkor.net/pdfs/AN0305-Current_Transformers.pdf
https://shop.edfenergy.com/Item.aspx?id=540&CategoryID=1
http://www.britishgas.co.uk/
http://www.edfenergy.com/
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A configurable, stand-alone application was written to perform data standardiza-
tion for the smart electricity readings from the two datasets described in Sect. 2. This
standardization had several aspects. The data in each of the two sets represents the
electricity usage over a given interval of n seconds; but the value of n varies, both
between datasets and also within specifically the HES dataset—as determined by the
particular smart meters in use. The UKPD data uses an interval of 6 seconds, and
the HES data has an interval of 2min for the majority of houses, and 10min for the
others. In the case of the UKPD set, this would mean 14,400 data points per house
per day—a substantial storage cost. As our implementation is intended to be the
prototype for a web-based application, data calls with such amounts of data would
hinder the user experience and alsomake computationmuchmore expensive, both on
the server-side and on the client-side. Accordingly, we selected a time of 1 hour to be
the standard length of interval, and aggregated both datasets appropriately.—Other
aspects of the standardization were less significant. We chose the DateTime format9

for the time-stamp, and since the HES dataset only exists in a disaggregated form
(values per appliance), we also summed the data to produce total series of values per
household—values which are used in some of the functions of our implementation.

3.2 Data Visualization

For the data visualization components of the implementation, we used the High-
chartsJS10 framework, which allows for a wide variety of visualization types, and is

9http://msdn.microsoft.com/en-gb/library/system.datetime.aspx.
10http://www.highcharts.com/.

http://msdn.microsoft.com/en-gb/library/system.datetime.aspx
http://www.highcharts.com/
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Fig. 1 Aggregated consumption and cost chart

supplied with extensive documentation. In the present subsection we describe four
of the data visualizations we developed.

First, we discuss the aggregated consumption and cost chart. (For a screen-
shot, see Fig. 1.). This chart represents two types of data: a line series depicts the
consumption of electricity over a given period, with points at each hourly interval
as determined by the data standardization discussed in Sect. 3.1. Secondly, at each
point of the aggregated consumption data line, the respective cost of that consump-
tion sample under one or more contracts is visualised in the form of column bars.
This may be the cost under the contract the user is currently under or any alternative
contracts, or a combination thereof. The user may choose the total period for which
the data is displayed, either using a number of hard-coded choices, or by sliding a
bar to fix the period precisely; and the contracts whose pricing is displayed can be
toggled on or off in the legend. Finally, as the user hovers over points on the graph,
the precise values of the nearest data point are displayed. This form of visualization
enables the user to see, of their aggregated electricity consumption, how a selection
of contracts compare in a fine-grained way.

The aggregated consumption and cost chart may prove useful to a user if the
user wants to examine their usage as a whole, with a view to changing contract.
However, the user may wish, instead, to alter their behaviour whilst remaining with
their current provider and on their current contract. For this, visualizations using
the disaggregated datasets are more appropriate. Thus, secondly, we implemented a
disaggregated consumption chart (see Fig. 2). Aswith the aggregated consumption
and cost chart, the user may select a period for which the data is visualized. A number
of appliances are selected, and the visualization then presents the changing total
consumption, per hourly interval, over the period selected, as well as the electricity
consumption per individual appliance. This enables the user to see frequent spikes
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Fig. 2 Disaggregated consumption chart

Fig. 3 Power consumption heat map

in the power consumed by particular appliances—thus allowing them to consider
altering their behaviour with respect to those devices which use the most power.

The heat map consumption chart, shown in Fig. 3, gives the user a snapshot
of their entire consumption history in a single glance, irrespective of prices for any
contract. On the vertical axis are times of the day, and on the horizontal axis points
during the period for which the consumption is shown. Colours are then used to
depict varying levels of power usage; higher values are shown in red, and lower in
green, with yellow intermediate. The heat map can be useful to a consumer because
it allows her or him to immediately identify patterns in consumption which might
need to be addressed, i.e., periods when consistently high levels of power are used.

Finally among the visualizations we select to show here, our average consump-
tion appliance chart (shown in Fig. 4) depicts the average electricity consumption
over the entirety of a selected data interval, at a single glance. The consumption of the
ten appliances which use the most electricity in the given period is shown, together
with a section (‘other appliances’) for those appliances whose electricity consump-
tion is known but are not shown in the ten. Since the datasets we use sometimes show



Smarter Electricity and Argumentation Theory 85

Fig. 4 Average consumption appliance chart

a discrepancy between the sum of the values for the disaggregated appliances, and
the aggregated consumption value (since not all appliances are included in the disag-
gregation), there is also a sector in the pie chart for ‘other consumption’, representing
the other appliance usage not included in the disaggregated data.

3.3 Contract Comparison

In order to give a summary of comparisons between different contracts of electricity
providers, we also allow a detailed tabular comparison between the prices a user
would have been charged, on a set of different contracts, for selectable, different
periods of their historical power usage (see Fig. 5). This Contract Summary Table
provides a breakdown of how a user’s electricity would have been charged according
to different contracts, over a number of different periods; the entries are ordered
according to the saving, or loss, to be accrued for that period, with the row for the
current contract highlighted. For example, for the user whose electricity is being
analyzed in Fig. 5, a switch to EDF’s ‘Blue + Price Promise’ Economy 7 contract is
indicated: this would involve a saving of £37.88 for the selected period. Switching
contracts to either EDF’s ‘Blue + Price Freeeze’ Economy 7 contract, or British
Gas’s ‘Fix and Control’ Economy 7, would have resulted in the user being £12.82
or £19.47 out of pocket, respectively.

In addition, a contract price comparison visualization, as shown in Fig. 6, dis-
plays part of the information shown in the Contract Summary Table (Fig. 5), but with
the possibility of splitting the prices for different contracts according to the various
periods during the day for which there are different rates. For example, in Fig. 6 two
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Fig. 5 Contract summary table

Fig. 6 Contract Price Comparison Chart

different periods are shown (08:00–22:00 and 22:00–08:00), as well as the cost of
standing charges for the various contracts shown. Which contracts are shown can be
varied, and the periods depicted can be merged to give aggregated costs.

Although the Contract Summary Table and Contract Price Comparison Chart are
useful for visualising contracts and giving aggregate cost figures calculated on the
basis of the user’s consumption, they do not explicitly state comparison conclusions
and justification. Further, they are passive features and their purpose is to complement
comparisons rather than being the source of them. Thus, we also supplement the
previously mentioned comparisons with Contract comparison recommendations,
which give detailed, argumentation-theoretic justifications for the results summarized
in the table, by constructing an AA framework and determining its preferred sets of
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arguments. In the remainder of this section we describe this construction and the
resulting recommendations.

Let X and Y be two contracts to be compared. Each contract splits the day into
a number of intervals X1, . . . , Xm and Y1, . . . ,Yn . These may not overlap, so that
there is a set TX,Y of k � m × n tariff-stretches:

TX,Y = {Xi ∩ Y j | Xi ∈ {X1, . . . , Xm},
Y j ∈ {Y1, . . . ,Yn}, Xi ∩ Y j �= ∅}

Each tariff-stretch represents a period of time over which each contract’s tariff is
constant, and for each tariff-stretch T ∈ TX,Y either the total charge for contract X ,
or Y , is greater, or they are equal. Let X (T ) be the amount charged by contract X
for tariff-stretch T ∈ TX,Y , and Y (T ) the amount charged by contract Y for T ; since
contracts also have standing charges, let X (S) be the standing charge for X , and
Y (S) that for Y . Further, let X ({T1, . . . , Tn}) be X (T1) + · · · + X (Tn), etc. Define
w : TX,Y ∪ {S} → {X,Y, {X,Y }} so that:

w(U ) =
⎧
⎨

⎩

X if X (U ) < Y (U ),

Y if X (U ) > Y (U ),

{X,Y } if X (U ) = Y (U ).

so that w(U ) gives the ‘winner’ between contracts X and Y , in the sense of the
contract which charges least for that stretch or for the standing charge.

So, given two contracts X and Y , the resulting abstract argumentation framework
(ArgsX,Y ,�X,Y ) has:

ArgsX,Y = {({U1, . . . ,Uk},C) | U1, . . . ,Uk ∈ TX,Y ∪ {S},
w(U1) = · · · = w(Uk) = C, (C = X ∨ C = Y )}

�X,Y = {((T1,C1), (T2,C2)) | C1 �= C2,

C1(T1) � C2(T2)}

We then find sets of arguments of the resulting argumentation framework, as illus-
trated next.

Example 1 Consider two contracts, X and Y :

• X charges electricity at a rate of 15p/kWh between 8 a.m. and 9 p.m., and
13.54p/kWh between 9 p.m. and 8 a.m.; and there is a standing charge of £40;

• Y charges electricity at a rate of 16.54p/kWh between 9 a.m. and 10 p.m., and
13.54p/kWH between 10 p.m. and 9 a.m., with a standing charge of £35.

This gives TX,Y and standing charges (S) as follows (shown with the kWh used
for sample periods, and the resultant prices for X and Y ):
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p/kWh (X /Y ) kWh Price (X /Y ), £ w

T1, 08–09 15/13.54 166 24.9/22.48 Y
T2, 09–21 15/16.54 260 39/43 X
T3, 21–22 14.54/16.54 300 43.62/49.62 X
T4, 22–08 14.54/13.54 400 58.16/54.16 Y

S n/a n/a 40/35 Y

This gives the AA-framework shown below. (The arguments have been annotated
with the £ value of the saving made on the winning contract; so, for example,
({T1},Y ) : 2.4236 represents that over tariff-stretch T1, contract Y is the cheaper
contract by £2.4236.)

({T1}, Y ) : 2.4236

({T2}, X) : 4.004 ({T3}, X) : 6

({T4}, Y ) : 4 ({S}, Y ) : 5

({T1, T4}, Y ) : 6.4236 ({T1, S}, Y ) : 7.4236({T4, S}, Y ) : 9

({T1, T4, S}, Y ) : 11.4236

({T2, T3}, X) : 10.004

The preferred set of arguments in this example has all and only arguments for Y . �
The argumentation framework exhibits a number of features. If there is a ‘winning’
contract, then there will be at least one argument in ArgsX,Y supporting that contract
which is unattacked by any other argument; in fact, any unattacked argument in
the framework represents a decisive argument, based on cost, for the contract it
supports. Further, there may be two preferred sets of arguments; this represents the
case where, although for particular tariff-stretches one contract may be better than
another, overall, the contracts would require equal payments for the period and usage
under consideration.

The output from the argumentation component is processed in order to give a prose
output as a recommendation to the user. For example, w.r.t. the example above:

Even though in the stretch 09:00–22:00 contract X is less costly by £10.00, contract Y in
the interval 22:00–09:00 is less costly by £6.42 and has £5 less standing charges, which is
enough to make it less costly overall by £1.42, over the selected date interval.

Contract X wins by £10.00 over some tariff-stretches, but over the remaining tariff-
stretches and the standing charge, Y wins by 11.42. Thus Y wins overall. Whilst the
sum-total of the difference between the charges for the two contracts might easily be
computed without any argumentation theory, the use of an argumentation-theoretic
underpinning brings the logical relations between the structure of charges to the
surface, and provides a stepping-stone which lets the natural-language rendition be
easily computed.
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3.4 Recommendation Generation

Recommendation generation is a central feature of our approach. The recommen-
dations we implemented are divided into two broad categories, of General and
Appliance recommendations. In the present subsection we select some of the many
recommendation capacities that our suite of tools provides.

General recommendations concern a user’s aggregated consumption (without
paying attention to any appliance-specific, disaggregated data). We have already
mentioned, in Sect. 3.3, contract comparisons: if all contracts available are com-
pared, these can be used to provide a Contract switch recommendation based in a
straightforward fashion on the user’s history of electricity usage. If the user wishes
to stay with her or his current electricity provider and contract, then a Consumption
behaviour recommender can provide advice on how the cost of the user’s bill might
have been lowered by shifting portions of the aggregate power consumption between
what, in Sect. 3.3, were called ‘tariff-stretches’. The Consumption behaviour recom-
mender finds portions of the power usage which occur near the boundaries between
tariff-stretches, and optimizes the price of the bill by allocating this power to a differ-
ent stretch. The tool does this by looking at the total usage for a given period (again,
selectable by the user).

A Reduced usage estimator allows the user to see what percentage of the various
tariff-stretches’ usage needs to be cut if a desired reduction in the price of a bill is to
be achieved. One sliding bar represents the cost of electricity, and more sliding bars
(one each per tariff-stretch) show the percentage of usage allocated to that stretch.
When the user manipulates the slider on any one bar, the others compensate in real
time. If the total bill cost is reduced, aggregate electricity usage is shifted between
tariff-stretches to indicate how the user must change behaviour; and the process
also works in reverse, as the user alters the amount of power usage allocated to any
particular stretch.

Shifted usage recommendations, perhaps the most useful of the general rec-
ommendations provided, combine the Contract switch recommendations with Con-
sumption behaviour recommendations. The recommendations examine minimal
changes to the user’s aggregate electricity usage patterns (up to a threshold which
is easily configurable) to give overall advice on the best bill price possible. This is
done with respect to all possible contracts with all possible electricity providers. The
presumption here is that a user may be able to shit some of their usage of electricity
either side of a boundary in tariff-stretches. A sample such recommendation is shown
in Fig. 7.

Appliance recommendations use disaggregated data to achieve more fine-
grained recommendations. A basicAppliance consumption table shows the average
hourly consumption per applicance, together with the total price per appliance over
a user-selectable interval. An Appliance recommendation table performs a simi-
lar function to the Consumption behaviour recommender described above, but for
individual pieces of equipment. This tool calculates the n appliances, a portion of
whose usage might mostly profitably be switched from one tariff-stretch to another,
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Fig. 7 Shifted usage recommendation

Fig. 8 Appliance savings estimator

displays this information to the user, and finds the resultant monetary benefit. An
Appliance savings estimator (Fig. 8) allows the user to see the effect of different
reductions in the usage of individual appliances on total bill cost whilst remaining
with the current provider and contract, or to set a desired bill reduction and see how
this can best be balanced by reducing appliances’ use. Thresholds can be set—a use-
ful constraint when a subset of appliances may only be reduced to a certain degree.
Recommendations are displayed as percentage values of current usage. Additional
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Fig. 9 Additional appliance recommendations

recommendations for appliances (Fig. 9) converts these percentages into cardinal
values. This works by estimating, on by analysis of appliance power usage values, the
number of times a given appliance is used per day on average, and calculating how
many times fewer the appliances should be used to give the desired cost reduction.

Most of the recommendation functionality is implemented as the solution of linear
optimization problems solved in real time; we omit the details, which are straight-
forward. They can be found in [7, 8].

4 Evaluation

We wanted to provide some basic testing of the various forms of recommendation
our tool offers. The ideal way to do this would have been to roll out the tool as a
beta to users, who could have collected disaggregated data for a year, then followed
different recommendations the tool gave. A form of validation could then be found if
the users’ bills, over the following year, were low relative to all possible combinations
of provider and contract.

Unfortunately, this sort of testing was markedly infeasible: we did not have the
time to conduct a study of such length, nor the number of users, and did not want to
become immersed in technicalities of data collection when our primary intention was
with generating recommendations, and the use of data. Accordingly, we made use of
the existing datasets. Though the HES dataset included 250 houses, only 26 of these
were monitored for a year, with the rest of the houses monitored for 1month only.
In order to have a reasonably large enough monitoring period for recommendation
evaluation, we therefore confined ourselves to the 26, with the addition of the 4
houses from the UKPD, each of which has data from a period of several months.
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Each house was assigned a contract randomly, designated as its current contract.
The houses’ data was then split into a set from which recommendations were made,
and a set against which, once the recommendations had been followed, the effect
was measured (call the former training, the latter testing data). For example, for
Contract switch recommendations, we split the data in two ways: first, into an
80%/20% division of training/testing; and secondly, into a 50%/50% division (dif-
ferent splits were used to ensure that any results found were not unduly sensitive to
any arbitrariness in the split). Our tool was used to find a recommendation for the best
contract to switch to, given the user’s power usage for the training set. We then tested
whether, if that recommendation were followed and the user switched contracts, the
bill would be the lowest possible. Of the 30 datasets we used, our recommendation
tool gave the optimal contract switch in 87% of the cases for the 80/20 split, and
90% of the cases in the 50/50 split. (The difference indicates a shift in usage pat-
tern in accuracy indicates cases where the usage pattern of the user shifts from the
training to the testing data.) The results for the the 80/20 split are shown in Table1.

Table 1 Results for Contract Switch recommendations (80–20% split)
# Training data recommendation (80%) Testing data recommendation (20%)
1 Remain with the current contract Remain with the current contract
2 EDF Blue+Price Promise(Standard), £5.74 Remain with the current contract
3 EDF Blue+Price Promise(Economy 7), £12.44 EDF Blue+Price Promise(Standard), £0.13
4 EDF Blue+Price Promise(Standard), £22.16 Remain with the current contract
5 EDF Blue+Price Promise(Standard), £35.31 Remain with the current contract
6 EDF Blue+Price Promise(Standard), £20.84 Remain with the current contract
7 EDF Blue+Price Promise(Standard), £53.64 Remain with the current contract
8 EDF Blue+Price Promise(Economy 7), £66.30 Remain with the current contract
9 EDF Blue+Price Promise(Economy 7), £26.76 EDF Blue+Price Promise(Standard), £2.41
10 EDF Blue+Price Promise(Economy 7), £7.07 Remain with the current contract
11 EDF Blue+Price Promise(Standard), £27.69 Remain with the current contract
12 EDF Blue+Price Promise(Economy 7), £43.69 Remain with the current contract
13 EDF Blue+Price Promise(Economy 7), £59.45 EDF Blue+Price Promise(Standard), £3.84
14 EDF Blue+Price Promise(Economy 7), £48.74 Remain with the current contract
15 EDF Blue+Price Promise(Standard), £22.72 Remain with the current contract
16 EDF Blue+Price Promise(Economy 7), £53.37 Remain with the current contract
17 EDF Blue+Price Promise(Economy 7), £1.44 Remain with the current contract
18 EDF Blue+Price Promise(Standard), £4.46 Remain with the current contract
19 EDF Blue+Price Promise(Standard), £18.60 Remain with the current contract
20 EDF Blue+Price Promise(Economy 7), £33.67 Remain with the current contract
21 EDF Blue+Price Promise(Standard), £30.91 Remain with the current contract
22 EDF Blue+Price Promise(Standard), £35.96 Remain with the current contract
23 EDF Blue+Price Promise(Standard), £28.20 Remain with the current contract
24 EDF Blue+Price Promise(Standard), £71.48 Remain with the current contract
25 EDF Blue+Price Promise(Standard), £8.83 Remain with the current contract
26 EDF Blue+Price Promise(Economy 7), £13.24 EDF Blue+Price Promise(Standard), £3.67
27 Remain with the current contract Remain with the current contract
28 EDF Blue+Price Promise(Standard), £8.97 Remain with the current contract
29 EDF Blue+Price Promise(Standard), £7.56 Remain with the current contract
30 EDF Blue+Price Promise(Economy 7), £12.55 Remain with the current contract
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In the table, houses are rows. The left main column represents the recommendation
made for which contract to switch to, together with the saving made if that contract
was chosen. The right column indicates whether the recommended contract is the
cheapest one possible for the testing data—a green cell indicates it is, a red cell that
it is not, with the discrepancy in the cost shown.

Now consider the appliance recommendations. These consist of advice to shift the
pattern of use for a single appliance to a different time of day, so as to take account of
different rates for alternative tariff-stretches in contracts. Only that amount of power
consumption which is within an hour of a change in tariff price is considered—thus,
if a given contract changes its tariff at 10pm, then with respect to this boundary,
only that amount of the usage from either 9pm–10pm (to be shifted an hour later),
or 10pm–11pm (to be shifted an hour earlier) is considered. The intention here is to
minimize the amount of disruption to the user’s pattern of activities, and therefore to
make the recommendation more likely to be accepted.

Some sample results for 15 houses are shown in Table2. As before, we divided
the data 50/50 into training and test data. The ‘Appliance’ column indicates which
appliance was selected for its usage to be shifted—we choose the appliance whose
usage would, when shifted, give the highest saving with respect to the training data
(the saving is shown in the second column, which therefore can be interpreted as a
prediction of the saving to be made if the applicance is shifted). The third column
indicates the actual savingmadewhen the recommendation is applied to the test data:

Table 2 Results for appliance recommendations

# Appliance Training data
result (50%) (£)

Testing data
result (50%) (£)

Difference

1 Kettle 0.73 0.73 0.00

2 Gas, boiler 1.17 0.39 0.78

3 Fridge freezer 0.48 0.46 0.02

4 Freezer upright 0.82 0.71 0.11

5 TVLCD 0.00 0.54 −0.54

6 Tumble dryer 0.63 1.29 −0.66

7 Kettle 0.26 0.14 0.12

8 Hi_Fi 1.12 1.13 −0.01

9 TVLCD 5.48 5.18 0.30

10 Tumble dryer 2.80 4.67 −1.87

11 TVLCD 0.59 0.55 0.04

12 TVLCD 2.30 2.42 −0.12

13 TVLCD 1.10 1.11 −0.01

14 TVLCD 1.37 1.73 −0.36

15 Heater electric
portable

0.00 1.48 −1.48

Total – 18.85 22.53 −3.68
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we shifted the quantity of power output in the way the appliance recommendation
tool suggested, and noted the saving made. The fourth column shows the difference
between the second and third columns, and this is therefore ameasure of howwell the
recommendation tool has performed. The smaller the value here, the more accurate
the projected saving has been. (Note that, overall, more savings were made than the
training data suggested.)

Other tests indicate a comparable rate of success for the various recommendation
components. Detailed results are omitted—see [8] for details.

5 Conclusion

With the advent of ubiquitous electricity smart-meter presence in households, there
is a need for advanced software tools which can enable the end-user to understand
his or her electricity usage. The availability of large amounts of data should enable
users to make informed decisions about how best to choose providers and contracts,
and how to alter their own electricity usage to lower their bills, thus saving both
money, and also, potentially, energy (for higher costs typically correspond to more
energy used).

In the current paper we presented a prototype, web-based implementation under-
pinned by the use of argumentation theory and linear optimization, as a step towards
this end. The tool combines a large number of visualization and recommendation
components, and tests indicate it may be highly successful in reducing power bills.
Abstract argumentation was used to bring rational structures underpinning recom-
mendations to the user.

Future work will, first, study automatic methods for the disaggregation of appli-
ances from aggregated data. The UKPD dataset we used, which provided both aggre-
gate and disaggregated power usage measurements, was collected by attaching indi-
vidual smart meters to appliances in a household. While this method is likely to
give very accurate readings, it will not be the form of smart metering which is typi-
cally installed in UK households. Thus, if those facets of our recommendation tool
which depend on data for individual appliances are to be supported, we must use
a method for the automatic disaggegation of aggregated readings (see [5] for one
approach to this).

Another direction is that ofmachine learning and user profiling. The large amounts
of data obtained from smart meters could be used to devise mathematical models for
the consumption patterns of users, leading to more accurate recommendations. This
can be associated with a notion of user profiling, which would involve formulating
a profile for each particular household that characterises its consumption habits pre-
cisely. For example, there might be various types of profile such as ‘student’, ‘family
of four’, ‘young couple’ or even completely user-specific profiles. The derived pro-
file can then be used by the system to offer only the most fitting recommendations
for that household.
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Finally, we are interested in implementing the recommendation and visualization
tool as a mobile application. As the application developed is a web-based, it already
provides the infrastructure on which a mobile application can be developed to com-
plement it. This would give users more control over their data as well as pave the way
for new functionalities. For instance, the mobile device can be used to issue ‘live’
recommendations. This could indicate to the user in real time that an appliance has
passed a consumption threshold, or that the period of the day in which the contract
tariff is highest is about to start. Thus, recommendations can be issued in the form of
notifications on amobile device, if and when needed. This could eventually eliminate
the time lag between the recommendation generation and its actual implementation,
particularly in the case of live data collection.

Acknowledgments Work was funded by EPSRC grant EP/J020915/1 (TRaDAr: Transparent
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Abstract In medical practice, choosing the correct treatment is a key problem [1].
In this work, we present an online medical recommendation system, RecoMedic,
that selects most relevant medical literature for patients. RecoMedic maintains a
medical literature repository in which users can add new articles, query existing arti-
cles, compare articles and search articles guided by patient information. RecoMedic
uses argumentation to accomplish the article selection. Thus, upon identifying rel-
evant articles, RecoMedic also explains its selection. RecoMedic can be deployed
using single-agent as well as multi-agent implementations. The developed system
has been experimented with by senior medical Ph.D students from SouthernMedical
University in China.

1 Introduction

Inmedical practice, choosing the correct treatment is a key problem.Modern practice
has emphasized the role of using explicit evidence to make this decision, and a
cornerstone of this evidence is generated from randomized controlled trials (RCT).
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These compare two (or more) treatments in a cohort of defined patients who are
randomly allocated to each treatment arm, thus minimizing bias. However, some
areas of medicine may generate many trials (e.g. there are over 500 new RCTs/year
on breast cancer alone), which makes it difficult to identify the optimal treatment for
each patient. In such cases, we would like a tool to help us identify the ideal study,
which would match each patient characteristic most closely.

Formal argumentation, as a powerful reasoningmethodology, has beenused exten-
sively inAI in the last twodecades (e.g. see [2–4] for an overview).Oneunique feature
of argumentation is that while performing computation as a form of reasoning, argu-
mentation also gives an explanation to the computation. Thus, argumentation can
serve as a versatile methodology for applications that need both correct computation
as well as transparent explanation.

RecoMedic is a trial recommendation system which uses argumentation to match
individual patients to published clinical trials focusing on brain metastases. Figure1
describes RecoMedic’s main use case scenario: a patient visits a doctor for med-
ical advice; after some examination, a set of patient characteristics are collected; to
determine the most suitable treatment for the patient, the doctor consults RecoMedic
with this patient’s characteristics specifically. RecoMedic queries its internal med-
ical literature repository to identify the most relevant trial for this particular patient.
Since this query is executed using argumentation (Assumption-basedArgumentation
(ABA) [5] in particular), RecoMedic not only returns the most relevant literature but
also an explanation for this recommendation.

Decision making is a process of selecting good decisions amongst several alter-
natives based on the goals met by decisions. RecoMedic views clinical trial rec-
ommendation as a decision making problem where trials are alternative decisions
and patient characteristics are goals. Thus, RecoMedic uses techniques developed
in argumentation-based decision making. Decision making with ABA has already

Fig. 1 Recommendations and justifications with argumentation
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Fig. 2 RecoMedic features

been studied in [6–9]. Our work incorporated it into a platform directly accessible
to end-users.

From a functionality point of view, as illustrated in Fig. 2, RecoMedic has four
main features: (i) manipulating clinical trials (medical literature), (ii) searching lit-
erature in the repository based on certain criteria, (iii) recommending the most rele-
vant literature for given patients, and (iv) comparing medical literature relevance for
patients. We describe each of these features in later sections.

The rest of this paper is organized as follows. Section2 reviews the argumentation-
based decision making theory we used throughout this work. Sections3–6 present
the four main features of our system, outlined above. Section7 describes the sys-
tem design and our implementation. Section8 presents the system evaluation con-
ductedwithmedical literature on brainmetastases. Section9 discusses relatedworks.
Section10 concludes.

2 Background

This work relies upon Decision Frameworks [7] and Assumption-based Argumen-
tation (ABA) [5].

Decision frameworks [7] are tuples 〈D,A,G,TDA,TGA,P〉 with:
• a (finite) set of decisions D = {d1, . . . , dn}, n > 0;
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• a (finite) set of attributes A = {a1, . . . , am},m > 0;
• a (finite) set of goals G = {g1, . . . , gl}, l > 0;
• a partial order over goals, P, representing the preference ranking of goals;
• two tables: TDA, (size n × m), and TGA, (size l × m)1:

– for all di ∈ D, a j ∈ A, TDA[di,aj] is either:
1, representing that di has a j , or
0, representing that di does not have a j , or
u, representing that it is unknown whether di has or does not have a j ;

– for all gk ∈ G, a j ∈ A, TGA[gk,aj] is either
1, representing that gk is satisfied by a j , or
0, representing that gk is not satisfied by a j , or
u, representing that it is unknown whether gk is satisfied by a j or not.

Given a decision framework DF = 〈D,A,G, TDA,TGA〉, a decision di ∈ D meets a
goal g j ∈ G, wrt DF , iff there exists an attribute ak ∈ A, such that TDA[di,ak] = 1
and TGA[gj,ak] = 1. γ(d), where d ∈ D, denotes the set of goals met by d.

Given a decision framework 〈D,A,G,TDA,TGA,P〉 the most preferred decisions
are the decisions meeting the more preferred goals that no other decisions meet,
formally defined as follows. For every d ∈ D, d is most preferred iff the following
holds for all d ′ ∈ D\{d}:
• for all g ∈ G, if g /∈ γ(d) and g ∈ γ(d ′), then there exists g′ ∈ G, such that:

– g′ > g in P
– g′ ∈ γ(d), and
– g′ /∈ γ(d ′).

Assumption-based Argumentation (ABA) frameworks [5] are tuples 〈L,R,A, C〉
where

• 〈L,R〉 is a deductive system, withL the language andR a set of rules of the form
β0 ← β1, . . . ,βm(m ≥ 0,βi ∈ L);

• A ⊆ L is a (non-empty) set, referred to as assumptions;
• C is a total mapping fromA into 2L − {{}}, where each β ∈ C(α) is a contrary of

α, for α ∈ A.

In an ABA framework, given a rule ρ of the form β0 ← β1, . . . ,βm , β0 is referred
to as the head and β1, . . . ,βm as the body. We focus on flat ABA frameworks, where
no assumption is the head of a rule.

In ABA, arguments are deductions of claims using rules and supported by sets of
assumptions, and attacks are directed at the assumptions in the support of arguments.
Informally, following [5]:

• an argument for (the claim) β ∈ L supported by A ⊆ A (denoted A 	 β in short)
is a (finite) tree with nodes labeled by sentences in L or by τ ,2 the root labeled

1T[x, y] denotes the cell in row labelled x and column labelled y in T.
2τ /∈ L represents “true” and stands for the empty body of rules.
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by β, leaves either τ or assumptions in A, and non-leaves β′ with, as children, the
elements of the body of some rule with head β′, or τ if this body is empty;

• an argument A1 	 β1 attacks an argument A2 	 β2 iff β1 is a contrary of one of
the assumptions in A2.

Attacks between (sets of) arguments in ABA correspond to attacks between sets
of assumptions, where a set of assumptions A attacks a set of assumptions A′
iff an argument supported by a subset of A attacks an argument supported by a
subset of A′.

With argument and attack defined for a given F = 〈L,R,A, C〉, standard argu-
mentation semantics can be applied inABA[5], e.g.a set of assumptions is admissible
(in F) iff it does not attack itself and it attacks all A ⊆ A that attack it; an argument
A 	 β is admissible (in F) supported by A′ ⊆ A iff A ⊆ A′ and A′ is admissible (in
F); a sentence is admissible (inF) iff it is the claim of an argument that is admissible
supported (in F) by some A ⊆ A.

As shown in [6, 7, 9], ABA can be used to model decision making problems and
compute “good” decisions. The ABA framework for computing the most preferred
decisions in a decision framework 〈D,A,G,TDA,TGA,P〉with D = {d1, . . . , dn}, n >

0,A = {a1, . . . , am},m > 0,G = {g1, . . . , gl}, l > 0 is defined asAF = 〈L,R,A, C〉
for which:

• R consists of all the following rules3:
for all gt , gr ∈ G, if gt > gr ∈ P then pre f er(gt , gr ) ←;
for k = 1 . . . n; and j = 1 . . .m, if TDA[k,i] = 1 then has Attr(dk, ai ) ←;
for j = 1 . . .m; and i = 1 . . . l, if TGA[j,i] = 1 then sat By(g j , ai ) ←;
met (D,G) ← has Attr(D, A), sat By(G, A);
not Sel(D) ← met (D′,G), not Met (D,G), not Met Better(D, D′,G);
met Better(D, D′,G) ← met (D,G ′), not Met (D′,G ′), pre f er(G ′,G);
• A consists of all the following sentences:
for all dk ∈ D, sel(dk);
for all dk ∈ D and g j ∈ G, not Met (dk, g j );
for all dk, dr ∈ D, dk 
= dr and g j ∈ G, not Met Better(dk, dr , g j );
• C is such that:
for all dk ∈ D, C(sel(dk)) = {not Sel(dk)};
for all dk ∈ D and g j ∈ G, C(not Met (dk, g j )) = {met (dk, g j )};
for all dk, dr ∈ D, dk 
= dr and g j ∈ G,
C(not Met Better(dk, dr , g j )) = {met Better(dk, dr , g j )}.

Theorem 1 in [7] sanctions that the aforementioned ABA framework is a sound
and complete argumentative computational counterpart for decision making in a way
that a decision d is most preferred iff the argument {sel(d)} 	 sel(d) is admissible.

3We use schemata with variables (D, D′, A,G,G ′) to represent compactly all rules that can be
obtained by instantiating the variables over the appropriate domains as follows: D, D′ are instanti-
ated to decisions, A to attributes, G,G ′ to goals.
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3 Manipulating Clinical Trials

An essential feature of our system is allowing the users to add new clinical trials
and thus improve the selection range for each patient-based medical literature rec-
ommendation. The input fields are a collection of representative data and metadata
for clinical trials on the treatment of brain metastases and are classified in two cate-
gories: Clinical Trial Design and Patient Characteristics. The Clinical Trial Design
category contains administrative fields such as the Trial ID,4 PMID,5 number of
arms, clinical trial phase, recruitment area, and trial start/end year, but it also states
medical information such as the eligible age/number of metastases/performance sta-
tus for patients and any excluded histology or extra-cranial disease they may have.
The Patient Characteristics category includes information for one or more clinical
trial arms such as the Arm ID,6 number of patients enrolled in the clinical trial,
performance status range of the patients enrolled in the trial and specific factors such
as the percentage of patients with non-small cell lung cancer or the percentage of
patients with stable extra-cranial disease.

A major concern while designing the UI, which is presented in Fig. 3, was to
minimize the amount of errors made by the users when filling in the web form.
Thus, we decided to use interactive elements such as range sliders, dropdown lists,
checkboxes, and multiple selection boxes.

In order to also accommodate faster (keyboard-only) input we give users the
option to type in associated text fields, but the values entered are carefully limited
and validated prior to submission to the server (e.g. the possible values for the eligible
number of metastases are integers from 0 to 4 and the plus sign, standing for more
than 4 metastases). Another way bywhich we improve the input speed is by allowing
the users to modify several arm values at once, since many remain unchanged or
there are only small differences from one arm to the next. Moreover, in medical
literature we may find cases where one or several of the form fields are missing
or not applicable, so the fields can also be disabled from the web form. Since it is
possible for the TrialID and the PMID to be missing as well, we added identifiers
which are automatically generated and are guaranteed to be unique and not null.

Our users also have the option to edit or delete the clinical trial information they
have previously entered into the system. The clinical trials in the system are visible
by all users but are only editable by the person who submitted them. Furthermore, the
system provides a way for its users to quickly browse through literature by supplying
the abstract and a direct link to the paper, but it also features an embedded PDF viewer
for reading the full text version without leaving the platform.

4Unique identifier for clinical trials.
5Unique number assigned to each PubMed record.
6Unique identifier for the arm of a clinical trial.
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Fig. 3 Adding a new clinical trial

4 Performing Criteria Searches

In the previous section, we have discussed how users can add entries into the system
and edit existing ones.We will now focus on howwe can leverage this information to
the users’ advantage. Initially, RecoMedic was supposed to exclusively be a decision
support system for selecting medical literature, but following our discussions with
experienced oncologists we realized that we could greatly improve the system by
providing other useful features as well.

Our collaborators pointed out that while the clinical trials are easily accessible,
finding specific information regarding them is not as trivial. Suppose a user wants to
retrieve clinical trialswith two arms forwhich the subjects are over sixty years old and
where at least fifty percent of patients have a high Karnofsky Performance Status
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(KPS)7 score. Finding the appropriate literature concerning these trials in the old
fashioned way would involve a substantial effort on the user’s part and would mean
browsing through numerous scientific papers. However, since our system already
collects data concerning clinical trials, we can use our database to answer specific
queries such as the one we have described.

The system presents the results retrieved for each query in tabular form directly
in the web-based UI. Furthermore, the results can be exported into CSV format
and downloaded for offline viewing and manipulation using popular tools such as
Microsoft Excel.

5 Computing and Explaining Decisions

The central functionality of RecoMedic is represented by making and justifying
patient-based medical literature recommendations. The fundamental condition for
doctors to embrace a new technology or innovation is to first have it earn their trust.
Our web platform strives to be transparent by not only recommending the most
relevant pieces of literature, but also by providing natural language explanations as
to why they were selected. Our users learn how the system “thinks” and they can
easily pinpoint and suggest ways to improve it when they disagree with the decisions
it recommends.

For our purposes, we decided to use the notion of most preferred decisions that
was introduced in [7] (see Sect. 2), so that our system can reason about patient
characteristics according to user-specified preferences on their characteristics.

The possible decisions in our framework (dk ∈ D) are represented by the medical
literature. The goals (g j ∈ G) are the inputs in our system given by the individual
patient characteristics that we would like for the literature to reflect. The decisions
may have some attributes (ai ∈ A) and each goal is satisfied by some attributes
according to the tables (TDA and TGA) that we introduced in Sect. 2. For the current
version of our system we focus on four patient characteristics (goals): age, primary
disease, number of metastases and performance status score. After consulting with
oncologists, we decided to use them as follows:

• The goal on age can be satisfied by two possible attributes: over eighteen years
old (adult) and under eighteen years old (minor) which are extracted directly from
the EligibleAge parameter of each clinical trial.

• The goal on primary disease can be satisfied by four possible attributes: breast,
lung, testicular and renal cancer which are deduced from the corresponding recruit
percentages in the clinical trial arms depending on whether these pass a certain
threshold (we chose 60%).

7This is one of the measures of patients’ performances, and can range from 100 meaning ‘normal’
to 0 meaning ‘death’.
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• The goal on number of metastases can be satisfied by four possible attributes: no
mets, onemet, twomets, over twomets which are extracted from the EligibleNum-
berMets parameter of clinical trials.

• The goal on performance status score can be satisfied by four possible attributes:
ECOG PS zero or one, ECOG PS two, ECOG PS three or four extracted from the
EligiblePS parameter of clinical trials. The performance status scores expressed
in KPS scale have been converted to their ECOG equivalent.8

We have created two user classes for RecoMedic. The first category is represented by
healthcare specialists who need not concern themselves with the specifics of ABA.
Indeed, we use ABA for recommending the appropriate literature, but we display the
recommendation and explanation in natural language as can be seen in Fig. 4. The
natural language explanation is created by examining the output produced by our
argumentative computation engine corroborated with facts extracted directly from
the generated ABA framework. It presents the patient characteristics according to
the user specified ranking and states whether the recommended medical literature
matches those certain patient characteristics. The phrasing includes both the user
selection and the clinical trial retrieved value for that respective attribute, in a manner
that we believe is clear and concise.

Our second category of users, computer scientists, can dive into the intrinsics
of ABA by viewing the exact ABA framework that is generated for each query,
they can view the output produced by our argumentative engine (sanctioning an
argument as admissible, see Sect. 2), and can even choose between two possible
argumentative engines for ABA (proxdd and grapharg [10]9). A sample debate graph
that results from executing a query for the computer scientist user class is illustrated
in Fig. 5. Here we selected a 55 year old patient with lung cancer with 3 metastases
and performance status (ECOG) 3, with the preferences ranked as follows: primary
disease, number of metastases, age and performance status. The debate graph shows
how the proponent in favor of selecting paper 40 (LangleyClinOnc [11]) successfully
defends against the attacks of the opponent suggesting other papers. For example,
the opponent’s argument that paper 40 does not address patients with 3 metastases,
or that paper 18 (Aoyama Jama [12]) addresses a higher preference goal, is quickly
refuted by the proponent who, based on the facts in the knowledge base, can state that
paper 40 indeed addresses patients with 3metastases. The bottom three arguments by
the opponent in Fig. 4 are not explicitly attacked because they have been previously
defeated by the proponent when attacking the top three arguments in the figure.

8A detailed comparison between ECOG and KPS scales is available at http://oncologypro.esmo.
org/Guidelines-Practice/Practice-Tools/Performance-Scales.
9Both are available at http://www.doc.ic.ac.uk/~rac101/proarg/.

http://oncologypro.esmo.org/Guidelines-Practice/Practice-Tools/Performance-Scales
http://oncologypro.esmo.org/Guidelines-Practice/Practice-Tools/Performance-Scales
http://www.doc.ic.ac.uk/~rac101/proarg/
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Fig. 4 Recommending a clinical trial and justifying the decision (healthcare specialist view)

Fig. 5 Rendered ABA debate graph (computer scientist view)
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6 Comparing Decisions

Besides recommending a certain piece of medical literature according to the charac-
teristics of a given patient, the users may also want to assess how the suitability of
one clinical trial compares to another with respect to that patient. For this reason, we
decided to introduce a pairwise comparison feature illustrated in Fig. 6, that exam-
ines two pieces of literature at a time and provides a similarity score based on the
selected patient characteristics and the ranked user preferences.

Since we are using the notion of most preferred decision, meaning that satisfying
the higher ranked goal is more important than satisfying all the goals which are
ranked lower (see Sect. 2), we can score the decisions as follows:

scored =
n∑

j=1

#met (d,g j ) × 2n−rank(g j )

Fig. 6 Comparing clinical trial suitability based on patients
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Here, n is the number of ranked preferences and rank(g j ) is an integer between
1 (if g j is the top preference) and n (if g j is the last ranked preference). This means
that the score of clinical trial d (decision) is equal to the weighted sum of the goals
that it meets, where #met (d,g j ) is equal to 1 if g j meets d. If a goal is not met by a
decision, then #met (d,g j ) equals 0 and that term is ignored having no effect on the
clinical trial score.

We derive a simple similarity score between two decisions using the individual
scores of each decision. Thus for two decisions d and d ′ the similarity score is:

similari t yd,d ′ = |scored ′ − scored ′ |

Using the similarity score we can assess howmuch alike or different the two given
clinical trials are.

In our case, we are using four patient characteristics and the similarity score can
be in the following ranges:

1–5;—the two clinical trials are similar
6–10;—one clinical trial is superior to the other
11–15.—one clinical trial is vastly superior to the other

7 System Design and Implementation

In Fig. 7 we present an overview of the system architecture. On the client side the
users can fill in the patient details and receive the recommendation and justification
once the computation is complete.

On the server side, we need multiple components to ensure that all the pieces
needed to make decisions are present in the platform. First, we need to include a
connection to a relational database management system so that clinical trial infor-
mation can be easily transferred to and from the application. We have chosen to use
an extra persistence layer between our server and the actual database in order to make
the a seamless transition between objects and table rows. Next, we needed to create
a custom grounder that was capable of mapping the ABA framework expressed as
schemata (see Sect. 2 onto the grounded ABA framework, without schemata, that
the argumentation engines manipulate. The grounder also acts as the entry point into
the distributed platform. Once the grounded ABA framework is constructed we can
then feed it into the argumentative engine. The engine can also display the output
in graphical form as a debate graph (see Fig. 5), by outputting a DOT format debate
graph which can in turn be viewed by our users. We chose to render the debate graph
on the client side, in order to relieve the server the burden of additional processing.
Finally, we have included a Natural Language Converter which produces an informal
explanation as to why a certain decision was reached (see Figs. 4 and 6).

RecoMedic was designed to accommodate both the pressing oncologist needs
by providing the means to add, edit or delete clinical trials, search for literature in
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Fig. 7 General system architecture

the local repository, recommend medical literature based on individual patients and
compare literature based on these patients, but at the same time it enables us to
develop experimental features such as distributed ABA dialogue decision-making
discussed in [8]. In the multi-agent decision making approach, the agents involved
(e.g. different doctors or hospitals) deal with incomplete or imperfect information by
exchanging messages to produce a joint ABA framework. Any conflicts that arise in
the individual knowledge bases are dealt with by using a hierarchical trust scheme,
in which one agent is considered more trustworthy than its counterpart. The entry
point for the distributed computation is illustrated in Fig. 7 by the dotted line and the
result is a jointly-produced, grounded ABA framework.

In Fig. 8 we have outlined the main technological components that were used in
the development of RecoMedic. On the client side we have chosen HTML/CSS and
Twitter’s Bootstrap framework along with scripting in JavaScript, JQuery and AJAX
for creating an intuitive, interactive and responsive web interface. Since our plat-
form is mostly Java based, on the server side we use Jasypt for encrypting sensitive
information such as user passwords. Moreover, Apache Maven enables automatic
dependency resolution, making RecoMedic easily deployable on a different server.
Also contributing to this, Hibernate makes the transition from the object oriented
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Fig. 8 Technologies used in system architecture

application to the relational database, represented by the open source PostgreSQL
in our case. However, using Hibernate as our Object Relational Mapping (ORM)
framework we can easily switch to another database vendor by changing one line in
the configuration file. For making the recommendations we use two internal compu-
tation engines, proxdd and grapharg which produce the decision DOT graphs. These
are interpreted by our custom Natural Language Converter on the server side or sent
to the open source Viz.js10 GraphViz JavaScript plugin for rendering on the client
side.

10Viz.js is available at https://github.com/mdaines/viz.js/.

https://github.com/mdaines/viz.js/
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Fig. 9 Distributed system architecture

The Jade multi-agent framework [13]11 allows us to support distributed computa-
tion. It has built-in features such as agent discovery, complex agent behaviours and
interaction protocols which make it an ideal choice for our system. We envisioned
our platform to run autonomously in different healthcare institutions which can be
interconnected through the multi-agent system. Any interaction with the outside
world will be done through the representative agent of the institution, which could
be replaced by a pool of agents should a single agent prove to be a bottleneck.

In Fig. 9 we have depicted our chosen configuration for deploying the distributed
computation. In this diagram we can observe that some institutions may share their
database with others, and that JADE agent containers may host the agents of multi-
ple institutions on criteria such as geographic proximity or medical specialization.
Although functional, the distributed extension of our system was not included in
our user evaluation as more participating institutions are needed in order to produce
meaningful results.

11Jade is available at http://jade.tilab.com/.

http://jade.tilab.com/
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Table 1 11 medical studies
on brain metastases

Id ArmID PMID number

1 Aoyama Jama 2006 [12] 16757720

2 Graham IJROBP 2010 [14] 19836153

3 Chang Lancet 2009 [15] 19801201

4 Langley ClinOnc 2013 [11] 23211715

5 Kocher JCO 2011 [16] 21041710

6 Patchell NEJM 1990 [17] 2405271

7 Patchell Jama [18] 9809728

8 Mintz Cancer 1996 [19] 8839553

9 VechtAnn Neurol 1993 [20] 8498838

10 Andrews Lancet 2004 [21] 15158627

11 Kondziolka IJROBP 1999 [22] 10487566

8 Evaluation

For the evaluation, we have identified 11 randomized clinical trials on the treatment
of brain metastases. The decisions of our model are choices to use a given paper
in a diagnosis—they can therefore be represented by names or IDs for the papers
themselves. The Arm IDs and PMID Numbers of these papers from the literature are
given in Table1. Each paper contains a two-arm trial.

Based on thesemedical literature data, we have conducted a survey on user experi-
ence with our system. A small group of postgraduate medical students from Southern
Medical University in China were invited to participate in the evaluation. An online
survey system12 was used for this evaluation.

The overall impression of the system is positive as 100% of the users believe
that RecoMedic serves a genuine need of doctors in searching for clinical trials for
patients. 78.75% users believe that they are able to fully understand the purpose and
all of the functions of RecoMedic without any struggle. On a scale from 0 to 10, the
users rank the UI design of My Clinical Trail, Recommend Trails, Criteria Search
and Add Clinical Trial 7.63, 7.44, 7.4 and 7.1, respectively. Specifically, none of the
users has considered that the overall UI design is complicated.

9 Related Work

Our work sits at the intersection between existing work on modeling clinical tri-
als, and logic-based approaches to reasoning with clinical knowledge, specifically
clinical trials. Much of the existing work on modeling clinical trials has been based

12Available at http://www.sojump.com.

http://www.sojump.com
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around defining inclusion criteria to allow for (semi-)automated matching of patients
with clinical trials [23],13 and has largely been based on ontological approaches.
Their work is based on whether a patient meets absolute inclusion/ exclusion crite-
ria, whereas ours is based on how well a patient matches different patient popula-
tions. However, we note that the encoding of trial data is compatible with suggested
approaches, such as the “Human Studyome” project,14 although our approach to
reasoning goes beyond their aims of knowledge encoding. The BioBIKE project15

aims to capture and reason with biomedical data, but their focus is on biological and
genomic data rather than clinical trials.

Other work that has focused on clinically-orientated reasoning includesmany sys-
tems that provide medical knowledge representation and reasoning. However, many
of these systems require specialist encoding of medical knowledge (e.g. [24, 25])
and hence divorce the clinicians from the underlying clinically-produced knowledge.
The work closest to ours [26, 27] also works with encoded clinical trial data, but
focuses on reasoning with the trial results in order to decide on the best treatment.
The work we have presented here, which focuses on selecting the most appropriate
paper, is orthogonal to this, and could be used as an input to their work, providing
preferences (in this case based on “paper appropriateness”) over conflicting trials.

10 Conclusions

In this paper, we have presented an onlinemedical literature recommendation system,
RecoMedic, tailored to patients with brain metastases. Through its easy to use web
interface, RecoMedic allows users, primarily doctors, to search through its medical
literature repository with patient information. This search is realized with argumen-
tation such that not only the most relevant medical article is identified, but also an
explanation to this selection is provided. Standard data repository maintenance fea-
tures are also supported in RecoMedic, including adding, searching through, and
comparing medical papers.

The implementation features a back end that interfaces with a Prolog based com-
putation engine, and which runs JADE agents as part of a distributed solution, while
the web-based front end is designed to provide our users with easy access to all the
system features.

A preliminary user evaluation has confirmed that RecoMedic addresses a genuine
need for doctors. The evaluation also confirms that users are able to use RecoMedic
with little help and approve its UI design.

In the future, we would like to experiment RecoMedic with more users and extend
its features to include not only recommending most relevant articles, but also most
suitable treatments.Wewould also like to explore other search and ranking strategies

13Available at http://bioportal.bioontology.org/ontologies/OCRE.
14Available at http://rctbank.ucsf.edu/.
15Available at http://biobike.csbc.vcu.edu/.

http://bioportal.bioontology.org/ontologies/OCRE
http://rctbank.ucsf.edu/
http://biobike.csbc.vcu.edu/
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and explore the use of argumentation in these strategies.We alsowould like to explore
our approach to medical conditions other than brain metastases.
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Medical Image Processing: A Brief
Survey and a New Theoretical Hybrid
ACO Model

Camelia-M. Pintea and Cristina Ticala

Abstract The current paper includes a brief survey on image processing, in partic-
ular for medical image processing, including the main algorithms on segmentation
and margin detection. Both mathematical background and algorithms are detailed.
Some of the most efficient ant-based algorithms used for image processing are also
described. It is also introduced a new theoretical hybrid Ant Colony Optimization
model in order to enhance medical image processing. The newly introduced model
uses artificial ants with different levels of “sensitivity” and also a model of “direct”
communication as in Multi-Agent Systems.

1 Introduction

Many researchers are working today in Image Processing. It is used in a large area of
real-life domains as industry, economy, medicine etc. In particular, image processing
in medicine is used frequently (e.g. tomography) and it is intended to solve patients
medical problems.

Tomography refers to imaging by sections or sectioning, by the use of any kind
of penetrating wave. A device used in tomography is called a tomograph. The image
produced by tomograph is called tomogram. The computed tomographic (CT) scan-
ner was invented by Sir Godfrey Hounsfield and it is an exceptional contribution to
medicine [3]. Tomography is used in radiology [27], biology [37], geophysics [26],
plasma physics [50], archeology [24], materials science [38], oceanography [29],
astrophysics [50], quantum information [30], and other sciences. It is based on the
mathematical procedure called tomographic reconstruction.
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Images iterative reconstruction refers to iterative algorithms which are used to
reconstruct 2D and 3D images in certain imaging techniques. For example, in com-
puted tomography an image must be reconstructed from projections of an object.
Iterative reconstruction techniques provide better images than the common filtered
back projection (FBP) method. Iterative reconstruction algorithms are computation-
ally are more expensive than FBP which directly calculates the image in a single
reconstruction step.

Coincidence eventsmay be grouped into projection images [17], called sinograms.
The sinograms are sorted by the angle of each view. The sinogram images are similar
to the projections captured by computed tomography (CT) scanners, and can be
reconstructed in a resembling way.

A normal PET (Positron Emission Tomography) data set has millions of counts
for the whole acquisition, while the CT can reach a billion counts. This contributes
to PET images appearing “noisier” than CT. Scatter and random events are two
major sources of noise in PET. Scatter is generated when from a detected pair of
photons, at least one was deflected from its original path by interaction with matter
in the field of view, leading to the pair being assigned to an incorrect LOR. Random
events appear when photons originating from two different annihilation events are
incorrectly recorded as a coincidence pair because their arrival at their respective
detectors occurred within a coincidence timing window.

The current paper illustrates the main algorithms used for image processing
including the algorithms inspired by ant colonies. It is also included a new ant algo-
rithm with both sensitive features and “direct” communication (from Multi-agent
System). The hybrid ant-based model will use the Sensitive Ant Model [10] success-
fully used for solving several complex problems as for example Denial Jamming
Attack on Wireless Sensor Network [44], Sensor networks security [40]. There are
several variants of sensitive ant models as for example Sensitive Stigmergic Agent
Systems [41], Cooperative Learning Sensitive Agent System for Combinatorial Opti-
mization [12, 41] and a Step-Back sensitive ant model [9, 41].

This paper has the following structure. The next section is about the state-of-art in
medical image processing,with themost efficient existing algorithms; Sect. 3 is about
the main ant-based models used today to solve the problems of segmentation and
margin detection of medical images. In Sect. 4, it is introduced a newly theoretical
model of Ant Colony Optimization, including several agents features, from Multi-
Agent System and some particular features as sensitivity.

2 State-of-Art in Image Processing

This section startswith a short introductionofmedical images, as tomography, and the
main algorithms used to medical image processing including tomographic images.

Tomography, for example a radiography (Fig. 1), supposes projection data acqui-
sition from multiple directions and feeding the data into a software of tomographic
reconstruction processed by a computer. When there are used X-rays, the tomogram
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Fig. 1 Examples of images from radiology [28]

is called X-ray computed tomogram (CT); single-photon emission computed tomog-
raphy (SPECT) is a tomographic imaging technique which uses gamma-rays. Mag-
netic resonance imaging (MRI) scanners use strong magnetic fields and radio waves
in order to obtain images of the object. Positron emission tomography (PET) is a
functional imaging technique in nuclear medicine that produces a three-dimensional
image of functional processes in the body. Electrical resistivity tomography (ERT) or
electrical resistivity imaging (ERI) is a geophysical technique used for sub-surface
imaging by making electrical resistivity measurements on the ground surface [25]
(Fig. 2).

X-ray CT is a technique which virtually slices the scanned object in order to
produce images of some specific areas (Fig. 3). The rays are computer processed and
they allow the user to see inside the object without cutting it. From a large series
of two—dimensional images taken around an axis of rotation there are generated
three—dimensional images of the inside of the object by using digital geometry
processing. The most common application of CT is medical imaging. The images
are used for diagnostic in various medical disciplines [22].

In 1917, the Austrian mathematician Johann Radon invented the Radon Trans-
form [47, 48]. He proved mathematically that a function could be reconstructed from
a finite set of its projections [23]. In 1937 a Polish mathematician, Stefan Kaczmarz,
developed a method to find an approximate solution for a large system of algebraic
equations [32, 33]. Due to the mathematical theory related to Radon Transform and
to Kaczmarz algorithm, computed tomographic image reconstruction was possible.
Kaczmarz algorithm led to another powerful reconstructionmethod called “Algebraic
Reconstruction Technique (ART)” which was adapted by Sir Godfrey Hounsfield as
the image reconstruction method in the first commercial CT scanner.

For image reconstruction the positron emission tomograph (PET) we need a list of
‘coincidence events’. These are the data collected and they represent almost simulta-
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Fig. 2 Geophysical prospection by means of electrical resistivity tomography [24]

Fig. 3 Image reconstruction methods for X-ray CT [22]

neous detection of photons by a pair of detectors. Each coincidence event represents
a line in space connecting the paired detectors.

About Filtered Back Projection (FBP)

Filtered back projection (FBP) has been often used to reconstruct images from the
projections. FPB basic idea is to simply run the projections back through the image
to obtain a rough approximation to the original. The projections will interact con-
structively in regions that correspond to the emitting sources in the original image.
A problem is the star-like artifacts which occur in the reconstructed image, where
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the back projections intersect. In practice, the collected projections cannot be used
for CT reconstruction directly without pre-processing [54]. Correction for random
coincidences, estimation and subtraction of scattered photons, detector dead-time
correction (after the detection of a photon, the detector must “cool down”) and
detector-sensitivity correction must be applied [7]. Its advantage is simplicity and
low requirement for computing resources. However, in practice, noise is prominent
in the reconstructed images. Also, FBP treats the data deterministic—it does not
account for the inherent randomness associated with PET data, thus requiring all the
pre-reconstruction corrections.

Iterative expectation-maximization algorithms are now the popular method of
reconstruction. These algorithms compute an estimate of the distribution of anni-
hilation events that led to the measured data, based on statistical principles. The
advantage of iterative algorithms is a better noise profile than FBP, but the disadvan-
tage is higher computer resource requirements [51].

Attenuation occurs when photons emitted by the tracer inside the body are
absorbed by intervening tissue between the detector and photon emission. As dif-
ferent LORs must traverse different thicknesses of tissue, the photons are attenuated
differentially. As a result, structures deeper in the body are reconstructed as having
falsely low tracer uptake. While attenuation-corrected images are generally more
exact representations, the correction process is itself susceptible to significant errors.
As a result, both corrected and uncorrected images are always reconstructed and read
together.

Early PET scanners had only a single ring of detectors, hence the acquisition of
data and the reconstruction was restricted to a single transverse plane. More modern
scanners now include multiple rings, essentially forming a cylinder of detectors.
There are two approaches to reconstructing data from such a scanner:

(1) each ring is treated as a separate entity, only coincidences within a ring are
detected and the image from each ring can then be reconstructed individually
(2D reconstruction), or

(2) coincidences will be detected between rings as well as within rings, then recon-
struction will represent the entire volume together (3D).

The 3D techniques are better because more coincidences are detected and used;
as disadvantages are their sensitivity to the effects of scatter, random coincidences
and large computational resources. This image reconstruction is encouraged by the
advent of the particle detectors with sub-nanosecond time resolution which afford
better random coincidence rejection.

In the mathematical description of the image reconstruction problem in transmis-
sion tomography a popular approach is the algebraic formulation of the problem [7].
Here the problem is to solve a large system of linear equations, Ax = b.

Let see the body in 2D as an image with finitely number of squares or pixels
and in 3D formulation as consisting of finitely many cubes, or voxels [5]. In 2D the
attenuation function is discretized, in the two-dimensional case where the function
has an unknown constant value denoted x j at the j th pixel. In 3D [5] the beam is
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sent through the body along various lines and both initial and final beam strength is
measured. Further is calculated a discrete line integral along each line. Let denote Li

the i th line segment through the body and by bi its associated line integral (Eq. (1));
Ai j is the length of the intersection of the j th pixel with Li ; Ai j is nonnegative. Most
pixels do not intersect line Li , so A is quite sparse. Both I , the number of lines and
the number of pixels J are large and typically unrelated.

bi =
J∑

j=1

Ai j x j (1)

The matrix A is large, rectangular and the system Ax = b may or may not have
exact solutions. The number of pixels, J , could be large limited only by computation
costs. The number I of lines are based on the constraints posed by the scanning
machine and the desired scan duration and dosage.

For an underdetermined system (J > I ) are infinitely many exact solutions, so
some constraints and prior knowledge are used to select an appropriate solution.
Noise in the data, error in the model of the physics of the scanning procedure gives
undesirable solutions [4]. For an overdetermined system (J < I ) are seeking some
approximate solution. The physics of the materials present in the body provide upper
bounds for x j and information on body shape and structure to find where x j is zero.
Incorporating this information in the reconstruction algorithms can often lead to
improved images [39].

In Single-Photon Emission Tomography (SPECT) and Positron Emission Tomog-
raphy (PET) the patient is injected or inhales a chemical to which a radioactive
substance has been attached. The recent book edited by Wernick and Aarsvold [53]
describes the cutting edge of emission tomography. The particular chemicals used in
emission tomography are designed to become concentrated in the particular region
of the body under study. The radioactivity results in photons that travel through the
body are detected by the scanner [1].

The function of interest is the actual concentration of the radioactive material at
each spatial location within the region of interest. Tumors may take up the chemical
and its radioactive passenger, more avidly than normal tissue, or less avidly. Mal-
functioning brain portion may not receive the normal amount of the chemical and
will exhibit an abnormal amount of radioactivity [5].

The nonnegative function is discretized and denoted as the vector x . The quantity
bi , the i th entry of the vector b, is the photon count at the i th detector; in coincidence
detection PET a detection is a nearly simultaneous detection of a photon at two
different detectors. The entry Ai j of the matrix A is the probability that a photon
emitted at the j th pixel or voxel will be detected at the i th detector.

In [49], Rockmore and Macovski suggest that, in the emission tomography one
take a statistical view, where x j is the expected number of emissions at the j th pixel
during the scanning time. The expected count at the i th detector is computed as in
Eq. (2):
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E (bi ) =
J∑

j=1

Ai j x j . (2)

The problem of finding the x j may be viewed as a parameter-estimation problem
for which a maximum-likelihood technique might be helpful [49]. These led to the
Expectation Maximization Maximum Likelihood (EMML)method for reconstruction.
The system of equations Ax = b is obtained by replacing the expected count, E (bi ),
with the actual count, bi . The system solution should be an approximate nonnegative
one, with nonnegative entries.

The Original Kaczmarz Algorithm

In [46] consider the already mentioned system Ax = b. Let A be an J × J invertible
matrix and b be amember ofC J . Let x∗ = b · A−1 be the unique solution of the above
system. We normalize its equations as follows in Eq. (3) by scaling a procedure as
in Eq. (4).

‖Ai‖2 =
J∑

m=1

A2
i j = 1, (3)

D−1Ax = D−1b, with D = diag (‖A1‖, . . . , ‖AJ ‖) . (4)

For x0 as inEq. (5) as an initial approximationwe successively define x (0,1), . . . , x (0,J )

∈ R
J by Eq. (6).

x0 =
(

x (0,0)
1 , x (0,0)

2 , . . . x (0,0)
J

)
∈ R

J (5)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x (0,1) = x (0,0) − [〈
x (0,0), A1

〉 − b1
]

A1

x (0,2) = x (0,1) − [〈
x (0,1), A2

〉 − b2
]

A2
...

x (0,J ) = x (0,J−1) − [〈
x (0,J−1), AJ

〉 − bJ
]

AJ

(6)

Then, for an arbitrary r ≥ 0 and a given approximation x (r,J ) ∈ R
J are successively

constructed the newones x (r+1,1), . . . , x (r+1,J ) ∈ R
J as in Eq. (7)with the convention

xr+1,0 = xr,J .

x (r+1,i) = x (r+1,i−1) − [〈
x (r+1,i−1), Ai

〉 − bi
]

Ai , for all i = 1, . . . J. (7)

Algebraic Reconstruction Technique

The problem is to solve a system of linear equations (Ax = b), with a simplemethod,
the Algebraic Reconstruction Technique (ART). The ART model was introduced by
Gordon et al. [20] as a method for image reconstruction in transmission tomography
and it is a special case of Kaczmarzs algorithm.

Let Li be the set of pixel indices j for which the j th pixel intersects the i th line
segment, and let |Li | be the cardinality of the set Li . Let Ai j = 1 for j in Li and
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Ai j = 0 otherwise. With i = k (mod I ) + 1, the iterative step of the ART algorithm
is based on Eq. (8).

xk+1
j =

{
xk

j + 1
|Li |

(
bi − (

Axk
)

i

)
, j ∈ Li

xk
j , j /∈ Li

, (8)

where k (mod I ) is the remainder of the Euclidean division of k by I . In each step
of ART, we take the error, bi − (

Axk
)

i , associated with the current xk and the i th
equation, and distribute it equally over each pixels that intersects Li .

The ART method can be viewed as an iterative method for solving an arbitrary
system of linear equations, Ax = b. Let A be a complex matrix with I rows and J
columns, and let b be amember ofC I .Wewant to solve the system Ax = b. For each
index value i , let Hi be the hyperplane of J -dimensional vectors given by Eq. (9)
and Pi the orthogonal projection operator onto Hi :

Hi = {x | (Ax)i = bi } . (9)

Let x0 be arbitrary; for each nonnegative integer k, let i(k) = k (mod I ) + 1 the
iterative step of the ART is Eq. (10):

xk+1 = Pi(k)x
k . (10)

Given any vector z the vector in Hi closest to z, in the sense of the Euclidean distance,
has the entries as in Eq. (11):

x j = z j + Ai j (bi − (Az)i ) /

J∑

m=1

|Aim |2 . (11)

When the system Ax = b has exact solutions the ART converges to the solution
closest to x0, in the 2-norm. How fast the algorithm converges will depend on the
ordering of the equations. It is important to avoid particularly bad orderings where
the hyperplanes Hi and Hi+1 are nearly parallel [7].

Cimminos Algorithm

In ART it seeks a solution of Ax = b by projecting the current vector xk orthogonal
onto the next hyperplane H

(
ai(k), bi(k)

)
to get xk+1. In Cimminos algorithm is pro-

jected the current vector xk onto each of the hyperplanes and then average the result
to get xk+1 [18]. The algorithm starts with an arbitrary x0; the iterative step is then
Eq. (12) where Pi is the orthogonal projection onto H(ai , bi ):

xk+1 = 1

I

I∑

i=1

Pi x
k . (12)

The iterative step can thenbewritten as inEq. (13)where A† is the conjugate transpose
of the matrix A:
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xk+1 = xk + 1

I
A†

(
b − Axk

)
. (13)

One advantage of many simultaneous algorithms, such as Cimminos, is that they do
converge to the least squares solution when the system Ax = b does not have exact
solutions [7].

The Landweber Algorithm

The Landweber algorithm [7] with the iterative step as in Eq. (14) converges to the
least squares solution closest to the starting vector x0. The provided value 0 < γ <

2/λmax is the largest eigenvalue of the nonnegative-definite matrix A†A.

xk+1 = xk + γ A†
(
b − Axk

)
(14)

The EMML and SMART Algorithms

The Expectation Maximization Maximum Likelihood (EMML), Simultaneous Mul-
tiplicative ART (SMART) algorithms and Rescaled Block—Iterative (RBI) methods
are based on the Kullback-Leibler (KL) distance between nonnegative vectors [7].
For α > 0 and β > 0 the cross-entropy or Kullback-Leibler distance from α to β is
as in Eq. (15) where K L(α, 0) = +∞, and K L(0,β) = β.

K L (α,β) = α log
α

β
+ β − α. (15)

Let extend to nonnegative vectors coordinate-wise so that Eq. (16) stands.

K L(x, z) =
J∑

j=1

K L(x j , z j ). (16)

Unlike the Euclidean distance, the KL distance is not symmetric. Based on that
different approximate solutions of Ax = b are to be found by minimizing the two
distinct distances, K L(Ax; b) and K L(b; Ax) with respect to nonnegative x .

The EMML algorithm minimizes K L(b, Ax), while the (SMART) minimizes
K L(Ax, b) [6]. Thesemethodswere developed for application to tomographic image
reconstruction, although they havemuchmore general uses.Whenever there are non-
negative solutions of Ax = b SMART converges to the nonnegative solution thatmin-
imizes K L(x, x0); EMML also converges to a non-negative solution, but no explicit
description of that solution is known.

3 Ant-Based Models for Medical Image Processing

The field of “ant algorithms” studies models derived from the observation of real
ants’ behavior, and uses these models as a source of inspiration for the design of
novel algorithms for the solution of optimization and distributed control problems.
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Ant Colony Optimization (ACO) [16] is nowadays the most successful metaheuristic
based on ant behaviors.

When an image contains many clustered objects, their overlapping can hide its
structure. The existing segmentation techniques are not able to address implicitly
the image parts, such that in [34] is proposed a hybrid approach called Ant Colony
Optimization and Fuzzy Logic based technique.

Fuzzy Logic (FL) techniques have been used in image processing applications like
edges detection, feature extraction, classification, and clustering. Fuzzy logicmimics
the humanmind to effectively employmodes of reasoning that are approximate rather
than exact.Abasic concept inFL is the fuzzy if-then rule [34].FL canmodel nonlinear
functions of arbitrary complexity to a desired degree of accuracy. See also another
fuzzy approach with ACO [13, 14].

Combining the Ant Colony Optimization with Fuzzy Logic yields the structural
information of the image implicitly. Using the FL a rule base is formed. When ACO
is applied to the image, the autonomous agents collect each pixel intensity value.
This pixel is assigned to a particular group based on the fuzzy rule. The complexity
of this approach is forming the fuzzy rules. An algorithm explains the way how the
grouping of the pixels is performed [34].

There are four rules dealing with the vertical and horizontal direction lines gray
level values around the checked or centered pixel of the mask. From the side of the
fuzzy construction, the input is ranged from 0 to 255 gray intensity, and according to
the desired rules the gray level is converted to the values of themembership functions.
The method [34] is implicitly removing the misclassifications and thus producing
better results than the original ACO algorithm and it is extracting the features from
the images implicitly. The advantages of this approach are: it has a very reduced set
of fuzzy inference rule; avoids the mis-classifications of the intensities belonging to
the overlapping regions and it is not required to use mask filter before processing.

In [8] it is proposed Channeler Ant Model (CAM) based on the natural ant capa-
bilities of dealing with 3D environments through self-organization and emergent
behavior. It is already in use for the automated detection of nodules in lung Com-
puted Tomography. The main advantage of the model is that provides an elegant
solution for the segmentation of 3D structures in noisy environments with unknown
range of image intensities. The task of a CAM colony is to provide 3D pheromone
maps of the explored volume, to be used as a starting point for the structures seg-
mentation. The CAM performance is better when the noise is lower and proves to be
suitable for a full objects segmentation of different shape, intensity range in a noisy
background [8].

Applications of the ACO to solve image processing problem with a reference to
a new automatic enhancement technique based on real-coded particle ant colony is
proposed in [21]. The optimization problem is to solve the enhancement problem
using ACO and the objective is to maximize the number of pixels in the edges,
increase the overall intensity of the edges, and increase the measure of the entropy.
The obtained results indicate that the proposed ACO yields better results in terms
of both the maximization of the number of pixels in the edges and the adopted
objective evaluation when compare with Genetic Algorithms (GAs) and Particle
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Swarm Optimization (PSO). ACO is more attractive in the way that there are few
parameters to adjust compared with the large number of parameters adjusted when
PSO and GA is run. The proposed ACO method yields high quality solutions with
computation efficiency.

In [19] it is presented an extendedmodel of an artificial ant colony systemdesigned
to evolve on digital image habitats. The swarm can adapt the population size accord-
ing to the type of image on which it is evolving and it is reacting faster to changing
images. The variation of the population size is achieved adapting the process of aging
(and dying) as well as the reproduction process as it follows: a fixed amount of energy
e(0) is assigned to each ant created. Every generation, the energy e(a) is updated,
where a is the age of the ant measured in time steps. The value of e(a) is computed
by subtracting a fixed amount to the energy of the ant in the previous iteration, and
by adding a dynamic value inspired in the pheromone trail. In the paper [19] there are
examined the differences between Swarms with Fixed Population Size (SFPS) and
SwarmswithVarying Population Size (SVPS)when evolving on static environments.

In fewer generations, the maps of SVPS show a configuration that resembles the
main lines of the original image figure [19]; for some images, the pheromone maps
have different characteristics: the homogeneous regions have less noise in SVPS
maps, giving the idea that ants are converging more efficiently to heterogeneous
parts of the image. SVPS is more able to evolve sharp and noiseless pheromone maps
that somewhat reflect the image contours. The varying population model is fast and
more effective in creating pheromone trails around the edges of the images. The
computational cost of the reproduction process is not significant and the running
times SFPS/SVPS are very similar.

Edge detection is finding the pointswhere there are sudden changes in the intensity
values and linking them suitably. The paper [2] aims at presenting a comparison of
the Gradient based existing edge detectors, with a swarm intelligence Ant Colony.
The authors propose a new edge detector based on swarm intelligence, which fairly
detects the edges of all types of images with improved quality, and with a low
failing probability in detecting edges. The simple threshold technique is used here
to partition the image histogram by a single global threshold T, segmentation is then
accomplished by scanning the image, pixel by pixel and labeling each pixel as edge
point or not depending on whether the gray level of that pixel is greater or less than
the value of T.

Edge detecting in an image significantly reduces the amount of data and filters out
useless information while presenting the important structural properties in an image.
Edge detection is difficult in noisy images since both the noise and the edges contain
high frequency content. Better results can be obtained by applying a noise filter prior
to the edge detection [2].

Thresholding is the first step formany industrial problems. In [35] the authors pro-
pose an optimization algorithm combining parametric, EM—expectation-
maximization and nonparametric approaches, ACS-Otsu—Ant Colony System. The
hybrid [35] algorithm may be considered a two-phase bi-objective approach by
embedding an EM algorithm into ACS-Otsu algorithm. At beginning ACS-Otsu
searches the thresholds, level by level, for the given image based on between-class
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variance. When the predefined number of segmented levels is reached, the second
phase starts and the new ants constructed so far will be evaluated based on two
criteria.

At first each ant is evaluated by the between-class variance; secondly the initial
parameters of each new ant will be evaluated by the curve fitting error and the best
parameters are fed to the EM algorithm. The EM algorithm runs until its convergence
criterion is reached. Once the EM algorithm stops the optimal thresholds are deter-
minate. The second phase will continue until the maximum number of iterations in
hybrid algorithm is reached. The hybrid algorithm is capable of providing quality
segmentation within a stable and reasonable CPU time.

4 A New Theoretic Hybrid Ant-Based Sensitive Approach
for Image Processing

The current section introduces a theoretical hybrid Ant Colony Optimization (ACO)
[16] model to be used on medical image processing, called Hybrid Medical Image
Processing-Sensitive Ant Model (HMIP-SAM). From the meta-heuristic ACO it is
used in particular theAnt Colony System (ACS) heuristic. It involves a particular direct
communication inspired from Multi-agent Systems and there are also used different
levels of sensitivity of artificial ants, to improve the image processing solution.

4.1 Prerequisites

A short description of ACO follows. A part of the components for ACO are spec-
ified in [52]. The artificial ants build solutions: are performed stochastic walks on
the completely connected construction. The artificial pheromone trail represents the
memory about the ant search process. The pheromone trail is updated during the
search process. The quality of a partial solution is given by the amount of pheromone
modified along the way. The global solution is found after all ant, based on the pre-
vious pheromone information are guided to more promising regions of the search
space.

The current approach is using the Sensitive Ant Model (SAM) [10] introduced by
Chira et al. and further used to solve many complex problems [9–12, 40–44].

The SAM model use ants/agents able to communicate indirectly in a stigmergic
manner, based on the pheromone trails. In SAM the ants/agents are endowed with
degrees of heterogeneity in order to improve its search capabilities. The agents are
endowed with different levels of sensitivity (pheromone sensitivity level PSL) to arti-
ficial pheromone and induce different types of reactions to a dynamic environment.
The balance between exploring and exploiting could be achieved using both indirect
communication and heterogeneous agents.
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The PSL value is expressed by a real number in the unit interval [0, 1]; when
the value is null the agent completely ignores the information and for value 1 it
has maximum pheromone sensitivity. When the PSL value is low shows that the
agents can chooseveryhighpheromone-markedmoves, aremore independent and are
environment explorers; whenPSL is high the agents are sensitive to pheromone traces
and intensively exploit the promising search regions. The learning process produce a
modification in time of the pheromone sensitivity: PSL increases or decreases based
on the search space topology encoded in the ant/agent experience.

The following notations are used: piu(t, k) is the probability for agent k of
choosing the next node u from current node i ; spiu(t, k) = piu(t, k) · P SL(t, k)
is the re-normalized transition probability for agent k (influenced by PSL) where
PSL(t, k) represents the PSL value of agent k at time t. For each node i we have∑

u spiu(t, k) < 1. The transition probability associated to the virtual state vs is
spi,vs(t, k) = 1 − ∑

u spiu(t, k).
For an agent k at moment t: spi,vs(t, k) = 1 − P SL(t, k)

∑
u piu(t, k) and spi,vs

(t, k) = 1 − P SL(t, k). The re-normalized probability spi,vs(t, k) can be correlated
to the system heterogeneity at time t . An interpretation of spi,vs(t, k) is: the granular
heterogeneity of the agent k at iteration t . So, the measure of the system heterogene-
ity is:

E =
∑

k

∑

i

(spi,vs(t, k))2. (17)

Theminimumheterogeneity is associatedwith themaximumsensitivity to pheromone
of SAM agents and maximum heterogeneity corresponds to SAM agents with null
sensitivity. The variable E measures the heterogeneity of a SAM system versus its
corresponding ACS variant.

In practice a next move is selected based on the pseudo-random proportional rule
ACS where the re-normalized transition probabilities SAM is considered, mechanism
called virtual state decision rule.

In Medical Image Processing it is essential for patients life to use very precise
mechanisms of image segmentation, edge detection and avoiding noise. The newly
introduced strategies in the Hybrid Medical Image Processing-Sensitive Ant Model
(HMIP-SAM) are further described.

4.2 New Strategies Involved in Image Segmentation
of Medical Images

In order to improve Image segmentation of a medical image is introduced the het-
erogeneity factor. In the search strategy the ants use different levels of sensitivity.
The HMIP-SAM uses different strategies to guide the actions of the ants distributed
among the background and target of the image. The image noise needs some special
processing.
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At first about the background and the target image. The process of segmentation,
the clustering process is based in general on [36] and use also heterogeneity.

• The initial cluster centers are the gray values: the number of n peak points with n
meanwhile being the gray feature; it reduces the algorithm running time.

• It is set the gradient value of the initial centers to zero. Other gradient values
of cluster centers are g f = 1

m (max j=1,...n(
∑m

i=1 gd(i, j))) where gd(i, j) is the
gradient value of pixel (i, j), and the image size is m × n.

• It is set the neighborhood eigenvalue for each initial center ev = 8.While algorithm
is running the neighborhood characteristics of the cluster center value will be 6,
and in particular 3 when noise is present (as in [36]).

Now that the initial centers of clusters are found, the algorithm starts to find the best
clustering/segmentation of the image. The heuristic function indicating the degree of
which the current search pixel is expected to assign to a class, is the similarity. The
similarity η of a current search pixels and cluster centers is ηi, j = r

d(i, j) where r is the
cluster radius. Some standard Ant Colony System features are further used: at first the
same probability to determine the probability that in the target and background areas,
ant i at time t transfers to the next pixel j ; secondly the globally update pheromone
trail. The different levels of sensitivity newly introduced have the purpose to make a
difference at the update pheromone phase.

4.3 New Strategies Involved in Edge Detection of Medical
Images

In the edge (areas with strong intensity contrasts) detection phase of the medical
image processing, the antsmoves are based on the differences of the ev-neighborhood
pixel value. To improve the search performance of the ant-based model is used the
largest adjacent difference value and the maximum connection similarity [15]. The
largest adjacent difference value to the edge is the value identified by the ants from
the high-neighborhood differences. Themaximumconnection similarity iswhen ants
find the pixels near the real edge. The heuristic function on the edge is modified as
in [36]:

ηi, j =
∑

l∈N E j
|p j − pl |

ev · max{1, |p j − pi |} , (18)

where pi is the intensity of pixel i ; p j is the intensity of pixel j next to pixel i ;
max{1, |p j − pi |} is the maximum connections similarity factor guiding the ants in
searching; N E j is a set of ev (in particular eight) pixels in the field. In particular,
when ηi, j from Eq. (18) is zero, the ants stop.

Edge detection of an image is a very sensible task. To find a properly one, to not get
stuck in the same partial solution based on the indirect communication, the ants are
newly endowed with direct communication as the agents in Multi-Agent Systems.
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The direct communication is using a queen ant as redirecting information. Each
ant could direct communicate with the queen and the queen with each of the ants.
The queen keeps all the information gathered from the ants and has the possibility
to inform the ants when necessary. It could be, for example, a potential false edge
detection considered to be good, based on its list of noise points obtained by the ants
with high P SL or for example to guide ants, especially the ants with low sensitivity
level, to further explore the search space.

The global updating rule use as in [36] the average of the mth ant’s average
step length, and the maximum pheromone in the image. The complex algorithm is
executed for a limited time based on a given number of iterations.

When ants detect noise, the noise points are deleted [31]. In the current ant-
algorithm HMIP-SAM the ants with higher sensitivity are employed to find the noise
points. When are found the information is direct communicated to the queen that
will further inform the ants when necessary in the searching process. In this way the
accuracy of edge detection is improved.

The scheme of the proposed (HMIP-SAM) algorithm, based on [36] follows:

• initialize the ant algorithm parameters and place randomly the ants in the search
space;

• initialize each ant with a random sensitivity level;
• start the iteration phase;
• identify the region that the ants are located in through the number of ant ks pixels
that have similar pixel gray in a 3 neighborhood.

(1) If an ant k is in the background and target region, it is transferred to this area
first. Based on the ACS probability of selecting the next element and moves
forward. The ants level of sensitivity is modified based on cooperative learning.
It is globally update the pheromone trail.

(2) If an ant k with a small P SL is on the edge, calculates the probability of selecting
the next element andmoves forward according to the state transition probability.
The direct communication with the queen and the ants with a low P SL stops
the over-bounding of pheromone and produce diversification in exploration. The
pheromone is updated locally and globally. If the ant has a high P SL it will not
identify the edge.

(3) If an ant k with high P SL identify the noise point, the state transition probability
is computed and is updated the pheromone on the path. The ants with high P SL
direct communicate with the “queen” about noise points; if the ant has a small
P SL it will not identify the noise point.

• Stop the iterations when the given number of total iterations is reached.

The result is the best possible solution for a givenmedical image processing problem,
after a given number of trials.
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5 Discussion and Further Work

Several discussion about segmentation of medical image follows. We want to under-
line the influence of heterogeneity in the current ant-based algorithm. The dynamism
of the different level of sensitivity of an ant when running the algorithm is based
on ants’ learning capabilities influenced by the indirect communication through
pheromone trails. The sensitivity factor has the potential to improve the solution
of the medical image segmentation problem given in [36].

The HMIP-SAM model is using a number of iterations based on the sizes of the
images: the larger an image the larger is the number of iterations. This is not also a
general rule for the number of ants. The number of ants and the other ant algorithms
parameters should be tested on each particular medical image in order to obtain better
solution.

The ants have based on their level of sensitivity precise missions: the ants with
small P SL will identify better the edges of the image and the ones with higher
sensitivity will better identify the noise points. The ants with the smallest P SL are
used to identify themedical image edgeThe direct communicationwith the queen and
these ants enhance exploration. Another potential major improvement is the using
of the highly sensitive ants to identify the noise points in the edge of the medical
image. Using direct communication the queen is informed about the marked noise
point. Further, the queen directly inform the other ants in the edge detection process.

In the very recent experiments of Liu et al. it is shown that their approach [36]
is better than the one of classical ant-based algorithm that in comparison has “low
continuity with severe false and missing detection on edge”. In the future will be
implemented the proposed Hybrid Medical Image Processing-Sensitive Ant Model
(HMIP-SAM). As a plus, the proposed algorithm HMIP-SAM includes heterogeneity
and direct communication that have a huge potential to improve the image processing
problems and especially medical image (eg. tomography) due to their small details
to be discovered. As a future work, novel hybrid models on medical segmentation
could be also implemented and tested involving the ant-based clusteringmodel based
on similarities as in [45].

6 Conclusion

The paper illustrates some of the efficient image processing tools including ant-
based algorithms and in particular models specialized on medical image processing.
It is also introduced a new theoretical model based on ants cooperative behavior
involving also a sensitivity feature and a particular indirect communication inspired
by multi-agent systems’ communication. Future works will include practical image
processing using the HMIP-SAM algorithm.

The proposed model Hybrid Medical Image Processing-Sensitive Ant Model
(HMIP-SAM) ensures a balance in image processing. The ants with different levels of
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sensitivity are used in the segmentation of the image, the ants with small pheromone
sensitivity are mainly used in the edge detection phase and the ants with high
pheromone sensitivity are mainly used in detection of noise points. The HMIP-
SAM has a huge potential and could be further improved using for example other
multi-agent or robotics characteristics.
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Smoke Detection in Environmental Regions
by Means of Computer Vision

Douglas A.G. Vieira, Adriano L. Santos, Hani C. Yehia,
Adriano C. Lisboa and Carlos A.M. Nascimento

Abstract This paper presents a novel method for smoke detection in videos based
on three main steps: background removal, color classification, and temporal/spatial
persistence. First, the regions of interest are determined by detecting objects inmove-
ment through background subtraction. After that, the moving objects are classified
according to their color. Only objects with smoke colors are analyzed by the last
stage, which carries out analysis of space movement, verifying the temporal persis-
tence of pixels of interest in the video frames. Pixels that satisfy the rules defined in
the three stages are considered pixels of smoke. The system considered in this work
is compared with other existing systems, through tests with a database of videos that
contains smoke images and videos that do not contain smoke images, but contain
objects that look like smoke.

Keywords Computer vision · Smoke detection · Feature selection · Temporal/
spatial persistence

1 Introduction

Fire is one of the main causes of deforestation, destroying a large percentage of
woods and forests. Moreover, they are responsible for producing and emitting a
great amount of CO2 into the atmosphere and, on the top of forest destruction, it also
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causes ambient unbalance. An efficient solution to reduce and to prevent the damages
caused by forest fires is detecting and extinguishing fires as fast as possible, thus,
avoiding them to evolve quickly to an uncontrolled fire of great proportions. One
manner to reach this objective is creating systems that anticipate fire detection and
send alerts to the authorities. Therefore, it is interesting detecting the smoke in the
initial fire moment.

Early fire detection allows rapid response and proper fighting against its spreading.
This environmental monitoring can be done through smoke detection and alarm
generation. One way used to prevent forest destruction caused by fires is monitoring
it using videos.

Exploring the characteristics of a charge-coupled device (CCD) camera, an auto-
matic system for fire detection in videos was proposed in [1]. In [2] the image energy
was evaluated bymeans of theWavelet Transform coefficients andColor Information
for smoke detection. An image energy statistical model of it is built using a temporal
Gaussian Mixture.

An automatic system for early smoke source detection through the real time
processing of landscape images was described in [3]. It explores segmentation to
extract persistent dynamical pixels envelopes into the images, together with tem-
poral filtering and spatial analysis. The smoke is finally discriminated from other
phenomena using transitory and complex motion.

In [4] it is proposed a method that, after using background removal, computes
the frame high frequency energy to define either if the region contains smoke or
not. It is based on the assumption that the smoke smooths the images, making it
harder to detect edges. This method is further improved in [5]. A real-time fire-
detector that combines foreground object information with fire color pixel statistics
was proposed in [6]. It considers an adaptive background subtraction algorithm and
a color statistical validation to determine the pixels which are fire candidates.

Running in a YCbCr color space, a rule-based generic color model for flame pixel
classification is proposed in [7]. It argues that the YCbCr color space separates the
luminance from the chrominance more effectively than color spaces such as RGB
or rgb. This method was extended in [8] using the CIELab color space to identify
fire pixels. Classification rules in the RGB space is presented in [9], while in [7], the
YCbCr color space is considered. The YUV color space is used in [10]. The use of
feature selection methods in several colors codification is presented in [11].

In [12] the Mortons integral equation was introduced for calculating the maxi-
mum plume rise, and beam smoke detectors were recommended for smoke detection
design. In [13] it was considered that the optical flow is a good approximation of the
motion field. Using the Lucas Kanade’s optical flow algorithm, candidate regions
are calculated, and it is used to differentiate smoke for other moving objects. The
use of video sequences captured by Internet Protocol (IP) cameras was explored in
[14]. It has considered features such as color, motion and growth properties using
the Discrete Cosine Transform domain to reduce computational cost.

In [15] a four steps method is proposed for smoke detection considering multi-
scale analysis, local binary patterns, local binary patterns variance used as features for
a neural network classification. In [16] a doublemapping framework usingAdaBoost



Smoke Detection in Environmental Regions by Means of Computer Vision 137

is proposed. It considers histogram of edge orientation, edge magnitude, edge den-
sities to help detecting smoke with arbitrary shapes.

This work aims at developing a smoke detection system by means of video
sequences, where the purpose of the system is the smoke detection in early stages of
formation.

2 The Proposed Method

Recognizing smoke in a video can be a hard task since it has many similarities with
clouds and fog, among others, as shown in Fig. 1. Therefore, several features must
be taken into account for proper detection. Moreover, the fire fuel changes the smoke
behavior, as shown in Fig. 2. This work will explore the white smoke originated from
forests in the fire early stage. It is a white smoke due to the high content of water,
and it is of interest since it is related to the very beginning of the fire.

The proposed method has the following steps:

1. Background removal;
2. Segmentation of moving regions;
3. Color classification;
4. Region grouping;
5. Temporal/spatial persistence.

The main steps are detailed next.

Fig. 1 Images visually similar to smoke

Fig. 2 Smokes from different types of fuel
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2.1 Background Removal

Following the results presented by [17], the chosen algorithm for the background
removal is based on the adaptive mean. In this algorithm, the rate α determines the
influence of the current frame in the background model. The background model Bi

is initialized as the first frame and the next steps are updated as:

Bi (x, y) =
{

fi (x, y), if i = 2
(1− α)Bi−1(x, y)+ α fi (x, y), if i > 2

where (x, y) are the pixel coordinates, fi is the frame i . Afterwards, the moving
objects are defined as the ones such that

Ai (x, y) =
{
1, if | fi (x, y)− Bi (x, y)| > τ
0, otherwise

where τ is a threshold of movement. In Fig. 3 it is presented a video processing
varying α, while in Fig. 4 it is presented the effects of varying τ . The values of these
parameters must be set considering the frame rate and video resolution.

Fig. 3 The original video, and the background removal using α = 0.0075 and α = 0.1 for τ = 50,
respectively

Fig. 4 The original video, and the background removal using τ = 25 and τ = 50 for α = 0.0075,
respectively
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The α and τ parameters was empirically determined since there is not a stan-
dard value for them, as discussed in [18]. Boult et al. discuss video-based target
detection, specially the background adaptation techniques [19]. The Lehigh Omni-
directional Tracking System (LOTS), adaptive multibackground modeling, quasi-
connected components, background subtraction analyses, are analyzed.

2.2 Color Classification

The next step is classifying the moving objects according to their color. The aim of
this work is to detect smoke in its early stage, which contains large amount of water.
It is characterized as a white/gray smoke. A dataset was built manually to label the
smoke regions in some training images, as presented in Fig. 5.

Fig. 5 Sample of the segmented images used in the training set
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The smoke pixels were defined as class 1, also called positive or with smoke, and
the ones without smoke were defined as class−1, also called negative or smokeless.
Observe that a color can be assigned to the presence of smoke in a pixel, and the
absence in another pixel.

Only components of color models are considered to develop a classification
method by pixel. Its results must be combined to other methods, like motion detec-
tion and direction, in order to get an accurate smoke detection. The database used in
this paper consists of smoke predominantly white in daylight photos of landscapes,
which is incorporated in the knowledge for classification. Other specific databases
can be used for specific environmental conditions.

Some colors can be classified as smoke in a pixel and smokeless in another pixel
because of the lighting conditions and smoke features. Thus, some colorsmay receive
more than one label, i.e. they may belong to more than one class when they lie on
class boundaries. Therefore, it is necessary to use a criterion to remove multiple
labeling. Samples with the same label but with lower frequency are then removed in
order to preserve the representativeness of the information contained in the original
pixels.

The pixels with smoke color were clustered to define the classification using the
k-means method. Spherical clusters were considered, as presented in Fig. 6. It was
considered 30 clusters to define the positive region.

Figures7 and 8 present the color classification applied to a frame, where the pixels
marked in red are the ones with the color of interest. Note that the dark color smoke
was not detected by the classifier.

Fig. 6 The classifier in the RGB space. The points in blue are the segmented smoke
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Fig. 7 An example of smoke color classification in a clear day-light. The pixels in red are smoke
candidates

Fig. 8 An example of smoke color classification for a darker smoke in a darker environment. The
pixels in red are smoke candidates

2.3 Spatial/Temporal Persistence

This step aims at exploring the spatial and temporal characteristics for a set of frames.
For doing so, it was elaborated a tracking model applied to the moving objects
classified with the smoke color. The spatial temporal characteristic of each cluster is
analyzed in a set of frames. The clusters are built considering the pixels connectivity
using the find-union strategy.

A spatial clustering is presented in Fig. 9. Each cluster is identified with a given
color based on the distance between the classified pixels. Some clusters are very
small and filtered from the final result, and they are marked inside circles.

The clusters are followed during a set of frames and, after some persistence, they
are labelled as smoke. Figure 10 presents a result considering the persistence, where
the ones within the red square are the ones labelled as smoke, and the ones within
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Fig. 9 Each color in the
processed image represents a
cluster of smoke pixels.
These clusters will be
followed during a time to
confirm it is smoke. The
small clusters marked inside
circles are ignored due to
their small size

Fig. 10 Temporal
persistence, where the pixels
within the red square are the
ones labelled as smoke, and
the ones within the yellow
square are candidates that
have not yet fulfilled the
temporal conditions

the yellow square are candidates that have not yet fulfilled the temporal conditions.
The temporal validation is useful to avoid false positive. It was set as 30 frames,
therefore, 3 s in the tested videos.

3 Simulated Results

In this section some results are explored. The method proposed in this work was
develop in C programming language with the support of the OpenCV (Open Source
Computer Vision Library) library [20]. The OpenCV is an open source computer
vision and machine learning software with more than 2,500 optimized algorithms.

This section presents some results for the videos applied for testing. Smoke in
several conditions is presented. In Fig. 11a it is presented a scene with large amount
of dark smoke. A similar situation is presented in Fig. 11b, with the camera focus
closer to the region of interest. Since the fire is advancing through the forest, it keeps
the white smoke as it gets into green vegetation.
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(a) (b)

Fig. 11 Some processed video. The method was set to detect the smoke with water content, the
part in white color. a A video with smoke with large amount of dark content, b a video with a closer
zoom in the smoke

(a) (b)

Fig. 12 Some processed video with some different features. a Smoke with small content of water,
b smoke from an industry

Figure12a considers a more concentrated fire in a evolved movement, thus, with
a large amount of dark smoke. The result in Fig. 12b presents a smoke from a factory
with large amount of water. It is interesting to note that the clouds were not classified
as smoke. It has happened due to the background removal step. This set of videos
presented some of the most common aspects in smoke detection in environmental
conditions.
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3.1 Comparative Results

The obtained results are compared with three well-known methods. The first one is
the [9] algorithm. This algorithm was adapted to use background removal, defining
our second test method. The third method was the one developed in [4]. Every test
presented in this section was made using a 2.97GHz, 8GB RAM notebook.

The first data set consists of 10 videos with the following settings: 10 frames/
s and 10s of duration, composing an amount of 100 frames. The data set contains 5
videos without any smoke and other 5 with smoke in every frame.

The videos have the following characteristics, as shown in Fig. 13:

• daylight with white clouds (two videos);
• fog in a forest;
• frozen trees moving in a gray background;
• white boats moving in a river;
• smoke in a forest (four different videos); and
• smoke getting out of a chimney.

Varying the videos resolution, four methods are compared: the proposed method;
Algorithm 1 as in [9]; Algorithm 2 it is [9] with background removal; and Algorithm
3 as in [4]. The results are presented in Fig. 14. The resolution was varied from
160× 120 up to 1920× 1080 (Figs. 15 and 16).

The results show that the proposed method has an interesting performance when
compared to the other existing techniques. Moreover, it is clear the importance of
the movement detection to avoid that objects with similar colors of smoke to be
mistakenly detected, as happened with Algorithm 1 [9]. The results also suggest
that higher resolutions can deteriorate the final results. However, depending on the
distance from the objects of interest different settings should be used and higher
resolution would be appropriate. The rate of false negative classification is presented
in Fig. 18.

Fig. 13 Smoke form an industry
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Fig. 14 Accuracy comparison results varying the videos resolution: the proposed method; Algo-
rithm 1 as in [9]; Algorithm 2 it is [9] with background removal; and Algorithm 3 as in [4]

Fig. 15 False negative rate comparison results varying the videos resolution: the proposed method;
Algorithm 1 as in [9]; Algorithm 2 is [9] with background removal; and Algorithm 3 as in [4]
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Fig. 16 Experiment 1 results from the videos with smoke processed with the proposed method

A second experiment was held using the data base employed in [4] with the
following characteristics, as presented in Fig. 17:

• small smoke spot in a forest (two videos);
• cars headlight during night (two videos);
• distant smoke in a forest;
• smoke in a garden (four videos);
• smoke in a indoors environment (two videos);
• smoke getting out of a chimney;
• smoke in a parking lot.

It is interesting to note the high diversity of images in the videos. In particular
the car headlights may cause difficulties for methods that look for fire. The two
indoors videos have a white wall as the background, which is likely to be accepted
by the color classification. Moreover, the scenes with smoke have good variety of
background and smoke distance, and, therefore, it is a good test for the methods
(Fig. 18).

The proposed method has an accuracy of 77.18% while the method from [4]
achieved 74.39%. The proposed method presented 1.30% of false negatives, while
[4] achieved 2.40%.
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Fig. 17 Frames from the second data set extracted from [4]
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Fig. 18 Experiment 2 results from the videos with smoke processed with the proposed method

4 The Infrastructure Setting

This project was designed to cover environmental areas in remote regions aiming
at generating alarms to support faster protection actions. For doing that, a special
infrastructure was design for a real-world testing. The basic equipments used are
shown in Fig. 19 and they are composed by a mainboard+ mini-PCI wireless, a
camera, a media converter, coolers and a CPU (optional). It must be protect and
requires at least 35W for running.

The power consumption is a complex bottleneck since the aim of this project is
to cover large remote regions such as parks, forests and conservation areas.

The first pilot was installed in the Belo Horizonte Technology Park since it is of
easy access and it has several conservation areas surrounding it. In this region, the
months between May and October compose the dry season. According to the Minas
Gerais state government, over 6,000 hectares of conservation areas were destroyed
in 2014 by means of fire. It was registered almost 400 occurrences during that year.

In October, 5th, 2014 a fire has taken place in forest which was monitored by the
proposed solution. Even though it is in a urban area, there is a large extend of green
area which belongs to the Federal University of Minas Gerais, as shown in Fig. 20.
On the image top it is drawn a red rectangle which indicates that smoke has been
detected in the scene. The fire was located at about 3Km from the camera, been a
challenging situation.
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Fig. 19 The set of equipments applied in the real-world experiments

Fig. 20 The set of equipments applied in the real-world experiments
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5 Conclusions

This paper has presented a strategy for early detection of white smoke in videos. This
strategy is very useful since the first visible signals in a fire for green vegetation is the
white smoke. Themethod has performedwell in the tested videos. The system is now
in test in a real world situation with two cameras monitoring a small preservation
area. As a further improvement, the method should include night light situations.
However, during the night it is very simple to detect the fire using its color contents
and shine.
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