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Message from the Program Chairs

NETYS 2015 received 133 submissions from 25 countries from all over the world. The
reviewing process was undertaken by a Program Committee of 31 international experts
in the areas of networking, distributed computing, security, formal methods, and ver-
ification. This process led to the definition of a strong scientific program. The Program
Committee accepted 29 regular papers and 12 short papers. In addition, 22 papers were
selected for poster presentations. Besides these high-quality contributions, the program
of Netys 2015 included keynotes talks by three world-renowned researchers: Javier
Esparza (Technische Universitdt Miinchen), Christoph Kirsch (University of Salzburg),
and Madan Musuvathi (Microsoft Research).

We warmly thank all the authors for their great contributions, all the Program
Committee members for their hard work and their commitment, all the external
reviewers for their valuable help, and the three keynote speakers to whom we are
deeply grateful for their support. Special thanks to the two conference general chairs,
Mohammed Erradi (ENSIAS, Rabat), and Rachid Guerraoui (EPFL, Lausanne), for
their invaluable guidance and tremendous help.

Ahmed Bouajjani
Hugues Fauconnier



Message from the General Chairs

The recent developments in the Internet as well as mobile networks, together with the
progress of cloud computing technology, have changed the way people perceive
computers, communicate, and do business. Today’s Internet carries huge volumes of
personal, business, and financial data, much of which are accessed wirelessly through
mobile devices. In addition, cloud computing technology is providing a shared pool of
configurable computing resources (hardware and software: e.g., networks, servers,
storage, applications, and services) that are delivered as services over a diversity of
network technologies. Advances in Web technologies, social networking, and mid-
dleware platforms have raised new opportunities for the implementation of novel
applications and the provision of high-quality services over connected devices. This
allows participatory information sharing, interoperability, and collaboration on the
World Wide Web. All these technologies can be gathered under the umbrella of net-
worked systems.

After the great success of the previous editions of the International Conference on
Networked Systems (NETYS 2013 and NETYS 2014), this year’s edition, NETYS
2015, took place in the sunny city Agadir, Morocco, during May 11-15, 2015. It
provided a forum to report on the best practices and novel algorithms, results, and
techniques in networked systems. To face the challenge of building robust distributed
systems and to protect such networked systems and data from attack and abuse, this
edition gathered researchers and experts from both the community of distributed sys-
tems and the community of formal verification; it also addressed the challenging issues
related to networked systems such as multi-core architectures, concurrent and dis-
tributed algorithms, middleware environments, storage clusters, social networks,
peer-to-peer networks, sensor networks, wireless and mobile networks, as well as
privacy and security measures.

We would like to express our cordial thanks to our partners and sponsors for their
permanent trust and support. A special thanks goes to Springer, who have ensured that
the proceedings, since the first edition of NETYS, reach a wide readership around the
world. We are grateful to the Program Committee co-chairs, the session chairs, and the
Program Committee members for their excellent work and we wish to take this
opportunity to congratulate all the authors for the high quality displayed in their papers
and to thank all the participants for their support and interest. Finally, no conference
can be a success without the valuable contribution of the Organizing Committee, whom
we thank for their dedication and hard work in making this conference a success.

Mohammed Erradi
Rachid Guerraoui
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Evaluation of MCR Protocol for WSNs

Bahae Abidi!, Abdelillah Jilbab?, and Mohamed El Haziti>

U'LRIT Associated Unit with CNRST, University Mohammed V-Rabat, Morocco
2 ENSET, University Mohammed V-Rabat, Morocco
3 EST Salé, University Mohammed V-Rabat, Morocco

Abstract. The networking techniques now allow the easily deployment of sensor net-
works, even in places with difficult access. The evolution of wireless communication has
extended the application of sensor network. The application in a medical context requires
operation at a low consumption of energy. Another constraint is related to the quality of
information sent by the network. And in order to respond to these criteria, different methods
of wireless communication area used. In this work, we evaluate a multi-hop clustering
routing protocol to resolve our constraint by comparing his concept with HEED protocol,
who is a single hope clustering routing protocol, who reduce the communication overhead
by selecting a cluster head to forward data to base station via one hop. Comparing the
concept of the MCR with that of HEED, we notice that it offers best performance in terms of
network lifetime and consumption of energy and this is due to the concept of the gateway
node that is used to transmit data from cluster head to BS. With that the CHs can keep the
energy in data transmission and the gateway node by not participating in clustering. In
addition CHs rotation is adopted to balance the consumption of energy.

Keywords: WSN - Gateway node - MCR - Clustering - Single hop clustering routing

The First Step Towards Securing a Distributed
Collaborative System

Meryeme Ayache', Mohammed Erradi', and Ahmed Khoumsi*

! Networking and Distributed Systems Research Group, TIES, SIME Lab,
Ensias, Mohammed V University, Rabat, Morocco
{meryemeayache, mohamed. erradi}@gmail. com
2 Department of Electrical and Conputer Engineering,

University of Sherbrooke, Sherbrooke, Canada
ahmed. khoumsi@usherbrooke. ca

Abstract. In a distributed collaborative system dedicated to remote diagnosis in eHealth,
one fundamental requirement is to secure the data exchange and the interactions among the
collaborative users. To tackle this problem, we need first to provide a formal model
describing the involved entities and their interactions during a collaborative session. As a
formal description of the distributed eHealth system, we propose an emergency medical
system containing three organizations (hospitals, university hospitals and emergency
medical services). Each organization is composed of subjects (human resources) and
objects (medical files, scans ...). The collaborative interactions are considered as a
sequence of accesses. Each access is modeled by an automaton with four states linked by
labeled transitions, and represented by a graph whose nodes and arcs are the states and the
transitions of the automaton respectively. The final states of each automaton are associated
to a specific action (e.g. read). The proposed model can be used to verify whether the
collaborative session answers the security requirements of the involved organizations.



Minimum Interference in Wireless Mesh Networks

Asma Benmohammed and Merniz Salah

Laboratoire LIRE, Université Abdelhamid Mehri-Constantine 2,
25000 Constantine, Algérie
aben_asmal23@yahoo. fr, s_merniz@hotmail. com

Abstract. In this paper, we consider a multi-channel multi-radio wireless mesh network.
Most of the work on channel allocation propose to allocate orthogonal channels which will
reduce the flow in high-density networks. In our work, we address the problem of channel
assignment by using a new metric MICE that uses metric uses partially overlapping channels
POC and considers the channel separation and the distance between the nodes to allocate the
best channels to the network in order to minimize the overall interference. Compared to
metrics as WCETT and MIC, our metric considers both: inter-flow and intra-flow interference,
and both the distance between nodes and channel separation which will allow us to choose the
best set of channels that will reduce the network overall interference. It has been shown that
considering different factors that affects the interference will positively affects the overall
interference problem in a mesh network. In our future work, we plan to extend the interference
metric for multicast routing in multi-radio/multi-channel mesh networks.

Keywords: Multi-channel - Multi-radio - Mesh - Interference - Channel assign-
ment

A Routing Algorithm for Wireless Sensor Networks
Based on Ant Colony Optimization
and Multi-criteria Decision Aid

Amine Kada and Mohammed Ouzzif

RITM Laboratory, Ecole Nationale Supérieure D’¢lectricité et de Mécanique,
Hassan II University of Casablanca, Morocco
a. kada@outlook. com, ouzzif@gmail. com

Abstract. Wireless Sensor Networks (WSN) are becoming a key building block of our
communication infrastructure; as they find applications in several military as well as civilian
domains. Examples range from target tracking to monitoring and environmental scenarios.
Due to their use and design, WSN are facing many problems, which can be categorized as
optimization problems such as energy consumption, routing and quality of service. Many
researchers have done research to solve these problems and recently new class of routing
algorithms came up which is based on Swarm Intelligence. In this poster, we propose a
routing algorithm for WSN based on Ant Colony Optimization (ACO) heuristic and
Multi-criteria Decision Aid (MCDA) methods. Allying ACO heuristic to MCDA methods
result in an approach that facilitate tackling complex decision problems that are charac-
terized by a great number of possible choices as in routing in WSN. The basic idea would be
to perform the search through the solution space in a more directed manner, already taking
valuable information into account. This will result in an improved routing protocol for
WSN; designed to optimize the node power consumption and increase network lifetime as
long as possible, while data transmission is attained efficiently.

Keywords: Ad-hoc networks - Wireless sensor networks - Ant colony optimization -
Multi-criteria decision aid - Routing - Swarm intelligence



Hybrid Intrusion Detection System in Cloud Computing (Hy-CIDS)

Ali Azougaghe', Hicham Boukhriss®>, Mustapha Hedabou?,
and Mostafa Belkasmi'

! SIME Lab, National School of Computer Science and Systems Analysis
Mohammed V University, Rabat, Morocco
azaling@gmail. com

2 MTI Lab. ENSA School, Cadi Ayyad University, Safi, Morocco

Abstract. Actually, Cloud Computing is an exciting field, but security and privacy is a
major obstacle to its success because of its open and distributed architecture that is
vulnerable to intruders. In this context, Intrusion Detection System (IDS) is the most
common mechanism used to detect attacks in the cloud environment. This article gives an
overview of different intrusions, IDS types and techniques, as we proposed a hybrid IDS
architecture (Hy-CIDS) that uses three techniques to know the artificial neural networks,
Bayesian networks and genetic algorithms. This architecture aims to increase the detection
accuracy with low false positive rate.

Keywords: Cloud computing - Security - Attacks - Intrusion detection system

An Overview of VANET: Architectures, Challenges
and Routing Protocols

Bayad Kanza, Rziza Mohammed, and Oumsis Mohammed

LRIT Associated Unit with CNRST,
Mohammed V-Agdal University, B.P 1014, Rabat, Morocco
bayadkanzal7@gmail. com, rziza@fsr.ac.ma,
oumsis@yahoo. com

Abstract. Vehicular ad hoc networking (VANET) is relatively a new environment
compared to other wireless networks. In the last years, it has gained in popularity because
of its practice in a wide range of applications, mainly in transferring information between
auto-mobiles. Therefore the network topology changes rapidly and has a special mobility
pattern. The features of vehicular ad hoc routing protocols are crucial and represent an
important issue for the intelligent transportation system (ITS). As a condition to com-
munication, the VANET routing protocols must adjust efficiently to the varying route
between network nodes and the rapidity of moving vehicles. In this paper, we describe the
principal characteristics and discuss the research challenges of routing in this type of
networks. We also discuss routing protocols in VANETs. In addition, the advantages and
disadvantages of the current protocols in this field are presented.

Keywords: VANET - ITS - V2V - V2I - Routing protocols



Performance Evaluation of Routing Protocols in VANET

El Houssine Bourhim and Mohammed Oumsis

LRIT Associated Unit with CNRST,
Mohammed V University, Faculty of Sciences Rabat, Morocco

Abstract. Vehicular Ad Hoc Network (VANET) is an instance of MANETs that
establishes wireless connections between vehicles and vehicle to road side equipments to
provide scalable and cost-effective solutions for the applications of the Intelligent Trans-
portation System (ITS) such as traffic safety, dynamic route planning, and context-aware
advertisement using short range wireless communication. to function properly, these
applications require efficient routing protocols adapted to vehicular specific characteristics
and requirements. the routing performance in VANET is dependent to the availability and
stability of wireless links, which makes it a crucial parameter in order to obtain accurate
performance measurements. In this paper, we evaluate AODV and DSDV performance
under varying metrics such as node mobility and traffic load in realistic urban environment.

Keywords: Urban environment - VANET - Routing protocols - Simulation - Perfor-
mance

Architecture of Remote Virtual Labs as a Service
in the Cloud Computing

Naoual Boukil' and Abdelali Tbriz?

! University Sidi Mohamed Ben Abdellah, Faculty of Science and Technology,
Fez, Morocco
Naoual. boukil@gmail. com
2 University Sidi Mohamed Ben Abdellah, High school of Technology,
Fez, Morocco
a.ibriz@gmail. com

Abstract. Today, Cloud Computing is becoming an attractive technology used in vir-
tualization of resources even in education filed. In fact, it’s used in e-learning scenarios
due to dynamic scalability offered by the different services of Cloud Computing. we
propose an architecture of using Cloud computing to delivering labs as a solution of
limited availability of resources in classical labs, it can be viewed as a service in the cloud
computing, This architecture fits very well to remote virtual labs requirement like using
remote services to provide on-demand access to lab’s documentations, lab’s resources or
lab’s realization; we show in this paper that how and why the development of a platform of
labs and integrate it into the “cloud computing” is essential.

Keywords: Cloud computing - E-learning - Remote virtual labs - Remote services



Dynamic Integration of Security Requirements in Web
Service Composition

Ilyass El Kassmi and Zahi Jarir

Laboratory LISI, Computer Science Department, Faculty of Sciences,
Cadi Ayyad University, BP 2390, Marrakech, Morocco
Ilyass.elkassmi@ced. uca.ma, jarir@uca.ma

Abstract. Most of the current researches in the web service composition domain are
mainly focused on issues about how to ensure desired functional requirements and how to
fulfill them. However, it’s highly recommended to provide, in addition to functional needs
satisfaction, more support for security requirements especially for web services exchanging
sensitive information. In this work we propose an approach that generates automatically a
composite web service according to user’s functional requirements and security constraints.
This generation is based on our previous developed DIVISE Framework (DIscovery and
Visual Interactive web Service Engine). This framework has the capability to generate a
BPEL code of the needed composite web services according to expressed functional
requirements. However, to secure the generated composite web services and especially the
selected sensitive web services, the current contribution consists on enhancing our DIVISE
framework by adding a security layer. This layer has the faculty to inject specific security
tags into the generated BPEL code. These tags are related to security requirements in term
of web services such as Authentication, Authorization, etc.

Keywords: Web service composition - Security requirements - DIVISE framework

Modeling Wireless Sensor Networks

Younes Driouchl’z, Abdellah Boulouzl’*, Mohamed Ben Salahl,
and Congduc Pham’®

! LabSIV, Faculty of Science, Ibn ZOHR University Agadir
abdellah. boulouz@gmail. com
2 Faculty of Science and Techniques, Hassan Premier University Settat
3 LIUPPA, UFR Sciences et Techniques, PAU, France

Abstract. Wireless Sensor Network (WSN) is a network made of autonomous nodes
(sensors) that collect information about its environment and send it back to a central point
(base station, or a sink), WSN has so much potentials and possibilities in automation
especially data collection. RFID is a technology that allows a verity of items to be
automatically identified through small microchips attached to them. Petri Net is a
sophisticated graphical modeling technique that relies on three components (places,
transitions and tokens) to model complex systems on different levels of abstraction. This
poster try to present the main challenges facing the process of modeling WSN using Petri
Nets and the integration of RFID technology to form a hybrid network which would lead
the ground for the Internet of Things (IoT).

Keywords: Wireless sensor network - Modeling - Petri net - IoT - RFID - QoS



Geographical Query Reformulation Based on Spatial Taxonomies
Constructed Using the Apriori Algorithm

Omar El Midaouil, Abderrahim El Qadiz, Moulay Driss Rahmanil,
and Driss Aboutajdine’

' LRIT Associated Unit to the CNRST - URAC n°29 Faculty of Science
Mohammed V-Agdal University Rabat, Morocco
omarelmidaoui@gmail. com, {mrahmani, aboutaj}@fsr.ac.ma
2 TIM, High School of Technology Moulay Ismail University
Meknes, Morocco
elgadi_a@yahoo. com

Abstract. Geographical queries needs a special treatment by Information Retrieval sys-
tems (IRS) due to their specificities. Most of search engines are ignoring this fact. In this
paper, we propose an approach for building a geographical taxonomy of adjacency auto-
matically in order to use it for reformulating the spatial part of the query. This approach
exploit the best-ranked documents retrieved when submitting the spatial entities, which are
composed of the spatial relation and a noun of a city. Then, we construct a database of
transactions, considering each document extracted as a transaction containing the nouns
of the cities sharing the same country of the query’s city. The association rules algorithm
Apriori is applied to this database in order to extract rules that will form the country’s
taxonomy. Experiments shows that query reformulation using the taxonomy resulted from
our proposed approach improves the effectiveness and the precision of the IRS.

Counting Spanning Trees in Bipartite and Reduced
Pseudofractal Scale-Free Network

Raihana Mokhlissi, Mohamed El Marraki, and Dounia Lotfi

LRIT, Associated Unit to CNRST (URAC No 29)
Mohammed V-Rabat University, B.P.1014 RP, Agdal, Morocco
mokhlissiraihana@gmail. com, marraki@fsr. ac.ma,
doun. lotfi@gmail. com

Abstract. The number of spanning trees is an important measure of the reliability of a
wireless sensor network (WSN) in order to reduce energy consumption and improve
network capacity. In this paper, we are interested by the pseudo fractal scale-free network.
This type of fractal is considered as a self-similar pattern, it has found applications in many
areas of science and engineering... We propose two very important combinatorial
approaches facilitating the enumeration of spanning trees of a network containing a large
number of nodes and links such as the bipartition and reduction. These techniques allow
changing the topological nature of a network, by multiplying the number of nodes in the
case of the bipartion approach, or by multiplying the number of links in the case of the
reduction approach. The aim of these approaches is the evaluation of the complexity of an
infinite network which cannot be find by using the existing methods.

Keywords: WSN - Spanning trees - Pseudofractal scale-free - Bipartition - Reduction



Prosumers Integration and the Hybrid
Communication in Smart Grid Context

Youssef Hamdaoui

Departement of Computer Science, Mohamed 5 University, Rabat, Morocco
hamdaouiyoussef@gmail. com

Abstract. The success of the smart grid depends on the integration of the prosumers into
the grid and his Reactivity, Many stakeholders are involved in, but the role of consumes is
neglected, recently the prosumers has been became a very important entity to migrate to
Smart Grids because he can consume, produce and powering the electrical grid. In this
context, Smart grids, smart meters, demand side management and smart appliances play a
crucial role, Inefficient use of these appliances causes a waste of energy and bad man-
agement of the electricity, leading to a reduction of this energy wasting behavior.
The DSM helps to reduce peak demand and energy consumption while still allowing for
the same level of comfort within the household. The challenge is to ensure the interop-
erability of the PLC, WSN and RFID into an hybrid communication using a mix of
technologies, collection data from a heterogeneous platform, analysis of data, save for
statistic and offer the information to the end user like a service appliances. This makes it
possible to understand the origin of its electricity consumption, identify energy savings,
reduce consummation, real-time eco-feedback displays in the home, help to make decision
to turn on/off the electrical machine in the peak hours and the most important is to estimate
the electrical energy demand.

Keywords: Smart grid - Smart meter - Smart appliances -+ NIALM - Prosumers -
Communications -+ WSN - Demand management

Integrating Communication-Centric Programming
in the Design of Distributed Systems

Karam Younes Kharraz and Mohammed Erradi

Networking and Distributed Systems Research Group,
TIES, SIME Lab, ENSIAS,
Mohammed V University, Rabat, Morocco
kkharraz@acm. org, erradi@ensias.ma

Abstract. Distributed Systems are mainly built to provide services; this is why the design
is often focused on Service Oriented Architecture. Thus, after the design process, devel-
opers find themselves dealing with complex and discrete problems like live locks, race
conditions, and deadlocks. Distributed Systems are concurrent by definition, and
neglecting concurrency can lead to a complete system re-engineering. In this poster, we
will discuss the importance of handling the process view during the design of Distributed
Systems. Communication-Centric Programming techniques describe the communication
behavior of systems components using formal calculi. Using it during the modeling phase
can help to detect problems and then address the right local or global solutions; the final
goal of the proposed approach is to achieve a derivation of design components from a
distributed system global specification before starting the development phase. In order to
illustrate this, we will show step by step, an example of how to integrate Communication
Centric Programming while using a Service oriented approach for the design.

Keywords: Distributed systems design - Communication centric programming - Soft-
ware architecture - Service oriented architecture



Mobility Models Impact on the Throughput
in MANET

Nisrine Ibadahl, Mohammed Rzizal, Khalid Minaouil,
and Mohammed Oumsis®

' LRIT Associated Unit with CNRST (URAC 29)
nisrine. ibadah@gmail. com,
{rziza, khalid.minaoui}@fsr.ac.ma
2 Superior School of Technology — Salé
Mohammed V University, B.P.1014 RP, Agdal, Morocco
oumsis@yahoo. com

Abstract. Mobile ad hoc network (MANET) has become an interesting field of the Next
Generation Network. It includes several interconnected nodes in charge of delivering infor-
mation from a given node to another. Routing allows, using routing protocols, choosing the
suitable path to reach the destination with the minimum delay. Therefore, it is important to
have knowledge about the appropriate protocol for the studied scenarios. The current study is
dedicated to performance analysis of the Throughput using five protocols and four mobility
models under two different sizes of area. Simulation results demonstrate that, in all mobility
models used the throughput works better in the small area than it does in the large one because
the number of the received packets is important. Each one of the proposed routing protocol
provides high performance for different strategies for a given network scenario. This study has
proven that, in the case of throughput, the reactive routing protocols outperform the proactive
and hybrid protocols in small and large areas. Moreover, it can be noted that the AODV is the
most suitable protocol for throughput in all used mobility models.

Keywords: MANET - Routing protocols - Mobility models - NS2 - BoonMotion

Performance Analysis of ARQ and FEC in WBANs

Nabila Samouni', Abdelilah Jilbab? and Driss Aboutajdine’

' LRIT Associated Unit with CNRST, Mohammed V-Agdal University,
Rabat, Morocco
2 ENSET, University Mohamed V-Rabat, Morocco

Abstract. Recent developments in wireless sensor network and integrated circuits has
enabled physiological, intelligent and micro-components sensors nodes strategically are
attached on clothing of human body or even implanted under the skin. This exciting new area
of research is called Wireless Body Area Networks (WBANS). One of the major challenges in
this network is to prolong the lifetime of network. In addition, the data transmitted from the
sensors are vulnerable to corruption by noisy channels and others. To deal with these two
problems of instability of the radio channel and the energy consumption, several solutions
have been proposed in literature, and that they can be grouped into two majors error control
modes: ARQ (Automatic Repeat reQuest) and FEC (Forward Error correction). In this con-
text, we evaluated the performances in terms of energy consumption provided by ARQ and
FEC in WBAN to show who performs the best. We consider the fountain codes that derives
from the FEC, due to its low encoding/decoding complexity and its adaptation with all
channels. Our result show that the use of the fountain code in wireless body area networks can
significantly increase the node and network lifetime, compared to ARQ.

Keywords: WBAN - ARQ - FEC - Fountain code - Energy consumption



A Generic Natural Language Interface for Database
Interface Based on Machine Learning Approach

Hanane Bais, Mustapha Machkour, and Lahcen Koutti

Information Systems and Vision Laboratory, Department Computer Sciences,
Faculty of Sciences, Ibn Zohr University, Agadir, Morocco
baishanan@gmail. com, machkour@hotmail. com,
lkoutti@yahoo. fr

Abstract. In the world of modern computing, one of the main sources of information is
the database. For extracting information from a database system, it is necessary to for-
mulate a query using database query languages such as SQL (Structured Query Language).
However casual users who don’t understand SQL can’t write such queries. So, asking
questions to databases in natural language is a very important method. But without any
help, computers cannot understand this language; that is why it is essential to develop an
interface that can be able to translate user’s query given in natural language to an
equivalent one in database query language.

In this paper we present the Architecture and the implementation of a generic natural
language query interface for relational database based on machine learning approach. The
interface functions independently of the database domain and automatically improves
through experience its knowledge base. These properties will certainly provide an interface
respecting the qualities of software such as genericity, adaptability and extensibility.

Keywords: Databases - Natural language - XML - Machine learning

Impact of Malicious Behavior on AODV Routing
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Abstract. Mobile Ad-Hoc Networks (MANETS) is a collection of autonomous nodes that are
self-managed without any existing infrastructure and centralized administration. However, the
lack of centralized monitoring and the dynamic topology makes the routing protocol more
vulnerable and defenseless to different security attacks. In this paper, we focus on the behavior
of the Ad hoc Ondemand Distance Vector (AODV) routing protocol under attacks which are
mainly Black Hole attack, Flooding attack and Rushing attack in the network layer. Also, we
simulate these routing attacks to analyze their impact on AODV protocol using various per-
formance parameters like throughput, packet delivery ratio and end to end delay using different
simulation parameters with the NS-2 network simulator. The simulation results show that the
black hole and flooding attacks have a severe impact on the network performance while the
rushing attack have a less significant effect on the network performance.

Keywords: MANETs - AODV - Black hole attack - Flooding attack - Rushing attack
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Abstract. Nowadays, collaborative applications are among services that can be provided by
the cloud computing. They enable collaboration among users from the same or different tenants
of a given cloud provider. During collaborations, the participants need to access and use
resources held by other collaborating users. These resources often contain sensitive data. They
are meant to be shared only during specific collaboration sessions. In this context, the security
of the shared resources in collaborative session becomes an important issue that must be
addressed. After analyzing the access control approaches related to the collaboration in the cloud
environment, we noticed that the existing access control models do not provide concepts to
secure resources shared among users in collaborative sessions. Moreover, the problem becomes
more complex when the shared resources reside in different tenants within the cloud environ-
ment. In our work, we propose an approach that ensures access control to the shared resources in
a collaborative session in multi-tenants environments. We suggest CBAC, the
Collaboration-based Access Control. CBAC consists of an extended version of the OrBAC
model. CBAC defines new entities to support access control in collaborative sessions. The
suggested model has been implemented within Swift component in the open source
cloud-computing platform OpenStack. Currently, we are enforcing CBAC by adding new
entities and trust relationships in order to support access control when the collaboration involves
resources of multiples tenants.

Keywords: Cloud computing - Multi-tenancy - Trust - Collaborative session - Access
control - OpenStack
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Abstract. This paper tackles the social networks. It actually gives an analysis about the
reliability of Facebook pages according to fans’ feedback, to figure out Facebook users’
needs and recognize their satisfactions according to their posts. In order to check this
strategy we felt the need to create an online survey, which was conducted from November
17th, 2014 to November 21st, 2014 by Computer Science Research Laboratory (LARI) at
the Mohammed first University-Oujda. The paper presents all results of this survey and
also presents an experimentation that we have achieved, so as to know the most attractive
types of posts by which we set a strategy to increase the feedback rate.

Keywords: Social networks - Increase of feedbacks - Facebook - Reach rate
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Abstract. Vehicular networks have moved from simple curiosity to become today an
interest both from the point of view of the automotive industry as networks and service
operators. These networks are indeed an emerging class of wireless networks for the
exchange of data between vehicles and between vehicles and infrastructure. VANETS will
enhance driver safety and will enable the dissemination of traffic and road condition.
VANETs suffer from high mobility, high node density and the hidden nodes problem.
VANETS have a highlymobile environment with a rapidly changing network topology. In
cluster-based routing, a virtual network infrastructure must be created through the clus-
tering of nodes in order to provide scalability [1]. Cluster-based approaches have been
applied in VANETS, because the clusters reduce the overhead, delay, and minimize col-
lisions, providing load balance in large scale networks. Clusters are formed by a clustering
algorithm. In a high mobility environment the clusters usually are unstable. Cluster stability
is an important goal that clustering algorithms try to achieve and is considered as a measure
of performance of a clustering algorithm. Cluster stability can be defined in different ways.
In this paper, we propose a model which seeks to determine the value of stability of nodes
from the average speed, density of the nodes, and the difference in distance parameters. The
proposed model possesses a better cluster stability, where stability is defined by long
cluster-head duration, long cluster member duration, and low rate of cluster-head change.

Keywords: VANET - Vehicular ad hoc networks - Clustering - Stability
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Abstract. Association rules Extraction is a leading task, which attracted the attention of
researchers, it generally spend two important steps, in the first is the extraction of frequent
items, and the second is extracting association rules from this frequent items. This
extraction is a difficult task, costly in terms of response time and memory space as the
number of frequent items is exponential to the number of items in database. Many algo-
rithms have been designed to answer these problems. Nevertheless, the high number of
algorithms is itself an obstacle to the ability of expert choice. In this context we propose an
approach to make a good choice of extraction algorithm based on multiple criteria analysis.

Keywords: Algorithms - Data mining - Knowledge discovery in database
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Abstract. Concurrent data structures such as concurrent queues,
stacks, and pools are widely used for concurrent programming of shared-
memory multiprocessor and multicore machines. The key challenge is to
develop data structures that are not only fast on a given machine but
whose performance scales, ideally linearly, with the number of threads,
cores, and processors on even bigger machines. Part of that challenge is
to provide a common ground for systematically evaluating the perfor-
mance and scalability of new concurrent data structures and comparing
the results with the performance and scalability of existing solutions. For
this purpose, we have developed Scal which is an open-source benchmark-
ing framework that provides (1) software infrastructure for executing
concurrent data structure algorithms, (2) workloads for benchmarking
their performance and scalability, and (3) implementations of a large set
of concurrent data structures. We discuss the Scal infrastructure, work-
loads, and implementations, and encourage further use and development
of Scal in the design and implementation of ever faster concurrent data
structures.

1 Introduction

We describe Scal!, an open-source benchmarking framework for evaluating per-

formance and multicore scalability of concurrent data structures such as con-

current queues, stacks, and pools. With (multicore) scalability we mean that

performance grows (ideally linearly) with the number of threads increasing.
Scal provides:

1. Infrastructural software for scalable memory allocation and computational
load generation, as well as tagging for atomicity and operation logging. Here,
by scalable memory allocation and computational load generation we mean
constant overhead independent of the number of threads.

2. Workloads for benchmarking concurrent data structures such as, for example,
producer-consumer scenarios.

! The Scal homepage is at http://scal.cs.uni-salzburg.at, the Scal code is publicly
available at http://github.com/cksystemsgroup/scal.
© Springer International Publishing Switzerland 2015
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3. Concurrent data structure implementations, like (relaxed) queues, stacks, and
pools, listed in Table 1.

Each pair of a workload and a concurrent data structure defines a configuration.
Hence, Scal provides infrastructure and configurations, as shown in Fig. 1.

Configuration

[ Data Structure H Workload }

Infrastructure
[ Memory Allocator ] [ Computational Load ]

Generator

[Tagging for Atomicityj [ Operation Logging j

Fig. 1. Architecture of Scal

Scal requires an x86 machine and Posix threads. It has been successfully run
on Intel and AMD machines with Linux Ubuntu 12.04 and 14.04. Porting Scal
to other architectures and operating systems should be easily possible.

Scal reports temporal performance by measuring total execution time and
calculating throughput. Time is measured (using standard OS primitives) from
the moment that all threads are created and configured, until the moment that
the last thread terminates. Creation and configuration is done sequentially by
a single initialization thread. All other threads wait on a barrier after they
have been created. As soon as the configuration is complete, the initialization
thread records the (start) time and releases the barrier. The last thread that
terminates records the (end) time again right before terminating. Total exe-
cution time is then reported as the difference between the end time and the
start time. Throughput is the total execution time divided by the total num-
ber of data-structure operations performed by all threads. All Scal workloads
determine (configure) the total number of operations to be performed, which
enables throughput calculation. Obtaining meaningful temporal performance
results requires disabling CPU frequency scaling (in addition to using scalable
memory allocation and load generation).

The Scal benchmarking framework was originally designed for the evalua-
tion of concurrent (relaxed) data structures [3,7-9,12,15,16]. Note that Scal not
only contains our newly developed data structure algorithms, but also many
other state-of-the-art concurrent data structure implementations (cf. Table1).
We are aware of two other recently developed benchmarking frameworks for a
similar purpose. The sim-universal-construction framework has been designed to
develop and evaluate wait-free algorithms [4]. It has also been used to evaluate
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Fig. 2. Memory allocation in Scal

lock-free data structures [23]. The framework provides a subset of Scal’s capabil-
ities such as portable abstractions for atomic operations like fetch-and-inc or
compare-and-swap (covered by tagging for atomicity in Scal) and implements
lock-free queues such as the Michael-Scott queue [21]. However, there is no scal-
able memory allocation, computational load generation, and predefined work-
loads. The SynchroBench [5] framework has been designed with the same goals
as Scal. It provides a broad spectrum of concurrent data structure implemen-
tations such as linked lists, skiplists, trees, and hash tables. SynchroBench uses
transactional memory libraries and does not provide scalable memory allocation,
which makes the framework less suitable for high-performance benchmarking.
SynchroBench also does not provide predefined workloads.

2 Scal Infrastructure

Next we describe the Scal infrastructure, in particular memory allocation, com-
putational load generation, tagging for atomicity, and operation logging.

All experiments reported here ran on a unified memory architecture (UMA)
machine with four 10-core 2 GHz Intel Xeon E7-4850 processors supporting two
hardware threads (hyperthreads) per core, 128 GB of main memory, and Linux
kernel version 3.8.0. All measurements are averaged over ten runs and reported
as arithmetic mean including the 95 % confidence interval (based on corrected
sample standard deviation).

To this end, let us note that Scal is open-source and publicly available, and
hence also open to improvement and extensions. New utilities may be developed
as the demand grows.

2.1 Memory Allocator

The memory allocator of Scal is a special purpose concurrent allocator that
performs cyclic allocation [24].
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Ideally, in a benchmarking framework, memory management operations take
zero time and do not depend on the number of threads. In Scal, memory alloca-
tion is done thread-locally with negligible overhead (that does not depend on the
number of threads). Figure 2 shows the memory layout in Scal. Each thread in
Scal gets its own heap for thread-local allocation. The heaps are initialized upon
thread startup with preallocated fixed-size memory chunks that are optionally
accessed (by reading single words) to warm up operating system pages. Each
heap consists of a bump pointer, as well as a start and an end indicating the
beginning and the end of the memory chunk.

Upon memory allocation, the bump pointer is incremented by the required
size and the bump pointer value at the start of the allocation operation is
returned as memory address?. Upon reaching the limit the bump pointer is
reset to the beginning of the memory chunk.

Cyclic allocation is sound as long as no allocated and still live memory gets
reallocated, i.e., the bump pointer returns addresses to dead memory. For any
benchmark that terminates in finite time, there is a heap size such that cyclic
allocation with that heap size is sound. In order to determine the heap size
sufficient for sound cyclic allocation, Scal provides a configuration mode in which,
instead of resetting the bump pointer (cyclic allocation), the heap expands by
obtaining another memory chunk from the OS. This configuration mode is not
scalable because of the overhead involved in obtaining memory chunks.

Cyclic allocation does not require explicit deallocation. Nevertheless, for sav-
ing memory, Scal provides a limited form of explicit deallocation: A free call
(without arguments) rolls back the bump pointer to the value before the last
allocation. Consecutive free calls without allocation in between have no effect.
This form of explicit deallocation provides the benefit of keeping the size of
the needed heap for sound cyclic allocation small, in particular with algorithms
where many threads allocate memory within concurrent operations of which
only one succeeds. The failing threads can then roll back, i.e., deallocate the
most recently allocated memory.

In order to demonstrate the scalability of the allocator in Scal we designed
a benchmark where each thread executes ten million allocation operations of
the size required to accommodate a node of a Michael-Scott queue [21]. After
each allocation operation, a computation is performed that simulates application
activity and reduces the load on the allocator. Note that for many allocators,
there is a computational load that renders them scalable. However, the smaller
that load is, the more load can be put on the benchmarked concurrent data
structure without introducing performance artifacts of the allocator. The com-
putational load for which Scal’s memory allocator is scalable is small. Figure 3a
illustrates the scalability (constant overhead) of the allocator. We discuss com-
putational load generation and the computational load used in Fig.3a in the
next section.

2 This is standard bump pointer allocation.
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Fig. 3. Evaluation of Scal’s infrastructure

2.2 Computational Load

Scal provides a primitive that simulates computational load resulting in a time
delay. This enables exercising the concurrent data structures in different con-
tention scenarios: In between any two data structure operations, the computa-
tional load imitates application behavior, i.e., a real computation. The higher
the load, the lower the contention on the data structure.

The computational load primitive has a unit-less input that translates to a
time delay that is close to linear in the input, as shown in Fig.3b. Moreover,
the linear relationship remains the same independent of the number of threads
concurrently using the primitive as shown in Fig.3c, even on hyper-threaded
machines. In the figure we present many (pretty straight) curves, one for each
data point of Fig.3b. Each curve shows the time delay for a given unit-less
input value of the computational load for an increasing number of threads. The
linearity is demonstrated as the curves are close to equally distant for equally
distant inputs. The scalability is demonstrated by the fact that each curve is
close to a constant line.

Our computational load primitive uses the x86 CPU instruction (RDTSC)
that reads the time stamp counter (TSC) from the corresponding register of the
processor. The counter represents the number of cycles since the last processor
reset. Note that TSC only relates linearly to actual time for a constant clock
speed. This is one of the reasons for disabling CPU frequency scaling in Scal.

The computational load primitive implements a busy wait on the value of
TSC obtained from RDTSC. Additionally, the processor is informed that it cur-
rently executes a busy wait, potentially reducing CPU resources needed to exe-
cute the code fragment, making the computational load primitive scalable for
hyper-threaded machines.

2.3 Pointer Tagging

Concurrent programs may be subject to the ABA problem: Finitely many names
(memory addresses) for an infinite state space which requires eventual reuse of
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names for different states. Ideally, this is prevented (by hazard pointers [20]) or,
less ideally but more practically, it is made less likely through versioning.

Hazard pointers solve the problem by only allowing name reuse when there
is proof that the name is not in use any more. Versioning makes the occurrence
of ABA less likely by increasing the set of names via adding version numbers. As
implementing hazard pointers is costly, i.e., it requires significant bookkeeping,
versioning is the common approach to fighting ABA.

Most concurrent data-structure algorithms, in particular the lock-free ones,
use versioning to address ABA [19]. To ease the programming of algorithms that
require versioning, Scal provides a versioning utility, that we refer to as pointer
tagging, as part of its infrastructure.

In particular, Scal provides 16-bit version tags for values with up to 48 bits,
assembling value and tag in a single 64-bit word so that all standard atomic
operations still work atomically on the pair of a value and a version tag. Note
that this indeed enlarges the set of names, as current 64-bit operating systems
limit address spaces to 48 bits.

Note that taking care of versioning by hand in concurrent algorithms is a
common source of bugs. The pointer tagging of Scal relieves the programmer
from such a burden, and the careful handling of version tags is implicitly done
by Scal itself.

2.4 Operation Logging

In order to investigate the detailed behavior of a single run, and even individual
operations, Scal provides the utility of operation logging.

For each concurrent data-structure operation, Scal provides functions for
thread-locally logging the type of an operation, e.g., insert or remove, the invo-
cation time, the response time, a linearization point. Some of these functions
are added automatically as soon as operation logging is enabled, e.g., logging of
invocation and response time. For others, the programmer can use the Scal func-
tions to annotate the code of a concurrent algorithm, e.g., if linearization points
are known within the code. Operation logging only incurs negligible overhead,
since all data is stored in pre-allocated memory at runtime and only output into
a file upon termination.

Operation logging allows to experimentally validate different metrics on con-
current executions. See [9] for definitions and experimental evaluation of such
metrics. Last but not least, operation logging may be useful to the programmer
(and has been useful to some of us) when debugging concurrent algorithms.

3 Scal Workloads

There are two generic configurable workloads in Scal, a classical producer-
consumer workload, and a sequential alternating workload. We describe both
below.
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Fig. 4. Performance and scalability in a producer-consumer benchmark for a number
of queue and queue-like data structures, for an increasing number of threads

3.1 Producer-Consumer

In the producer-consumer workload, as usual, some threads are producers and
some consumers. Scal allows configuring the number of producers, consumers, the
computational load, and the number of elements to be produced per producer
thread. Each producer then inserts its produced elements into the concurrent
data structure. Each consumer retrieves its fair share of elements (equal to the
total number of elements produced divided by the number of consumers). Resid-
ual elements are discarded, i.e., they are left in the data structure. The configured
computational load is executed in between any two operations performed. Addi-
tionally, the producer-consumer benchmark allows to insert a barrier between
producing and consuming threads, for measuring either producing or consuming
(or both) of elements separately.

Figure4 shows the results of an exemplary scalability measurement of the
producer-consumer benchmark for an increasing number of threads of which
half are producers and half consumers, for a computational load of 1000, and 1
million elements inserted per producer thread.

In this benchmark, Scal reports the total number of performed operations
divided by the total execution time. To this end, we note that changing Scal to
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Fig. 5. Performance and scalability in a sequential alternating benchmark for a number
of queue and queue-like data structures, for an increasing number of threads

report other data, e.g. (average) number of operations per thread per unit of
time, is a matter of changing one line of code.

3.2 Sequential Alternating

The sequential alternating workload is designed so that each thread alternates
between an insert operation and a remove operation.

For sequential alternating, similar to the producer-consumer workload, Scal
allows configuring the number of threads, the computational load, and the num-
ber of operations (pairs of consecutive insert and remove operation) per thread.
Additionally, the sequential alternating workload allows the data structure to
be prefilled with a specified amount of elements. Such an option could easily be
added to the producer-consumer benchmark as well, it was just never needed
for our experimental purposes. The computational load is again computed in
between any two operations.

Figure 5 shows the results of an exemplary scalability measurement of the
sequential alternating benchmark for an increasing number of threads, com-
putational load of 1000, and 1 million pairs of consecutive insert and remove
operations per thread.
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Table 1. Concurrent data structures in Scal

Name Semantics Year | Ref.
Lock-based Singly-linked List strict queue 1968 | [17]
Queue
Michael Scott (MS) Queue strict queue 1996 | [21]
Flat Combining Queue strict queue 2010 | [10]
Wait-free Queue strict queue 2012 | [18]
Linked Cyclic Ring Queue strict queue 2013 | [23]
(LCRQ)
Timestamped (TS) Queue strict queue 2015 | [3]
Cooperative TS Queue strict queue 2015 | [6]
Segment Queue k-relaxed queue [1,12] 2010 | [1]
Random Dequeue (RD) Queue | k-relaxed queue [1,12] 2010 | [1]
Bounded Size k-FIFO Queue k-relaxed queue [1,12], pool 2013 | [15]
Unbounded Size k-FIFO Queue | k-relaxed queue [1,12], pool 2013 | [15]
b-RR Distributed Queue (DQ) | k-relaxed queue [12], pool 2013 | [8]
Least-Recently-Used (LRU) DQ | k-relaxed queue [12], pool 2013 | [8]
Locally Linearizable DQ (static, |locally linearizable queue [7], pool |2015 | [7]
dynamic)
Locally Linearizable k-FIFO locally linearizable queue [7], 2015 | [7]
Queue
k-relaxed queue [12], pool
Relaxed TS Queue quiescently consistent 2015 | [6]
queue (conjectured)
Lock-based Singly-linked List strict stack 1968 | [17]
Stack
Treiber Stack strict stack 1986 | [26]
Elimination-backoff Stack strict stack 2004 | [11]
Timestamped (TS) Stack strict stack 2015 | [3]
k-Stack k-relaxed stack [12] 2013 | [12]
b-RR Distributed Stack (DS) k-relaxed stack [12], pool 2013 | [§]
Least-Recently-Used (LRU) DS | k-relaxed stack [12], pool 2013 | [8]
Locally Linearizable DS (static, | locally linearizable stack [7], pool |2015 | [7]
dynamic)
Locally Linearizable k-Stack locally linearizable stack [7], 2015 | [7]
k-relaxed queue [12], pool
Timestamped (TS) Deque strict deque (conjectured) 2015 | [6]
d-RA DQ and DS strict pool 2013 | [8]




10 A. Haas et al.

4 Concurrent Data Structure Implementations in Scal

All Scal implementations of concurrent data structures are listed in Table 1. We
distinguish between strict queues, relaxed queues, strict stacks, relaxed stacks,
a strict deque (conjectured), and strict pools. By strict we mean data structures
that are linearizable [14] with respect to a sequential specification of a queue,
stack, deque, or pool, respectively. Strict concurrent data structures often lack
performance and scalability [25] as they require significant synchronization [2].
A common trend in the design of concurrent data structures chooses to relax the
semantics for gain in performance and scalability. The relaxations could affect
the sequential specification [1,12,22] or the consistency condition [7,13]. Note
that most data structures in Scal are lock free [13]. In the sequel, we discuss all
implemented data structures in some detail. The table shows references for each
data structure, which we omit in the text below.

4.1 Strict Queues

As baseline for queues, there is a standard lock-based implementation of a queue
based on a singly-linked list. As lock-free baseline for queues, we have imple-
mented the Michael-Scott queue. The flat combining queue is another well-known
strict queue. The wait-free queue is a strict queue based on the Michael-Scott
queue whose wait freedom is achieved by faster threads helping slower ones to
complete their operations. The linked list cyclic ring queue is a fast lock-free
queue that operates on very large cyclic buffers and uses fetch-and-add as basic
synchronization primitive. The (cooperative) timestamped queue is a fast lock-
free queue that uses timestamps to achieve queue order.

4.2 Relaxed Queues
There are several variants of relaxed queues in Scal:

— A number of k-relaxed queues that are linearizable with respect to the k-
out-of-order relaxation of the sequential specification of a queue [12]. In a
k-relaxed queue, one of the k + 1-oldest elements is returned upon a dequeue
operation.

— Several queues that are locally linearizable with respect to the sequential spec-
ification of a queue, and a relaxed queue that is conjectured to be quiescently
consistent.

The segment queue and the random dequeue queue are k-relaxed but do not
provide a linearizable emptiness check and hence are not linearizable pools. All
other relaxed queues in Scal are linearizable pools.

The bounded and unbounded size k-FIFO queues are lock-free k-relaxed
queues related to the segment queue. They implement a Michael-Scott queue of
segments of size k.

The b-RR distributed queue and the least-recently-used distributed queue are
members of the distributed queues (DQ) family. All data structures in the DQ
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family implement an array of Michael-Scott queues which are accessed using var-
ious load balancers. For these particular DQs, the load balancers enable proving
a bound k for a k-relaxation.

The locally linearizable queues are variants of DQ and the k-FIFO queue.
The locally linearizable DQ comes in two variants: with a static or dynamic array
size (number of Michael-Scott queues). It is the load balancer(s) that make them
locally linearizable. Finally, the relaxed T'S queue is a relaxed timestamped queue
that is conjectured to provide quiescent consistency.

4.3 Strict Stacks

As baseline for stacks, we have implemented a lock-based stack based on a
singly linked list. As lock-free baseline for stacks, there is the Treiber stack. The
elimination-backoff stack is a fast stack that utilizes the possibility of elimination,
i.e., popping any element that is being concurrently pushed. The timestamped
stack is a fast lock-free stack that uses timestamps to achieve stack order and
also benefits from elimination.

4.4 Relaxed Stacks
Just like relaxed queues, also relaxed stacks come in two flavors:

— k-Relaxed stacks that relax the sequential specification to a k-out-of-order
stack that allows for removing one of the k£ 4+ l-youngest elements in the
stack.

— Locally linearizable stacks.

All relaxed stacks in Scal are linearizable pools, in particular they provide lin-
earizable emptiness checks.

The k-Stack is a typical k-relaxed stack implemented as a Treiber stack of
segments of size k. The k-Stack has a linearizable emptiness check and is hence
a linearizable pool. Just like for queues, there is a family of distributed stacks
(DS) implemented as an array of Treiber stacks with different load balancers
of which b-RR DS and least-recently-used DS are proven to be k-relaxed for a
particular bound k depending on the parameters of the data structure.

Also here we have the same locally linearizable variants of stacks, namely
the locally linearizable DQ with static and dynamic array size, and the locally
linearizable k-Stack.

4.5 Strict Deque

The implementation of a strict deque in Scal is a timestamped implementation,
combining the timestamped stack and timestamped queue. Proving the correct-
ness (linearizability with respect to the data structure) was a highly nontrivial
task for the timestamped stack, leading to a new theorem that provides suffi-
cient conditions for stack linearizability. We conjecture that this combined deque
implementation is linearizable with respect to a deque. The proof still remains
to be done.
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4.6 Strict Pools

All other variants of DQ and DS are very much relaxed queue-like or stack-like
data structures, i.e., they can only be proven to be linearizable with respect to
a pool. Currently d-RA DQ and DS are implemented in Scal. We have experi-
mented with other implementations of pools as well. Their code is currently not
part of Scal but will be added in the future.

5 Conclusions

We have presented Scal, an open-source benchmarking framework for evaluat-
ing the performance and scalability of concurrent data structures. Scal provides
implementations of many concurrent data structures as well as the necessary
infrastructure and relevant workloads for executing and benchmarking them.
The framework has already enabled research that has lead to some of the con-
current data structures mentioned here. Scal is nevertheless only the starting
point of a comprehensive benchmarking suite for concurrent data structures.
The code is open source and may easily be extended with implementations of
other concurrent data structures and enhanced with more infrastructure and
workloads.

Acknowledgements. This work has been supported by a Google PhD Fellowship
and the National Research Network RiSE on Rigorous Systems Engineering (Austrian
Science Fund (FWF): S11404-N23 and S11411-N23).
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Abstract. We consider the verification problem for Communicating
Register Automata (BDRA) which extend classical register automata
by process creation. In this setting, each process is equipped with a
mailbox (i.e., a channel) in which received messages can be stored. More-
over, each process has a finite number of registers in which IDs of other
processes can be stored. A process can send messages to the mailbox of
the processes whose IDs are stored in its registers and can send them
the content of its registers. The state reachability problem asks whether
a BDRA reaches a configuration where at least one process is in an error
state. In this paper, we study the decidability of the reachability problem
for different kind of channels and we provide a complete characterisation
of the (un)decidable subclasses in this generalised setting.

Keywords: Formal verification - Distributed systems

1 Introduction

Register automata [14] were introduced as a reasonable extension of finite
automata to deal with languages over infinite alphabets. The expressiveness
and computational properties of different versions of this model are intensively
studied (see e.g. [4,12,17-19]). A register automaton is a finite state automaton
equipped with a finite number of registers in which symbols from an infinite
domain can be stored for later comparison. There are many papers investigating
the strong relationship between logics on structures over infinite alphabets and
register automata [8,10,13,15].

In [5,6] register automata with process creation are proposed to describe the
behavior of parallel processes. In this approach registers are used to store the
IDs of other processes in the network. Every process can spawn new processes
and communicate asynchronously with processes whose IDS are stored in its
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registers through unbounded channels. This extended register automata model is
used as an (implementation) model for ad-hoc networks [6] and dynamic message
sequence charts [5].

In [3], we studied the state reachability problem for Dynamic Register
Automata (DRA) which is basically the automata model in [5,6] adapted to
rendezvous-based communication and equipped with a reset transition for delet-
ing register contents. Given a DRA and an (error) state g, the sate reachability
problem asks whether the network induced by the DRA reaches a configuration
where at least one process is in state g The reachability problem for DRA
is in general not decidable. Searching for decidable sub-classes and inspired by
recent investigations on ad-hoc networks [1,7], we set several restrictions on the
configuration graphs induced by DRA and considered degenerative DRA, i.e.
DRA which are able to reset registers nondeterministically.

In this paper we consider Buffered Dynamic Register Automata (BDRA) which,
compared to the model we studied in [3], is closer to the original model in [5,6] in
terms of communication. Besides finitely many registers, a BDR A is equipped with
an (un)bounded FIFO buffer. A process described by a BDRA can create new
processes and send messages to the buffers of other processes whose ID$ are stored
in its registers. An exchanged message can contain a symbol from a finite alphabet
along with a process ID (from one of the process registers for instance). Moreover,
the process can read messages from its own buffer and store incoming IDS in its
own registers. Thus, the number of processes involved in the network induced by a
BDRA and the communication topology of the network are not fixed a priori but
change dynamically during the run of the system. Note also, that message sending
and message receiving occur asynchronously. Finally, processes may execute a dis-
connect action, which will detach them from the whole network. As a result of this
action, the content of the process registers and the process buffer are deleted.

We investigate the decidability borders of the state reachability problem for
both BDRA and lossy BDRA, a sub-class of BDRA in which any process in
the network can non deterministically disconnect itself. We show first that, in
terms of reachable states, every BDRA is equivalent to its lossy counterpart.

Note that in order to simulate rendezvous communication through buffered
systems, acknowledgement messages from receiver to sender are needed. This
requires the existence of communication cycles in the graph of the network,
which in turn makes the state reachability problem undecidable. In fact, we
show that the reachability problem for (lossy) BDRA is undecidable even in the
case where only configurations of which the graph of the network contains at
most one edge are allowed.

We consider therefor a new restriction on (lossy) BDRA that would diminish
the power of the model coming from the buffer: bounding the process buffers.
We show that the problem remains undecidable for this case, even if the buffer
is set to contain at most one message. The undecidability result still holds when
only acyclic configurations are allowed and even if we bound the simple paths of
the communication graph.

Finally, we concentrate on strongly bounded BDRA with bounded buffers.
A BDRA is called strongly bounded if the only configurations allowed are those
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in which the simple paths of the underlying undirected graph of the network is
bounded by some constant. While the reachability problem for strongly bounded
BDRA with bounded buffer is still undecidable, we get decidability when we
consider lossy BDRA. The proof comes from a non-trivial instantiation of the
well-structured transition system framework. It is worth mentioning here that,
due to the channel semantics we considered in our model (non-lossy FIFO),
messages with IDS can not be dropped. Therefor, there is no trivial reduction
from strongly bounded lossy BDRA with bounded buffers to strongly bounded
degenerative DRA considered in [3]. Furthermore, the definitions of the graph
encoding of configurations and the well-quasi ordering needed in order to instan-
tiate the framework of well-structured transition systems to show decidability
for strongly bounded lossy BDRA with bounded buffer are different from the
ones used to prove the decidability of strongly bounded degenerative DRA in
[3] and more involved.

Related Work. For related work concerning register automata and wireless
Ad-Hoc networks, we refer the reader to the related work section in [3]. In the
following, we mainly compare our work with [3].

The main difference between the two works is the communication modality.
In [3], the communication is done via rendezvous, while in our work, we consider
asynchronous communication through the use of buffers. Both models are Turing
powerful. Also, as it is not obvious how reset transitions can be simulated by dis-
connect transitions, there is no simple reduction of the reachability problem from
one model to the other. Moreover, our model allows a more fine-grained analysis
since we can reason about the acyclicity of the communication graph while the ren-
dezvous communication requires the synchronisation of sender and receiver and
consequently the creation of an implicit cycle in the communication graph.

We show that our general undecidability result and the undecidability result
for BDRA with bounded buffer hold even in the case where the communication
graph is acyclic and all its simple paths are bounded. Our undecidability proofs
are more involved and complicated than in the case of DRA [3] due to the
acyclicity restriction of the communication graph. We show also the decidability
of the reachability problem for strongly bounded BDRA when the underlying
undirected graphs of the network are acyclic. This case was not considered in
[3]. Finally, the graph encoding used for the configurations and the well-quasi
ordering for strongly bounded lossy BDRA are different and more involved than
the ones used in the case of strongly bounded degenerative DRA in [3].

2 Preliminaries

Let A and B be two sets. We use |A| to denote the cardinality of A (JA| = w if A
is infinite). Let N be the set of natural numbers. For a partial function g : A — B
and a € A, we write g (a) = L if g is undefined on a. We use L 4 to denote the
partial function which is undefined on all elements of A, i.e. L4 (a) = L for all
a € A. Given a (partial) function f : A = B, a € A and b € B, we denote by
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fla < b] the function f’ defined by f’ (a) = b and f' (a/) = f (a’) for all ’ € A
with a # a’.

Let X be an alphabet. We denote by ©* (resp. ¥T) the set of all finite words
(resp. finite non-empty words) over ¥, and by & the empty word. Let w be a
word over Y. The length of w is denoted by |w|; we assume that |e| = 0. For
every j: 1 < j < |w|, we use w(j) to denote the j** letter of w. For every letter
a € X, we use a € w to denote that there is an index j such that 1 < j < |w| and
w(j) =a.Let A= <QA, 4%, 84, FA> be a finite state automaton over the alphabet
¥, with Q 4 being the set of control states, ¢4 the initial state, 54 C QA XXX Q4
the transition relation, and F4 the set of accepting states. We use L (A) to denote
the regular language accepted by A.

A transducer T over the alphabet ¥ is a tuple <QT, 4, 87, FT> where Qr is
the set of control states, ¢% is the initial state, 7 C Q@ x (X U {e})x (X U {e})xQ
is the transition relation and Frp is the set of accepting states. A transducer
T induces a binary relation Relp over ¥X* where two words wi,ws € X* are
in relation (w;qRelrws) if T outputs wy when accepting wy. If (w1 Rely we)
we say that ws is a transduction of wy; by T. Given a word w € X*, we use
T (w) := {w’ € ¥*| wRelr w'} to denote the set of all possible transductions of
the word w by T. We define the transduction of a language L C ¥* as T' (L) :=
{w' € ¥*| 3w € L,wRelyw'}. By induction, we define the i*" transduction of L
as follows: T9 (L) := L and T*** (L) := T (T (L)).

Given two finite state automaton A and B and a transducer T, all over the
same alphabet X, the transduction problem TRANSD consists in checking whether
there exits i € N such that 7% (L (A))N L (B) # @.

We define a directed labeled graph (or simply graph) G as a tuple
(V, Ly, Le, l, E) composed of a finite set of vertices V, a set of vertex labels
L,, a set of edge labels L., the vertex labeling function [ : V' — L, and the set
of labeled edges E C V x L, x V. A path in G is a finite sequence of vertices
T = vvs...V, k > 1, where, for every i : 1 < i < k, there is an a € L. such
that (v;,a,v;41) € E. The path is a cycle if v1 = v, and k > 2. The path w is
stmple if all vertices in 7 are distinct, i.e. v; # v; for all 4,5 : 1 <i < j < k. We
define length (m) := k — 1. The largest k such that there is a simple path 7 in
G with length (1) = k is called the diameter of G, and is denoted by @(G).

We define a transition system T as a triple (C, Cinit, —), where C' is a set
of configurations, Ciniy € C is a set of initial configurations, and —C C' x C
is a transition relation. We write ¢; — ¢s if {¢1,c2) €— and —* to denote
the reflexive transitive closure of —. A configuration ¢ € C' is reachable in 7T if
there is some ¢yt € Cinge such that ¢;,,e —* c.

3 Buffered Dynamic Register Automata

A network induced by a Buffered Dynamic Register Automaton (BDRA or
buffered DRA) consists of a set of processes. Each process has a unique ID
and is modelled as a finite-state system equipped with a mailbox and a finite
number of registers. The mailbox is the recipient of all messages addressed to that
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process. In this paper, we assume that the mailbox is described by a (bounded)
perfect FIFO buffer. The finitely many registers of a process are used to store
the IDs of other processes in the network. A process is allowed to send a mes-
sage (together with a possible content of one of its registers) to the mailbox of
another process only if the ID of the receiver is stored in one of its registers.
A process can receive a message from its mailbox and store a received ID in
one of its registers. Finally, a process can also create (or spawn) a new process,
allowing the number of processes in the network to increase over time.

In the following, we describe the syntax and semantics of BDRA. We intro-
duce its subclass of Lossy BDRA where any process can be disconnected from
the network in a non-deterministic way. Finally, we define the state reachability
problem

Syntax. A BDRA D is a tuple (@, go, M, X, §) where Q is a finite set of control
states, qo € @ is the initial state, M is a finite set of messages, X = {z1,...,z,}
is a finite set of registers, and § is a set of transitions, each of the form
(q1,action, qo) where ¢1,q2 € @Q are control states and action is of one of
the following forms:

(i) T which corresponds to a local action,

(ii) @ <~ create(q) where € X and ¢ € @, which creates a new process with a
fresh ID in state ¢, and stores this fresh ID in the register x of the creating
process,

(iii) m(v)!y where m € M, v € XU{1,self}, and y € X. This transition sends
the message m together with the value pointed by v to the mailbox of the
process whose ID is stored in register y. Observe that the value pointed by v
is either the content of register v if v € X and v is assigned to a process 1D,
the ID of the sending process if v = self or the null value otherwise. This
transition can not be performed if the register y is undefined (i.e. containing
the value ).

(iv) m?x where m € M and x € X, receives a message of the form m(id) and
stores id in its register x if id is a process ID or deletes the content of x
otherwise.

(v) disconnect which disconnects the process from the network by disabling
any possible future communication with any other process. This is done
by (1) reseting (to L) all registers belonging to the disconnecting process
or containing its ID, (2) emptying the buffer of the process, and (3) reset-
ting the ID field in all the messages containing the ID of the process to
undefined.

A BDRA D is said to be lossy if for every state ¢ € ( the transi-
tion (g,disconnect (x),q) is contained in § (i.e. any process can be discon-
nected from the network at any time). Given a BDRA D = (Q, qo, M, X, §),
we define its lossy counterpart Lossy (D) as the tuple (@, qo, M, X,8') with
8 = §U{(q,disconnect,q) |q € Q}.

Configuration. We use P to denote the domain of all possible process IDs. In
the following, we sometimes refer to a process by its ID. We define a configuration
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cof a BDRA D = (Q, qo, M, X,3) as a tuple (procs, s, r, ch), where procs C P
is a finite set of processes, s : P — (@ is a partial function that associates
each process p € procs with its current state, r : P — {X — procs} is a
partial function that maps every process p € procs to its register contents and
ch: P — (M x (PU{L}))" maps each process p € procs to the content of
its channel. We use msg (m (id)) = m (respectively Id (m (id)) = id) to denote
the message part (respectively the ID part) of a message tuple m (id). For two
processes p1,pe € procs and x € X, r(p1) (z) = po means that register = of p;
contains the ID of po. If r (p1) (x) is not defined then register = of p; is empty.
We use ¢ € ¢ to denote that there is a process p € procs such that s (p) = q.
The set of all possible configurations of D is denoted by C(D). A configuration
¢ = (procs, s,r,ch) € C(D) is said to be initial if it contains exactly one process
(i.e., procs = {p} for some p € P) in the initial state (s (p) = qo), whose registers
are empty (r (p) (z) = L,Vz € X) and whose mailbox is empty (ch (p) = ¢). The
set of initial configurations is denoted by C;pt(D).

Graph Representation. Let ¢ = (procs, s, r, ch) be a configuration. We pro-
pose a graph encoding for ¢ in order to show the communication possibilities
between processes. In this encoding, every process is represented by a vertex
labeled with its state. Moreover, if register x € X of a process p; contains
the ID of another process ps, then there is an edge from the vertex represent-
ing p1 to the vertex representing ps and the edge is labeled with x. Further-
more, we add edges that represent the potential connectivity between processes
that comes from the message-ID tuples contained in the process mailboxes,
and we label them with the symbol —. Formally, the encoding of the config-
uration ¢ is defined as the graph enc(c) := (procs,Q,X U{-},s, E) with

E={{p,z,p) x(p)(x)=p" # L} U{{p,—,p)| m@p') € ch(p) and p’ # L}.

Operational Semantics. We define a transition relation —p on the set of
configurations C (D) of D. Let ¢ = (procs,s,r,ch),¢ = (procs’,s’,r’,ch’) €
C (D) be two configurations. We have ¢ — p ¢’ if one of the following conditions
holds:

Local: There is a transition (g1, T,q2) € § and a process p € procs such that
(i) s(p) = qu, (ii) s’ = s[p <« ¢o], and (iii) procs’ = procs, r' = r and
ch’ = ch, i.e. processes, registers and mailboxes are left unchanged. A local
transition changes the state of at most one process.

Process Creation: There is a transition (qi,z < create(q),q2) € § and a
process p € procs such that: (i) s(p) = qi, (ii) procs’ = procs U {p'}
for some process p’ ¢ procs, i.e. a new process p’ is created, (iii) s’ = s[p <
q2][p’ < ql, i-e. process p’ is spawned in state ¢, while the new state of process
pis go, (iv) ¥’ = r[p «— r(p)[x « p']], i.e. register x of process p is assigned
the ID of the new process p’, and (v) ch’[p’ < €], i.e. the new process p’ gets
an empty buffer.

Message Sending: There are two distinct processes p,p’ € procs and a transi-
tion (g1, m(v)!y,qe) € § such that: (i) s (p) = ¢1 and s’ = s[p — g2, (ii)
T (p) (y) = p', i.e. register y of p contains the ID of p/, (iii) procs’ = procs
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and ¥ = r, and (iv) ch’ = ch[p’ « ch(p’) - m(id)], where id = r (p) (v) if
v € X, id = p if v = self and id = L otherwise. Observe that this tran-
sition can not be performed when y is undefined since there is no process
p’ € procs such that r (p) (y) =p'.

Message Receiving: There is a process p € procs and a transition
(g1,m?x,q2) € § such that: (i) s(p) = ¢ and s’ = s[p «— ¢, (ii)
ch = ch'[p «— m(id) - ch’ (p)], i.e. channel ch(p) of process p in config-
uration ¢ contains a message of the form m(id) that will be read, (iii)
' = r[p « r(p)[z « id]], and (iv) procs’ = procs.

Note that id can be empty (id = L) or contain the ID of another process
p" € procs.

Process Disconnection: There is a transition (¢i,disconnect,q) € § and
a process p € procs such that: (i) s(p) = ¢1 and s’ = s[p — ¢o], (ii)
procs’ = procs, (iii) ¥’ (p) = Lx i.e. all registers of process p are reset,
(iv) for every other process p’ € procs we have, for every register z € X,
either r (p') () # p and the value of the register is preserved (z’ (p') (z) =
T (p') (x)), or ' (p') () = p and the register is reset (' (p’) (z) = 1), (v)
ch/(p) = e, i.e. the channel of process p is emptied, and (vi) for every other
process p’ € procs, every message of the form m(p) in ch (p') is replaced by
m(L).

For ¢,d € C (D), we use ¢ ActIon, s ¢4 denote that ¢’ can be obtained from

¢ by the execution of a transition (g1, action,¢) € §p.

State Reachability. We use 7 (D) to denote the transition system defined by
the triple (C' (D), Cipnit (D), —p). We say that a state target € @ is reachable
in 7 (D) if there exists a reachable configuration ¢ = (procs, s, r, ch) with p €
procs and s (p) = target. The problem of checking whether the state target
is reachable or not is the state reachability problem. We use Reach (D, target)
to denote the state reachability of target in D.

Any lossy BDRA is an over-approximation of its non-lossy counterparts in
terms of reachable states. Lemma 1 states that this approximation is exact.

Lemma 1. Let D be a BDRA. Then, D and Lossy (D) reach the same set of
control states.

The idea of the proof is that a buffered BDRA D can simulate any run of
its lossy counterpart Lossy (D) by ignoring any of its disconnecting processes.
More precisely, the simulation is done by letting the network of D follow each
step of the run of the Lossy (D) besides the process disconnecting transitions
that are not present in D.

4 BDRA State Reachability is Undecidable

We give in this section a proof to the following theorem:

Theorem 1. Given a (lossy) BDRA D = (Q,qo, M, X,8) and a control state
target € Q, the problem Reach (D, target) is undecidable.
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Observe that the reduction used in this proof generates configurations of
which graph encodings contain at most one edge.

Proof Sketch. The proof is carried out by a reduction from the TRANSD prob-
lem introduced in Sect. 2 which has been proven to be undecidable in [1]. Given
two finite state automata A and B and a transducer T, we first define a BDRA
D that we use in order to build a transduction chain. A transduction chain is
a chain of processes pg,p1,...,Pm, m > 1, where the first process pg simulates
automaton A, the last process p,, simulates automaton B and all processes in
between (i.e. pa,...,pm—1) simulate transducer 7. Note that the length of the
chain should be as big as desired. We show in the rest of this section how to
reduce TRANSD problem to Reach (D, target) for some control state target
that we will define. Note that the graph representations of the configurations
generated by D contain no cycles and that their simple paths are bounded by 1
(Fig. 1 shows the configurations used during the simulation).

Reduction. Let A = ¢ ne T e
<QAaq9478A7FA> and B =

<QB7 Q%y 3B, FB> be two
finite state automaton and
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moves to a state ¢%. The
new process p; is spawned
in state q?emp and its ID
is saved into register x of Fig. 1. TRANSD encoding into BDRA.

po (c1 in Fig.1). Simula-

tion of automaton A by process py can now start: py sends all letters generated
by the traversal of automaton A to the channel of the created process p (c2 in
Fig.1). If py reaches an accepting state of A, it chooses non-deterministically to
either send an accepting symbol to p; or to keep traversing A. If pg decides to
send the accepting symbol, then it stops traversing A and disconnects itself from
the rest of the network (cs3 and then ¢4 in Fig.1). In state gf.,,,,, the spawned
process p; makes the non-deterministic choice of either simulating automaton B
or simulating transducer 7. It does so by moving either to state ¢% or to state g-.
If it moves to state ¢% (c5 in Fig.1), it will simulate automaton B by reading
from its channel the word sent by py and simultaneously traversing automa-
ton B. When reading the acceptance symbol, process p; checks if it reached an
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accepting state of B. If it is the case, the process moves to state target. If not,
it moves to an error state ge,ror. If instead process p; made the initial choice of
simulating transducer T (¢4 in Fig. 1), then it creates a new process ps and moves
to state ¢%. From state ¢%, process p; will simulate transducer T by reading the
input letters from its channel, traversing T and sending the output letters to the
channel of the next process, here po. When reading the acceptance symbol from
its channel, process p; checks if it reached an accepting state in T'. If it is the
case, it sends the acceptance symbol to the next process po, stops simulating T’
and disconnects itself from the rest of the network. If not, it moves to an error
state gerror. The newly created process po is spawned in state q?emp from which,
again, the choice between simulating B or T will be non-deterministically made.

5 Bounded Buffer BDRA

We saw in the previous section that the undecidability result holds for config-
urations of which the graph encodings contain at most one single edge. This
means that bounding the simple paths in the graph representation of the con-
figurations or not allowing cycles will not bring decidability to the reachability
problem. We consider therefor a rather different direction: bounding the chan-
nels, i.e. we only consider runs of the BDRA where the communication buffers
are under a certain bound [ € N. In the following, we first formally define the
state reachability problem with this new restriction. Then we show that the
problem is still undecidable even if buffers are bounded by 1.

Bounded Buffer State Reachability. Let [ > 1, D be a BDRA and 7 (D) =
(C (D), Cinit (D) ,—p) be its corresponding transition system. We define the
l-bounded buffer transition system associated with D as the tuple 7°%<! (D) =

<C’buf5l (D),C s (D), 4%1ng> where (i) C**<! (D) C C (D) is the set of all
possible configurations ¢ = (procs, s, r, ch) of which channels are bounded by [
(i.e. [ch (p) | < for every p € procs), (i) CP=! (D) = Cjpni (D) is the set of ini-
tial configurations, and finally (iii) —2*<'C—p N (CP=t (D) x C*™=I (D))
is the transition relation. We say that a state target € (@ is reachable in
TP=L (D) if there is a reachable configuration ¢ = (procs, s, r, ch) in 7°*=! (D)
and a process p € procs with s (p) = target. Checking whether target is reach-
able or not in 77! (D) is the I-bounded buffer state reachability problem that

we denote hereafter by BufReach (D, target,!).

Theorem 2. Given a BDRA D and a state target € @, the 1-bounded buffer
state reachability problem BufReach (D, target,1) is undecidable.

This result holds even if we forbid cycles and if we impose a bound on the
length of the simple paths in the graph encoding of the configurations.

Proof sketch. The proof is carried out by a reduction from the TRANSD prob-
lem. More precisely, given two finite state automata A and B and a transducer
T, we define a 1-bounded buffer BDRA D that we use in order to build a
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transduction chain pg, p1,...,pm of arbitrary length m + 1. Since we dispose of
channels of bounded size, we cannot transmit a word in one chunk and then
transmit its transduction. Instead, we adopt a continuous communication flow,
i.e. words are transmitted symbol by symbol and the transduction operates at
the level of a symbol. One simple way to build the transduction chain consists
in letting process pg of the initial configuration create a new process pi, then
letting p; create the next process p2, and so on until some process p,, decides
non deterministically to stop the chain construction. We obtain then a chain of
length m + 1. Although this approach fulfils our goal of building a transduction
chain, configurations corresponding to these chains do not have a bound on the
simple paths of their graph encoding. We consider therefor a more intricate chain
building method that generates configurations for which the simple paths of their
graph encoding is bounded (by two). The shape of the generated chain is shown
in Fig. 2. Building such a transduction chain represents the first part of the proof.
The second part of the
proof consists in show-
ing how the communica-
tion is carried through
the chain. The idea here
is to let processes pi., 0 <
i < m, play the role of
relays between each pair
Fig. 2. Transduction chain (po, p1,p2,...). of consecutive processes
(pi,pi+1) of the chain.
They do so by by making use of the boundedness of the buffer and ensuring
that messages they receive from p; and p;;1 match.

6 Strongly Bounded BDRA with Bounded Buffer

Attempts to get decidability for the state reachability problem by bounding the
size of the channels or by bounding the simple paths of the graph encoding
of the configurations were vain. We consider therefor another direction, which
consists, together with bounding the channels, in bounding the simple paths
of the underlying undirected graph of the encoding of the configurations. By
underlying undirected graph, we mean the undirected graph that we obtain
after removing the direction and the labels from the edges. Formally, we define
an undirected graph as a tuple (V, L,,l, E), where V is a finite set of vertices,
L, is a set of vertex labels, [ : V — L, is a vertex labeling function and E C
{{v,u}| v,u € V}is aset of edges. Let G = (V, L, L., , E) be a labeled directed
graph. We use closure (G) := (V, L,, [, F') to denote its underlying undirected
graph with F':= {{u,v}| (u,e,v) € E}. We extend in a straightforward manner
the definition of diameter to undirected graphs.

In the following, we first define the transition system where only configura-
tions that are bounded in their buffer size and in their undirected graph are
allowed. Then, we give the undecidability result for this subclass.
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Strongly Bounded State Reachability with Bounded Buffer. Let k£ > 1
and [ > 1, D= <Qb,qg,6b,Fb>eaBDRAandD T (D)=(C,(D),Cinit(D),—p
its corresponding transition system. We define the I-bounded buffer,
k-strongly bounded (I, k-strong) transition system associated to D as the tuple

TR (D) = <C’(l’k) (D) o (D), —»%’k)> composed of the set of (I, k)-strong

init
configurations C“%) (D) := C** <! (D)n{c € C (D)| @(closure (enc (c))) < k},
the set of initial configurations C’L(f”kt) (D) := Cinit (D) and the transition relation
—)%’k)Z:*)D N (CER (D) x R (D)). Given a control state target € Qp,
checking whether there is a reachable configuration ¢ = (procs,s,r,ch) in
the transition system 7"F) (D) such that there is a process p € procs with
s (p) = target is the (I, k)-strong state reachability problem and is denoted by
StrongReach (D, target, k,[).

Theorem 3. Givenl >1,k>4,a BDRA D = <QD,q%,§D,FD> and a control
state target € Qp, StrongReach (D, target,l k) is undecidable.

Proof Idea. The proof proceeds by a reduction from Minsky’s two counter
machines to the (1,4)-strong state reachability problem. A counter is simulated
by a process to which a set of processes are attached. The value of the counter
is defined by the number of such processes. In order to test if a counter is
equal to zero, we make use of the fact that configurations are strongly bounded,
i.e. transition to a configuration for which a simple path is over the bound is
forbidden.

7 Lossy Strongly Bounded BDRA with Bounded Buffer

In this section, we show that the bounded buffer, strongly bounded state reach-
ability problem becomes decidable if we consider lossy BDRA. To that purpose,
we start by providing a more precise graph encoding of configurations where
mailboxes are bounded by some [ € N. Then, we state our result and dedicate
the rest of this section to prove it.

Graph Representations for Bounded Buffered Configurations. Let [ > 1
be natural number and ¢ = (procs, s, r, ch) be a configuration with [-bounded
buffers, i.e. |ch(p)| < I for every process p € procs. We propose a new graph
encoding extenc (¢) of configuration c¢ in the form of an extension of the pre-
vious encoding enc (p). The new encoding takes into account the presence (and
absence) of every message contained in the mailboxes. Besides representing
processes as vertices and register contents as edges, we encode mailboxes as
follows. Let p € procs be a process. Each message m(id) € ch(p) of index
4, 1 < j <ch(p)| <1, is encoded with (i) a vertex v} labeled with (m, j),
(ii) an edge going from the vertex representing p to v} and (iii) an edge going
from vg to the vertex representing process p’, if id = p’ # L. Furthermore,
we encode every empty message place holder of index j, |ch(p)| < j < with
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(i) a vertex vJ labeled by (e,j) and (ii) an edge going from the vertex rep-
resenting p to Ug;. Formally, the extended encoding is defined by extenc (¢) :=
(procsU{vl| p € procs,1 < j <1}, QU{(m,j)|me (M U{e}),1 <j<I}, XU
{-},L., E.) where the vertex labeling function is given by, L.(p) = s(p)
for every process p € procs, Lc(v)) = (msg(ch(p)(j)),j) for every j

1 < j < [ch(p)| and Lc(v)) = (e, j) for every ] : |ch(p)| < j <1, and
the set of edges is given by E. = {(p,z,p")| r (p) =p}u {< ,—,v%>} U
{(v), = p')| 3m € M,ch (p) (j) = m (')}

Observe that if the diameter of the closure of the graph encoding of some
bounded buffer configuration is bounded by k, i.e. @(closure (enc(c))) < k,
then the diameter of the closure of the extended graph encoding of the same
configuration is bounded by at most 2 x k, i.e. F(closure (extenc(c))) < 2x k.

The rest of this section is devoted to the proof of the following theorem.

Theorem 4. The strongly bounded state reachability problem for lossy BDRA
with bounded buffers is decidable.

We show the decidability of the strongly bounded state reachability problem
for lossy BDRA with bounded buffers by a non-trivial instantiation of the frame-
work of Well-Structured Transition Systems (WsTS) [2,11]. We proceed to that
end in several steps. First, we list the three main ingredients required in order to
instantiate the WsTs framework on any transition system 7 = (C, Cipiz, —).
Then, we introduce the notion of coverability and show how to reduce the state
reachability problem to it. Finally, we show the applicability of the main ingre-
dients to our problem.

Ordering, Predecessors and Monotonicity. We present in this paragraph
the three main components required for the instantiation of the WsTs frame-
work.

Well-Quasi Ordering: First, we need to define a Well-Quasi Ordering (WQO)
over the set of configurations C, i.e. a reflexive and transitive binary relation
= over C such that, for every infinite sequence of configurations (ck);~,
there exist i,j € N such that ¢ < j and ¢; < ¢;. Let U C C be a set of
configurations. Using the notion of well-quasi ordering, we can define the
following notions:

e The upward closure of U is the set UT:= {c € C| 3¢’ € U with ¢’ < c}.

o U is upward closed if U = UT.

It has been shown that every upward closed set U can be characterised by
a finite minor set M C U such that (i) for every ¢’ € U there is ¢ € M with
c=d,and (i) if ¢,/ € M and ¢ < ¢’ then ¢ = ¢. We use min to denote the
function which for a given upward closed set U returns one minor set of U.

Computing the minpre: We use Pre (U) := {c| 3¢; € U,¢c — ¢1} to denote the
set of predecessors of U. Given a configuration ¢, we denote by minpre (c) the
set min (Pre ({c}1) U {c}7). Providing an algorithm that computes a finite
minpre (c¢) represents the second ingredient.
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Monotonicity: The third ingredient consists in showing that the transition rela-
tion — is monotonic with regard to the ordering =, i.e. for every three
configurations cy, ¢ca, c3 € C such that ¢; < ¢ and ¢; — ¢3 there should be
a configuration ¢4 € C such that c3 < ¢4 and co — ¢4.

Cowverability. Given a configuration cearger € C, the coverability problem asks
whether there is a configuration ¢ = Ciarger reachable in 7. Given that the
three ingredients are provided, the following conditions are sufficient for the
decidability of this problem: (i) For every ¢ € C, we can check whether {c}1
N Cinit # 0, and (ii) for every two configurations ¢; and cg, it is decidable
whether ¢; < ¢o. The solution for the coverability problem of WSTS suggested
in [2,11] is based on a backward analysis approach. It is shown that starting
from Up := {Ctarget }, the sequence (U;);>o with U;y1 := min (Pre (U;)1 U U;7),
for ¢ > 0 reaches a fix-point and is computable.

In the following, we instantiate the framework of WSTS to show the decid-
ability of the state reachability problem for strongly bounded lossy BDRA with
bounded buffer, but first we need to introduce some notations.

Let | and k be two natural numbers, D = (Q, g0, M, X,8) a lossy BDRA,
target € Q a target state and C = C(F) (D). We introduce the disconnect

. *
prefiz transition relation --»:= —21€OMRECT, 1, —>%’k). Note that the reflexive

i, Lk
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of target in <C’7 Cinit, —>([l,’k)> is equivalent to its corresponding problem in

) are identical. Thus, the state reachability

(C, Cinit, --+). Next, we will prove the decidability of the latter problem.

We will show that (C, Cinst, --+) is a well-structured transition system. Let
Ctarger denote the set of all configurations of the form ({p},s,r,ch), composed
of a single process in state target (s (p) = target), whose registers are empty,
and whose channel contains any (finitely many) possible word w € (M x {L})* of
length |w| < I. We will define the well-quasi ordering on C' in such a way that the
upward closure of Ciqrger consists of all configurations ¢ € C' with target € c.
It becomes then clear that the coverability of any configuration ¢ € Ciarget in
(C, Cinit, --+) is equivalent to the reachability of target in the same transition
system. We define in the next paragraph an ordering on the set of configurations
C and show that it is a well-quasi ordering.

A Well-Quasi Order on Configurations. We define in this paragraph a
well-quasi ordering on the set of configurations C. The ordering is defined by
using the notion of induced sub-graph embedding C;, 4 on directed graphs defined
as follows. Let G; = (Vi,L,, L., 11, E1) and Gy = (Va, L, L, l2, E5) be two
directed graphs. We say that G is an induced sub-graph of Gs, and we write
G1 Cina Ga, if there is an injective mapping ¢ : V3 — V3 such that (i) for all
v € V3 we have I; (v) = Iz (t (v)), and (ii) for all v,u € V; and a € L, we
have (v,a,u) € Ey < (t(v),a,t(u)) € Ey. The induced sub graph relation on
undirected graphs is defined in a similar manner.

Let ¢; = (procs,,s1,r1,ch;) and co = (procs,, s2, ra, che) be two config-
urations from C. We define the ordering < on configurations by ¢; =X ¢y if
extenc (¢1) C;nq extenc (c2). We can show that, if ¢; < ¢g, then there should
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be an injective mapping ¢ : procs, — procs, such that (i) sg (¢ (p)) = s; (p)
for every p € procsy, (i) rz (t(p)) () = t(p)) & r;(p)(x) = p’ for every
p,p’ € procs; and every x € X, and (iii) for every p € procs; with chy(p) =
my(idy) ... my(id,) for some n we have chy(t(p)) = mq(id})...my(id,) and
for every i : 1 < i < n, if id; = p; € procs, then id; = t(p;), otherwise
id; = id, = L.

Based on a result by Ding in [9] and using the fact that the underlying
undirected graph of the configuration encoding is bounded, we can show the
following lemma:

Lemma 2. The relation < is a well-quasi ordering on C.

Monotonicity. Let c¢1,co,c3 € C be three configurations such that: ¢; < ¢
and ¢ --+ c3. The goal here is to find a fourth configuration ¢4 € C such that
c3 = ¢4 and co --+ ¢4. This can be achieved by disconnecting as many processes
as necessary in cp in order to obtain a configuration cg,p equal to ¢; modulo
disconnected processes. From there, we let cg,; take the same transition as the

one taken by ¢; to get to c3 and we obtain a configuration ¢4 such that ¢z < ¢y,

disconnect d h
Coy ————p Csyb ANA Cgybp ——?> C4, thus Cy ——> C4.

Lemma 3. The transition relation --+ is monotonic w.r.t. <.

Summary of the WsTs Instantiation. The first sufficient condition for the
decidability of the coverability problem, namely checking whether the upward
closed set {c}1 of some configuration ¢ contains an initial configuration, is trivial
(we check that ¢ contains one process only, that the process is in state ¢;,;+ and
that its registers and channels are empty). The second sufficient condition is also
trivial (checking whether ¢; < ¢o amount to checking graph embedding, which
is decidable). The first ingredient needed in order to use the WSTS transition
system has been provided with Lemma 2, which states that the induced sub-
graph relation on the extended graph encoding of the configurations is a well-
quasi ordering. The second ingredient, i.e. computability of the minpre, is given
by the following lemma.

Lemma 4. Given a configuration ¢ € C, we can effectively compute minpre ().

The third ingredient, i.e. the monotonicity of the ordering wrt. the transition
relation, is given by lemma 3.

Thus, Lemmas 2, 3 and 4 show that the coverability of the finite set Cyarget
is decidable. Hence, the state reachability problem for strongly bounded lossy
BDRA with bounded buffers is decidable. O

8 Acyclic Strongly Bounded BDRA with Bounded Buffer

In the following we show the decidability of the reachability problem for strongly
bounded BDRA when the wunderlying undirected graph of configurations is
acyclic.
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Acyclic Strongly Bounded State Reachability with Bounded Buffer.
Let k,0 > 1, D= <QD,q%,6D,FD> be a BDRA and 7 (D)=(C, (D), Cinit
(D),—p) its corresponding transition system. We define the [-bounded
buffer, k-strongly bounded acyclic ((I,k)-strong acyclic) transition system

i a(l, _ a Lk L,k
associated to D as the tuple 72%) (D) = <C’ (k) (D) ,Cobk) (D), —»aD( )>

init

composed of the set of (I,k)-strong acyclic configurations C?F) (D) =
{c € C'M)| closure (enc (c)) is acyclic}, the set of initial configurations
ﬁgf;k) (D) = Cinit (D) and the transition relation —%(l’k)::—ng N
(CatR) (D) x CF) (D). Let target € Qp be a control state. Checking
whether there is reachable configuration ¢ = (procs,s,r,ch) in the transi-
tion system 7°("%) (D) such that there is a process p € procs with s (p) =
target is the (I, k)-strong acyclic state reachability problem and is denoted by
AStrongReach (D, target, [, k).

Theorem 5. Givenl > 1, k > 1, a buffered DRA D = <QD,q0D,8D,FD> and
a control state target € Qp, AStrongReach (D, target,l, k) is decidable.

Proof Sketch. The proof of Theorem 5 is based on the simple observation that
the processes cannot exchange IDS, otherwise there will be a creation of a cycle
in the underlying undirected graph configuration encodings. Hence, each process
can only receive plain messages (without an ID) from its creator. Furthermore,
at any time each process can send plain messages to a finite number of other
processes (i.e. bounded by the number of registers). Since simple paths are also
bounded, we have that the graph representation of any reachable configuration
is a disjoint union of finite trees. Furthermore, any two processes in two different
disjoint trees can never communicate with each other. This implies that the
acyclic strongly bounded state reachability problem with bounded buffer can
be reduced to the standard reachability problem for finite-state systems. Such a
finite-state system keeps track of at most one tree in which each node corresponds
to a process and its channel. When a tree is split into a finite number of subtrees
due to the creation of new processes or disconnect operations, the finite-state
system can decide in non-deterministic manner, to follow one of these sub-trees.

9 Conclusion

In this paper, we studied the state reachability problem for the class of buffered
DRA. This work is a continuation of [3] where the analysis was carried for DRA
with rendez-vous communication. The problem is undecidable even if we bound
the simple paths and even if we forbid cycles in the communication graph of
the network. Our goal was to investigate sub-classes where state reachability
becomes decidable. To that end, we considered different directions including
bounding the size of the buffers, bounding the simple paths of the underlying
(un)directed communication graph of the network and / or disallowing cycles
in the network. It turned out that many of these restrictions, even combined,
were not sufficient. However, we proved that the problem becomes decidable in
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two particular and interesting cases. In the first one, we considered the class of
lossy buffered DRA, in which processes are allowed to disconnect themselves
from the network in a non-deterministic fashion, where we bounded both the
size of the buffers and the simple paths of the undirected communication graph.
The proof was obtained through a non-trivial instantiation of well-structured
transition systems. In the second case, we showed that the number of possible
shapes of the network is finite if we bound the size of the buffers, disallow cycles
and bound the simple paths in the communication graph. As future work, we
think that it is worth checking whether decidability boundary can be lowered by
considering other channel semantics, such as the unordered and the lossy ones.
As future work, we think that it is worth checking whether decidability can be
obtained for more general classes by considering other channel semantics, such
as the unordered and the lossy ones. We also think that an important line of
work would be to study the link between register automata and m-calculus and
to study the relation between our results using the DRA formalism and the work
of Meyer [16] in which m-calculus has been used.
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Abstract. We give a sound and complete procedure for fence insertion
for concurrent finite-state programs running under the PSO memory
model. This model allows “write to read” and “write-to-write” relax-
ations corresponding to the addition of an unbounded store buffers
between processors and the main memory. We introduce a novel machine
model, called the Hierarchical Single-Buffer (HSB) semantics, and show
that the reachability problem for a program under PSO can be reduced to
the reachability problem under HSB. We present a simple and effective
backward reachability analysis algorithm for the latter, and propose a
counter-example guided fence insertion procedure. The procedure infers
automatically a minimal set of fences that ensures correctness of the pro-
gram. We have implemented a prototype and run it successfully on all
standard benchmarks, together with several challenging examples.

1 Introduction

For performance reasons, most of the modern architectures implement weak
memory models [5,16]. Such models allows the reordering of memory instruc-
tions issued by the set of processes. For instance, the most common reordering
is “write to read” which allows that writes to shared memory may be delayed
past subsequent reads from memory. The “write to read” reordering leads to the
Total Store Order (TSO) memory model that is adopted by Sun’s SPARC and
x86 architectures [22,23]. Adding the “write to write” reordering to TSO leads
to the Partial Store Order (PSO) memory model (described in the Sun’s SPARC
architecture [24]). The “write to write” reordering may swap the order between
two writes of the same process if they concern different variables.

The gain in the performance through the use of weak memory models comes
with a price since reasoning about the behavior of even very small programs
running under weak memory models is more difficult and counter-intuitive than
under the usual Sequentially Consistent (SC) memory model. In fact, the SC
memory model is the one that is usually assumed by the programmers where
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the program instructions of different processes should appear as if these instruc-
tions are interleaved in a consistent global order. This means that a program
under weak memory models can deviate from its intended behaviour (under the
SC model) and hence violates its specifications. For example, several mutual
exclusion algorithms and produce-consumer protocols become incorrect when
executed under weak memory models. To avoid such undesired behaviours, pro-
grammers can use special memory fence instructions that prevent some reorder-
ing of instructions issued before and after the fence. Then, an important problem
is to find the set of fences that ensures the correctness of programs when run
under a weak memory model without compromising the performance. In fact,
inserting too many fences would result in a degradation of program performance.

In this paper, we present the first precise and sound method for automatic
fence insertion for concurrent finite-state programs running under the PSO mem-
ory model. To this end, we make the following contribution:

e We propose a new model, called the Hierarchical Single-Buffer (HSB), that is
equivalent to the PSO memory model and allows the application of efficient
infinite state model-checking techniques.

e A simple and effective algorithm to solve the reachability problem under HSB,
using a backward analysis algorithm.

e A fence insertion procedure that infers a minimal fence set in order to correct
programs under PSO.

e A prototype that is integrated to Memorax [1-3]. We evaluate our prototype
on a wide range of benchmarks. The download link can be seen in Sect. 6.

Related Work. Weak memory models are an active research area today. Many
techniques have been developed to help programmers, in the form of precise
model-checking algorithms (e.g., [9,10,12]), monitoring and testing tools (e.g.,
[13,14,21]), explicit state-space exploration (e.g., [19,20]), bounded model check-
ing (e.g., [8,17,25]) and program transformations (e.g., [7,11,12]). Most of these
works have focused on different memory models than PSO and thus are not
directly comparable. Almost all the existed works on the PSO memory model are
either (i) based on under-approximation techniques and which leads to sound but
potentially imprecise analysis (e.g., [14,20]), or (ii) based on over-approximations
techniques and which leads to potentially unsound analysis (e.g., [6,15,19]).
Finally, checking safety property for finite-state programs running under TSO
and PSO memory models has been shown to be decidable with a non-primitive
recursive complexity [9,10]. A tool implementing an exact procedure for check-
ing safety properties for programs running under TSO was presented in [1-3].
Our reachability algorithms can be seen as an efficient instance of the work [10]
to the PSO memory model. Moreover, [10] does not discuss fence insertion.

2 Preliminaries

In this section, we introduce some notations and definitions that we use later.
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Notation. We use N to denote the set of natural numbers. For sets A and B, we
use [A — BJ to denote the set of all total functions from A to B and f: A— B
to denote that f is a total function that maps A to B. For a € A and b € B,
we use fla < b] to denote the function f’ defined as follows: f/(a) = b and
f'(a@') = f(a’) for all ¢’ # a.

Let ¥ be a finite alphabet. We denote by X* (resp. ) the set of all words
(resp. non-empty words) over ¥, and by e the empty word. The length of a word
w € ¥* is denoted by |w|; we assume that |¢] = 0. For every ¢ : 1 < i < |w|, let
w(i) be the symbol at position ¢ in w. For a € ¥, we write a € w if a appears
in w, i.e., a = w(i) for some i : 1 < i < |w|. For words wq, we, we use wy - wy to
denote the concatenation of w; and ws. For a word w # € and i : 0 < ¢ < |w],
we define w ® 7 to be the suffix of w that we get by deleting the prefix of length
i, i.e., the unique wy such that w = wy - we and |wy| = i.

Set Ordering. Given an ordering C on C, we say that C is a well-quasi ordering
if for every (infinite) sequence cg, c1, ... in C, there are ¢ < j with ¢; C ¢;. The
upward closure of a set C' wrt. C is defined as CT:= {¢/| Ic € C,c C ¢'}. A set C
is upward closed if C' = CT. We use Min (C) to denote the minor set of a given
set C' wrt. C, that satisfies the following conditions: (i) for all ¢ € C there is a
¢ € Min (C) such that ¢’ C ¢, and (ii) for all ¢,¢’ € Min (C), ¢ # ¢ implies ¢ I£ ¢.

Transition System. A transition system 7 is a triple (C, Init, —) where C'is a
(infinite) set of configurations, Init C C' is a set of initial configurations, and
—C C x C is a reflexive transition relation. We write ¢ — ¢ to denote that
(¢, €=, and = to denote the reflexive transitive closure of —. A run 7w of T
is of the form ¢y — -+ — ¢,,, where ¢; — ¢;41 for all i : 0 < 4 < n. Then, we
write ¢y — c,. We use target () to denote c,. Notice that, for configurations
¢, ¢, we have that ¢ = ¢ iff ¢ — 7¢’ for some run 7. The run 7 is said to be a
computation if cg € Init. A configuration c is said to be reachable if there is a
computation 7 such that ¢ = target (7). Two runs my = ¢g — ¢1 — -+ — ¢, and
Mo = Cm+1 — Cma2 — + -+ — Cy are said to be compatible if ¢,;, = ¢pp41. Then, we
write 7, @ o to denote the run 7 = ¢y —¢1 — -+ — ¢y — Cpg2 — - — Cp.
Given an ordering C on C, we say that — is monotonic wrt. C if whenever
c1 — ¢, and ¢; C ¢y, there exists a ¢, such that ¢; — ¢, and ¢] C ¢,. We
say that — is effectively monotonic wrt. C if, given the configurations ¢, ¢, ca
described above, we can compute ¢ and a run 7 such that ¢ — c}.

3 Concurrent Programs under PSO

A concurrent program Phas a finite number of finite-state processes, each with its
own program code. Communication between processes is performed by reading
and writing through a shared-memory with finite number of shared variables
and finite domains. First, we introduce the PSO semantics (similar to the one
described in [20]) and its reachability problem. Then we propose a new model,
the HSB model, that we use to analyse programs under the PSO model.
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3.1 Syntax

We assume a finite set X of wvariables ranging over a finite data domain V.
A concurrent program is a pair P = (P, A) where P is a finite set of processes
and A = {A,| p € P} is a set of extended finite-state automata (one automaton
A, for each process p € P). The automaton A, is a triple (Qp, q;’)"“, Ap) where
Q@ is a finite set of local states, q;"” € Qp is the initial local state, and A, is a
finite set of transitions. Each transition is a triple (g, op,,”) where ¢,/ € Q, and
op is an operation. An operation is of one of the following six forms: (i) the “no
operation” nop, (ii) the read operation r(x,v), (iii) the write operation w(x,v), (iv)
the full fence operation mfence, (v) the write-write fence operation sfence, and
(vi) the atomic read-write operation arw(z,v,v’), where z € X, and v,v’ € V.
For a transition t = (g, op,’), we use source (t), operation (t), and target (t) to
denote ¢, op, and ¢’ respectively. We define @ := UpepQ, and A :=UpepA,. A
local state definition q is a mapping P +— @ such that ¢(p) € @, for each p € P.

3.2 PSO Semantics

Transition System. We define the transition system induced by a program run-
ning under the PSO semantics. To do that, we define the set of configurations
and transition relation. A PSO-configuration c is a triple (q,b, mem) where ¢q is
a local state definition, b : P — [X — (VU {x})"], and mem : X — V. Intu-
itively, ¢(p) gives the local state of process p. The value of b(p)(x) is the content
of the buffer belonging to variable = of p. This buffer associates a sequence of
values from V to the variable x, where each value v represents a write operation
that assigns v to the variable x. The buffer may also contain the write-write
fence symbol x that restricts the ordering of writes. In our model, writes will be
appended to the tail of buffer (the right most one), and fetched from the head
of buffer (the left most one). The head of buffer b(p)(x) is at the index 1, and
the tail of buffer is at the index |b(p)(z)|. Finally, mem defines the state of the
memory (defines the value of each variable in the memory). We use Cpgo to
denote the set of PSO-configurations.

We define the transition relation — pgop on Cpgso. The relation is induced
by (i) members of A; (ii) a set A" := {update, .| p € P,z € X } where update,, ,
is an operation that updates the memory using the message at the head of the
buffer for variable z of process p; and (iii) a set A" := {updatep’*| pE P} where
update, , removes the write-write fence symbol from the head of all the buffers
of process p. For configurations ¢ = (q,Q, mem), c
peEP,andte Ay U {updatewc7 updatep’*}, we write ¢ — tpgoc’ to denote that
one of the following conditions is satisfied.

/
= (q’,b , mem’), a process

e Nop: t = (g,nop,q"), ¢(p) = q, ¢ = q[p < ¢], b =b, and mem’ = mem. The
process changes its state while the buffer contents and the memory remain
unchanged.

o Write to store: t = (g,w(z,v),¢), ¢p) = ¢ ¢ = qlp—4d], V' =
b[p < b(p) [z < b(p)(z)-v]], and mem’ = mem. The write operation is
appended to the tail of the buffer for variable x of process p.
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e Memory update t = update, ., ¢ = ¢, b=0b[p—=b(p) [z —v-V(p )(x)]],
and mem’ = mem [z < v]. The write at the head of the buffer for x of p is
removed and the memory is updated accordingly.

e Write-write fence update: ¢ = update,,, ¢ = ¢, Vo € X : b =1b'[p— V' (p)]
[z < x-V'(p)(x)], and mem’ = mem. The write-write fence symbol « is
removed from the head of all buffers of process p.

e Read: t = (q,r(z,v),q), ¢(p) = ¢, ¢ = qlp — ¢'], b’ = b, mem’ = mem, and
one of the following conditions is satisfied. (i) Read own write: There is an
i:1 <1i < |b(p)(z)| such that b(p)(z)(i) = v, and v' & (b(p)(z) ® i) for all
v’ € V. If there is a write in the buffer for z of p then we consider the write at
the tail of the buffer (the right most one of the buffer). This operation should
assign v to x. (i) Read memory: v' & b(p)(z) for all v € V and mem(z) = v.
If there is no write operation in the buffer for x of p then the value v of x is
fetched from the memory.

e Full fence: t = (¢, mfence,q’), q(p) = ¢, ¢ = q[p — ¢'], Vo € X : b(p)(z) = ¢,
V' = b, and mem’ = mem. A full fence operation may be performed by a
process only if all its buffers are empty.

o Write-write fence: t = (g, sfence, ¢'), q(p) =q ¢ =qp—d],VzeX b =
blp <« b(p) [x < b(p)(z) - #]], and mem’ = mem. A write-write fence operation
adds the symbol % to the tail of all buffers of process p.

o ARW: ¢ = (q,arw(z,v,0"),¢'), ¢(p) = ¢, ¢ = qlp = '], b(p)(z) = ¢, b/ =
b, mem(z) = v, and mem’ = mem [z < v']. The operation arw(z,v,v’) is
performed atomically. It may be performed by a process only if its buffer for
x is empty. The operation checks whether the value of variable x is v. In
such a case, it changes its value to v’. Note this operation permits to model
instructions like compare-and-swap (or test-and-set) under SPARC [24].

We use ¢ — pgoc’ to denote the reflexive closure of ¢ — tpgoc’ for some
te AUA UA”. The set Initpgo of initial PSO-configurations contains all
configurations of the form (qmit,% , memim-t) where, for all p € P, we have that
Ginit(p) = ¢ and byt (p) () = € for all 2z € X. In other words, each process is in
its initial local state and all the buffers are empty. On the other hand, the memory
may have any initial value. The transition system induced by a concurrent system

under the PSO semantics is then given by (Cpso, Initpso, — pso)-

The PSO Reachability Problem. Given a set Target of local state definitions, we
use Reachable(PSO) (P) (Target) to be a predicate that indicates the reachabil-
ity of one of the following configurations { (q, b, mem)| q€ Target} i.e., whether
a configuration ¢, where the local state definition of ¢ belongs to Target, is reach-
able. The reachability problem for PSO is to check, for a given Target, whether
Reachable(PSO) (P) (Target) holds or not. We use Target to denote “bad con-
figurations” that we do not want to occur during the execution of the system.
Therefore, we often say that the “program is correct (or safe)” to indicate that
Target is not reachable.
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3.3 Hierarchical Single-Buffer Semantics

The PSO semantics make use of unbounded perfect FIFO buffers that induces an
infinite transition system. However, the reachability problem under PSO is still
decidable as shown in [9,10]. In fact, it can be solved using the framework of well-
structured transition systems [4]. For the case of TSO, the paper [2] proposes
an ordering partly based on the sub-word relations of the configuration’s buffer
contents. However, because PSO configurations can contain the x symbol (which
can not be lost), a similar ordering is not monotonic wrt. the PSO semantics.
Therefore, our goal is to derive a new semantical model, called the Hierarchi-
cal Single-Buffer model (HSB), that is both equivalent to PSO wrt. reachability
problems and monotonic wrt. some ordering. The buffer contents of HSB con-
figurations will not contain x symbol.

Formal Semantics. A HSB-configuration c is a quadruple (q,b, m,g) where ¢ is
(as in the case of the PSO semantics) a local state definition, b: P — [X +— V*],
me ([X—V]xPxX)", and z : P — N. Intuitively, b(p)(x) is a per process
and variable buffer, the channel m contains messages as triples of the form
(mem, p, z) where mem defines the values of the variables (encoding a memory
snapshot), z is the latest variable that has been written by the process p. Fur-
thermore, z represents a set of pointers (one for each process) where, from the
point of view of p, the word m ® z(p) is the sequence of write operations that
have not yet been used for memory updates and the first element of the triple
m(z(p)) represents the memory content. We use Cgsp to denote the set of HSB-
configurations. As we shall see below, the channel will never be empty, since it
is not empty in an initial configuration, and since no messages are ever removed
from it during a run of the system (in HSB semantics, the update operation
moves a pointer to the right instead of removing a message in the channel). This
implies (among other things) that the invariant z(p) > 0 is always maintained.
Messages are appended to the tail of the channel (the right most one) that has
index |m|. The bottom of channel, index 1, is the initial message.

Let ¢ = (¢,b,m,z) be a HSB-configuration. For every p € P and z € X,
we use LastWrite (¢,p,x) to denote the index of the most recent channel
message where p writes to x or the message with the current memory of p
if the aforementioned type of message does not exist in the channel. For-
mally, LastWrite (¢,p,z) is the largest index i : z(p) < ¢ < |m|, such that
m(i) = (mem, p,x) for some mem, or i = z(p) if such m(i) does not exist.

We define the transition relation — pgp on the set of HSB-configurations
as follows. For configurations ¢ = (¢,b,m,z), ¢ = (¢',b',m’,2'), and t € A, U
{updatep7 serializep’z} where update,, is an operation that updates memory from
the view point of p by increasing z(p) by one, and serialize, , is an operation
that serialises the write (the left most one) at the head of the buffer b(p)(z) into
a new message at the tail of m, we write ¢ — tygpc to denote that one of the
following conditions is satisfied:

e Nop: t = (gq,nop,q), Q(P) =g, Ql = Q[P‘_’q/]» bV =b,m =m, and 2/ = 2.
The operation changes only local states.
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o Write tostore: t=(q, w(z,v),4'),¢(p)=¢, ¢=q[p — ¢, = b[p < b(p) [z < b(p)(z) - v]],
m’ =m, and 2’ = z. The write operation is added to the tail of b(p)(z).

e Serialize: t=serialize, ,, ¢ = ¢, b="b[p = b'(p) [x — v -V (p)(z)]], m(Im]) is
of the form (memy,p1, 1), m' =m-(memy [x — v],p,x), and 2/ = z. A new
message is serialised to the head of the channel. The values of the variables
in the new message are identical to those in the previous last message except
that the value of z has been updated to v. Moreover, we include the updating
process p and the updated variable z.

e Update: ¢ = update,, ¢ = g, V' = b m = m, z(p) < |m| and 2 =
z[p < z(p) + 1]. An update operation performed by a process p is simulated
by moving the pointer of p one step to the right. This means that we remove
the oldest write operation that is yet to be used for a memory update. The
removed element will now represent the memory contents from the point of
view of p.

o Read: t = (q,r(z,v),¢), qp) = ¢, ¢ = qlp—d), b’ = b m' = m,

7 = z, and one of the following conditions is satisfied: (i) Read own write:
b(p)(x)(|b(p)(x)]) = v. If there is a write on x in the buffer for = of p then we
consider the most recent of such write operations (the right most one in the
buffer). (ii) Read memory: m(LastWrite (¢,p,x)) = (memq,p1,x1) for some
memy, p1, €1 with memy (z) = v, b(p)(z) = e. If there is no write operation in
the buffer for x of p then the value v of x is fetched from the memory. Note
that b(p)(z) always does not contain the symbol *.

e Full fence: ¢ = (¢, mfence,q'), q(p) = ¢, ¢ = qlp—¢], b’ =b, Vo € X :
b(p)(z) =€, b =b, m' =m, 2/ =z, and z(p) = |m|. A full fence operation
may be performed by a process p only if all its buffers are empty, and process
p is observing the most recent message.

o Write-write fence: t = (g,sfence,q’), q(p) = ¢, ¢ = q[p—¢], b =b, Vx €
X :b(p)(z) = ¢, m =m, and 2/ = z. A write-write fence operation requires
all previous writes of p to be serialised before continuing, hence a write of p
cannot reorder past a sfence.

e ARW: t = (g,arw(z,v,v"),q'), q(p) = ¢, ¢ = qlp — ¢, ' = b, b(p)(x) = ¢,
z(p) = |m|, m(|m|) is of the form (memy,p1,z;), memi(z) = v, m' = m -
(memy [x = v'],p,x), and 2’ = z[p < z(p) + 1]. The fact that the buffer is
empty from the point of view of p is encoded by the equality z(p) = |m|. The
content of the memory can then be fetched from the right most element m(|m/|)
in the channel. To encode that the buffer is still empty after the operation
(from the point of view of p) the pointer of p is moved one step to the right.

We define the sets update := Upec pupdate,,, serialize, := Upe pserialize, , and
serialize := U, yserialize,. We use ¢ — gspc’ to denote that ¢ — tygpc’ for some
t € AU {update, serialize}. The set Initysp of initial HSB-configurations of the
form (Qinit, Dinits Minits Zinit) wWhere |mjn;| = 1, and for all p € P, we have that
Qinit(P) = @, binit (p)(z) = €, and 24 (p) = 1. In other words, each process is
in its initial local state. The channel contains a single message, say of the form
(MEM init, Pinit, Tinit), Where mem.pn; represents the initial value of the memory.
The memory may have any initial value. Also, the values of p;,;; and x4y, are
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not relevant since they will not be used in the computations of the system. The
pointers of all processes point to the first position in the channel. Moreover, all
buffers are all empty. The transition system induced by a concurrent system
under the HSB semantics is then given by (Crsp, Inityss, — Hsp).

The HSB Reachability Problem. In a similar manner to the case of PSO, we
define the predicate Reachable(HSB) (P) (Target), and define the reachability
problem for the HSB semantics. The following theorem states equivalence of the
reachability problems under the PSO and HSB semantics.

Theorem 1. For a finite-state program P and a local state definition Target,
the reachability problems are equivalent under the PSO and HSB semantics.

4 The HSB Reachability Algorithm

We present an algorithm to check HSB reachability problem for a given set
Target. Then according to Theorem 1, we can solve the PSO reachability prob-
lem. First, we define an ordering C on the set of HSB-configurations. We then
show that it satisfies two properties: (i) it is well-quasi ordering (wqo), and (ii)
the HSB relation — pgp is effectively monotonic wrt. C. Recall that the term
well-quasi ordering and effectively monotonic are defined in Sect. 2.

4.1 Ordering

We define Active(c) := min{z(p)|p € P} for a HSB-configuration ¢ =
(q,b,m,g). In other words, the part of m to the right of (and including)
Active (c¢) is “active”, while the left part is “dead” in the sense that it is not
needed for computations starting from c.

Given two HSB configurations ¢ = (¢,b,m,z) and ¢ = (¢',b',m/,2').
Define j := Active(c) and j' := Active(c¢’). We write ¢ C ¢ to denote
that: e (i) ¢ = ¢'; e (ii) for every p € P and x € X, there is a mapping
9o {1,2,...,]0(p)(z)|} — {1,2,... b'(p)(2)|} such that the following condi-
tions are satlsﬁed for every 4,41,y € {1 ,|0(p)(z)[}, (1) i1 < i implies
(1) < pa(iz), anl (2) Bp)(2)(D) = B (p)(0)(gp-(0); o (i) there s 2 map-
ping h: {5, i+ 1,....|m|} — {j', 5 + 1,|m’|} such that the following conditions
are satisfied: for every 4,i1,i3 € {j,7 +1,...,|m|}, (1) 41 < iy implies h(i1) <
h(iz), (2) m(i) = m/(h(i)), (3) LastWrite (¢, p,z) = h(LastWrite (¢,p,x)) for
all pe Pand z € X, (4) 2/ (p) = h(z(p)) for all p € P; e (iv) For every p € P
and x € X, one of the following condition holds: (1) if b(p)(x)(|b(p)(x)|) = v
then b (p)(2) (16 (9) (2)]) = v, or (2) if b(p)(z) = € then ¥ (p)(z) = .

The conditions (ii-1) and (iii-1) mean that g and h are strictly monotonic.
The condition (ii) indicates that b(p)(z) is a sub-word of b’ (p)(z). The conditions
(iii-1,2) present the active part of m is a sub-word of the active part of m’. The
conditions (iii-2,3) ensure the last write indices wrt. all processes and variables
are consistent. The conditions (iii-2,4) ensure each process points to identical
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elements in m and m’. The last condition (iv) shows that the two buffer are
empty or contains the same element at the tail of buffers (the right most ones).
We get the following lemma about the ordering on HSB-configurations.

Lemma 1. The relation C is a well-quasi ordering on HSB-configurations.

Proof. The lemma is an immediate consequence of the fact that: (1) the subse-
quence relations (ii) and (iii) are well-quasi orderings on finite words [18], and
(2) the number of states (i), pointers (iii-4), observed memory states (iii-2), and
last writes (iii-3) and (ii) that should be equal, is finite.

The following lemma shows the effectively monotonicity of HSB-transition
relation wrt. C.

Lemma 2. — ggp is effectively monotonic wrt. C.

Proof. We show that give HSB-configurations ¢1, ¢}, and ¢y such that ¢; —
nspc) and ¢; C co, there exists an HSB-configuration ¢}, and a run 7 satisfying:
¢y — Tugpch and ¢ T c5. Let h and g, , be the mappings defined by ¢1 T co.
We will consider each transition ¢t € A, U {updatep,serializep} for some p € P
such that ¢; — tgyspc), and show that ¢y — wgpch for some ¢, and 7. Then
because a run is a concatenation of some transitions, we have the proof.

e Nop: t = (gq,nop, q’), select ¢}, such that co — tgspch. Because nop operation
only change the local state of ¢; to ¢} and of ¢3 to ¢, and ¢; C cq, we have
ch C ch.

e Write to store: t = (¢, w(z,v),q’), select ¢; such that co — tgspch,. We add
a value to b(p)(z) of ¢1, and we add the same value to b(p)(x) of co. Hence
the condition (ii) and (iv) hold. Because in this transition we only change the
buffers and local states, and ¢; C ¢g, we have ¢ C .

e Read: t = (g, r(z,v),q"), select ¢}, such that c; — tygpch. We do not change the
buffers and channel, and require process p to observe x with value v. Because
conditions (iii-3) and (iv), ¢} exists. Because of ¢; C ca, we have ¢} C .

o Serialize: t=serialize,, ,. This transition takes an element from buffer for x of p
and send a message to channel. The same element exists in c5 and will make
the same message when serialised. However, there might be more elements
in buffer for x of p of ¢y that must be serialised before that element can be

reached. Select a run 7 as a sequence of serialised transitions of p on z will do
serialize, o serialize,

this work. Formally, select m = ¢4 ch. In other words, =

9p, (1) times
will serialise all p’s writes to x up to and ipncluding the one that corresponds to
the one that is being serialised in ¢;. Because 7 only removes the element from
buffer for = of p, the same message is created at the end of channels of both
c1 and cy. Since neither ¢ nor 7 change the local states or pointers, and the
serialised operation changes the LastWrite (¢1,p,z) and LastWrite (cg,p, x)
in both two configurations to a new consistent message, we have ¢ C cb.
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e Update: ¢ = update,. This transition advances the pointer of p to a more recent
message. However, the corresponding message in ¢y might not be immedi-
ately following the message currently pointed by p. But by performing several

updates, the pointer in ¢ can be advanced to the message corresponding to
. updatep updatep ,
the more recent message in c;. Formally, select m = ¢35 e Ch.

h(z(p)+1)—h(z(p)) times
Since the pointer of p in ¢; has been forwarded from z(p) to z(p) + 1, and the
pointer of p in cp has moved from h(z(p)) to h(z(p) + 1), (iii-4) holds. Also
(iii-3) holds between ¢} and ¢ because of (iii-3,4) and ¢; T . Then we have
¢ C .

e ARW: ¢ = (q,arw(z,v,v’),q"), select ¢ such that co — tyspch. This transition
performs all read, write, serialise, and update as a single operation. Above we
show that any operation of read, write, serialise, and update operations is an
effectively monotonic operation. The arw requires p’s buffer of x to be empty
in ¢o. This requirement holds because the p’s buffer of x is empty in ¢; and
because of (ii). The arw also requires the p’s pointer to be on the last message,
but it must be the case in ¢y if it is in ¢;. Suppose that this requirement does
not hold. Then because the pointer of p points to the last message in channel
in ¢; (the one at the tail of channel), (1) the last message in channel of ¢y
(the one at the tail of channel) does not have a corresponding message in
channel of ¢;. But (2) the last message of ¢, must be the LastWrite (co,p’,y)
for some p’ € P,y € X (because some process must add more messages after
the position LastWrite (ca,p, z)). (1) and (2) make (iii-3) not hold. This is a
contradiction. Thus ¢} exists, and ¢] C cb.

e Full fence and write-write fence cases are trivial, because we do not change
anything for buffers and channels.

4.2 Reachability Algorithm

Recall that the terms upward closure, upward closed set, and minor set are
defined in Sect. 2. We define the pre-set Pre (C) of a set C as Pre (C) := {¢|

Algorithm 1: Reachability Algorithm.

input : A concurrent program P, and a finite set Target of local state definitions.
output: “u” if -Reachable(HSB) (P) (Target), “r” otherwise.
W « Min ({ (g,g, mem) lqe€ Target});
F — 0;
while W # 0 do
Pick, remove a configuration ¢’ from W;
O « Min (Pre ({("}T) U {c/});
foreach c € O do
if Jcp € Initysp : ¢ E ¢o then return “r”;
if 3f € F: f C ¢ then discard c¢;
else
W — W\ {w e W|cE w}U/{c}
F — FU{c};

N s WwN =

o
= O ©

[T

return “u”;

[
N
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dec € C, t € AU{update, serialize} , ¢’ — tpgspc}. Bellow we present our algorithm
to check the HSB reachability problem using the ordering C that is well-quasi and
monotonic wrt. — ggp. The algorithm performs backward reachability analysis
from the set of configurations that are defined by Target. It inputs a finite set
Target, and checks the predicate Reachable(HSB) (P) (Target). If the predicate
does not hold then Algorithm 1 returns “u” (unreachable), otherwise it returns
“r” (reachable). It maintains a working set W that contains detected configura-
tions that need to be checked. If one of configuration in W can be reached by
a configuration ¢ smaller than the initial configurations (in the sense that there
exists a computation ¢y from Initpgp such that ¢ C ¢p), the finite set Target
also can be reachable (line 7). The set F is a set of all analysed configurations.

Initially, YW has all elements from a minor set of Target, and F is an empty
set. At the beginning of each iteration, the algorithm picks and removes a con-
figuration ¢’ from the set W. Then it computes the set O that is a minor set of
¢ and all configurations that can reach a configuration in {¢’}7 in one transi-
tion ¢, t € AU {update, serialize}. For each minor element ¢, it checks whether
the element is smaller than an initial configuration. If yes, it returns “r”. If
not, it checks whether ¢ is presented in F (in the sense that F already has a
configuration f such that f C ¢). If yes then ¢ can be discarded. Otherwise
the algorithm performs the following operations: (i) discards all elements w of
W that ¢ C w, (ii) adds to W the configuration ¢, and (iii) adds ¢ to F. The

[{

algorithm terminates when W is empty and return “u”.
Theorem 2. The reachability algorithm always terminates.

Proof. An immediate consequence of the framework of well-structured transi-
tion systems from [4] and the fact that it is possible to compute the finite sets
Min ({(g,b, mem)| ¢ € Target}) and Min (Pre ({¢'}1) U{c'}) for a configuration
¢ in the same manner as done in [2].

We can modify the Alg. 1 to return a trace (if exists) from a configuration
in Initygp to a configuration in Bad = {(g, b, mem)| q€ Target} in the form

. . t t tn—1
to-ti...tn,—1 such that there is a computation: 7 = ¢y —= ¢; — -+ — ¢y,

with ¢y € Initpygp and ¢, € Bad. Indeed, in the algorithm for each configuration
c we keep the trace from this configuration to one configuration in Bad. Initially,
all configurations in W have empty traces (line 1). There are two more positions
in the algorithm we need to modify. At line 5, when we calculate the list of
configurations Pre ({¢'}1), we add the corresponding transition to the current
trace of ¢/. We do the similar modification in line 10.

5 Fence Insertion

In this section we describe our fence insertion procedure that given a set of bad
configurations, we can find a minimal set of fences to avoid these configurations
under PSO. A minimal fence set is the one sufficient for correctness; and if we
remove any fences from this set, we violate the correctness. There are cases when
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these fence sets do not exist because the program can reach to bad configurations
even under SC semantics. In this case we return an empty set. Bellow we fix a

v Zg

configuration ¢; = (gi b, mi,gi> with 0 <17 <n.

Fence Inference. We will identify the set of points along a trace returned

. tn— . .
by Algorithm 1, 7 = ¢g o, o) B0 TN o with ¢y € Initpsp and

cn € Bad with Bad = {(g,b,mem)| q € Target}, in which (i) read opera-
tions overtake write operations, or (ii) write operations overtake write oper-
ations, and derive the set of fences such that any one of them forbids an
overtaking, NewFences(m) := NewFencesmfence(m) U NewFencessfence(). The set
NewFencesmfence (1) (or NewFencesggence (7)) can prevent write-read overtaking (or
write-write overtaking) in .

First, we show how to find the set of NewFencesyfence(7) for m. Define n; :=
|mi| + Epepoexb;(p)(z). We define a sequence of functions ag, a1, ..., a, where
a;(j) (with 1 < j < n;) associates to each element in the channel m; or buffers
b, the position in 7 of the corresponding write transition. Note that the lowest
index element (index 1) is the initial message in the channel, and the highest
index element (index n;) is the newest element added to buffers. We define
g, Q1,...,q, in a recursive way. (i) At the beginning, ¢y contains only initial
values in the channel, and all buffers are empty, ag(j) is undefined for all 1 <
j < mg. (ii) The first element in buffers and channel is the initial message in
channel, therefore «;(1) is undefined also. (iii) If ¢;41 is not a write operation
then the number of elements in buffers and channel are not changed, define
@jy1 := ;. (iv) Otherwise, we define a;11(j) := a;(j) if 2 < j < n;, and define
a;+1(n; + 1) := i+ 1. The definition (iv) means that a new write operation will
add a new element to the tail of one buffer, and for this element we associate i+1.
Next, we find the write transitions that have been overtaken by read operations.
We define a function OverRead such that if ¢; (with 1 < i < n) is a read transition
then OverRead(7)(4) gives the positions of write transitions in 7 that have been
overtaken by t;. Formally, if ¢; is not a read then define OverRead(w)(i) := 0.
Otherwise, t; = (q,r(z,v),q') € A, for some p € P, define OverRead(n)(7) :=
{ai(j)| LastWrite (¢;,p, ) < j < ni Ao, () € Ap}. In other words, we consider
the process p that performed ¢; and the variable z that is read by p in ;.
We search for pending write operations are issued by p and associated with
elements in buffers and channel that are not updated to the memory. Now define
NewFencesmfence () 1= {gk(p)| Ji,5:1<i<mn,j€0verRead(n)(i),j <k < z}
In other words, it is necessary to insert a mfence fence at least one position
between a pair (j,4) for each i : 1 <4 < n and each j € OverRead(w)(¢) in order
to eliminate at least one of write-read overtaking.

Second, we show how to find the set of NewFencesgfence(m) for 7 in a sim-
ilar way. Define n, := |m;|. We define a sequence of function ~o,71,...,Vn
where v;(j) (with 1 < j < n}) associates to each element in the channel m;
the position in 7 of the write transition that is correspond to the element. We
define v, 71, - - -, ¥n in a recursive way. (i) yo(j) is undefined for all 1 < j < nl.
(i) v;(1) is undefined also. (iii) If ¢;11 is not a serialised operation then define
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Yit1 = Y- (iv) Otherwise, we define v;11(j) := 7 (j) if 2 < j < nf, and define
Yit1(n} + 1) := i + 1. Next, we find the write transitions that have been over-
taken by write operations. We define a function OverWrite such that if ¢; (with
1 < i < n) is a write transition then OverWrite(w)(i) gives the positions of
write transitions in 7 that have been overtaken by ¢;. Formally, if ¢; is not a
write then define OverWrite(n)(i) := (). Otherwise, t; = (q,w(z,v),q) € 4,
for some p € P, define OverWrite(w)(i) := {o;(j)||LastWrite (¢;,p,z) < j <
ni,t(xi(j) € Ap,31 <kl <ky < n;l : ’Yn(kl) =1t /\")/n(k'g) = tal(])} Now define

NewFencesgfence () := {gk(p)\ J1 <i<n,j€0verWrite(m)(i),j <k < z}

AlgOI‘ithl’l’l 2: Fence Insertion.

input : A concurrent program P, and a finite set Target of local state definitions.
output: A minimal set of fences if it exists, or an empty set.
W —{0};
while true do
Pick and remove a set F' from W;
if Reachable(HSB) (P@ F') (Target) then
N < NewFences();
if N = () then return 0;
foreach f € N do
F' — FuU{j};
if 3F" € W: F” C F’ then discard F’;
else W «— WU {F’};

© 0 NO T N

[
=]

else
‘ return F;

o
[

o
N

Algorithm. We present our fence insertion algorithm (Algorithm 2). The algo-
rithm takes a concurrent finite-state program P, a finite set Target, and returns
a minimal set of fences that is sufficient to make the program safe wrt. Target.
If this set is empty then we conclude that the program cannot be corrected by
placing fences. It means that the program is not safe (i.e. can reach to Target)
even under SC semantics. The algorithm uses a set, namely W, for sets of fences
that have been partially constructed (but not yet large enough to make the pro-
gram correct). During each iteration, a set F' is picked and removed from W.
We use the HSB reachability analysis algorithm (Algorithm 1) to check whether
the set I is sufficient to make the program correct. If yes, we return F as a
possible set of minimal fences. If no, we compute the set of fences N such that
inserting a member of N will eliminate one overtaking in the trace generated by
Algorithm 1. We use P& F' to denote the program we get by inserting a set of
fences F' to P, and use 7 for the trace. For each f € N we add F’ = F'U {f} back
to W unless there is already a subset of F’ in W.

Theorem 3. For a concurrent finite-state program P and a finite set Target,
Algorithm 2 terminates and returns a minimal set of fences wrt. P if the set
exists, or an empty one otherwise.

6 Experimental Results

Tool. We have implemented our techniques from Sects. 3-5 for reachability
analysis and fence insertion of programs under PSO semantics to Memorax!.

! https://github.com/margnusl /memorax
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The current version of Memorax only applies for TSO semantics [2]. We compare
our method with state-of-the-art tools: Remmex [20] (a tool based on state-space
verification with acceleration for program analysis wrt. safety properties under
TSO and PSO), and Musketeer [6] (a static analysis tool for correctness analysis
wrt. robustness property under weak memory model). We compare based on
two criteria: number of fences and the running time. We run the experiments
using an Intel x86-32 Core2 2.4 Ghz machine and 4GB of RAM on 16 programs
used as benchmarks in [2,6,19,20]. The results are given in Table 1. For each
experiment, we report the number of processes (#P), the number of detected
fences (#F) (including mfence and sfence if possible), the running time in sec-
onds (#T). Musketeer does not make difference between mfence and sfence, so
we put the total number of fences for it.

Table 1. Analyzed concurrent program.

Program #P Memorax Remmex Musketeer
4F AT 4 AT | #F|  #T
SimDek 2 2m,0s 1.0 2m,0 s 2.2 6 1.0
Dekker 2 4m,0s 2.2 4m,0s 4.8 10 1.0
LamBak 2 4m,2s 1253.7 4m2s 9.3 8 1.0
Dijkstra 2 2m,0s 5.0 2m,0 s 5.5 8 1.0
LamFast2 2 4m2s 241.6 4m?2s 12.9 12 1.0
Peterson 2 2m2s 4.1 2m2s 7.6 6 1.0
Burns 2 2m,0s 1.0 2m,0 s 4.2 6 1.0
IncSeq 2 0m,0s 1.0 0m,0s 104.3 0 1.0
Szymanski 2 3m,0s 3.3 3m,0s 5.8 10 1.0
AltBit 2 0m,0s 49.4 0m,0s 2.2 4 1.0
CLHQLock 2 ° OM 0m,0s 3.1 ° TO
TaskSched 2 0m,0s 153.2 0m,0s 3.0 0 1.0
Pgsql 2 2m,ls 5.4 2m,ls 22.82 4 1.0
TickSLock 2 0m,0s 24.5 0m,0s 5.03 2 1.0
RevBarrier 2 0m,0s 2.4 0m,0s 1.5 4 1.0
SpinLock 2 0m,0s 1.0 0m,0s 1.4 1 1.0

For all experiments, we set up the time out to 1800 seconds. If a tool runs
out of time (resp. memory), we put “T'O” (resp. “OM”) in the #T column, and
e in #F column. We use “m” for mfence and “s” for sfence. Bellow we summarise
the main observations: (i) Memorax successfully finds the minimal fence sets in
15/16 experiments, and only fails in one test because of running out memory
(CLHQLock). The minimal fence sets of Memorax and Remmex are the same. (ii)
The running time of Memorax and Remmex are compatable (Memorax is better
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in 9 examples, and Remmex is better in 7 ones). (iii) Musketter is the fastest
tool, but also fails in CLHQLock test as Memorax does. However, in most cases
(13/15), Musketter returns redundant fences that are not optimal. Especially,
AltBit, TickSLock, RevBarrier, and SpinLock are declared to be safe under PSO
according to Memorax and Remmex, but still need fences using Musketter.

7 Conclusion

We have presented a precise and sound automatic fence insertion method for con-
current finite-state programs under PSO memory model. We have introduced a
new HSB semantics that is equivalent to PSO semantics in the sense of reachabil-
ity problems, we use a backward analysis to solve the HSB reachability problem.
In the case of an unsafe program under PSO but safe under SC, we propose a
counter-example algorithm to find a minimal fence set to correct it. We prove the
efficiency of our approach by running several benchmarks including challenging
ones in existed methods.
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Abstract. We consider distributed systems with dynamic process cre-
ation. We use data words to model behaviors of such systems. Data words
are words where positions also contain some data values from an infinite
domain. The data values are seen as the process identities. We use an
automata with a stack and registers to model a distributed system with
dynamic process creation. The non-emptiness checking of these automata
is NP-Complete. While satisfiability of first order logic over data words is
undecidable, we show that model checking such an automata against full
MSO logic (with data equality and comparison predicates) is decidable.

1 Introduction

Distributed systems with a pre-defined finite set of processes have been stud-
ied extensively. However, verification of distributed systems with unbounded set
of processes or those with dynamic process creation has received relatively little
attention. One reason might be the additional difficulty in modeling and model
checking caused by the unbounded set of processes. Most of the distributed sys-
tems we encounter in our everyday life, like internet, creates processes dynami-
cally. Hence verification of distributed systems with dynamic process creation has
become a necessity, needless to say it is interesting in its own with the scope of
extending the frontiers from bounded number of processes to a dynamic setting.

There has been an increasing interest in the verification of systems with
unbounded number of processes in the recent years. Most of these works describe
the system by describing the local processes in the system. For obtaining decid-
ability in the shared memory setting (1) the processes are assumed to be anony-
mous, and (2) often a bound on the number of context switched per process
is assumed to obtain decidability (cf. [3]). In the message passing setting, such
systems have been considered as parametrised systems (see [1,6,8,9]). In the
parametrized setting, each individual process has a finite control and fixed set
of registers to store the identities of some of the other processes and possibly a
stack to model recursion.

A global description of such systems is interesting, mainly for protocol spec-
ifications. In [14], grammars were used to model global descriptions of systems
with dynamic process creation. It was shown that model checking these gram-
mars against MSO is decidable. In [10] the authors study how to synthesize the
local implementations of processes from a global grammar specification.
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A. Bouajjani and H. Fauconnier (Eds.): NETYS 2015, LNCS 9466, pp. 48-61, 2015.
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Instead of the grammars of [14], a very powerful automata based formalism
was proposed in [7] for global descriptions of systems with dynamic process
creation. The formalism called data-multi-pushdown automata has registers and
multiple stacks which can store (an unbounded number of) process identities.
This model supported dynamic process creation by injecting “fresh” process
identities into the system (values that have not been used in the history). The
main (and surprising) result of [7] states that model checking of these automata
against monadic second order logic (MSO) augmented with predicates for data-
(dis)equality tests is decidable.

This paper is closely related to [7]. We consider a model which is a restric-
tion and at the same time an extension of the data-multi-pushdown system. We
restrict to models with only one stack (instead of multiple stacks). On the other
hand, we extend the transition guards to perform data inequality tests (in addi-
tion to the (dis)equality tests if [7]). We demonstrate the modelling power of
this formalism with several examples. We show that the decidability of model
checking against MSO holds for this model as well, even though the MSO has
predicates for data equality/disequality/inequality tests. We study control state
reachability problem for this model (as opposed to full MSO model checking) in
hope of obtaining better complexity. We show that it is in fact NP complete.

There has been many works on languages of data-words and logics for them
which do not assume freshness (cf. [4,5,11-13]).

2 Data Words to Model Protocols

Notation. The set of natural numbers {1,2,...} is denoted by IN. A ranked
alphabet is a pair (A, arityOf) where A is a set, and arityOf : A — IN is a map-
ping. Abusing notations, we sometimes write A to denote the ranked alphabet
(A, arityOf). Given a ranked alphabet (A, arityOf) and a (potentially infinite) set
B, we denote by Ap the set {a(by,...,b,) | a € A,n = arityOf(a) and b; € B}.

2.1 Data Words

A (multi-dimensional) data word, over a finite ranked alphabet (A, arityOf) and
an infinite data domain D, is a sequence of elements from X'p. Consider a data
word w € X% By symAt(i)(w) we denote the letter at position ¢ of w. For k <
arityOf(symAt(7)), we denote the kth data value at position i by dataAt(k)(4)(w).
For example, suppose w = ai(di,...,d: Yas(d?,...,d? )az(d3,....d> )....

s Yng s Yng s Yng

Then symAt(i)(w) = a; and dataAt(k)(i)(w) = di, if k < n;.

2.2 Dynamic Distributed Systems (DDS)

A Dynamic Distributed Systems (DDS) consists of a collection of processes.
Each process in the system has a unique identifier (called pid). We fix the set of
process identifiers of any DDS to be IN.
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We consider DDS capable of performing two types of atomic events:
(a) create, and (b) message. Each of these events have two participating
processes. For create, we have the creating process and the created process.
For message, we have the sender and the receiver. The created process will be
a fresh (non existing) process, while the creating process as well as the sender
and the receiver are assumed to be already existing in the system.

We assume the pid of the created process to be bigger (in the natural order)
than that of any existing process. This is in accordance with the pid assigning
conventions in Unix. This convention facilitates determining which process is
more recent by comparing their process ids.

A message can have the message contents, which we denote by a predefined
message type and the set of (existing) process ids appearing in the message. The
number of process ids that appear in a message is determined by the message
type. Let the finite ranked alphabet (Messages = {a,b, ...}, arityOf) be the pre-
defined message types. For each a € Messages we have arityOf(a) > 2, since two
pids are required to specify the sender and the receiver. In fact arityOf(a) — 2
gives the number of process ids that are transmitted from the sender to the
receiver in a message of type a.

The set of events of DDS is given by finite ranked alphabet (EVENTS =
{create} U Messages, arityOf). We have arityOf(create) = 2, and arityOf(a) for
a € Messages is inherited from the ranked alphabet (Messages, arityOf) defined
before.

An event is an element of EVENTSy. The behavior of a DDS is a data word
from EVENTS]y.

Ezample 1. Consider the following data word over ({create,msg},arityOf)
where arityOf(create) = arityOf(msg) = 2.

wp = create(l,2) create(2,3) msg(3,1) create(3,4)

msg(2,1) create(4,5) msg(5,1) msg(4,1).

This behaviour can be visualised graphically as depicted in Fig.1. The
sequence of events taking place on process i is given in the left to right order on
the horizontal line next to <. a

! | 1

o »~h WO N =
-«

Fig. 1. A trace
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Ezample 2 (Peer-to-peer protocol). Consider the set of data words of the form
(where m,n € IN and m < n)

Wn,m = create(l,2) create(2,3) ... create(n—1,n)
req(n,n—1,n) req(n—1,n—2,n) ... req(m—1,m,n)
msg(m,n)msg(n,m) msg(m,n)msg(n,m) ... msg(m,n)msg(n,m).

These set of words describe a dynamic peer to peer protocol. The informal
description of the protocol is as follows. There is a creation phase in which the
processes are created in a cascade fashion. After that the last created process
is in search for a peer and requests its parent to be one. It can either accept,
or refuse by passing the request from its child on to its parent. This continues
for a while until one process decided to be the peer, and then peer-peer commu-
nication takes place between these two (by msg events). If the request reached
the process 1, it is forced to be a peer, since it cannot forward the request to its
parent. Note that the messages in the request phase needs to carry the identity
of the requesting process in its contents.

Figure 2 depicts the peer-to-peer protocol with n = 6 and m = 2. The data
word is obtained by writing down the events in the left to right order. a

Ezxample 3. Consider a DDS which creates processes to form a tree architecture
like in Fig. 3. This word can be represented by a depth-first-search listing of the
create events. For e.g. in Fig. 3 it is given by the dataword tree:

tree = create(l,2) create(2,3) create(3,4) create(3,5) create(2,6)
create(1,7) create(7,8) create(8,9) create(8,10) create(10,11).

This can be followed by a request propagating from the leftmost leaf to the right

most leaf only through the leafs (i.e. the request message scans the yield of the
tree from left to right). This is similar to the seeking phase in the peer-to-peer
protocol. A data word for this phase in the example is seek:

seek = req(4,5,4) req(5,6,4) req(6,9,4) req(9,11,4).

Fig. 2. A peer-to-peer protocol.
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Finally, the rightmost leaf (peer) sends a message directly to the leftmost leaf
(msg(11,4)). Thus a data word representation of Fig. 3 is tree seekmsg(11,4).
This example can be seen as modeling the search for a distant relative in
a social network. The green part of the tree shows the family tree. The leaves
are the current generation. The leaves know only their closest relatives in the
current generation (their left and right neighbors in the left-to-right ordering
of the leaves). A person in the present generation (process 4) wants to find a
kin peer. The request for such a peer must be propagated along the current
generation. (Older generations are perhaps dead!) a

Remark 1. The behaviors of DDS are data words over EVENTSyy. However any
data word over EVENTSy need not have an interpretation as the behavior of a
DDS. For example, create(l,2)create(2,1) is a valid data word, but it cannot
be seen as the behavior of a DDS since an existing process cannot be created.
The dataword create(2, 1) is also not a valid behavior, since the pid of the newly
created process needs to be bigger than the existing processes.

Remark 2. It might be a bit annoying to see that we have used sequences to
represent the behaviors of a DDS. This looks like it captures only linearzations
of the distributed behavior. However, as we will shortly see, the specification
language we use is powerful enough to recover the concurrency information from
a linearization.

2.3 Monadic Second Order Logic over Data Words

Now we describe a powerful specification language to reason about the properties
of data words. We use an extension of MSO over words to data words. In addition
to the MSO over words, it allows comparison of data values.

We assume countably infinite supplies of first-order and second-order vari-
ables. We let x,y, ... denote first-order variables, which vary over positions in

Fig. 3. A distant-relative search (Colour figure online).
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the word, and we use X, Y, ... to denote second-order variables, which vary over
sets of positions in the word.

Definition 1 (MSO logic over data words). The class MSO4(EVENTS) of
monadic second-order (MSO) formulas over data words is given by the following
grammar, where a ranges over EVENTS, and k, ¢ are at most the mazximum rank
of any letter in EVENTS:

g = alx) | dp(2,y) | dp(z,y) | <ylze X |-p|oVe|Tre|3X¢

If the free variable x is interpreted as position ¢ of a data word w, then
the formula a(x) holds if symAt(i)(w) = a. If the free variable z and y are
interpreted as positions i and j respectively, then the formula d;_,(z,y) holds
if dataAt(k)(i)(w) = dataAt(k)(¢)(w). Semantics of Formula dj; ,(z,y) is similar
but requires dataAt(k)(i)(w) < dataAt(k)(¢)(w) instead of dataAt(k)(i)(w) =
dataAt(k)(¢)(w). Formula z < y, the boolean connectives, and quantifiers are
self-explanatory. We may use the usual abbreviations z < y, Vz¢o, ¢ — 9 ...

If ¢ is a sentence, i.e., it does not have any free variable, then we set L(¢) to
be the set of data words w such that w = ¢.

Example 4. Consider the property that any process which requests for a peer
eventually gets a peer. This can be said by the following formula: Vz reg(z) —
Jy(y >  Amsg(y) Adss(z,y)) . That is, if there is a “req” event, then there
is a “msg” event in the future such that the parameter of “req” event and the
receiver of the “msg” event are the same.

Ezxample 5. Consider a property that the participants of any message are always
leaves, i.e., they do not create other processes. This can be said by the formula
Vx —ereate(x) — —Jy create(y) A (di2(y, z) V di(y, x))

Ezxample 6. Messages are always sent from younger processes to older processes
can be said by the formula Yz msg(z) — ds, (z, x)

Ezxample 7. Every created process eventually sends a message to the “root”
process. This can be said by the formula Jz (min(z) A Vy (create(y) —
3y’ (d31(y,y')AdTo(2,y')))). The formula holds in the data word w of Example 1
(Fig.1).

Ezample 8. This example demonstrates that the our logic is powerful enough to
express causal dependencies, though it is evaluated on linearizations. The prop-
erty that every two events are causally dependent can be said by the following
formula. VaVy(z < yVy < ) where z <y := (z < yAVi¢j€{1’2} d; ;(w,y))*. We
do not explicitly give this formula, but transitive closure is definable in MSO.

3 Data Pushdown Automata

A data pushdown automata is a finite state automaton equipped with a stack
and a finite set of registers. It can remember data values by either storing it in
registers or by pushing it to the stack.
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All registers except one are undefined in the beginning. The undefined reg-
isters hold a special value L. The defined registers hold the pid of the initial
(root) process.

The stack symbols come from a ranked alphabet Z, and the stack contains
words from Z#;. Only the contents of those registers with a proper pid can be
pushed onto the stack. Thus the stack does not contain L. Similarly the registers
can be rewritten by only pids. Thus a register if ever gets to store a pid, it will
never hold | again.

At any state the automaton may (optionally) pop the topmost letter on the
stack, while storing the associated data-values (pids) to some registers. Then it
can perform an event involving the data values in the registers. Then it may
(optionally) push another letter from Zpy to the stack where the data-values
come from the current register contents. Finally it reassigns the register values,
and updates its state.

The infinite set of transition labels allow a finite abstraction by writing the
register name which contains the data value rather than the actual data value.
Let R be the finite set of register names. The set of such abstract events is
EVENTSR. That is, EVENTSk = {a(r1,...7,) | a € EVENTS, n = arityOf(a) and
r; is a register name from the set R}. The abstract pop and push actions can
be described using Zz. The letter Z(r1,...,r,) € Zg for a pop action means
that, upon popping the letter Z(dy,...,d,) € Z\ the data-values di, ..., d, are
stored in registers ry,...,7, respectively. Similarly, for a push action denoted
by the letter Z(ry,...,7,) € Zr means that that the letter Z(dy,...,d,) € Z]\
is actually pushed into the stack where dy,...,d, are the data-values stored in
registers rq, ..., 7, respectively.

A subtle point in our model is the semantics of create event. If it executes
a create event, the data value in the target register is rewritten by a “fresh”
value which is higher than any of the data values used so for. This freshness is
very crucial for our decidability results.

We define these notions formally.

Definition 2 (Data pushdown automaton). Let k > 0. A k-register
data pushdown automaton (DPA) over EVENTS is a T7-tuple A =
(S, Z, 80,70, Zo, F, A) where S is a finite set of states, Z is a finite ranked alpha-
bet of stack symbols, so € S is the initial state, ro is the initial state, Zy € Z
is the start symbol with arityOf(Zy) = 0, and F C S is the set of final states.
Moreover, A is a set of transitions of the form 7 = (s, A(r1,...,r),a,upd, p, s’)
where s,s" € S are states, A(r1,...,1m,) € Zr, a € EVENTSg and upd € Z3
and p: [k] — [K] is an injective partial functions.

We let Conf 4 := S x (INU{L})* x IN x Zj\ denote the set of configurations
of A. Configuration v = [s,r,max, w] with r = (dy, ..., dy) says that the current
state is s, the content of register r; is d;, all the data values which have already
been used are at most max, and the stack content is w € Z3; where we assume
that the topmost symbol is written last. If some d; is L, then the register r; is
undefined.
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Now, consider a transition 7 = (s, A(r;1,...,7n),a,upd, p,s'). It is enabled
at a configuration v = [s, r,max, w] if the conditions E1...E5 are satisfied.
El w=w"A(dY,...,d})

Before listing the remaining conditions, we first define an auxiliary register

assignment r’ which represents the effect of the pop on r. Define v’ = (df, ..., d})
d’ ifi=4

where dj = {7 )
d; otherwise.

E2 If r; € pre-image(p), then one of the following must hold:
—d;# Lor
— « = create(-,7;).
E3 If a = create(r;, —), then d} # L.
E4 If o= a(rji,7j2,...rje), then for all k € {1,... ¢}, we have d, # L.
E5 if B(rj1,rj2,...rgm) is present in upd then for each i € {k',..., k™}, either
d; # 1 or a = create(-,r;).

That is, for 7 to be enabled at v (1) the top stack symbol of 4 should match
that of the transition, (2) the register assignment should not overwrite a defined
register with L, (3) and (4) the pids executing the event and message contents
must exist (or the corresponding register names must be defined), and (4) the
symbol L is never written to the stack.

Now, we define the effect of an enabled transition 7 at a configuration ~.
Consider a register assignment function o : R — IN. We say that o is suitable
for v and 7, if it can represent the effect of a create event (if applicable). That

is o is suitable for v and 7 if o(r;) = d>max ifa= ?reate(—,ri). That is,
dj otherwise.

the in the case of a create event, the target register should be assigned a value

larger than max.

For every v and 7 there exists infinitely many suitable register assignment
functions. If &« = a(ry,...,r,) € EVENTSg, we let o(a) be a(a(r1),...,0(rm)).
We lift this notion to words in EVENTSR as well: o(uv) = o(u)o(v).

If 7 is enabled at v and if o is a suitable register assignment function, the
automaton A can execute 7 under o generating o(«). Then it moves into a
new configuration 7/ = [s/,r',max’, w"] with max’ = max(max, max;o(r;)), w” =
w'o(upd) and ' = (o(p~1(r1)),...,0(p (rK))) where we set p(r;) = r; if 7; ¢

. . . o'(a) 7
image(p). In this case we write v =, - 7.

A configuration of the form [sq, (d, L, ..., 1), d, Z] with d € IN is called initial,
and a configuration [s,r,d, w] such that s € F is called final. A run of A on
u € EVENTSTN is a sequence 7 %Ul,n Y %02772 %Jmm ~n such that
u = qj - ay and g is initial. The run is accepting if -, is final. We let L(A) :=
{u € EVENTS]y | there is an accepting run of A on u} be the language of A.

Ezample 9. A DPA for the peer-to-peer protocol (cf. Example 2) is given in
Fig. 4. It uses three registers. We need only one extra stack symbol with arityOf
1. Hence we remove this symbol in the figure for readability.
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create(ry,r3) T3 < pop
push(ri),r1 <13 req(ra, 73, 1)

req(ri,73,71)
) To T3 5 msg(ra,r1) @ msg(ri,r2) @
N N\

Fig. 4. A DPA for peer-to-peer

create(ry,m2) create(ry, o)
push(ry),r1 < ra r1 < poOp push(ry),r < 72
create(ry,m2) create(ry,ra)
T3 ¢ T, Ty — T2 push(ry),r1 < 72
! \2

create(ry,r2)
push(ry),ry < ro
create(ry,T2)
Ty < pop

msg(rs,re,r4)
@ msg(rs, ra) T3 T3 @

Fig.5. A DPA for distant-relative search

>

Example 10. The DPA given in Fig. 5 accepts the distant-relative search example
(cf. Example 3).

The control state reachability problem asks, given a data pushdown automata
A = (S, Z, 50,10, Z0, F, A) and a state target € S, whether there is an initial
run of A of the form ~q %gl,ﬁ Y1 %02772 %gmn v where 7, is of the
form [target,r,d, w]. The non-emptiness problem asks, given a data pushdown
automata A = (5, Z, sg, ro, Zo, F, A), whether the language of A is non-empty
(i.e., L(A) # 0). The control state reachability problem and the non-emptiness
problem are inter-reducible.

4 Non-emptiness of DPA

We show the complexity of non-emptiness of DPAs in this section.

Theorem 1. Non-emptiness checking of data pushdown automata is NP-
Complete

Proof. We show the NP hardness by reducing 3-CNF-SAT to the non-emptiness
problem of DPA. The problem 3-CNF-SAT which is given below is a well known
NP-Complete problem. Let V = {v1,...v,} be a set of propositional variables.
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By V, we denote the > set {U1, ...,y }, the set of negations of propositional vari-
ables. Let Lit = V UV be the set of literals.

Input: ¢ = A", C; where C; = ¢} v ¢4V ¢4 and é;- elitfor1 <j<3.
Question: Is there a satisfying truth assignment of the variables V' such
that ¢ evaluates to true?

Our reduction is as follows. On the input ¢, we construct an DPA A, as
given in the Fig. 6. Remember that ﬁ;- is actually some vy or vg. Thus A, uses
2n + 1 registers: R = {xo} U Lit. On going from state s;_; to state s; the run
defines one and only one of the two registers v; and v;. Thus on reaching state
Sn, the configuration corresponds to a unique truth assignment: The register
v; is defined if and only if the propositional variable v; is set to true by the
truth assignment, and the register v; is defined if and only if the propositional
variable v; is set to false by the truth assignment. Thus there is a run from sg
to s, corresponding to every truth assignment, and there is a truth assignment
corresponding to every run from sy to s,. The run can be extended to reach
the state s} if and only if the current truth assignment satisfies the clause Cj.
Inductively, the run can be extended to reach the state s} if and only if all the
clauses (1, ... C; are satisfiable by the current truth assignment. Hence there is
an accepting run of the DPA A, if and only if ¢ is satisfiable. This proves the
NP-hardness. Notice that, non-emptiness is NP hard without using the stack.

We now describe the NP algorithm.

From the DPA A = (S, Z, so,r0, Zo, F, A), we obtain a classical pushdown
automata (over finite alphabet) as follows. The set of states of the pushdown
automata is S™. The set of stack symbols of the pushdown automata is the
unranked alphabet Z (i.e., only the symbols of the ranked alphabet (Z, arityOf)).
Intuitively, a state (s, R) corresponds to a configuration of A where the state is
s and the set of defined registers is precisely R C R. If the DPA has a transition
7= (8, A(rsn,...,rm),a,upd, p,s"), then the pushdown automata has transition
of the form ((s, R), A, a, symAt(upd), (s’, R")) where

— symAt(upd) corresponds to the word in Z* obtained by projecting to the
symAt() of upd.

— If « is of the form create(r;,r;) then r; € RU{r;1,..., 7}, Le. 7; must be
defined. Further R' = RU{r;,...,rm}U{r;}.
— If ais of the form «(rj1,...,7rjm) where a # create, then for each r;x, r;x €

RU{rj,...,rm}, ie. rg must be defined. Further R = RU {71, ..., 1n }

Since we do not have any guards with data value comparisons in the transitions
of the DPA A, if this pushdown automata has an accepting run, then the DPA
also has an accepting run.

However, since the pushdown automata is exponential sized, the construction
of this pushdown automata is too expensive for an NP algorithm. Hence, instead
of constructing the automata, we will make some clever guesses to remain in NP.

Notice that the set of defined registers is monotonously non decreasing along
any run. Qur NP procedure guesses an ordering among the registers and assume



58 C. Aiswarya

that the registers are added into the “defined” set only in this order. Let X; C
X5 C ... C Xk be the sequence of defined registers in this order. That is, X; be
the set of first ¢ registers that are defined according to this guessed order.

First we translate the given DPA into another one which on each transition
either (a) pops a symbol from the stack but does not push, or (b) push one symbol
to the stack, but does not pop, or (¢) does not push or pop. This translation causes
only a linear blowup in the size of the input DPA. Then, for each transition 7, we
pre-compute min(7) the minimum set of registers needed to be defined in order to
enable 7. We also compute fin(7), which is the resulting set of defined registers if
7 was executed at min(7). The pre computation can be done in polynomial time,
since we are associating just two sets to every transition of the DPA A.

Then we have a saturation based reachability algorithm which tries to popu-
late sets R} C S x S with1 < i < j < k. Note that, the number of sets R/ is
k(k + 1)/2. These sets can be populated simultaneously in polynomial time. The
intended meaning of the set R’ is that, if (s, s’) € RY, then if the all registers in X;
are defined, then the automaton can reach state s’ from s, resulting in a new defined
set of registers which is exactly X;. We explain the computation of R’ below.

The set Rf is initiated to the reflexive relation on states. Then for each pair of
complementary transitions 7 = (s,, —, A,,s') and 7" = (t, A, —,, —,t), the pair
(s,t") is added to all sets R] such that there exists i, 7/ with (a) min(7) C X;, (b)
X C X; Ufin(r), (c) (¢,t) € Rg,,, (d) min(7') € X and (e)X; C X Ufin(r").
After each iteration, if no new pair could be added to any set R}, the procedure
terminates as it has reached the fixed point. The number of iterations needed is
polynomial (|S]? x k?) since the maximum size of these sets is bounded. Finally,
the automaton is non-empty if (so, sy) is present in some R] for some sy € F.

Thus our NP procedure guesses an ordering of the registers in which they
are defined. Once this ordering is guessed, it verifies in polynomial time whether
this guess can indeed lead to an accepting run.

Remark 3. Notice that, our convention of keeping the registers undefined in the
beginning is very crucial for our NP-completeness. We could imagine a different
semantics for DPA where the registers hold arbitrary but distinct values at the
initial configuration. With such a definition, the non-emptiness checking odd
DPA would be in P. We can indeed construct a pushdown automata abstracting
away from pids. The pushdown automata checks whether a transition is enabled
by checking the top symbol of the stack. The register values are irrelevant. Thus
the emptiness checking of this variant of the DPA boils down to the emptiness
checking of a polynomial sized pushdown automata.

5 MSO Model Checking

In fact, not only reachability but also model checking against powerful MSOy,
turns out to be decidable for data pushdown automata.

Theorem 2. Given a DPA A and an MSQOy formula ¢, it decidable to check
whether L(A) C L(¢).
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c(zo,v1) c(zo,v2) c(zo,v3) c(zg,vn)
oWl oo

c(z0,72) c(zo,73) c(zo,

c(z0,77)

C(Kév :CO)

c(05", zo) (03, 20) c(£3, o)

Fig. 6. Reduction from 3-CNF-SAT to non-emptiness of DPA

Fig. 7. A nested word

We give the proof outline in this section. The proof is essentially by abstract-
ing the runs of a DPA as the runs of a Pushdown automata over a finite alphabet.
Then the formula ¢ can be translated to an “equivalent” formula over the runs
of PDA. The main challenge in obtaining a translation is to recover the data
value comparisons. The proof is given in enough detail in [7]. However only data
equality is considered in [7]. Hence we revisit the proof technique quickly.

We would like to see the runs of a pushdown automata as Nested Words.
Nested words are words enriched with an additional binary relation (see Fig. 7).
The additional binary relation is used to match a push with the corresponding
pop. We write x ~ y to denote that there is a push at position = which is
matched by a pop at position y. Indeed, ~ is the additional binary matching
relation. In order to comply with the last-in-first-out policy of stacks, we require
that the nesting edges do not cross each other. For example, Fig. 8 has a crossing
of the additional edges, and hence it is not a nested word.

The MSO over nested words MSO,,,,(A4) extends the classical MSO over
words to incorporate the nesting edges. Its syntax is given by:

pu=a(@)|enyle<ylre X[-¢[¢Ve|rg|3IXe
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Fig. 8. This is not a nested word, since the edges do not represent last-in-first-out
policy of stacks

Here a is a letter of the finite alphabet A. We omit the obvious semantics.
MSO over nested words enjoy a decidable satisfiability problem.

Fact 3. [2] Given a formula ¢ € MSO,,,(A), it is decidable to check whether
there exists a nested word w such that w = ¢.

Any word w € L(A) can be embedded in an accepting run word of A. A
run word contains several consecutive nodes corresponding to a node in w, in
order to carry the information of which transition it has taken. In the next step,
we add the nesting edges to match a push onto the stack of the DPA with its
corresponding pop. We also get rid of the real data values at this point, and
keep only the register names used. This abstraction is in spirit a run of the DPA
without the “register assignment” o, enriched with the nesting edges.

The translation of the classical MSO part is via standard relativisation tech-
niques. The data comparison is more involved. It is possible to get hold of the
first position where a data value appears. We can do this by backtracking the
way of this data value via registers (moving to the preceding transition via a
linear edge) and stacks (moving to the transition where the value was pushed
via a v edge), and keeping the register name at which it occurred by means of
second order variable. We continue the backtracking until we hit a create action
with the intended register as its second argument.

Thus, we can obtain a MSQ,,, formula first;(x,) which uniquely identifies
the position y at which data;(x) was created. Then d, x,y) is equivalent to

3z firsty, (2, 2) A firsty(y, z). Also d

L(:E,y) is equivalent to Tz zs firsty(x, z1) A
firste(y, z2) A 22 < 21.

Thus every MSQOy formula ¢ can be translated to an “equivalent” MSO,,q,
formula ¢'. Indeed the set of all (abstract) valid runs of a DPA as a set of nested

words is expressible in MSQO,,,,. Thus by Fact 3, Theorem 2 follows.

6 Discussions

The MSO model checking result could be extended to a DPA that runs over
arbitrary data words (that is, not necessarily over create and msg alphabet).
Indeed, we need to require the fresh data values to be higher than any of the
previously used values. Perhaps it is also possible, instead of requiring the fresh
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data value to be higher, to allow guards involving data inequality comparisons
of the register contents and the fresh value for the transitions.

To conclude, we have considered a special case of the Data Multi-pushdown

automata defined in [7]. We have extended this restriction to include data com-
parison, while restricting the application domain to Dynamic Distributed Sys-
tems. This model is powerful enough to model several interesting examples. We
retain all the results of [7], but also show a tight bound on the complexity of
deciding non-emptiness for this particular class of automata.
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Abstract. CRDTs are distributed data types that make eventual
consistency of a distributed object possible and non ad-hoc. Specif-
ically, state-based CRDTs ensure convergence through disseminating
the entire state, that may be large, and merging it to other repli-
cas; whereas operation-based CRDTSs disseminate operations (i.e., small
states) assuming an exactly-once reliable dissemination layer. We intro-
duce Delta State Conflict-Free Replicated Datatypes (6-CRDT) that can
achieve the best of both worlds: small messages with an incremental
nature, disseminated over unreliable communication channels. This is
achieved by defining §-mutators to return a delta-state, typically with a
much smaller size than the full state, that is joined to both: local and
remote states. We introduce the -CRDT framework, and we explain it
through establishing a correspondence to current state-based CRDTs.
In addition, we present an anti-entropy algorithm that ensures causal
consistency, and two 6-CRDT specifications of well-known replicated
datatypes.

Keywords: Replicated data types - State-based CRDT - Delta
mutation

1 Introduction

Eventual consistency (EC) is a relaxed consistency model that is often adopted
by large-scale distributed systems [11,13,24] where availability must be main-
tained, despite outages and partitioning, whereas delayed consistency is accept-
able. A typical approach in EC systems is to allow replicas of a distributed object
to temporarily diverge, provided that they can eventually be reconciled into a
common state. To avoid application-specific reconciliation methods, costly and
error-prone, Conflict-Free Replicated Data Types (CRDTSs) [22,23] were intro-
duced, allowing the design of self-contained distributed data types that are
always available and eventually converge when all operations are reflected at
all replicas. Though CRDTs are being deployed in practice [11], more work is
still required to improve their design and performance.
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CRDTSs support two complementary designs: operation-based (or op-based)
and state-based. In op-based designs [17,23], the execution of an operation is
done in two phases: prepare and effect. The former is performed only on the
local replica and looks at the operation and current state to produce a message
that aims to represent the operation, which is then shipped to all replicas. Once
received, the representation of the operation is applied remotely using effect.
On the other hand, in a state-based design [4,23] an operation is only executed
on the local replica state. A replica periodically propagates its local changes to
other replicas through shipping its entire state. A received state is incorporated
with the local state via a merge function (designed as a least upper bound over
a join-semilattice [4,23]) that deterministically reconciles both states.

Op-based CRDTs have more advantages as they can allow for simpler imple-
mentations, concise replica state, and smaller messages; however, they are sub-
ject to some limitations: First, they assume a message dissemination layer that
guarantees reliable exactly-once causal broadcast (required to ensure idempo-
tence); these guarantees are hard to maintain since large logs must be retained
to prevent duplication even if TCP is used [15]. Second, membership manage-
ment is a hard task in op-based systems especially once the number of nodes
gets larger or due to churn problems, since all nodes must be coordinated by the
middleware. Third, the op-based approach requires operations to be executed
individually (even when batched) on all nodes.

The alternative is to use state-based systems which are deprived from these
limitations. However, a major drawback in current state-based CRDTs is the
communication overhead of shipping the entire state, which can get very large in
size. For instance, the state size of a counter CRDT (a vector of integer counters,
one per replica) increases with the number of replicas; whereas in a grow-only
Set, the state size depends on the set size, that grows as more operations are
invoked. This communication overhead limits the use of state-based CRDTs to
data-types with small state size (e.g., counters are reasonable while sets are not).
Recently, there has been a demand for CRDTs with large state sizes (e.g., in
RIAK DT Maps [6] that can compose multiple CRDTSs).

In this paper, we rethink the way state-based CRDTs should be designed,
having in mind the problematic shipping of the entire state. Our aim is to ship a
representation of the effect of recent update operations on the state, rather than
the whole state, while preserving the idempotent nature of join. This ensures
convergence over unreliable communication (on the contrary to op-based). To
achieve this, we introduce Delta State-based CRDTs (§-CRDT): a state is a join-
semilattice that results from the join of multiple fine-grained states, i.e., deltas,
generated by what we call §-mutators which are new versions of the datatype
mutators that return the effect of these mutators on the state. Thus, deltas can be
temporarily retained in a buffer to be shipped individually (or joined in groups)
instead of shipping the entire object. The local changes are then incorporated
at other replicas by joining the shipped deltas with their own states.

The use of “deltas” (i.e., incremental states) may look intuitive in state dis-
semination; however, this is not the case for state-based CRDTs. The reason is
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that once a node receives an entire state, merging it locally is simple since there
is no need to care about causality, as both states are self-contained (including
meta-data). The challenge in 6-CRDT is that individual deltas are now “state
fragments” and must be causally merged to maintain the correct semantics. This
raises the following questions: is merging deltas semantically equivalent to merg-
ing entire states in CRDTs? If not, what are the sufficient conditions to make this
true in general? And under what constraints causal consistency is maintained?
This paper answers these questions and presents corresponding solutions.

We address the challenge of designing a new §-CRDT that conserves the
correctness properties and semantics of an existing CRDT by establishing a
relation between the novel J-mutators with the original CRDT mutators. We
then show how to ensure causal consistency using deltas through introducing
the concept of delta-interval and the causal delta-merging condition. Based on
these, we then present an anti-entropy algorithm for §-CRDT, where sending
and then joining delta-intervals into another replica state produces the same
effect as if the entire state had been shipped and joined.

As the area of CRDTs is relatively new, we illustrate our approach by
explaining a simple counter §-CRDT specification; then we introduce a challeng-
ing non-trivial specification for a widely used datatype: Optimized Add-Wins
Observed-Remove Sets [5]; and finally we present a novel design for an Opti-
mized Multi-Value Register with meta-data reduction. In addition, we make a
basic §-CRDT C++ library available online [2] for various CRDTs: GSet, 2PSet,
GCounter, PNCounter, AWORSet, RWORSet, MVRegister, LIWWSet, etc. Our
experience shows that a -CRDT version can be devised for most CRDTs, how-
ever, this requires some design effort that varies with the complexity of different
CRDTs. This is referred to the ad-hoc way CRDT's are designed in general (which
is also required for §-CRDT's). To the best of our knowledge, no model has been
introduced so far to make designing CRDT's generic rather than type-specific.

2 System Model

Consider a distributed system with nodes containing local memory, with no
shared memory between them. Any node can send messages to any other node.
The network is asynchronous; there is no global clock, no bound on the time
a message takes to arrive, and no bounds are set on relative processing speeds.
The network is unreliable: messages can be lost, duplicated or reordered (but
are not corrupted). Some messages will, however, eventually get through: if a
node sends infinitely many messages to another node, infinitely many of these
will be delivered. In particular, this means that there can be arbitrarily long
partitions, but these will eventually heal. Nodes have access to durable storage;
they can crash but will eventually recover with the content of the durable storage
just before crash the occurred. Durable state is written atomically at each state
transition. Each node has access to its globally unique identifier in a set I
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3 A Background of State-Based CRDTs

Conflict-Free Replicated Data Types [22,23] (CRDTs) are distributed datatypes
that allow different replicas of a distributed CRDT instance to diverge and
ensures that, eventually, all replicas converge to the same state. State-based
CRDTs achieve this through propagating updates of the local state by dissem-
inating the entire state across replicas. The received states are then merged to
remote states, leading to convergence (i.e., consistent states on all replicas).

A state-based CRDT consists of a triple (S, M, @), where S is a join-semi-
lattice [12], @ is a set of query functions (which return some result without
modifying the state), and M is a set of mutators that perform updates; a mutator
m € M takes a state X € S as input and returns a new state X’ = m(X). A
join-semilattice is a set with a partial order C and a binary join operation L
that returns the least upper bound (LUB) of two elements in S; a join is designed
to be commutative, associative, and idempotent. Mutators are defined in such a
way to be inflations, i.e., for any mutator m and state X, the following holds:

X Cm(X)

In this way, for each replica there is a monotonic sequence of states, defined under
the lattice partial order, where each subsequent state subsumes the previous state
when joined elsewhere.

Both query and mutator operations are always available since they are per-
formed using the local state without requiring inter-replica communication; how-
ever, as mutators are concurrently applied at distinct replicas, replica states will
likely diverge. Eventual convergence is then obtained using an anti-entropy pro-
tocol that periodically ships the entire local state to other replicas. Each replica
merges the received state with its local state using the join operation in S.
Given the mathematical properties of join, if mutators stop being issued, all
replicas eventually converge to the same state. i.e. the least upper-bound of all
states involved. State-based CRDTs are interesting as they demand little guar-
antees from the dissemination layer, working under message loss, duplication,
reordering, and temporary network partitioning, without impacting availability
and eventual convergence.

Example. Figure 1 represents a state-
based increment-only counter. The
CRDT state X' is a map from replica
identifiers to positive integers. Ini-

tially, o is an empty map (assuming

Y=1<=N

ol = {}

inc;(m) = m{i — m(i) + 1}

that unmapped keys implicitly map
to zero, and only non zero mappings
are stored). A single mutator, i.e., inc,
is defined that increments the value
of the local replica ¢ (returning the
updated map). The query operation

value;(m) = Zm(z)
mUm’ = {(i,max(m(i),m’(i))) | i €1}

Fig. 1.
replica 1.

State-based Counter CRDT;
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value returns the counter value by adding the integers in the map entries. The
join of two states is the point-wise maximum of the maps.

Weaknesses. The main weakness of state-based CRDTs is the cost of dissem-
ination of updates, as the full state is sent. In this simple example of counters,
even though increments only update the value corresponding to the local replica
i, the whole map will always be sent in messages though the other map values
remained intact (since no messages have been received and merged).

It would be interesting to only ship the recent modification incurred on
the state. This is, however, not possible with the current model of state-based
CRDTs as mutators always return a full state. Approaches which simply ship
operations (e.g., an “increment n” message), like in operation-based CRDTs,
require reliable communication (e.g., because increment is not idempotent).
In contrast, our approach allows producing and encoding recent mutations in
an incremental way, while keeping the advantages of the state-based approach,
namely the idempotent, associative, and commutative properties of join.

4 Delta-State CRDTSs

We introduce Delta-State Conflict-Free Replicated Data Types, or 6-CRDT for
short, as a new kind of state-based CRDTSs, in which delta-mutators are defined
to return a delta-state: a value in the same join-semilattice which represents the
updates induced by the mutator on the current state.

Definition 1 (Delta-mutator). A delta-mutator m® is a function, correspond-
ing to an update operation, which takes a state X in a join-semilattice S as
parameter and returns a delta-mutation m‘;(X), also in S.

Definition 2 (Delta-group). A delta-group is inductively defined as either a
delta-mutation or a join of several delta-groups.

Definition 3 (-CRDT ). A §-CRDT consists of a triple (S, M?,Q), where
S is a join-semilattice, M° is a set of delta-mutators, and Q a set of query
functions, where the state transition at each replica is given by either joining the
current state X € S with a delta-mutation:

X' = X umi(X),
or joining the current state with some received delta-group D:
X' =XUD.

In a J-CRDT, the effect of applying a mutation, represented by a delta-
mutation § = m?(X), is decoupled from the resulting state X’ = X LI §, which
allows shipping this ¢ rather than the entire resulting state X’. All state transi-
tions in a -CRDT, even upon applying mutations locally, are the result of some
join with the current state. Unlike standard CRDT mutators, delta-mutators do
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not need to be inflations in order to inflate a state; this is however ensured by
joining their output, i.e., deltas, into the current state.

In principle, a delta could be shipped immediately to remote replicas once
applied locally. For efficiency reasons, multiple deltas returned by applying sev-
eral delta-mutators can be joined locally into a delta-group and retained in a
buffer. The delta-group can then be shipped to remote replicas to be joined
with their local states. Received delta-groups can optionally be joined into their
buffered delta-group, allowing transitive propagation of deltas. A full state can
be seen as a special (extreme) case of a delta-group.

If the causal order of operations is not important and the intended aim is
merely eventual convergence of states, then delta-groups can be shipped using
an unreliable dissemination layer that may drop, reorder, or duplicate messages.
Delta-groups can always be re-transmitted and re-joined, possibly out of order,
or can simply be subsumed by a less frequent sending of the full state, e.g. for
performance reasons or when doing state transfers to new members. Due to space
limits, we only address causal consistency in this paper, while information about
state convergence can be found in the associated technical report [1].

4.1 Delta-State Decomposition of Standard CRDTs

A 5-CRDT (S, M?,Q) is a delta-state decomposition of a state-based CRDT
(S, M, Q), if for every mutator m € M, we have a corresponding mutator m’ €
M? such that, for every state X € S:

m(X) =X Um’(X)

This equation states that applying a delta-mutator and joining into the cur-
rent state should produce the same state transition as applying the corresponding
mutator of the standard CRDT.

Given an existing state-based CRDT (which is always a trivial decomposition
of itself, i.e., m(X) = X Um(X), as mutators are inflations), it will be useful
to find a non-trivial decomposition such that delta-states returned by delta-
mutators in M? are smaller than the resulting state:

size(m’ (X)) < size(m(X))

4.2 Example: ~-CRDT Counter 2=1<=N
o = 1)

Figure2 depicts a §-CRDT specifica- inc(m) = {i > m(i) + 1}

tion of a counter datatype that is a
delta-state decomposition of the state- Valuei(m) = Z m(i)

based counter in Fig.1. The state, oo o '
join and value query operation remain Y™ = {(i;max(m(i), m'(i)) [ i € 1}
as before. Only the mutator inc® s

newly defined, which increments the Fig. 2. A 3-CRDT counter; replica i.
map entry corresponding to the local
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replica and only returns that entry, instead of the full map as inc in the state-
based CRDT counter does. This maintains the original semantics of the counter
while allowing the smaller deltas returned by the delta-mutator to be sent,
instead of the full map. As before, the received payload (whether one or more
deltas) might not include entries for all keys in I, which are assumed to have zero
values. The decomposition is easy to understand in this example since the equa-
tion inc;(X) = X Uinc(X) holds as m{i — m(i) + 1} = m U {i — m(i) + 1}.
In other words, the single value for key ¢ in the delta, corresponding to the
local replica identifier, will overwrite the corresponding one in m since the
former maps to a higher value (i.e., using max). Here it can be noticed that:
(1) a delta is just a state, that can be joined possibly several times without
requiring exactly-once delivery, and without being a representation of the “incre-
ment” operation (as in operation-based CRDTs), which is itself non-idempotent;
(2) joining deltas into a delta-group and disseminating delta-groups at a lower
rate than the operation rate reduces data communication overhead, since multi-
ple increments from a given source can be collapsed into a single state counter.

5 Causal Consistency

Traditional state-based CRDTs converge using joins of the full state, which
implicitly ensures per-object causal consistency [8]: each state of some replica
of an object reflects the causal past of operations on the object (either applied
locally, or applied at other replicas and transitively joined).

Therefore, it is desirable to have §-CRDTs offer the same causal-consistency
guarantees that standard state-based CRDTs offer. This raises the question
about how can delta propagation and merging of 6-CRDT be constrained (and
expressed in an anti-entropy algorithm) in such a manner to give the same results
as if a standard state-based CRDT was used. Towards this objective, it is useful
to define a particular kind of delta-group, which we call a delta-interval:

Definition 4 (Delta-interval). Given a replica i progressing along the states
X X} ..., by joining delta d¥ (either local delta-mutation or received delta-
group) into Xi]~c to obtain Xf“, a delta-interval A?’b s a delta-group resulting
from joining deltas df, ..., d?il:

AP =| [{df | a <k <b}

The use of delta-intervals in anti-entropy algorithms will be a key ingredient
towards achieving causal consistency. We now define a restricted kind of anti-
entropy algorithm for -CRDTs.

Definition 5 (Delta-interval-based anti-entropy algorithm). A given
anti-entropy algorithm for 6-CRDTs is delta-interval-based, if all deltas sent to
other replicas are delta-intervals.

Moreover, to achieve causal consistency the next condition must satisfied:
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Definition 6 (Causal delta-merging condition). A delta-interval based
anti-entropy algorithm is said to satisfy the causal delta-merging condition if the
algorithm only joins A?’b from replica j into state X; of replica i that satisfy:

X, 2 X5

This means that a delta-interval is only joined into states that at least reflect
(i.e., subsume) the state into which the first delta in the interval was previously
joined. The causal delta-merging condition is important since any delta-interval
based anti-entropy algorithm of a -CRDT that satisfies it, can be used to obtain
the same outcome of standard CRDTSs; this is formally stated in Proposition 1.

Proposition 1. (CRDT and §-CRDTcorrespondence) Let (S, M, Q) be a stan-
dard state-based CRDT and (S, M°,Q) a corresponding delta-state decomposi-
tion. Any 5-CRDT state reachable by an execution E° over (S,M?,Q), by a
delta-interval based anti-entropy algorithm A% satisfying the causal delta-merging
condition, is equal to a state resulting from an execution E over (S, M,Q), hav-
ing the corresponding data-type operations, by an anti-entropy algorithm A for

state-based CRDTs.
Proof. Please see the associated technical report [1].

Corollary 1. (0-CRDT causal consistency) Any 6-CRDT in which states are
propagated and joined using a delta-interval-based anti-entropy algorithm satis-
fying the causal delta-merging condition ensures causal consistency.

Proof. From Proposition 1 and causal consistency of state-based CRDTs.

5.1 Anti-entropy Algorithm for Causal Consistency

Algorithm 1 is a delta-interval based anti-entropy algorithm which enforces the
causal delta-merging condition. It can be used whenever the causal consistency
guarantees of standard state-based CRDTs are needed. For simplicity, it excludes
some optimizations that are important, but easy to derive, in practice. The
algorithm distinguishes neighbor nodes, and only sends them delta-intervals that
are joined at the receiving node, obeying the delta-merging condition.

Each node i keeps a contiguous sequence of deltas d., ..., d% in a map D from
integers to deltas, with [ = min(dom(D)) and u = max(dom(D)). The sequence
numbers of deltas are obtained from the counter ¢; that is incremented when
a delta (whether a delta-mutation or delta-interval received) is joined with the
current state. Each node i keeps an acknowledgments map A that stores, for
each neighbor j, the largest index b for all delta-intervals A?’b acknowledged by
J (after j receives A?’b from ¢ and joins it into X).

Node 7 sends a delta-interval d = A?’b with a (delta, d, b) message; the receiv-
ing node j, after joining A?’b into its replica state, replies with an acknowledg-
ment message (ack, b); if an ack from j was successfully received by node 1, it
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1 inputs: 15 on receive; ;(ack, n)
2 n; € P(L), set of neighbors 16 A,’i = A;{j — max(A;(5),n)}
3 durable state: 17 on operation,i('m(s)
a X; € S, CRDT state; initially X; = L 18 d=m%(X;)
5 c; € IN, sequence number; initially ¢; = 0 19 XI’ =X, ud
6 volatile state: 20 D, = D;{c; — d}
7 D; € N — S, sequence of deltas; initially 21 c; =c; +1
D; = {} 22 periodically // ship delta-interval or state
8 A; € I — NN, acknowledges map; initially 23 j = random(n;)
A ={} 24 if D, = {} V min(dom(D;)) > A;(j) then
9 on receive; ;(delta, d, n) 25 d=X;
10 if d Z X; then 26 else
1 X! =X;ud 27 A=D1 | Ai(5) <1< ei}
12 D! = D;{c; — d} 28 if A;(j) < ¢; then
13 c; =c; +1 29 send; j (delta, d, c;)
14 send; ; (ack, n) 30 periodically // garbage collect deltas
31 l=min{n | (.,n) € A;}
32 D) ={(n,d) € D; | n>1}

Algorithm 1. Anti-entropy algorithm ensuring causal consistency of -CRDT.

updates the entry of j in the acknowledgment map, using the max function. This
handles possible old duplicates and messages arriving out of order.

Like the J-CRDT state, the counter ¢; is also kept in a durable storage. This
is essential to avoid conflicts after potential crash and recovery incidents. Other-
wise, there would be the danger of receiving some delayed ack, for a delta-interval
sent before crashing, causing the node to skip sending some deltas generated after
recovery, thus violating the delta-merging condition.

The algorithm for node ¢ periodically picks a random neighbor j. In principle,
i sends the join of all deltas starting from the latest delta acked by j and forward.
Exceptionally, i sends the entire state in two cases: (1) if the sequence of deltas
D; is empty, or (2) if j is expecting from ¢ a delta that was already removed from
D; (e.g., after a crash and recovery, when both deltas and the ack map, being
volatile state, are lost); ¢ tracks this in A;(j). To garbage collect old deltas, the
algorithm periodically removes the deltas that have been acked by all neighbors.

Proposition 2. Algorithm 1 produces the same reachable states as a standard
algorithm over a CRDT for which the §-CRDT is a decomposition.

Proof. Please see the associated technical report [1].

6 J-CRDTs for Add-Wins OR-Sets

An Add-wins Observed-Remove Set (OR-set) is a well-known CRDT datatype
that offers the same sequential semantics of a sequential set and adopts a specific
resolution semantics for operations that concurrently add and remove the same
element. Add-wins means that an add prevails over a concurrent remove. Remove
operations, however, only affect elements added by causally preceding adds. The
purpose of these §-CRDT OR-set versions is to design d-mutators that return
small deltas to be lightly disseminated, as discussed above, instead of shipping
the entire state as in classical CRDTs [5,22,23].
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X =PIxNx E)x P xN) Y =PIxNxE)xP(xN)
of = {H 1D of = ({1
add? (e, (s, 1)) = {(i,n+1,e)}, {}) add] (e, (s,¢)) = ({(i,n+ 1, &)}, {(i,n + D}
with n = max({k | (i, k,-) € s}) with n = max({k | (i, k) € c})
rmv; (e, (s,1)) = ({1, {(G,n) | (G, n,e) € s}) i (e, (5,9) = (1A, | Gimye) € s))
elements; ((s,t)) = {e | (j,n,e) € s A (j,n) €t} elements; (s, ¢)) = {e | (4;n,€) € s}
(s, )L (s’ ) = (sUs’,tut) (s,e)U(s',¢") = ((sns)YUu{(i,n,e) €s|(i,n)&c'}

U{(i,n,e) € s’ | (3,m) € c},cU (:/)

(a) With Tombstones (b) Without Tombstones (optimized)

Fig. 3. Add-wins observed-remove 6-CRDT set, replica i.

6.1 Add-Wins OR-Set with Tombstones

Figure 3a depicts a simple, but inefficient, §~-CRDT implementation of a state-
based add-wins OR-Set. The state X' consists of a set of tagged elements and a
set of tags, acting as tombstones. Globally unique tags of the form I x IN are used
and ensured by pairing a replica identifier in I with a monotonically increasing
natural counter. Once an element e € F is added to the set, the delta-mutator
add® creates a globally unique tag by incrementing the highest tag present in
its local state and that was created by replica ¢ itself (max returns 0 if no tag
is present). This tag is paired with value e and stored as a new unique triple in
s. Since an “add” wins any concurrent “remove”, removing an element e should
only be tombstoned if it was preceded by an add operation (i.e., the element is
in s), otherwise it has no effect. Consequently, the delta-mutator rmv® retains in
the tombstone set all tags associated to element e, being removed from the local
state. This is essential to prevent a removed element to reappear once the local
state is merged with another replica state that still have that element (i.e., it
has not been removed yet remotely as replicas are loosely coupled). The function
elements returns only the elements that are added but not yet tombstoned. Join
U simply unions the respective sets that are, therefore, both grow-only.

6.2 Optimized Add-Wins OR-Set

A more efficient design is presented in Fig.3b allowing also the set of tagged
elements (i.e., tombstone set above) to shrink as elements are removed. This
design offers the same semantics and have a similar state structure to the former;
however, it has a different behavior. Now, elements returns all the elements in
the tagged set s, without consulting ¢ as before. Added and removed items are
now tagged in the causal context set c. Although, the set ¢ and ¢ look similar
in structure, they have a different behavior (we call it ¢ instead of ¢ to remove
this confusion): a tombstone set ¢ simply stores all removed elements tags, while
¢ retains only the causal information needed to add/remove an element. For
presentation simplicity, ¢ in Fig.3b simply retains all removed elements tags;
however, after compression, ¢ will be very concise and look different from ¢; this
is explained in the next section.
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Adding an element creates a unique tag by resorting to the causal context ¢
(instead of s). The tag is paired with the element and added to s (as before).
The difference is that the new tag is also added to the causal context set c.
The delta-mutator rmv® is the same as before, adding all tags associated to the
element being removed to c¢. The desired semantics are maintained by the novel
join operation LJ. To join two states, their causal contexts ¢ are simply unioned;
whereas, the new element set s only preserves: (1) the triples present in both
sets (therefore, not removed in either), and also (2) any triple present in one of
the sets and whose tag is not present in the causal context of the other state.

Causal Context Compression. In practice, the causal context ¢ can be
efficiently compressed without any loss of information. When using an anti-
entropy algorithm that provides causal consistency, e.g., Algorithm 1, then for
each replica state X; = (s;,¢;) and replica id j € I, we have a contiguous
sequence:

1<n<max({k| (4,k) € ¢;}) = (4,n) € ¢;.

Thus, the causal context can always be encoded as a compact version vector [21]
I — IN that keeps the maximum sequence number for each replica. Even under
non-causal anti-entropy, compression is still possible by keeping a version vector
that encodes the offset of the contiguous sequence of tags from each replica,
together with a set for the non-contiguous tags. As anti-entropy proceeds, each
tag is eventually encoded in the vector, and thus the set remains typically small.
Compression is less likely for the causal context of delta-groups in transit or
buffered to be sent, but those contexts are only transient and smaller than those
in the actual replica states. Moreover, the same techniques that encode contigu-
ous sequences of tags can also be used for transient context compression [19].

7 Optimized Multi-value Register 6-CRDT

Multi-Value Registers (MVR) are popular constructions in which a read opera-
tion returns the set of values concurrently written, but not causally overwritten;
these values are then reduced to a single value by applications [13]. Until now,
these types have been implemented by assigning a version vector to each writ-
ten value [8,22]. In Fig.4, we show that the optimization that was developed
for Sets, can also be used to compactly tag the values in a multi-value register.
On a write operation wr, it is enough to assign a new scalar tag, from I x N,

Y =PIxNxV)xP(xN)
of = {1 ()
er(v, (s,¢)) = {G,n+1,0)}{G@E,n+ 1)U {(F,m) | (J,m,-) € s}) with n = max({k | (i, k) € c})
rdi((s,¢)) = {v | (4,n,v) € s}
(s,e0)U(s',¢) = ((snsYU{(i,n,v) €s]| (i,n) &' YU{(i,n,v) €5 | (i,n) €c},cUc)

Fig. 4. Optimized §~-CRDT multi-value register, replica i.
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using a replica id ¢ and counter to uniquely tag the written value v. To ensure
that values overwritten are deleted, the produced causal context c lists all tags
associated to those values. Since those values are absent from the payload set
s they will be deleted in replicas that still have them, applying join definition
U (that is in common with Fig.3b). The causal context compression techniques
defined earlier also apply here.

8 Message Complexity

Our delta-based framework, -CRDT, clearly introduces significant cost improve-
ments on messaging. Despite being a generic framework, -CRDT requires delta
mutators to be defined per datatype. This makes the bit-message complexity
datatype-based rather than generic. To give an intuition about this complexity,
we address the three datatypes introduced above: counter, OR-Set, and MVR.

Counters. In classical state-based CRDTs, the entire map of a counter is
shipped. As the map-size grows with the number of replicas, this leads a bit-
message complexity of O([I|)!. In the §-CRDT case, only recently updated map

entries « are shipped yielding a bit-complexity O(«), where a < |IJ.

OR-set. Shipping in classical OR-set CRDTs delivers the entire state which
yields a bit-message complexity of O(S), where S is the state-size. In -CRDT,
only deltas are shipped, which renders a bit-message complexity O(s) where s
represents the size of the recent updates occurred since the last shipping. Clearly,
s < S since the updates that occur on a state in a period of time are often much
less than the total number of items.

MVR. In classical MVR, the worst case state is composed of [I| concurrently
written values, each associated with a |I| sized version vector. This makes the
bit-message complexity O(|I|?). In the novel delta design in Fig.4, no version
vector is used, whereas the number of possible values remain the same (summing
up the values set s and meta-data in ¢), this reduces the bit-message complexity
to O(|T]) as well as the worst case state complexity.

9 Related Work

Eventually Convergent Data Types. The design of replicated systems that are
always available and eventually converge can be traced back to historical designs
in [16,25], among others. More recently, replicated data types that always eventu-
ally converge, both by reliably broadcasting operations (called operation-based)
or gossiping and merging states (called state-based), have been formalized as
CRDTs [4,17,22,23]. These are also closely related to Bloom” [10] and Cloud
Types [7].

1 0 is a variant of big O ignoring logarithmic factors in the size of integers and ids.
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Deltas. A key feature of 0-CRDT is message size reduction (not improving
local state lower bounds [8]), by using small-sized deltas, while preserving the
advantages of classical state-based CRDTs. The general old idea of using dif-
ferences between things, called “deltas” in many contexts, can lead to many
designs, depending on how exactly a delta is defined. The state-based deltas
introduced for Computational CRDTs [20] require an extra delta-specific merge
(in addition to the standard join) which does not ensure idempotence. In [14], an
improved synchronization method for non-optimized OR-set CRDT [22] is pre-
sented, where delta information is propagated; in that paper deltas are a collec-
tion of items (related to update events between synchronizations), manipulated
and merged through a protocol, as opposed to normal states in the semilattice.
No generic framework is defined (that could encompass other data types) and
the protocol requires several communication steps to compute the information
to exchange.

Operation-Based CRDTs. These CRDTs [3,22,23] also support small message
sizes, and in particular, pure flavors [3] that restrict messages to the operation
name, and possible arguments. Though pure operation-based CRDTs allow for
compact states and are very fast at the source (since operations are broadcast
without consulting the local state), the model requires more systems guarantees
than §-CRDT do, e.g., exactly-once reliable delivery and membership informa-
tion, and impose more complex integration of new replicas. The work in [9]
shows a different trade-off among state deltas and pure operations, by tagging
operations and creating a globally stable log of operations while allowing local
transient logs to preserve availability. While having other advantages, the cre-
ation of this global log requires more coordination than our gossip approach for
causally consistent delta dissemination, and can stall dissemination.

Encoding Causal Histories. State-based CRDT are always designed to be
causally consistent [4,23]. Optimized implementations of sets, maps, and multi-
value registers can build on this assumption to keep the meta-data small [8]. In
0-CRDT, however, deltas and delta-groups are normally not causally consistent,
and thus the design of join, the meta-data state, as well as the anti-entropy algo-
rithm used must ensure this. Without causal consistency, the causal context in
0-CRDT can not always be summarized with version vectors, and consequently,
techniques that allow for gaps are often used. A well known mechanism that
allows for encoding of gaps is found in Concise Version Vectors [18]. Interval
Version Vectors [19], later on, introduced an encoding that optimizes sequences
and allows gaps, while preserving efficiency when gaps are absent.

10 Conclusion

We introduced the new concept of §-CRDTs and devised delta-mutators over
state-based datatypes which can detach the changes that an operation induces
on the state. This brings a significant performance gain as it allows only shipping
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small states, i.e., deltas, instead of the entire state. The significant property in
0-CRDT is that it preserves the crucial properties (idempotence, associativity
and commutativity) of standard state-based CRDT. In the worst case, deltas can
be forgotten and the entire state can always be shipped, allowing scenarios such
as long duration partitions, which would be problematic for op-based CRDTs.

In addition, we have shown how J-CRDT can achieve causal consistency;
and we presented an anti-entropy algorithm that allows replacing classical state-
based CRDTs by more efficient ones, while preserving their properties. As an
application for our approach, we designed two novel -CRDT specifications for
two well-known datatypes: an optimized observed-remove set [5] and an opti-
mized multi-value register [13].
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Abstract. In distributed systems, resource allocation consists in man-
aging fair access of a large number of processes to a typically small num-
ber of reusable resources. As soon as the number of available resources
is greater than one, the efficiency in concurrent accesses becomes an
important issue, as a crucial goal is to maximize the utilization rate of
resources. In this paper, we tackle the concurrency issue in resource allo-
cation problems. We first characterize the maximal level of concurrency
we can obtain in such problems by proposing the notion of maximal-
concurrency. Then, we focus on Local Resource Allocation problems
(LRA). Our results are both negative and positive. On the negative side,
we show that it is impossible to obtain maximal-concurrency in LRA
without compromising the fairness. On the positive side, we propose a
snap-stabilizing LRA algorithm which achieves a high (but not maximal)
level of concurrency, called here strong partial mazimal-concurrency.

1 Introduction

Mutual exclusion [14,25] is a fundamental resource allocation problem, which
consists in managing fair access of all (requesting) processes to a unique non-
shareable reusable resource. This problem is inherently sequential, as no two
processes should access this resource concurrently. There are many other resource
allocation problems which, in contrast, allow several resources to be accessed
simultaneously. In those problems, parallelism on access to resources may be
restricted by some of the following conditions:

1. The maximum number of resources that can be used concurrently, e.g., the
L-exclusion problem [19] is a generalization of the mutual exclusion problem
which allows use of ¢ identical copies of a non-shareable reusable resource
among all processes, instead of only one, as standard mutual exclusion.

2. The maximum number of resources a process can use simultaneously, e.g.,
the k-out-of-£-exclusion problem [27] is a generalization of ¢-exclusion where
a process can request for up to k resources simultaneously.

3. Some topological constraints, e.g., in the dining philosophers problem [16],
two neighbors cannot use their common resource simultaneously.
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For efficiency purposes, algorithms solving such problems must be as par-
allel as possible. As a consequence, these algorithms should be, in particular,
evaluated at the light of the level of concurrency they permit, and this level of
concurrency should be captured by a dedicated property. However, most of the
solutions to resource allocation problems simply do not consider the concurrency
issue, e.g., [5,7,9,20,22,24,26]

Now, as quoted by Fischer et al. [19], specifying resource allocation prob-
lems without including a property of concurrency may lead to degenerated solu-
tions, e.g., any mutual exclusion algorithm realizes the safety and the fairness of
l-exclusion. To address this issue, Fischer et al. [19] proposed an ad hoc property
to capture concurrency in ¢-exclusion. This property is called avoiding £-deadlock
and is informally defined as follows: “if fewer than ¢ processes are executing their
critical section,! then it is possible for another process to enter its critical section,
even though no process leaves its critical section in the meantime.” Some other
properties, inspired from the avoiding ¢-deadlock property, have been proposed
to capture the level of concurrency in other resource allocation problems, e.g.,
k-out-of-¢-exclusion [11] and committee coordination [6]. However, until now, all
existing properties of concurrency are specific to a particular problem.

In this paper, we first propose to generalize the definition of avoiding
{-deadlock to any resource allocation problems. We call this new property the
mazimal-concurrency. Then, we consider the maximal-concurrency in the con-
text of the Local Resource Allocation (LRA) problem, defined by Cantarell
et al. [9]. LRA is a generalization of resource allocation problems in which
resources are shared among neighboring processes. Dining philosophers, local
reader-writers, local mutual exclusion, and local group mutual exclusion are
particular instances of LRA. In contrast, local ¢-exclusion and local k-out-of-¢-
exclusion cannot be expressed with LRA although they also deal with neighbor-
ing resource sharing.

Now, we show that algorithms for any instance of this important problem can-
not achieve maximal-concurrency. This impossibility result is mainly due to the
fact that fairness of LRA and maximal-concurrency are incompatible properties:
it is impossible to implement an algorithm achieving both properties. As unfair
resource allocation algorithms are clearly unpractical, we propose to weaken
the property of maximal-concurrency. We call partial mazimal-concurrency this
weaker version of maximal concurrency. The goal of partial mazimal-concurrency
is to capture the maximal level of concurrency that can be obtained in LRA
without compromising fairness.

We propose a LRA algorithm achieving (strong) partial maximal-concurrency
in bidirectional identified networks of arbitrary topology. As additional feature,
this algorithm is snap-stabilizing [8]. Snap-stabilization is a versatile property
which enables a distributed system to efficiently withstand transient faults.
Informally, after transient faults cease, a snap-stabilizing algorithm immediately
resumes correct behavior, without external intervention. More precisely, a snap-

! The critical section is the code that manages the access of a process to its allocated
resources.
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stabilizing algorithm guarantees that any computation started after the faults
cease will operate correctly. However, we have no guarantees for those executed
all or a part during faults. By definition, snap-stabilization is a strengthened form
of self-stabilization [15]: after transient faults cease, a self-stabilizing algorithm
eventually resume correct behavior, without external intervention.

There exist many algorithms for particular instances of the LRA problem.
Many of these solutions have been proven to be self-stabilizing, e.g., [5,7,9,20,22,
24,26]. In [7], Boulinier et al. propose a self-stabilizing unison algorithm which
allows to solve local mutual exclusion, local group mutual exclusion, and the local
reader-writers problem. There are also many self-stabilizing algorithms for the
local mutual exclusion [5,20,24,26]. In [22], Huang proposes a self-stabilizing
algorithm solving the dining philosophers problem. A self-stabilizing drinking
philosophers algorithm is given in [26]. In [9], Cantarell et al. generalize the above
problems by introducing the LRA problem. They also propose a self-stabilizing
algorithm for that problem. To the best of our knowledge, no other paper deals
with the general instance of LRA and no paper proposes snap-stabilizing solu-
tion for any particular instance of LRA. Finally, none of the aforementioned
papers (especially [9]) consider the concurrency issue. Finally, note that there
exist weaker versions of the LRA problem, such as the (local) conflict managers
proposed in [21] where the fairness is replaced by a progress property.

Roadmap. The next section introduces the computation model and the
specification of the LRA problem. In Sect. 3, we define the property of maximal-
concurrency, show the impossibility result, and then circumvent this impossibil-
ity by introducing the partial maximal-concurrency. Our algorithm is presented
in Sect. 4. We outline the proofs of its correctness and (strong) partial maximal-
concurrency in Subsect.4.4. A detailed proof is available in the technical
report [3]. We conclude in Sect. 5.

2 Computational Model and Specifications

2.1 Distributed Systems

We consider distributed systems composed of n processes. A process p can
(directly) communicate with a subset A, of other processes, called its
neighbors. These communications are assumed to be bidirectional, i.e., for any
two processes p and ¢, ¢ € N, if and only if p € N,. Hence, the topology of the
network can be modeled by a simple undirected graph G = (V, E), where V is
the set of processes and E is the set of edges representing (direct) communica-
tion relations. Moreover, we assume that each process has a unique ID, a natural
integer. By abuse of notation, we identify the process with its own ID, whenever
convenient.

2.2 Locally Shared Memory Model

We consider the locally shared memory model in which processes communicate
using a finite number of locally shared registers, called variables. Each process
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can read its own variables and those of its neighbors, but can only write to its
own variables. The state of a process is the vector of values of all its variables. A
configuration 7 of the system is the vector of states of all processes. We denote
by ~v(p) the state of a process p in a configuration ~.

A distributed algorithm consists of one program per process. The program of
a process p is composed of a finite number of actions, where each action has
the following form: ((priority)) (label) : (guard) — (statement). The labels are
used to identify actions. The guard of an action in the program of process p is
a Boolean expression involving the variables of p and its neighbors. Priorities
are used to simplify the guards of the actions. The actual guard of an action
“GL : G — S” at p is the conjunction of G and the negation of the
disjunction of all guards of actions at p with priority ¢ < j. An action of priority
7 is said to be of higher priority than any action of priority j > 4. If the actual
guard of some action evaluates to true, then the action is said to be enabled at
p. By definition, a process p is not enabled to execute any (lower priority) action
if it is enabled to execute an action of higher priority. If at least one action is
enabled at p, p is also said to be enabled. We denote by Enabled(y) the set of
processes enabled in configuration . The statement of an action is a sequence of
assignments on the variables of p. An action can be executed only if it is enabled.
In this case, the execution of the action consists in executing its statement.

The asynchronism of the system is materialized by an adversary, called the
daemon. In a configuration -+, if there is at least one enabled process (i.e.,
Enabled(vy) # 1), then the daemon selects a non empty subset S of Enabled(v)
to perform an (atomic) step: Each process of S atomically executes one of its
enabled action in -, leading the system to a new configuration 7. We denote
by — the relation between configurations such that v — ' if and only if v can
be reached from v in one (atomic) step. An ezecution is a maximal sequence
of configurations 79, 71,... such that Vi > 0, 7,1 — ;. The term “maximal”
means that the execution is either infinite, or ends at a terminal configuration
~ in which Enabled(y) is empty.

In this paper, we assume a distributed weakly fair daemon. “Distributed”
means that while the configuration is not terminal, the daemon should select at
least one enabled process, maybe more. “Weakly fair” means that there is no
infinite suffix of execution in which a process p is continuously enabled without
ever being selected by the daemon.

2.3 Snap-Stabilizing Local Resource Allocation

In resource allocation problems, a typically small amount of reusable resources
is shared among a large number of processes. A process may spontaneously
request for one or several resources. When granted, the access to the requested
resource(s) is done using a special section of code, called critical section. The
process can only hold resources for a finite time: eventually, it should release these
resources to the system, in order to make them available for other requesting
processes. In particular, this means that the critical section is always assumed
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to be finite. In the following, we denote by R, the set of resources that can be
accessed by a process p.

Local Resource Allocation. The Local Resource Allocation (LRA) prob-
lem [9] is based on the notion of compatibility: two resources X and Y are
said to be compatible if two neighbors can concurrently access them. Otherwise,
X and Y are said to be conflicting. In the following, we denote by X = Y (resp.
X #£Y) the fact that X and Y are compatible (resp. conflicting). Notice that
= is a symmetric relation.

Using the compatibility relation, the local resource allocation problem consists
in ensuring that every process which requires a resource r eventually accesses r
while no other conflicting resource is currently used by a neighbor. Notice that
the case where there are no conflicting resources is trivial: a process can always
use a resource whatever the state of its neighbors. So, from now on, we will
always assume that there exists at least one conflict, i.e., there are (at least) two
neighbors p, ¢ and two resources X, Y such that X € R),,Y € R, and X # Y.

Specifying the relation =, it is possible to define some classic resource allo-
cation problems in which the resources are shared among neighboring processes.

Ezxample 1: Local Mutual Exclusion. In the local mutual exclusion problem, no
two neighbors can concurrently access the unique resource. So there is only one
resource X common to all processes and X 7~ X.

Ezxample 2: Local Readers-Writers. In the local readers-writers problem, the
processes can access a file in two different modes: a read access (the process is
said to be a reader) or a write access (the process is said to be a writer). A writer
must access the file in local mutual exclusion, while several reading neighbors
can concurrently access the file. We represent these two access modes by two
resources at every process: R for a “read access” and W for a “write access.”
Then, R= R, but W & R and W %= W.

Snap-Stabilization. Let A be a distributed algorithm. A specification SP is a
predicate over all executions of A. In [8], snap-stabilization has been defined as
follows: A is snap-stabilizing w.r.t. SP if starting from any arbitrary configura-
tion, all its executions satisty SP.

Of course, not all specifications — in particular their safety part — can be
satisfied when considering a system which can start from an arbitrary configu-
ration. Actually, snap-stabilization’s notion of safety is user-centric: when the
user initiates a computation, then the computed result should be correct. So,
we express a problem using a guaranteed service specification [2]. Such a speci-
fication consists in specifying three properties related to the computation start,
computation end, and correctness of the delivered result. (In the context of LRA,
this latter property will be referred to as “resource conflict freedom.”)

To formally define the guaranteed service specification of the local resource
allocation problem, we need to introduce the following four predicates, where p
is a process, r is a resource, and e = (7;),~ is an execution:
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— Request(vy;,p,r) means that an application at p requires r in configuration
~vi. We assume that if Request(~y;,p,r) holds, it continuously holds until p
accesses 7.

— Start(vi,vi+1,p,r) means that p starts a computation to access r in 7; — Y;41.

— Result(v; ...v;,p,r) means that p obtains access to r in 7,1 +— 7; and p ends
the computation in 7; — <;4+1. Notably, p released r between v; and v;.

— NoConflict(v;, p) means that, in 7;, if a resource is allocated to p, then none
of its neighbors is using a conflicting resource.

These predicates will be instantiated with the variables of the local resource
allocation algorithm. Below, we define the guaranteed service specification of LRA.

Specification 1 (Local Resource Allocation). Let A be an algorithm. An
execution e = (7;);~o of A satisfies the guaranteed service specification of LRA,
noted SPpra, if the three following properties hold:

Resource Conflict Freedom: If a process p starts a computation to access
a resource, then there is no conflict involving p during the computation:
Vk > 0,YE' > k,Vp e V.Vr € R, [Result(wk C VKD, T) A (Ell <k,
Start(vi, Yi+1, P, 7"))] = [Vi e{k,...,k'}, NoC’onflz'ct(’yi,p)]

Computation Start: If an application at process p requests resource r, then p
eventually starts a computation to obtain r: Vk > 0,Vp € V,Vr € R,, [Hl >
k, Request(v;, p,r) = Start(yi,yi+1,D, 7“)]

Computation End: If process p starts a computation to obtain resource r, the
computation eventually ends (in particular, p obtained r during the com-
putation): Yk > 0,Yp € V,¥r € R, Start(Vk, Yet+1,0,7) = [Ell > kAl >

I, Result(v; ...y, p,)]

Thus, an algorithm A is snap-stabilizing w.r.t. SPrra (i-e., snap-stabilizing
for LRA) if starting from any arbitrary configuration, all its executions satisfy
SPLra?

3 Concurrency

Many existing resource allocation algorithms, especially self-stabilizing ones [5,
7,9,20,22,24,26], do not consider the concurrency issue. In [19], authors pro-
pose a concurrency property ad hoc to f-exclusion. We now define the mazimal-
concurrency, which generalizes the definition of [19] to any resource allocation
problem.

3.1 Maximal-Concurrency

Informally, maximal-concurrency can be defined as follows: if there are processes
that can access some resource they are requesting without violating the safety

2 By contrast, a non-stabilizing algorithm achieves LRA if all its executions starting
from predefined initial configurations satisfy SPrra.
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of the considered resource allocation problem, then at least one of them should
eventually access one of its requested resources, even if no process releases the
resource it holds in the meantime.

Let Pog(y) be the set of processes that are executing their critical section
in v, i.e., the set of processes holding resources in v. Let Pgrey(7y) be the set of
processes that are requesting in 7. Let Ppree(y) C Preg(y) be the set of request-
ing processes that can access their requested resource(s) in v without violating
the safety of the considered resource allocation problem. We denote by ~(p).regq
the resource(s) requested by process p in . Let continuousCS(v; ...7v;) =Vk €

{7;7 N 1}7PC'S('W€) c PCS’(’Yde)

Definition 1 (Maximal-Concurrency). An algorithm is maximal-concurrent
if and only if Ve = (Vi);5o € €, Vi > 0, AN € IN, Vj > N, continuousCS
(('Yi .. ~'Yi+j) AN Ppree('yi) 75 @) = (E”ﬁ: € {’i, R 1}73]7 € V,p S Ppree(’y;c) N Pcs
(Ve+1))-

The two examples below show the versatility of our property: we instantiate
the set Ppy.. according to the considered problem.

Example 1: ¢-Ezclusion Mazimal-Concurrency. In the f-exclusion problem, up to
¢ processes can execute their critical section concurrently. Hence,

Ppree(7) =0 if |Pes(v)| =4;  Ppree(Y) = Preq(7y) otherwise

Using this latter instantiation, we obtain a definition of maximal concurrency
which is equivalent to the “avoiding ¢-deadlock” property of Fischer et al. [19].

Example 2: Local Resource Allocation Mazimal-Concurrency. In the local
resource allocation problem, a requesting process is allowed to enter its criti-
cal section if all its neighbors in critical section are using resources which are
compatible with its request:

Prree(7) = {p € Preq(7) | Vg € Ny, (¢ € Pes(v) = (q)-req = v(p).req)}

The maximal-concurrency property can also be defined using the following
alternative definition:

Definition 2 (Maximal Concurrency). An algorithm is mazimal concurrent
if and only if Ve = (vi);50 € €, Vi 20, IT € N, V¢t > T,

continuousCS (7 ... vVitt) = Prree(Vitt) =0

Definitions 1 and 2 are equivalent using induction arguments (see [3]). Using
the latter definition, remark that an algorithm is not maximal concurrent if and
only if 3e = (75),50 € €, 30 > 0, VT € N, 3t > T', continuousCS(V; ... vitt) N
PFT@@(’YH-t) 7& @ -
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3.2 Maximal Concurrency Vs. Fairness

Definition 3 below gives a definition of fairness classically used in resource alloca-
tion problems. Notably, Computation Start and End properties of Specification 1
trivially implies this fairness property. Next, Theorem 1 states that no LRA algo-
rithm (stabilizing or not) can achieve maximal-concurrency. Actually, its proof
is based on the incompatibility between fairness and maximal-concurrency.

Definition 3 (Fairness). Each time a process is (continuously) requesting a
resource r, it eventually accesses r.

Theorem 1. [t is impossible to design a LRA algorithm for arbitrary networks
that satisfies mazximal-concurrency.

Proof. Assume, by contradiction, that there is a local resource allocation algo-
rithm A (stabilizing or not) which satisfies maximal-concurrency. Let con-
sider the following graph: G = (V,E) where V. = {p1,p2,p3} and E =
{(p1,p2), (p2,p3)}- Let X and Y be two resources such that X # Y, X € R,
Y € Rp,, and X € R, (notice that we can have X =Y’). We assume that, when
p1 and p3 request a resource, they request X, and, when ps requests a resource,
it requests Y. Below, we exhibit a possible execution e of A on GG where fairness
is violated if maximal-concurrency is achieved. Figure 1 illustrates the proof.

First, assume that p; continuously requests X while po and p3 are idle
(Configuration 1.(a)). As A satisfies the fairness property, p; eventually exe-
cutes its critical section to access X. This critical section can last an arbitrary
long (yet finite) time (Fig. 1.(b)).

Then, py and ps start continuously requesting (Y for ps and X for p3). To
satisfy the maximal-concurrency property, p3 must eventually obtain resource
X, even if p; does not finish its critical section in the meantime. In this case,
the system reaches the configuration given in Fig. 1.(d).

Then, it is possible that p; ends its critical section and releases resource
X right after Configuration1.(d). But, in this case, ps still cannot access Y
because Y is conflicting with the resource X currently used by ps. So, the sys-
tem can reach Configuration 1.(e). If p; continuously requests X again right
after Configuration 1.(e), we obtain Configuration 1.(f). Now, the execution of
the critical section of p3 may last an arbitrary long (yet finite) time, and p;
should again access X, even if p3 does not finish its critical section in the mean-
time, by maximal-concurrency. So, the system can reach Configuration 1.(g).

Now, if p3 releases its resource and then continuously requests it again, we
retrieve a configuration similar to the one of Fig. 1.(c¢). We can repeat this scheme
infinitely often so that ps continuously requests Y but never access it: the fairness
property is violated, a contradiction.

3.3 Partial Maximal-Concurrency

To circumvent the previous impossibility result, we propose a weaker version of
maximal concurrency, called partial mazimal-concurrency.
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Fig. 1. Maximal concurrency wvs. fairness. The processes in black are executing their
critical section. The processes in gray are requesting resources. The processes in white
are idle. Requested resources are given in the bubbles next to the nodes.

Definition 4 (Partial Maximal-Concurrency). Analgorithm A is partially
maximal-concurrent if and only if Ve = (7vi);~o € €, Vi > 0, 3T € IN such that
Vt > T, 3X CV such that continuousCS (V... Vitt) = Prree(Vite) C X.

Notice that, by definition, a maximal-concurrent algorithm is also partially
maximal-concurrent.

The proof of Theorem 1 reveals that fairness and maximal concurrency are
contradictory in the following situation: some neighbors of a process alternatively
use resources which are conflicting with its own request. So, to achieve fairness,
we must relax the expected level of concurrency in such a way that at least
in that situation p eventually satisfies its request. To ensure this, any LRA
algorithm should then eventually allow p to prevent its requesting neighbors from
entering their critical section, even if p cannot currently satisfies its request (i.e.,
even if one of its neighbor is using a conflicting resource) and even if some of
its requesting neighbors can enter critical section without creating any conflict.
Hence, in the worst case, p has one neighbor holding a conflicting resource and it
should prevent all other neighbors to satisfy their requests, in order to eventually
satisfy its own request (and so to ensure fairness).

We derive the following refinement of partial maximal concurrency based on
this latter observation: this seems to be the finest concurrency we can expect in
LRA algorithm.

Definition 5 (Strong Partial Maximal-Concurrency). An algorithm A
is strongly partially maximal-concurrent if and only if Ve = (vi);sq € &,
Vi > 0, 3T € N such that V¢ > T, Ip,q € V, ¢ € N, such that
continuousCS (Vi ... Vitt) = Prree(Vitr) € Np\{q}.

In the next section, we show that strong partial maximal-concurrency can be
realized by a snap-stabilizing LRA algorithm.

4 Local Resource Allocation Algorithm

We now propose a snap-stabilizing LRA algorithm which achieves the strong
partial maximal concurrency. This algorithm consists of two modules: Algorithm
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LRA, which manages local resource allocation, and Algorithm 7C which pro-
vides a self-stabilizing token circulation service to LR.A, whose goal is to ensure
fairness.

4.1 Composition

These two modules are composed using a fair composition [17], denoted LRA o
7C. In such a composition, each process executes a step of each algorithm alter-
nately.

Notice that the purpose of this composition is only to simplify the design
of the algorithm: a composite algorithm written in the locally shared memory
model can be translated into an equivalent non-composite algorithm. Such a
translation can be done using the rewriting rule given in the technical report [3].

4.2 Token Circulation Module

We assume that 7C is a self-stabilizing black box which allows LRA to emulate
a self-stabilizing token circulation. 7C provides two outputs to each process p in
LRA: the predicate T'oken(p) and the statement PassToken(p). The predicate
Token(p) expresses whether the process p holds a token or not. The statement
PassToken(p) can be used to pass the token from p to one of its neighbor. Of
course, it should be executed (by LR.A) only if Token(p) holds. Precisely, we
assume that 7C satisfies the following properties.

Property 1 (Stabilization). TC stabilizes, i.e., reaches and remains in configura-
tions where there is a unique token in the network, independently of any call to
PassToken(p) at any process p.

Property 2. Once TC has stabilized, Vp € V, if Token(p) holds, then Token(p)
is continuously true until PassToken(p) is invoked.

Property 3 (Fairness). Once TC has stabilized, if Vp € V, PassToken(p) is
invoked in finite time each time Token(p) holds, then Vp € V| Token(p) holds
infinitely often.

To design 7C we proceed as follows. There exist several self-stabilizing token
circulations for arbitrary rooted networks [10,12,23] that contain a particular
action, T : Token(p) — PassToken(p), to pass the token, and that stabilizes
independently of the activations of action T'. Now, the networks we consider are
not rooted, but identified. So, to obtain a self-stabilizing token circulation for
arbitrary identified networks, we can fairly compose any of them with a self-
stabilizing leader election algorithm [1,4,13,18] using the following additional
rule: if a process considers itself as leader it executes the token circulation pro-
gram for a root; otherwise it executes the program for a non-root. Finally, we
obtain 7C by removing action 7' from the resulting algorithm, while keeping
Token(p) and PassToken(p) as outputs, for every process p.
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Algorithm 1. Algorithm LR.A for every process p

Variables
p.status € {Out, Wait, Blocked, In}, p.token € B
Inputs
p.req € Rp U {L}: Variable from the application
Token(p): Predicate from 7C, indicate that p holds the token
PassToken(p): Statement from 7C, pass the token to a neighbor
Macros

WaitingNeigh(p) = {q € N, | q.status = Wait}
LocalMazx(p) = max {q € WaitingNeigh(p) U {p}}
LocalTokens(p) = {q € N, U{p} | q.token}
TokenMaz(p) = max {q € LocalTokens(p)}
Predicates
ResourceFree(p) = Vq € Ny, (g.status = In = p.req = q.req)

IsBlocked(p) - ResourceFree(p) V (Elq € Ny, q.status = Blocked A q.token)
TokenAccess(p) LocalTokens(p) # O A p = TokenMazx(p)
MaxAccess(p) = LocalTokens(p) =0 A p = Local M ax(p)

Guards
Requested(p) p.status = Out A p.req # L
Block(p) = p.status = Wait A IsBlocked(p)

Unblock(p) = p.status = Blocked A ~IsBlocked(p)
Enter(p) = p.status = Wait A ~IsBlocked(p) N\ (TokenAccess(p) V MazAccess(p))
Ezit(p) = p.status = In A p.req = L
ResetToken(p) = Token(p) # p.token
ReleaseToken(p) = Token(p) A p.status € {Out, In} A ~Requested(p)
Actions

(1) RsT-action :: ResetToken(p) — p.token « Token(p);
(3) RlT-action :: ReleaseToken(p) — PassToken(p);
—
N

(4) R-action  :: Requested(p) p.status — Wait;

(4) B-action  :: Block(p) p.status <— Blocked;

(4) UB-action :: Unblock(p) — p.status «— Wait;

(4) E-action  :: Enter(p) — p.status < In;if p.token then PassToken(p) fi;
(2) Ex-action :: Exzit(p) — p.status «— Out;

4.3 Resource Allocation Module

The code of LRA is given in Algorithm 1. Priorities and guards ensure that
actions of Algorithm 1 are mutually exclusive. We now informally describe
Algorithm 1, and explain how Specification 1 is instantiated with its variables.

First, a process p interacts with its application through two variables: p.req €
RpU{L} and p.status € {Out, Wait, In, Blocked}. p.reg can be read and written
by the application, but can only be read by p in LR.A. Conversely, p.status can
be written by p in LRA, but the application can only read it. Variable p.status
can take the following values:

— Wiait, which means that p requests a resource but does not hold it yet;
— Blocked, which means that p requests a resource, but cannot hold it now;

— In, which means that p holds a resource;
— Out, which means that p is currently not involved into an allocation process.

When p.req = 1, this means that no resource is requested. Conversely, when
p.req € R,, the value of p.req informs p about the resource requested by the
application. We assume two properties on p.req. Property4 ensures that the
application (1) does not request for resource v’ while a computation to access
resource 7 is running, and (2) does not cancel or modify a request before the
request is satisfied. Property 5 ensures that any critical section is finite.
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Property 4. ¥p € V, the updates on p.req (by the application) satisfy the fol-
lowing constraints:

— The value of p.req can change from L to r € R, if and only if p.status = Out,
— The value of p.req can change from r € R, to L if and only if p.status = In.
— The value of p.req cannot directly change from r € R, to 7’ € R, with r’ # 7.

Property 5. Vp € V, if p.status = In and p.req # 1, then eventually p.req
becomes L.

Consequently, the predicate Request(;,p,r) in Specification 1 is true if and
only if p.req = r in 7;; the predicate NoCon flict(v;, p) is expressed by p.status =
In = (Vq € N, q.status = In = (q.req = p.req)) in ;. (We set L compatible
with every resource.)

The predicate Start(v;,vit+1,p,7) becomes true when process p takes the
request for resource r into account in 7; — ~;41, i.e., when the status of p
switches from Out to Wait in v; — ;41 because p.req =r # L in ~;.

Assume that v;...v; is a computation where Result(7;...7;,p,r) holds:
process p accesses resource T, i.e., p switches its status from Wait to In in
Yi—1 +— 7; while p.req = r, and later switches its status from In to Out in

Vi Y-

%% %@b@@ %@i’@@
G % ‘o
(a) Initial configuration. (b) 6 executed B-action, 1 (c) 3 executed B-action and

executed F-action, and 5 ex- 7 executed E-action.
ecuted R-action.

990, 6 Vo0 A © o
%%@@%%@@%%@@

(d) 2 executed E-action and  (e) The application of 8 does (f) 8 executed Fx-action.
5 executed B-action. not need the write access any-
more.

Fig. 2. Example of execution of LRA o 7TC.

We now illustrate the principles of LR.A with the example given in Fig. 2.
In this example, we consider the local reader-writer problem. In the figure, the
numbers inside the nodes represent their IDs. The color of a node represents its
status: white for Out, gray for Wait, black for In, and crossed out for Blocked.
A double circled node holds a token. The bubble next to a node represents its
request. Recall that we have two resources: R for a reading access and W for a
writing access.
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When the process is idle (p.status = Out), its application can request a
resource. In this case, p.req = r # 1 and p sets p.status to Wait by R-action:
p starts the computation to obtain r. For example, 5 starts a computation to
obtain R in (a)—(b). If one of its neighbors is using a conflicting resource, p
cannot satisfy its request yet. So, p switches p.status from Wait to Blocked
by B-action (see 6 in (a)—(b)). If there is no more neighbor using conflicting
resources, p gets back to status Wait by U B-action.

When several neighbors request for conflicting resources, we break ties
using a token-based priority: Each process p has an additional Boolean vari-
able p.token which is used to inform neighbors about whether p holds a
token or not. A process p takes priority over any neighbor ¢ if and only if
(p.tok:en A —\q.token) Y, (p.token = q.token A p > q). More precisely, if there
is no token in the neighborhood of p, the highest priority process is the wait-
ing process with highest ID. Otherwise, the token holders (there may be several
tokens during the stabilization phase of 7C) blocked all their requesting neigh-
bors, even if they request for non-conflicting resources, and until the token hold-
ers obtain their requested resources. This mechanism allows to ensure fairness by
slightly decreasing the level of concurrency. (The token circulates to eventually
give priority to blocked processes, e.g., processes with small IDs.)

The highest priority waiting process in the neighborhood gets status In and
can use its requested resource by F-action, e.g., Tin step (b)—(c) or 1 in
(a)—(b). Moreover, if it holds a token, it releases it. Notice that, as a process
is not blocked when one of its neighbors is using a compatible resource, sev-
eral neighbors using compatible resources can concurrently enter and/or execute
their critical section (see 1, 2, and 7 in Configuration (d)). When the application
at process p does not need the resource anymore, i.e., when it sets the value of
p.req to L, p executes Ez-action and switches its status to Out, e.g., 8 during
step(e)—(f).

RIT-action is used to straight away pass the token to a neighbor when the
process does not need it, i.e., when its status is either Out or In. (Hence, the
token can eventually reach a process of status Wait or Blocked and help it to
satisfy its request.)

The last action, RsT-action, ensures the consistency of variable .token so
that the neighbors realize whether or not a process holds a token.

4.4 Correctness and Partial Maximal-Concurrency

In this subsection, we sketch the proof of snap-stabilization of Algorithm LR.Ao
7C. Then, we give the proof outline which shows that LR.A o 7C is strongly
partially maximal-concurrent. Recall that we assume a distributed weakly fair
daemon.

Theorem 2 (Resource Conflict Freedom). Fvery exzecution of LRA o TC
satisfies the resource conflict freedom property.

Proof Outline. Immediate from the guard of E-action. O
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In LRAoTC, the token circulation is used to ensure fairness. Hence, a crucial
point to show that LR.A o7 C satisfies the computation start and end properties
(Theorems 3 and 4) consists in showing that no process can keep a token forever.

Lemma 1. No process can keep a token forever.

Proof Outline. Assume, by contradiction, that a process p holds a token forever.
Then, eventually p is the only token holder forever, by Property 1. If p.status €
{Out, In} forever, p does not need the token and straightaway releases it by
RIT-action, a contradiction. Otherwise, the token gives priority to p over all
of its neighbors. So, p eventually enters in critical section by F-action and so
releases the token, a contradiction. (I

Theorem 3 (Computation End). Every execution of LRAoTC satisfies the
computation end property.

Proof Outline. Assume a computation starts at process p to obtain resource r.

Assume, by contradiction, that r is never allocated to p. By Property 1, a
unique token eventually exists in the network. Moreover, p eventually gets the
token, by Lemma 1 and Property 3. Again by Lemma 1, p eventually releases the
token. Now, p can only release the token by executing E-action. In this case, p
obtains resource r, a contradiction.

Hence, r is allocated to p in finite time. Now, by Property 5, in finite time,
the application does not need the resource r anymore and sets p.req to L. So p
eventually executes Fx-action and ends its computation. ([l

We illustrate the previous proof with an example given in Fig. 3. We consider
the local mutual exclusion problem. In this example, we try to delay as much
as possible the critical section of process 2. First, process 2 has two neighbors
(7 and 8) that also request the resource and have greater IDs. So, they will
execute their critical section before 2 (in steps (a)—(b) and (e)—(f)). But, the
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Fig. 3. Example of execution of LR.Ao7C on the local mutual exclusion problem. The
bubbles mark the requesting processes.
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token circulates and eventually reaches 2 (see Configuration (g)). Then, 2 has
priority over its neighbors (even though it has a lower ID) and eventually starts
executing its critical section in (j)—(k)).

Theorem 4 (Computation Start). Every execution of LRA o TC satisfies
the computation start property.

Proof Outline. A process p eventually obtains status Out. Indeed, if p.status #
Out, p is computing and, by Theorem 3, this computation eventually ends. Hence,
if the application of p requests some resource r, i.e., p.req = r # L, p eventually
executes R-action and a computation for r starts. O

Theorem 5 below is immediate from Theorems 2, 3, and 4.

Theorem 5 (Correctness). Algorithm LRA o TC is snap-stabilizing w.r.t.
SPrra assuming a distributed weakly fair daemon.

We now show that LR.A o 7C is strongly partially maximal-concurrent. We
instantiate the sets Pog and Pgre, as follows: Preg(y) = {p € V,p.req # L A
p.status # In in v} and Peg(y) = {p € V,p.status = In A p.req # L in v}.

Theorem 6 (Strong Partial Maximal-Concurrency). Algorithm LRA o
TC is a strong partial mazimal concurrent local resource allocation algorithm.

Proof Outline. After stabilization of 7C, 3T from which, if continousC'S holds
until 7, then every process does not change the values of its variables .req and
.status. After yr (and if continuousC'S still holds), if Pp,.. is not empty, every
process in Pg,... has status Blocked. Indeed, otherwise there is a finite sequence
of processes in Pp,.. with increasing priorities such that the last process is
allowed to execute F-action and change its .status to In, a contradiction with
the definition of T'.

A process p is blocked because —ResourceFree(p) or (Eq € N,, q.status =
Blocked A q.token). Now, in the former case, p € Ppree. S0, p € Ppree is blocked
because of the unique token holder, say ¢. Then, p € N, and Ppyec(yr) contains
all the requesting neighbors of ¢. In the worst case, it contains all the neigh-
borhood of ¢ except one process s that is in critical section, namely, the one
that blocks g. Hence, Pprec(yr) € Ng\{s}, and LRA o TC is strongly partially
maximal-concurrent. [

5 Conclusion

We characterized the maximal level of concurrency we can obtain in resource allo-
cation problems by proposing the notion of mazimal-concurrency. This notion is
versatile, e.g., it generalizes the avoiding ¢-deadlock [19] and (k,¢)-liveness [11]
defined for the f-exclusion and k-out-of-f-exclusion, respectively. From [11,19],
we already know that maximal-concurrency can be achieved in some important
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global resource allocation problems.? Now, perhaps surprisingly, our results show
that mazimal-concurrency cannot be achieved in problems that can be expressed
with the LRA paradigm. However, we showed that strong partial mazimal-
concurrency (an high, but not maximal, level of concurrency) can be achieved
by a snap-stabilizing LRA algorithm. We have to underline that the level of
concurrency we achieve here is similar to the one obtained in the committee
coordination problem [6]. Defining the exact class of resource allocation prob-
lems where mazimal-concurrency (resp. strong partial mazimal-concurrency) can
be achieved is a challenging perspective.
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Abstract. Data aggregation is a key element in many applications that
draw insights from data analytics, such as medical research, smart meter-
ing, recommendation systems and real-time marketing. In general, data
is gathered from several sources, processed, and publicly released for data
analysis. Since the considered data might contain personal and sensitive
information, special handling of private data is required.

In this paper, we present a novel distributed privacy-preserving data
aggregation protocol, called ADiPA. It relies on anonymization tech-
niques for protecting personal data, such as k-anonymity, 1-diversity and
t-closeness. Its purpose is to allow a set of entities to derive aggregate
results from data tables that are partitioned across these entities in a
fully decentralized manner while preserving the privacy of their individ-
ual sensitive inputs. ADiPA neither relies on a trusted third party nor
on cryptographic techniques. The protocol performs accurate aggrega-
tion when communication links and nodes do not fail.

Keywords: Data aggregation - Privacy - Anonymization

1 Introduction

During the last decade, the production, collection, processing and storage of
data has expanded at an astonishing pace. Remarkable insights that enable novel
applications and support decision-making processes are expected from the analy-
sis of large volumes and varying types of data. However, this potential comes
with the responsibility to protect the subjects referenced in the data, otherwise
the willingness of stakeholders to contribute their data will probably decrease
significantly. In general, data should be classified and assigned to a level of sensi-
tivity based on who should have access to it and how much harm would be done
if it were disclosed. Sensitive information requires special care, especially when
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inappropriate handling of information could result in a violation of privacy due
to unauthorized access.

Combining data coming from different sources represents an interesting input
to research and decision-making processes. In some scenarios, companies need
to perform computations on data held by a set of other companies in the same
business domain. Typically, these companies are competitors that do not want
to disclose their own data. For instance, assume that there is a set of companies
in the medical and pharmaceutical domains that each have relevant data and
need data of other companies for developing effective treatments for different
diseases. The companies should collaborate with each other by delivering and
aggregating data for their individual analysis tasks, but they are only willing to
cooperate if their sensitive data is adequately protected.

Data aggregation is a straightforward task in the case where a trusted aggre-
gator collects the data and shares the results. The problem is to find such a
trusted entity. In distributed data aggregation, individual entities want to derive
aggregate results from data sets that are partitioned across these entities. While
the individual entities may not want to share their entire data sets, they may
consent to limited information sharing, based on using particular protocols. The
overall effect of such protocols is to maintain privacy for each individual entity,
while deriving aggregate results over the entire data.

The key contribution of this paper is a distributed privacy-preserving data
aggregation protocol that makes use of anonymization techniques. The proposed
protocol is an extension of the DiPA “Distributed Privacy-preserving Aggregation”
protocol [4]. DiPA is a protocol that allows a set of partners to compute a class
of aggregation functions that are derived from an Abelian group without reveal-
ing the partners’ inputs. DiPA has been designed to aggregate numerical inputs.
The new protocol, called ADiPA (“Anonymized Distributed Privacy-preserving
Aggregation”), allows a set of participants to construct a unique aggregated data
table based on their distinct private data. ADiPA is based on an overlay construc-
tion. It has the following advantages: (1) it preserves data privacy such that a
participant’s data is only known to its owner, with a given probability; (2) the
aggregation result is computed by the participants themselves, in a self-organized
and cooperative manner, without interacting with a dedicated aggregator; (3) the
aggregation result is accurate when there is no data loss, and (4) it neither relies
on cryptographic techniques nor on the trustworthiness of a third party.

The remainder of this paper is structured as follows: Sect.2 describes the
system model. Section 3 briefly summarizes the DiPA protocol. The considered
problem is defined in Sect.4. Fundamental anonymization techniques are dis-
cussed in Sect. 5. The new distributed data aggregation protocol is presented in
Sect. 6. Finally, Sect.7 concludes the paper and outlines areas for future work.

2 System Model

The proposed protocol is based on a system model that consists of N partici-
pants. Each participant is represented as a uniquely identified node (in the rest
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of this paper, we call a node a participant). Each participant p; has its private
input ¢;. The global outcome is the aggregated data.

As shown in Fig. 1, the N nodes are clustered into r ordered groups, from gq
to gr_1. All groups virtually form a ring, gy being the successor of g,._1. Each
group contains N; nodes (Z;;é N; = N). Each node in the system maintains
three sets of nodes: Officemates, Proxies and Clients. For a given node p; in a
group g;, these sets are defined as follows:

— The set of officemates (P,) contains all nodes belonging to the same group
(P, = {p} € gj\pi), i.e. the set p of participants in g; except p;.

— The set of proxies (P,) contains a subset of nodes in the next group (P, C
gj+1 mod r). The proxies of each node are selected uniformly at random from
nodes in the successor group. The size of this set, for each node, is chosen
according to a parameter k such that | P, |=2k+1 with k € {0,1,..., kmas }s
and Kk,q. 1S a system parameter.

— The set of clients (P,) contains a subset of nodes in the previous group (P, C
gj—1modr). A client is defined in such a way that if p is a proxy of ¢, then ¢
is one of p’s clients.

Clients of p

\\____e/

Fig. 1. System model

For security reasons, nodes discard every message originating from a node
that does not belong to the set P. U P,. The distribution of nodes across the
r groups is uniform. Note that the proposed protocol is designed for systems
where N is sufficiently large. For practical usage, the system should consist of
at least 9 participants.

3 The DiPA Protocol

This section gives a brief description of the DiPA “Distributed Privacy-preserving
Aggregation” protocol [4], which enables participants to have the precise aggre-
gate of their numerical inputs while no user should learn anything about the
inputs of other users.
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DiPA considers numerical inputs and aggregation functions expressed as
Abelian group. Assuming that an aggregation function is a triplet (f,S,G),
where S and G are two arbitrary sets and f is a composition law f : S* — G,
DiPA is only suitable for functions where S C G and (G, f) is an Abelian group.

As shown in Fig.2, DiPA consists of three steps: Sharing, Counting and
Broadcasting.

2k+1

gi
(a) Sharing (b) Counting (c) Broadcasting

Ji+1

Fig. 2. DiPA steps: Sharing, Counting and Broadcasting

Step 1: Sharing. Each node casts its input as 2k + 1 shares where k €
{0,1,...,kmaz}- The set of 2k + 1 shares is generated as follows: k values are
randomly chosen from the set of possible entries. The other k values represent
the inverses of the first k& chosen values with respect to the considered aggre-
gation function, and a single share that represents the real participant’s input.
Thus, aggregating the generated shares outputs the actual initial value. Note
that in the case where k& = 0, only one share will be generated representing
the real input. Once a node has generated its 2k + 1 shares, it sends each of
them to a distinct proxy. Therefore, when a proxy receives a message from a
given client node, the proxy could not distinguish if such share was generated
as a single one or it is one among the previously generated 2k + 1 shares with
ke{1,2,...,kmaz}- Once every node in the system has received one share from
each of its clients, the sharing round is over (Algorithm 1, Lines 05 — 11).

Step 2: Counting. In the counting step, each proxy within the receiving group
g; aggregates the received shares from its clients in the group g;_i. The resulted
value is designated as the Individual Aggregate (IA). Note that each proxy
will have its own individual aggregate. Once a participant node has received the
expected number of shares from its clients, it broadcasts the computed individual
aggregate to its officemates. Each officemate will compute the aggregation of the
received individual aggregates resulting in a Local Aggregate (LA) of its group.
Then, each officemate will forward the computed local aggregate to a randomly
chosen node from its proxies in the next group (Algorithm 1, Lines 12 — 15).

Step 3: Broadcasting. During this step, once a proxy receives a local aggregate
from a given client, it broadcasts the received local aggregate within its officemates
and send this aggregate to a randomly chosen proxy in the next group g;41. In the
same way, local aggregates are then forwarded along the ring. Note that when a
node receives a local aggregate from its officemates, this node does not forward the
received aggregate to other participants. Once a participant node in the group g;
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Algorithm 1. DiPA protocol: Node p in group g;, j € {0,...,r — 1}

Variables:
The set of possible inputs, S
An individual aggregate, ia = null
A local aggregate, la = null
A local aggregate array, T[0,...,r — 1]
Input: A private input, v € S
Output: The global aggregate, ga
DiPA Algorithm
01. share(v,k)
02. count(ia)
03.  broadcast(la, j, Pp)
04. ga < f(T[0],...,T[r—1])
Procedure share(v, k) is
05. for i« 1tokdo
06. s; < rand(S)
07. Sitk — tnv(s;)
08. end for
09 S2k+1 < U
10. for i« 1to2k+1do
11. send([share, s;], proxy)
Upon event < receive|[share, s;] > do
12, da « f(ia,s;)
Procedure count(ia)
13. foreach of ficemate € P, do
14. send([Individual Aggregate, ia], of ficemate)
Upon event < receive|[Individual Aggregate, ia] > do
15.  la <« f(la,ia)
Procedure broadcast(la, igroup, Pp)
16. prozy < selectOneRandom(Pp)
17.  send([Local Aggregate,igroup,lal, proxy)
Upon event < receive|[Local Aggregate, igroup,la] > do
18.  if (igroup # 7 and lasrc € P.) then

19. Tigroup) + la
20. broadcast(la, igroup, Pp)
21. end if

receives back the local aggregate of its group, this local aggregate is no longer for-
warded. Each node, separately, computes the global aggregate (GA), after recep-
tion of local aggregates of all groups. This global aggregate represents the final
outcome of the protocol (Algorithm 1, Lines 16 — 21).

4 Problem Definition

In this work, we consider a set of N participants P = {p1,pa, ..., py} involved in
a data aggregation task. Each participant stores its own input locally. The input
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is assumed to be a data table of rows and columns. Columns represent dis-
tinct attributes. Attributes consist of identifiers, quasi-identifiers and sensitive
attributes. Each row is a tuple that contains relationships among the set of
attributes values. The subjects referenced in different participants’ data tables
are assumed to be different, e.g., records in two distinct data tables of health
information do not refer to the same person.

The aim is to aggregate the entire data tables supplied by the N partici-
pants, while preserving data privacy. We assume that the data tables have the
same structure (i.e., the same attributes and same data types). Furthermore, we
assume that identifiers, quasi-identifiers and sensitive attributes do not intersect.
This means that an attribute cannot be both sensitive and a quasi-identifier.

A data table is defined as D = ((id), (¢Id), (sensInfo)), where (id), (qId)
and (sensInfo) are lists of identifiers, quasi-identifiers and sensitive attributes,
respectively. Each row of the table is an ordered s + t 4+ n-tuple of values
(idy,...,ids,q1, -, qt,S1,- .., Sn) Where s is the number of identifiers, ¢ is the
number of quasi-identifiers and n is the number of sensitive attributes.

The aggregation consists of the application of a set of operators on data table
attributes (i.e., columns). We define an aggregation vector as a set of operators
av = (op1,...,0py), where n is the number of sensitive attributes. The proposed
approach assumes that operators op; are commutative and associative when the
attribute is numerical. Also, op; will be the union for categorical attributes. The
aggregation vector is only associated with the sensitive attributes.

Since the objective of our work is to support the aggregation of data tables
with different types of data, we have to consider techniques that help protecting
data while allowing operations on the data. In the next section, we present data
anonymization techniques to achieve this goal. Unlike cryptographic techniques
that could also be used for this purpose, data anonymization techniques produce
human-readable outputs that are more convenient for many distributed data
aggregation tasks.

5 Data Anonymization

In order to release data tables to other stakeholders while preserving data pri-
vacy, data holders often de-identify the data. Data de-identification consists of
the process of removing or masking explicit identifiers to prevent a person’s
identity from being connected to sensitive information. Table 1 shows an exam-
ple of a de-identified table in which the SSN (“Social Security Number”) and the
names were deleted. In this example, we consider medical data records where
the available records do not identify the person suffering from a given disease.
Deleting explicit identifiers does not provide any data protection guarantees.
This is due to the fact that the released data might contain information, referred
to as quasi-identifiers, that can be linked to publicly available data (i.e., a so-
called linking attack). Sweeney [17] has shown that he could uniquely identify
the medical records of the governor of Massachusetts in an anonymized med-
ical data set, based on the publicly available Massachusetts voter registration
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Table 1. Medical Records

Identifiers | Quasi-identifiers Sensitive Info
SSN | Name | Date of Birth | Sex | Zip Code | Disease

- - 2000/07/05 | M | 20364 Meningitis

- - 2002/03/23 |F |31443 Diabetes

- - 2002/03/05 |F |31442 Epilepsy

- - 1990/11/14 | M | 30079 Influenza

- - 2000/07/10 | M | 20368 HIV

- - 1990/11/26 | M 30077 | Stroke

- - 1990/11/30 |M | 30073 Epilepsy

records. This was possible because both the medical data and the voter records
contain the same set of attributes: gender, zip code and date of birth. In addi-
tion, it has been shown [16] that it was possible to uniquely identify 87 % of the
population in the United States based only on gender, 5-digit zip code and date
of birth (63 % of the population according to a recent study [8]). For this rea-
son, different techniques have been proposed to protect identities while releasing
useful data. In the following, we will focus on three main anonymization tech-
niques: k-anonymity, 1-diversity and t-closeness.

5.1 k-Anonymity

The technique of k-anonymity has been defined by Sweeney [17] as follows: Given
a data table T and the set of quasi-identifiers associated with it. The data table
is said to satisfy k-anonymity if and only if each sequence of values of the quasi-
identifiers appears with at least k& occurrences in 7. In other words, a data
table satisfies the k-anonymity requirement if and only if: i) each tuple in the
released table cannot be related to less than k individuals in the population; and
ii) each individual in the population cannot be related to less than k tuples in
the table [6]. For instance, the data presented in Table1 is k-anonymous with
k = 1, because each combination of quasi-identifiers refers only to a unique
tuple. Consequently, the aim is to construct a table in which each combination
of the values of quasi-identifiers appears with zero or at least k occurrences with
the largest possible value of k. It is trivial to note that having a larger value
of k improves the anonymity ensured. Note that to verify whether a data table
satisfies the k-anonymity requirement, the data holder should know in advance
any possible external source of information that an observer could exploit for
re-identification.

k-anonymity is mainly based on generalization and suppression [15]. Sup-
pression consists of removing data from the table. It is applied at the tuple level
where a record can be suppressed in its entirety. Generalization consists of mak-
ing some quasi-identifiers less informative by replacing their values with more
general ones. For example, the zip code can be generalized by removing the last
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digits. Instead of the original value 20054, the new value will be 2005*. The date
of birth can generalized by removing the day.

Table 2. 2-anonymous medical records

SSN | Name | Date of Birth | Sex | Zip Code | Disease

- - 2000/07/* M |2036* Meningitis
- - 2002/03/* F |3144%* Diabetes

- - 2002/03/* F |3144* Epilepsy

- - 1990/11/* M |3007* Influenza

- - 2000/07/* M |2036* HIV

- - 1990/11/* |M | 3007* | Stroke

- - 1990/11/* M |3007* Epilepsy

Table 2 shows an anonymized version of Table 1 with k£ = 2. Each combination
of the values of quasi-identifiers refers to at least £ = 2 rows in the table. This
was achieved by generalizing the values of the zip code and the date of birth. The
“*7 denotes a suppressed value, “date of birth = 2002/03/*” means that the day
is not defined. Thus, having external information that a specific combination of
quasi-identifiers values belongs to a given person does not help to link the exact
sensitive information to that person (e.g., knowing that Bob was born on 2000/07
and lives in the 2036* area results in k = 2 diseases: HIV and Meningitis).

In general, different levels of generalization are possible. For example, con-
sidering the date of birth, a first generalization consists of deleting only the date
and a second generalization consists of removing the month and the day. It is
clear that going from one generalization level to another, more information is
lost. In this direction, different algorithms have been proposed to find the best
generalization in which less information is lost while ensuring k-anonymity.

Table 3 presents several k-anonymity algorithms proposed in the literature.
One difference between these algorithms consists of the level (Tuple, Column,
Cell) on which generalization and the suppression can be applied. Generalization
can be applied to the entire column or to a specific cell. Regarding suppression, it is
possible to delete the whole record (tuple), a column, or a cell. Columns Gen. and
Supp. indicate on which level the generalization and the suppression were applied.
A survey of these algorithms has been presented by Ciriani et al. [5].

In different scenarios, k-anonymity can produce tables that are still sensitive
to different attacks: homogeneity attack and background knowledge attack [12].
The homogeneity attack consists of situations where a set of tuples, with the
same quasi-identifiers values, has the same value for the sensitive attribute. For
instance, assume that the k-anonymous table contains 2 tuples with the same
values of {zip code, date of birth, sex} and the same disease. Knowing that Bob’s
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Table 3. k-anonymity algorithms [5] (|Qs|: the number quasi-identifiers)
Algorithm Gen. Supp. | Type of Algorithm | Time Complexity
Samarati [14] column |row | Exact exponential in |Q;]
Sweeney [18] column |row | Exact exponential in |Q;]
Bayardo-Agrawal [3] column |row | Exact exponential in |Q;]
LeFevre et al. [10] column |row | Exact exponential in |Q;]
Aggarwal et al. [1] - cell | O(k)-Approx O(kn?)
Meyerson-Williams [13] | - cell | O(klogk)-Approx | O(n?*)

Aggarwal et al. [2] cell - O(k)-Approx O(kn?)

Iyengar [9] column |row | Heuristic limited nbr. of iter.
Winkler [19] column | row | Heuristic limited nbr. of iter.
Fung-Wang-Yu [7] column | - Heuristic limited nbr. of iter.

data corresponds to these quasi-identifier values, Bob’s disease becomes easily
identifiable.

The background knowledge attack occurs when the attacker exploits addi-
tional knowledge, in order to reduce her uncertainty about the value of the
sensitive attribute of a given targeted person. Assume that Alice knows that
Bob was born on 2000/07 and is living in 2036*. If Alice also knows that in the
school where she studies with Bob, no one suffers from HIV, then it becomes
clear that Bob has meningitis.

5.2 1-Diversity

As mentioned in the previous section, the data holder should know in advance
any possible external source of information that an observer could exploit for
re-identification. The concept of l-diversity has been proposed by Machanava-
jjhala et al. [12] to provide privacy even when the data publisher does not know
what kind of knowledge is possessed by the adversary. The main idea behind
I-diversity is the requirement that the values of the sensitive attributes are well-
represented in each set of records with the same quasi-identifier values. A given
set of sensitive attributes values are considered as well-represented, if there are
at least [ different values. Table 4 is 4-anonymous. However, it suffers from the
homogeneity attack, since all females born in March 2003 and living in the 3144*
area suffer from epilepsy. Considering the I-diversity requirement, the last four
tuples of Table4 have well-represented values of sensitive attributes (there are
four different values of the disease attribute). An example of a 4-anonymous and
3-diverse Table is shown in Table 5. This table is 3-diverse because in the worst
case, we have three different diseases associated with a given combination of
quasi-identifiers attributes.

L-diversity takes into account the diversity of sensitive values in the group,
but does not take into account the semantical closeness of the values. That makes
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Table 4. 4-anonymous medical records

SSN | Name | Date of Birth | Sex | Zip Code | Disease
- - 2000/07/* M |2036* Meningitis
- - 2000/07/* M |2036* Cancer
- - 2000/07/* M |2036* Meningitis
- - 2000/07/* M |2036* | HIV
- - 2002/03/* F | 3144* Epilepsy
- - 2002/03/* F | 3144* Epilepsy
- - 2002/03/* F |3144* Epilepsy
- - 2002/03/* F |3144%* Epilepsy
- 1990/11/* | M | 3007* | Stroke
- - 1990/11/* M |3007* Diabetes
- - 1990/11/* M |3007* Influenza
- - 1990/11/* M |3007* Epilepsy
Table 5. 3-diverse medical records
SSN | Name | Date of Birth | Sex | Zip Code | Disease
- - 2000/07/* M |2036* Epilepsy
- - 2000/07/* |M |2036* | Cancer
- - 2000/07/* M |2036* Meningitis
- - 2000/07/* M |2036* HIV
- - 2002/03/* F | 3145% Viral infection
- - 2002/03/* F | 3145* Epilepsy
- - 2002/03/* |F |3145* | Stroke
- - 2002/03/* F | 3145%* Epilepsy
- |- 1990/11/* |M | 3007* | Stroke
- - 1990/11/* M |3007* Diabetes
- - 1990/11/* M | 3007* Influenza
- - 1990/11/* M |3007* Epilepsy

l-diversity suffer from two attacks: the similarity attack [11] and the skewness
attack [11]. The similarity attack occurs when, in an l-diverse table, the values
of the sensitive attribute associated with the tuples of the same quasi-identifiers
are semantically similar. Also, l-diversity does not care about the global dis-
tribution of sensitive attributes, which leads to the skewness attack [11]. The
skewness attack exploits the possible difference in the frequency distribution of
the sensitive attribute values within an equivalence class, with respect to the
frequency distribution of sensitive attribute values in the population [6]. Con-
sidering Table 5, if an attacker knows that a given female lives in the 3145* area



104 Y. Benkaouz et al.

and was born on 2002/03, then the attacker can infer that the considered person
has an epilepsy with probability 50 %, compared to a probability of 25 % when
considering the whole table. To counter these attacks, t-closeness was introduced
by Li et al. [11].

5.3 t-Closeness

An equivalence class (set of tuples with the same quasi-identifiers) is said to have
t-closeness if the distance between the distribution of a sensitive attribute in this
class and the distribution of the attribute in the whole table is no more than
a threshold ¢. A table is said to have t-closeness if all equivalence classes have
t-closeness [11]. t-closeness reduces also the effectiveness of the similarity attack,
because the presence of semantically similar values in an equivalence class can
only be due to the presence, with similar relative frequencies, of the same values
in the original data table. The enforcement of t-closeness requires to evaluate the
distance between the frequency distribution of the sensitive attribute values in
the released table and in each equivalence class. Such distances can be computed
based on different metrics, such as the Earth Mover Distance (EMD) used in
t-closeness [11].

6 ADiPA: Anonymized Distributed Privacy-Preserving
Data Aggregation

In this section, we present ADiPA, a new distributed privacy-preserving data
aggregation protocol that makes use of the discussed anonymization techniques
in order to privately aggregate data held by multiple parties.

In addition to the main steps of Sharing, Counting and Broadcasting (see
Sect. 3), a new Pre-processing step will initially take place in ADiPA. The aim of
the pre-processing step is to produce anonymized data from the raw data of each
participant. The anonymized data tables are then split into a set of shares. These
shares are then sent to the set of proxies of each participant (Sharing). Each proxy
computes the individual aggregate of the received shares. The computed individ-
ual aggregates are then broadcast within officemates (nodes of the same group).
Then, each participant aggregates the received individual aggregates, resulting in
local aggregates (Counting). The computed local aggregates are then forwarded
along the ring. Once a participant receives local aggregates of all groups, she com-
putes the global aggregate which is the outcome of the protocol (Broadcasting).

Pre-processing. Each node prepares locally the data table to be used as input
of the aggregation protocol. Thus, each node separately produces an anonymized
version of its data. By applying a particular anonymization technique, the
resulting data ensures either k-anonymity, l-diversity or t-closeness. Then, the
sensitive values of each equivalence class are aggregated as shown in Fig.3
(Pre-Processing). In this example, sensitive attributes are: disease and med-
ical cost. Within each equivalence class, diseases are aggregated via the union
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DoB Gender Zip code Disease Medical costs
2000/07/* M 2036* Epilepsy 20
2000/07/* M 2036* Cancer 80
2000/07/* M 2036* Meningitis 50
2000/07/* M 2036* HIV 100
2002/03/* F 3145* Viral Infection 30
2002/03/* F 3145* Epilepsy 20
2002/03/* F 3145* Stroke 50
2002/03/* F 3145* Epilepsy 20

Pre-Processing
. . Medical
DoB Gender Zip code Disease costs
{Epilepsy, Meningitis,
2000/07/* M 2036* Cancer, HIV} 250
2002/03/* F 3145+ éviral Infection, Epilepsy, 120
troke}
Sharing 4&
: DoB Gender Zip code Disease Nie‘;:l tcsal
% 2000/07/* M 2036* {Epilepsy} 40
2002/03/* F 3145* {Stroke} 80
i: DoB Gender Zip code Disease Nieﬂ(:itcsal
E 2000/07/* M 2036* {Cancer, HIV} 110
(/2] . .
{Viral Infection,
2002/03/* F 3145* Stroke} 20
.. . . Medical
Z DoB Gender | Zipcode Disease costs
S| 200007% | ™M 2036* | {Meningitis} 100
2002/03/* F 3145* {Epilepsy} 20

Fig. 3. Data table pre-processing and construction of shares

operator. The medical cost is a numerical attribute, and we consider the sum
function as the operator of this attribute.

Sharing. Once the anonymized table is prepared, each node casts its input
as 2k 4+ 1 shares. To construct the shares, the quasi-identifier values remain
unchanged, while the values of the sensitive attributes are shared as follows:
the values (s;) are split in such a way that the application of the operator op;
on the split values results in the original value of the sensitive attribute (s; =
opi(s}, ..., s2**1)). Figure3 (Sharing) illustrates an example of the generated
shares in the case where k = 1. Thus, 3 shares are created. The sum of medical
costs of the constructed shares equals the initial medical cost. In the same way,
the union of the diseases in the shares results in the initial set of diseases. Once
a node has generated its 2k + 1 shares, it sends each of them to a distinct proxy.
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Table 1

DoB Gender Zip code Disease Nzeot:i;al
2000/07/% M 2036* | {Epilepsy} 40 edicat
2002/03/* F 3145* | {Stroke} 80 DoB Gender | Zip code Disease : ws;

Table 2 (Eplle
i plepsy,

DoB Gender | Zip code Disease Nze.;:l;al 2000707/ M 2036* Cancer, HIV} 150
2000007/ | M | 2036* | {Cancer,HIV} 110 200203 | F 3145+ ésgoke» 100
2002/02/% 3145 | LVial Infection, 20 bl

F S Stroke } {Viral
2002/02/* F 3145% Infection, 20
Table 3 Stroke}
. . Medical L
DoB Gender | Zipcode Disease costs 2000001/ M 2036+ ({leI]:gleu;‘gltls, 100
1
2000/01/* M 2036* | {Meningitis, Cancer} 100
2002/03/* F 3145* | {Epilepsy} 20

Fig. 4. Aggregating data tables

The remaining steps of ADiPA (Counting and Broadcasting) remain
unchanged, except for the aggregation function used to compute the individ-
ual aggregates, the local aggregates and the global aggregate (see Sect.3). In
ADiPA, given a set of data tables, the aggregation vector will be applied to the
sensitive attribute values, whenever the sequences of the quasi-identifiers val-
ues intersect. Otherwise, the aggregation will be the union of the different data
tables. An example is shown in Fig.4. Note that these data tables might be:
shares, individual aggregates, or local aggregates. They are gathered to produce
individual aggregates, local aggregates or the global aggregate, respectively.

Discussion. The communication cost of ADiPA is O(r.k + N;) where r is the
number of groups in the overlay and [V, is the number of participants per group.
No message is exchanged during pre-processing, since it is a local step. Then,
each node sends 2k+1 shares during the sharing step, N;—1 individual aggregates
during the counting step, and finally forwards r(2k + 1) local aggregates. Given
the set of N participants, by organizing the nodes into r = v/N groups where
each group contains v/N nodes, the communication complexity is O(kv/N).
Assuming that communication links and nodes do not fail, the protocol is
accurate. Since each node maintains the lists of clients, proxies and officemates,
each node knows the number of messages it is supposed to receive. Thus, each
step completes. Since the protocol has a finite number of steps, the protocol
terminates. The local aggregate reflects the aggregation of the data tables of
participants in the previous group (i.e., a local aggregate is the aggregation of
individual aggregates which consists of the aggregation of participants’ shares).
During the last step, each node gathers local aggregates of all groups, so the
global aggregate correctly reflects the aggregation of all participants’ data tables.
The combination of anonymization techniques, sharing, and the overlay
construction helps ADiPA to ensure the privacy of the participants. First,
anonymization techniques help to protect identities while releasing data tables.
Thus, the released records will not be linkable to external information. Then,
the participants split their data tables into shares. A given proxy receives only a
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unique share from a given participant. Thus, a proxy has access to only a partial
view of the anonymized data table of its client. This makes attacks on anonymiza-
tion techniques inefficient for proxies, unless proxies that receive shares from
the same participant collude. Later, once the individual aggregate is computed,
the association between the participant and the records it supplied is lost,
since the individual aggregate is based on shares coming from different clients.
Following the protocol steps, more aggregations take place. This results in mak-
ing the association of a given record to the participant who supply it a harder
task. Moreover, the global result represents the aggregation of the anonymized
data tables of all participants. Thus, in the worst case, the aggregated data tables
will ensure k-anonymity with k equal to the value of k of the initial anonymized
data table with the lowest k-anonymity.

7 Conclusions

In this paper, we have presented a novel distributed privacy-preserving data
aggregation protocol, called ADiPA, which makes use of anonymization tech-
niques. Its purpose is to allow a set of parties to aggregate their private data
tables in a fully decentralized manner while preserving the privacy of their inputs.
The proposed approach does neither rely on a third party nor on cryptographic
techniques. The communication cost of ADiPA is O(r.k + N;) where r is the
number of groups in the overlay and N; is the number of participants per group.
The protocol is accurate when communication links and nodes do not fail.

There are several areas for future research. Currently, we are working on
the implementation of ADiPA and its evaluation based on medical datasets.
An interesting aspect is to study what would be the privacy property of the
aggregated data in the case where the supplied data ensures different privacy
properties (k-anonymity, I-diversity, t-closeness). Also, we plan to compare the
ensured privacy against the privacy level of Secure Multiparty Computation pro-
tocols under different attack scenarios. On the other hand, a natural follow up
of our research consists of the relaxation of the considered assumptions, espe-
cially regarding the intersection of data held by multiple parties. Finally, the
use of ADiPA in different application scenarios should be investigated, such as
sensor network aggregation, smart metering, public health and clinical research,
population monitoring and sensing, and Cloud services.
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Abstract. We present (This work has been supported the Austrian Sci-
ence Fund (FWF) project P26436 (SIC) and S11405 (RiSE).) the first
consensus/ k-set agreement algorithm for synchronous dynamic networks
with unidirectional links, controlled by an omniscient message adversary,
which automatically adapts to the actual network properties in a run:
If the network is sufficiently well-connected, it solves consensus, while
it degrades gracefully to general k-set agreement in less well-connected
communication graphs. The actual number k of system-wide decision
values is determined by the number of certain vertex-stable root com-
ponents occurring in a run, which are strongly connected components
without incoming links from outside. Related impossibility results reveal
that our condition is reasonably close to the solvability border for k-set
agreement.

1 Introduction

In sharp contrast to conventional wireline networks, communication in wireless
dynamic networks like sensor networks and mobile ad-hoc networks is adequately
modeled by time-varying directional links only: Fading and interference phe-
nomena such as capture effects and near-far problems are local effects, which
affect the receiver but not the sender of a particular message. Mobility and
duty-cycling for energy saving purposes are additional causes for irregular com-
munication patterns in dynamic networks. Consequently, according to [13], 80 %
of the links in a typical wireless network are sometimes asymmetric. In this
paper, we hence consider synchronous distributed systems consisting of a possi-
bly unknown number of processes that never fail. All communication links are
controlled by an omniscient message adversary RS13:PODC, which effectively
determines the sequence of directed per-round communication graphs occuring
in a run.
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A natural approach to build robust services despite the dynamic nature of
such systems is to use consensus to agree system-wide on (fundamental) para-
meters like action schedules. Clearly, such solutions rest on the ability to (effi-
ciently) reach consensus in dynamic systems. Unfortunately, solving consensus
requires well-connected communication graphs: In [5], we provided a consensus
algorithm that works under the assumption that, in every round, the communi-
cation graph is both (i) weakly connected and (ii) contains a single root compo-
nent, i.e., a strongly connected component (SCC) without incoming links (note
that every weakly connected graph has at least one root component). For ter-
mination, the root component must eventually consist of the same members for
a certain number of rounds, even though their interconnection topology may
perpetually change. As these assumptions do not guarantee bidirectional reach-
ability system-wide, the model in BRS12:sirocco falls between the weakest and
second weakest class of models defined in [8].

However, in larger-scale dynamic networks, it is unrealistic to assume that the
above properties can always be guaranteed. In this paper, we therefore provide
a consensus algorithm that gracefully degrades to k-set agreement, for some k
determined by the actual network properties, in case of less favorable conditions.
Recall that, in the k-set agreement problem, processes may decide on one of at
most k different values system-wide; 1-set agreement is equivalent to consensus.

In sharp contrast to classic k-set agreement algorithms, our algorithm is
k-uniform, i.e., the parameter k does not appear in its code, and is even worst-
case k-optimal: The number of system-wide decision values is bounded by the
number k of (certain) wvertex-stable root components (VSRC) occurring in the
particular run. If the network partitions into & SCCs, for example,! each partition
may obtain its own decision value. On the other hand, if the network is well-
connected, the algorithm will guarantee a unique decision value. Viewed from
the applications perspective, our gracefully degrading solution is perfectly fine
if processes that cannot communicate with each other do not need to agree
on a common value, as is the case for agreeing on communication schedules or
frequencies, for example.

Main Contributions. In Sect.3, we provide a fairly weak natural message
adversary VSRC(k,d) (where k specifies the maximum number of root compo-
nents per round and d is the duration of vertex-stability), which is still too
strong for solving k-set agreement if d of just one VSRC is too small. More-
over, even eventual stability of all VSRCs is not enough for solving k-set agree-
ment, not even when it is guaranteed that (substantially) less than k& VSRCs
exist simultaneously. On the other hand, we also provide a message adversary
VSRC(n, d) + MAJINF(k), which combines VSRC(n, d) with some information
flow guarantee MAJINF (k) between certain VSRCs, that is sufficient for solving

1Tt is important to note, however, that the network properties required by our
algorithm to reach k decision values need not involve k isolated partitions: Obviously,
k isolated partitions in the communication graph also imply k root components, but
k root components do not imply a partitioning of the communication graph into k
components — it may still be weakly connected.
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k-set agreement: In Sect. 4, we provide a k-uniform, worst-case k-optimal k-set
agreement algorithm that works correctly under VSRC(n, d) + MAJINF (k). To
the best of our knowledge, it is the first gracefully degrading consensus algorithm
proposed so far.

Related Work. Agreement problems in dynamic networks with undirected
communication graphs have been studied in [11]; agreement in directed graphs
has been considered in [1,5, 14, 15]. Whereas [15] considerably restrict the dynam-
icity of the communication graphs, e.g., by not allowing stabilizing behavior,
which effectively causes them to belong to quite strong classes of network
assumptions in the classification of Casteigts et al. [8], our previous work [5]
allows to solve consensus under very weak network assumptions. Afek and
Gafni [1] introduced message adversaries for relating problems solvable in wait-
free read-write shared memory systems to those solvable in message-passing
systems. Raynal and Stainer [14] used message adversaries for exploring the
relationship between round-based models and failure detectors.

Regarding k-set agreement in dynamic networks, we are not aware of any
previous work except [16], where bidirectional links are assumed, and our previ-
ous paper [4], where we assumed the existence of an underlying static skeleton
graph (a non-empty common intersection of the communication graphs of all
rounds) with at most k static root components. Note that this essentially implies
a directed dynamic network with a static core. By contrast, in this paper, we
allow the directed communication graphs to be fully dynamic.

Albeit we are not aware of related work exploring gracefully degrading con-
sensus, there have been several attempts to weaken the semantics of consensus.
Vaidya and Pradhan introduced the notion of degradable agreement [17], where
processes are allowed to also decide on a (fixed) default value in case of exces-
sive faults. The almost everywhere agreement problem introduced by [9] allows
a small linear fraction of processes to remain undecided. Aguilera et al. [2] con-
sidered quiescent consensus in partitionable systems, which requires processes
outside the majority partition not to terminate.

2 Model

We consider a synchronous distributed system made up of a fixed set of distrib-
uted processes IT = {p1,...,p,} with [II| = n > 2, which have fixed unique ids
and communicate via unreliable message passing. For convenience, we assume
that the unique id of p; € II is i, and use both p; and i for denoting this process;
“generic” processes will also be denoted by p, q etc.

Processes execute an infinite number of rounds » = 1,2,... (conceptually)
in lock-step. In every round r, processes first broadcast a round r message of
arbitrary content, determined by some message sending function, and then per-
form some deterministic local computation based on the received round r mes-
sages and their current (local) state. The actual communication in the system
is modeled as an infinite sequence of simple directed graphs G',G2,..., which
is determined by an omniscient message adversary [1,14] that has access to the
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processes’ states. G contains a directed edge (p — ¢) from process p to ¢ iff ¢
receives p’s round r broadcast in round r. The set V] denotes p’s (in-)neighbors
in round r. We emphasize that p does not know (a bound on) n and does not
have any a priori knowledge of its neighbors, i.e., p does not know who receives
its round r broadcast, and does not know who it will receive from in round r
before its round r computation.

Definition 1 (Message adversary). A message adversary Adv (for our sys-
tem IT of n processors) is a set of sequences of communication graphs (G")r>o-
A particular sequence of communication graphs (A", is feasible for Adv, if
(Ar)r>0 S Adv.

For our system II of n processes, this introduces a natural partial order of
message adversaries, where A is weaker than B (denoted A < B) iff A C B,
i.e., if it can generate at most the communication graph sequences of B. As
a consequence, an algorithm that works correctly under message adversary B
will also work under A. We say that some message adversary Adv guarantees
some property, called a network assumption, if every (G"),~o € Adv satisfies this
property.

To define the k-set agreement problem, we assume some finite set V satisfying
[V| > k and n > k (to rule out trivial solutions). Each process p; starts with an
initial value x; taken from V and must irrevocably decide on some y;, such that
the following properties hold in all runs:

Definition 2 (k-set agreement). Algorithm A solves k-set agreement, if the
following properties hold in every run of A:

(k-Agreement) At most k different decision values are obtained system-wide.
(Validity) If y; = v, then v is some p;’s initial value x;.
(Termination) Every process must eventually decide.

Consensus is the special case of 1-set agreement; set agreement is a short-hand for
n — 1-set agreement. A k-set agreement algorithm is uniform if it does not have
any a priori knowledge of the network (and hence of n); it is called k-uniform if
it does not require a priori knowledge of k.

We will now define the cornerstones of the message adversaries defined in
our paper. They will rest on the pivotal concept of root components, which are
strongly connected components in G" without incoming edges from processes
outside the component.

Definition 3 (Root Component). A root component R", with non-empty
set of vertices R C II, is a strongly connected component (SCC) in G" that has
no incoming edges from other components, formally¥p € R,Nq € G": (¢ — p) €
g"=q€R.

By contracting SCCs, it is easy to see that every weakly connected directed sim-
ple graph G has at least one root component. Hence, if G has k root components,
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it has at most k weakly connected components (with disjoint root components,
but possibly overlapping in the remaining processes).

Some root components generated by our message adversaries will be required
to be vertex-stable, i.e., to consist of the same set of nodes (with possibly varying
interconnect) during a sufficiently large number of consecutive rounds.

Definition 4 (Vertex-Stable Root Component). A sequence of consecu-
tive rounds with communication graphs G* for x € I = [a,b], b > a, contains an
I-vertex-stable root component R’, if, for x € I, every G® has a root component
R® with the same set of nodes R (but possibly varying interconnect).

We will abbreviate R! as an I-VSRC or |I|-VSRC if only the length of I matters,
and sometimes denote an I-VSRC R! just by its vertex set R if I is clear from
the context. Note carefully that we assume |I| = b — a + 1 here, since I = [a, b]
ranges from the beginning of round a to the end of round b; hence, I = [r,r] is
not empty but rather represents round r.

The most important property of a VSRC R! is that information is guaranteed
to spread to all its vertices R if the interval I is large enough, c.f. Lemma 1 below.
To express this formally, we need a few basic definitions and lemmas.

Similarly to the classic “happened-before” relation, we say that a process
p causally influences q in round r, denoted by (p s q), iff either (i) ¢ has an
incoming edge (p — ¢) from p in G", or (ii) if ¢ = p, i.e.,, we assume that p
always influences itself in a round. Given a sequence of communication graphs
GT,G™H, ..., we say that there is an causal influence chain of length ¢ > 1

‘
starting from p in round r to ¢, denoted by (p i q), if there exists a sequence

of not necessarily distinct processes p = pg,...,p¢ = ¢ such that p; pox Dit1
for 0 < i < £. If ¢ is irrelevant, we just write (p ~ q) or just (p ~» ) and say
that p (in round r) causally influences ¢. This allows us to define the notion of
a dynamic causal distance between processes as given in Definition 5.

Definition 5 (Dynamic causal distance). Given a sequence of communica-

tion graphs G",G"*1, ..., the dynamic causal distance cd”(p,q) from process p
(in round 1) to process q is the length of the shortest causal influence chain
[

starting in p in round v and ending in q, formally cd”(p, q) == min{l: (p ~~ q)}.
We define ¢d”(p,p) = 1 and ¢d"(p, q) = oo if p never influences q after round r.

Note that, in contrast to the similar notion of dynamic distance defined in [11],
the dynamic causal distance in our directed graphs is not necessarily symmetric.
Corresponding to the dynamic diameter defined for undirected communication
graphs in [11], we define the dynamic causal diameter @*(R!) for round x in a
I-VSRC R! as the largest round = dynamic causal distance cd®(p,q) between
any pair of processes p,q € R:

Definition 6 (Dynamic causal diameter). Given a sequence of communica-
tion graphs G",G" T ..., let I = [a,b], r < a < b, be a nonempty interval of
indices in this sequence. Assume that the subsequence of communication graphs
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G® for x € I contains an I-VSRC R! with node set R. Then, the dynamic causal
diameter of R for round x is defined as @*(R!) := max, 4e p{cd®(p,q)}.

Obviously, it may be the case that @*(R!) = cc in general. However, if |I| is
sufficiently large, the following Lemma 1 reveals that

Lemma 1 (Bound on dynamic causal diameter). Given some I = [a,]
and a VSRC R! with |R| > 2, if b > a+ |R| — 2, then Vz € [a,b — |R| +
2]: °(RY) < |R| - 1.

Proof. Fix some process p € R and some x where a < x < b — |R| + 2. Let
Po = {p}, and define for each i > 0 the set P; = P;_1 U{q: 3¢ € Pi_1 : ¢ €

./\/'q’“”“_1 N R}. P; is hence the set of processes ¢ € R such that (p xg] q) holds.
Using induction, we will show that |Py| > min{|R|,k + 1} for k£ > 0. Induction
base k = 0: |Py| > min{|R|, 1} = 1 follows immediately from Py = {p}. Induction
step k — k + 1, k > 0: Clearly the result holds if |Px| = |R|, thus we consider
round =+ k and |Py| < |R|: It follows from strong connectivity of G*** N R that
there is a set of edges from processes in Py to some non-empty set L C R\ Pg.
Hence, we have Pyy1 = Pr U L, which implies |Pxy1| > |Pr| +1>k+1+1=
k + 2 = min{|R|, k + 2} by the induction hypothesis.

Thus, in order to guarantee R = Py and thus |R| = |Pg/|, choosing k such that
|R| =14k and k < b—x +1 is sufficient. Since b > = + |R| — 2, both conditions
can be fulfilled by choosing k = |R| — 1. Moreover, due to the definition of Py,
it follows that cd®(p,q) < |R| — 1 for all ¢ € R. Since this holds for any p and
any ¢ < s — |R| + 2, the statement of Lemma 1 follows. O

Lemma1 reveals that, in the worst case, |I| must be as large as |R| — 1 to
ensure that messages sent by any process in R reach all members of R within I.
To be able to also model faster information propagation in a VSRC, our message
adversaries will be based on Definition 7. It guarantees a dynamic causal diameter
of D > 0, such that messages sent by any process in R, in any but the last D —1
rounds of I, reach all members of R within I.

Definition 7 (D-bounded I-VSRC). An I-vertez-stable root component R!
with I = [a,b] is D-bounded with dynamic causal diameter D > 0, if either
|I| < D 2 orelse Vz € [a,b— D +1]: @*(RY) < D.

To formalize information propagation from root components to the entire net-
work, one has to account for the fact that a process g outside any root component
may be reachable from multiple root components in general. Intuitively speaking,
this models dynamic networks that do not “cleanly” partition. Given a sequence
of communication graphs G",G"*1,... containing a set ST = {R{,..., Rl} of
£ > 1 I-VSRCs, all vertex-stable in the same interval I = [a,b], let the round x
dynamic network causal distance h® be the maximum, taken over all processes

2 That is, by convention, we also call a VSRC D-bounded if its duration is too short
to be interesting.
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g € II, of the minimal dynamic causal distance c¢d”®(p,q) from some process
pE Ule R! in round z, formally h®(ST) := maxqen{minpeugzl&{cdg”(p, q)}}
Definition 8 will be used in the sequel to guarantee that every process in

the network receives a message from some member of at least one VSRC in
ST ={Rf ... Rl} within H rounds provided |I| > H.

Definition 8 (H-network-bounded I-VSRCs). A set ST = {RI,... ,Rl}
of £ > 1 I-VSRCs with I = [a,b] is H-network-bounded, with dynamic network
causal distance H > 0, if either |I| < H or else Vx € [a,b— H+1] : h*(ST) < H.

Note that Definition 8 guarantees (p =5 q) for at least one but not for all
p € R;. Moreover, p (and hence R;) may be different for different starting rounds
zin I.

Analogous to Lemmal, it can be shown that H is bounded by n — 1 if
b—a>mn—2 (see [6, Lemma 4] for the proof).

3 A Message Adversary for k-Set Agreement

We first define the generic message adversary VSRCp g (k,d), which allows at
most k£ VSRCs per round and guarantees a common window of vertex stability
of duration at least d. Note that it involves both the dynamic causal diameter
D and the dynamic network causal distance H according to Definitions 7 and 8
(that have to be enforced by the message adversary). To keep the notation simple,
however, we will abbreviate VSRCp r(k, d) by VSRC(k, d) subsequently.

Definition 9 (Message adversary VSRC(k, d)=VSRCp g (k, d)). The
message adversary VSRCO(k,d) is the set of all sequences of communication
graphs (G")y>o, where

(i) for every round r, G" contains at most k root components,
(i) all vertezx-stable root components occurring in any (G")r>o are D-bounded,
(iii) for each (G")rso, there exists some rsp > 0 and an interval of rounds
J = [rsr,rsT +d — 1] where 1 < ¢ < k H-network-bounded vertex-stable
root components R{, ..., sz exist simultaneously.

Theorem 1 below shows that it is impossible to solve k-set agreement for
1 < k < n—1 under the message adversary VSRC(k, min{n — k, H} — 1). Its
proof (which has been omitted due to lack of space but can be found in [6]) uses
the generic impossibility theorem provided in [3, Theorem 1], which exploits the
fact that k-set agreement is impossible if k sufficiently disconnected components
may occur and consensus cannot be solved in some component.

Theorem 1 [6, Theorem 7|. No algorithm can solve k-set agreement with n >
k+1 processes under the message adversary VSRC(k, min{n — k, H} — 1) stated
in Definition 9, for any 1 < k <n — 1, even if there are k — 1 root components
Ry,...,Ri_1 that are vertez-stable all the time, i.e., in [1,00] (and only root
component Ry, is vertex-stable for at most min{n — k, H} — 1 rounds).
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In addition, the following Theorem 2 reveals that even much less than k
root components per round before stabilization and a single perpetually stable
root component after stabilization are insufficient for solving k-set agreement.
Consult [6] for its proof, which employs a lossy-link consensus impossibility [15].

Theorem 2 [6, Theorem 9]. There is no algorithm that solves k-set agreement
for n >k + 1 processes under the message adversary for every 1 < k < n, even
ifG" =G, r>rgr, where G contains only a single root component.

We will now provide a message adversary MAJINF(k) that is sufficiently
weak for solving k-set agreement if combined with VSRC(k,3D + H) and even
with VSRC(n,3D + H).

We obtained this combination by adding some additional properties
to the necessary network conditions implied by our impossibility Theorems 1
and 2: To avoid non-terminating (i.e., forever undecided) executions as pre-
dicted by Theorem 1, we require the stable interval constraint guaranteed by the
message adversary VSRC(n,3D + H) to hold. In order to also circumvent exe-
cutions violating the k-agreement property established by Theorem 2, we intro-
duce the majority influence constraint guaranteed by the message adversary
MAJINF (k) given in Definition 12 below. It guarantees some (minimal) infor-
mation flow between sufficiently long-lasting vertex-stable root components that
exist at different times. It implies that the information available in any such
VSRC originates in at most k “initial” VSRCs. Thereby, it enhances the very
limited information propagation that could occur in our model solely under
VSRC(k,3D + H), which is too strong for solving k-agreement.

Given some run p, we denote by V4 the set of all root components that are
vertex-stable for at least d consecutive rounds in p. Let R” € V; consisting of
processes in R, be vertex-stable in V' = [a,,b,] and R € V; consisting of
processes in Ry, be vertex-stable in W = [aw, bw] with aw > b,; note that
V4 C V; for every d > 1.

Definition 10 (Causal Influence Sets). Given R', R € V, with sets of
processes R,, Ry, their causal influence set C'S(RY, RV consists of those
processes q¢ of RW for which there exists a causal chain from some process
p of RY starting after V that ends before or at the beginning of W. That is,
CS(R*,RY):={q€ Rw |3peRy: cd(p,q) < aw — b, }.

The majority influence between R¥ and R" guarantees that RV influences
a set of nodes in R, which is greater than any set influenced by VSRCs not
already known by the processes in R” (and greater than or equal to any set
influenced by VSRCs already known by the processes in RY).

Definition 11 (Majority influence). We say that a VSRC R* € Vap41 exer-
cises a majority influence on a VSRC RW € V,p,1, denoted R'—,R"Y with
—n C V2., iff VRI € Vpo1 with CS(R!, R*) = 0 we have |CS(RY, RV)| >
(CS(R, BW)| and VR! € Vs with CS(R, R?) # 0 we have |CS(RY, R"W)| >
|CS(RT, RW)|.

We can now specify the message adversary MAJINF (k) given in Definition 12.
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Definition 12 (k-majority influence message adversary). The message
adversary MAJINF(k) is the set of all communication graph sequences (G")r>o,
where in every run there is a set K C Vaopyy of |[K| < k VSRCs s.t. VR! €
V2D+1 \ K 3R’ € V2D+1 with RJ‘—>MRI.

Informally speaking, Definition 12 ensures that all but at most k& “initial”
VSRCs in Vop 11 are majority-influenced by some earlier VSRC in V,p 1. Note
carefully, though, that Definition 12 neither prohibits partitioning of the system
in more than k simultaneous VSRCs nor directly exhibits a k-quorum property,
cf. the well-known quorum failure detector X [7] that is known to be necessary
(but not sufficient!) for solving k-set agreement:® After all, choosing any Q C
Vaopy1 with |@Q| = k + 1 does not imply that there exist two VSRCs in @ that
are majority-influenced by a common VSRC. As MAJINF (k) alone is hence too
strong for solving k-set agreement, VSRC(n,3D + H) + MAJINF (k) is indeed
reasonably close to the k-set agreement solvability border.

We conclude this section with some straightforward stronger assumptions,
which also imply Definition 12 and can hence be handled by the algorithm intro-
duced in Sect. 4:

(i) Replacing majority influence in Definition 11 by majority intersection |R, N
Rw| > |R; N Ry|, which is obviously the strongest form of influence.

(ii) Requiring |R, N Rw| > |Rw|/2, i.e., a majority intersection with respect
to the number of processes in Ryy. This could be interpreted as a changing
VSRC, in the sense of “Ryy is the result of changing a minority of processes
in R,”. Although this restricts the rate of growth of VSRCs in a run, it would
apply, for example, in case of random graphs where the giant component has
formed [10].

4 Gracefully Degrading Consensus/k-Set Agreement

In this section, we provide a k-set agreement algorithm and prove that it works
correctly under the message adversary VSRC(n,3D + H) + MAJINF(k), i.e.,
the conjunction of Definitions 9 and 12. Note that the algorithm needs to know
D, but neither n, k nor H. It consists of a “generic” k-set agreement algorithm,
which relies on a function InStableRoot (/) that returns the member set of the
VSRC R’ (or  if none) provided by a network approximation algorithm, and
a function GetLock that extracts candidate decision values from history infor-
mation. Our implementation of GetLock uses a vector-clock-like mechanism for
maintaining “causally consistent” history information, which can be guaranteed
to lead to proper candidate values thanks to VSRC(n,3D + H) + MAJINF (k).

Properties. Our algorithm is in fact not only k-uniform but even worst-case
k-optimal, in the sense that (i) it provides at most k decisions system-wide in all
runs that are feasible for VSRC(n,3D + H) +MAJINF(k), and (ii) that there is

3 Working out the intricacies of relating our message adversaries to failure detectors
(in the spirit of [14]) is part of our current research.



118 M. Biely et al.

at least one feasible run under VSRC(n, 3D + H)+MAJINF (k) where no correct
k-set agreement can guarantee less than k decisions. (i) will be proved below,
and (ii) follows immediately from the fact that a run consisting of k isolated
partitions is also feasible for VSRC(n,3D + H) + MAJINF (k). Our algorithm
can hence indeed be viewed as a consensus algorithm that degrades gracefully
to k-set agreement, for some k determined by the actual network properties.

Network Approximation. Our k-set agreement algorithm relies on the net-
work approximation algorithm already used in [5]. As detailed in [6, Sec. 5.1], it
maintains network estimate A, at process p, which holds p’s local knowledge of
every communication graph G" that occurred so far: Whenever p gets evidence
that some communication link (v — w) was present in round G”, e.g., by receiv-
ing some other process’s A, containing this edge, it also adds (v — w) with
label r to A,. For the joint algorithm, we assume that the complete round r
computing step of the network approximation algorithm is executed just before
the round r computing step of the k-set algorithm, and that the round r message
of the former is piggybacked on the round r message of the latter. This implies
that the round r computing step of the k-set core algorithm, which terminates
round 7, can already access the result of the round r computation of the network
approximation algorithm, i.e., its state at the end of round r.

Detailed Description. The general idea of our core k-set agreement algorithm
in Alg. 1 is to generate new decision values only at members of 2D + 1-VSRCs,
and to disseminate those values throughout the remaining network. Using the
local information provided by the network approximation algorithm, our algo-
rithm causes process p; to make a transition from the initially undecided state
to a locked state when it detects some minimal “stability of its surroundings”,
namely, its membership in some D + 1-VSRC D rounds in the past (line 17).
Note that the latency of D rounds is inevitable here, since information propaga-
tion within a D + 1-VSRC may take up to D rounds due to D-boundedness as
guaranteed by item (ii) in Definition 9. If process p;, while in the locked state,
observes some period of stability that is sufficient for locally inferring a consis-
tent view among all VSRC members (which occurs when the D + 1-VSRC has
actually extended to a 2D + 1-VSRC), p; can safely make a transition to the
decided state (line 24). The decision value is then broadcast in all subsequent
rounds, and adopted by any not-yet decided process in the system that receives
it later on (line 9). Note that VSRC(n,3D + H) (Definition9) guarantees that
this will eventually happen.

Since locking is done optimistically, however, it may also happen that the
D + 1-VSRC does not extend to a 2D + 1-VSRC (or, even worse, is not recog-
nized to have done so by some members) later on. In this case, p; makes a
transition from the locked state back to the undecided state (line 22). Unfortu-
nately, this possibility has severe consequences: Mechanisms are required that,
despite possibly inconsistently perceived unsuccessful locks, ensure both (a) an
identical decision value among all members of a 2D + 1-VSRC who successfully
detect this 2D +1-VSRC and thus reach the decided state, and (b) no more than
k different decision values originating from different 2D 4 1-VSRCs.
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Algorithm 1. k-uniform k-set agreement algorithm, code for process p;

Variables and Initialization:

1: hist;[*][*] := 0 /* hist;[j][r] holds p;’s estimate of the locks learned by p; in round r */
2: hist;[i][0] := {({p:s},xi,0)} /* virtual first lock (V(R) := {pi},v := @i, Tercate := 0) at p; */
3: £:= 1 // most recent lock round, L if none
4: decision; := L // p;’s decision, L if undecided
Emit round r messages:
5: send (hist;,decision;) to all neighbors
Receive round r messages:
6: for all p; in p;’s neighborhood ./\/1;'7"7 receive (hist;,decision;)
Round r computation:
7: if decision; = | then
8 if received any message m containing m.decision # 1 then
9: decide m.decision and set decision; := m.decision
10 else
// update hist; with hist; received from neighbors
11: for p; € /\/’;i, where p; sent hist; do
12: hist} := hist; // remember current history
13: for all non-empty entries hist;[z][r'] of hist;,  # i do
14: hist;[z][r'] := hist;[z][r'] Uhist;[z][r’]
15: hist;[i] := hist; \ hist] // locally add all newly learned locks
// perform state transitions (undecided, locked, decided):
16: myRoot := InStableRoot([r — 2D,r — D])
17: if £ = 1 and myRoot # () then
18: £:=r—2D
19: lock := GetLock(myRoot, £)
20: hist;[¢][r] := hist;[¢][r] U lock // create new lock
21: else if £ # L and myRoot = () then
22: £ := 1 // release unsuccessful lock
23: else if ¢ # L and InStableRoot([{,¢ + 2D]) # 0 then
24: decide lock.v and set decision; := lock.v

25: function GetLock(R, ')

26: Let S be the multiset UpjeR,,,.ugr/ hist; [§][r"’]
Let mfrq(S) be the set of the most frequent elements in S
27: Let mfrqiatest(S) := {x € mfrq(S) | Vy # = € mfrq(S): .Tcreate > Y.Tereate
28: if Imfrqiatest(S)] = 1 then
29: Let v be s.v of the single element s € mfrqatest(S)
30: newLock := (R, v, 1)
31: else
32: newLock := (R, maxsecg {s.v},r) // deterministic choice
33: return newLock

Both goals are accomplished by a particular selection of the decision values
(using function GetLock), which ultimately relies on an intricate utilization the
network properties guaranteed by our message adversary VSRC(n,3D + H) +
MAJINF (k) (Definitions9 and 12): Our algorithm uses a suitable lock history
data structure for this purpose, which is continuously exchanged and updated
among all reachable processes. It is used to store sets of locks L = (R, v, Tereate),
which are created by every process that enters the locked state: R is the vertex-
set of the detected D + 1-VSRC, v is a certain proposal value (determined as
explained below), and T¢reqte is the round when the lock is created.

Maintaining History. In more detail, the lock history at process p; consists
of an array hist;[j][r] that holds p;’s (under)approximation of the locks process
p;j got to know in round 7. It is maintained using the following simple update
rules:
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(i) Local lock creation: Apart from the single virtual lock ({p;},z;,0) created
initially by p; in line 2 (which guarantees a non-empty lock history right
from the beginning), all regular locks created upon p;’s transition from the
undecided to the locked state are computed by the function GetLock in
line 19. Any lock locally created at p; in round r (that is, in the round r
computing step of the core k-set agreement algorithm that terminates round
r) is of course put into hist;[i][r].

(ii) Remote lock learning: Since all processes exchange their lock histories, p;
may learn about some lock L created by process p, in round 7’ from the
lock history hist;[z][r’] received from some p; later on. In this case, L is
just added to hist;[z][r] (line 14).

(i) Local lock learning: In order to ensure that the lock histories of all mem-
bers of a 2D 4 1-VSRC are eventually consistent, which will finally ensure
identical decision values, every newly learned remote lock L € hist;[z][r']
obtained in (ii) is also added to hist;[i][r].

Note that the update rules (i)+(ii) resemble the ones of vector clocks [12].

Clearly, hist;[i][r] will always be accurate for current and past rounds r' < r,
while hist;[j][r'] may not always be up-to date, i.e., may lack some locks that
are present in hist;[j][r']. Nevertheless, if p; and p; are members of the same
2D + 1-VSRC R! with I = [r — 2D, r], Definition 7 ensures that p; and p; have
consistent histories hist;[j][r'] and hist;[i][r'] at latest by (the end of) round
r’ 4+ D, for any ' € [r — 2D,r — D]. Hence, if p; creates a new lock L when it
detects, in its round r computing step, that it was part of a D + 1-VSRC that
was stable from r — 2D to r — D, it is ascertained that any other member p;
will have locally learned the same lock L in the same round r, provided that the
D 4 1-VSRC in fact extended to a 2D + 1-VSRC.

Consistent Decisions. The resulting consistency of the histories is finally
exploited by the function GetLock(R, ), which computes (the value of) a new
local lock (line 19) created in round 7. As its input parameters, it is provided with
the members R of the detected D + 1-VSRC and its starting round ¢ = r — 2D.
GetLock first determines a multiset .S, which contains all locks locally known to
the members p; € R by round r — 2D (line 26). Note that the multiplicity of
some lock L = (R',v,7’) in S is just the number of members of R who got to
know L by round r —2D, which is just |C'S(R’, R)| according to Definition 10. In
order to determine a proper value for the new lock to be computed by GetLock,
we exploit the fact that MAJINF (k) (given in Definition 12) ensures majority
influence according to Definition 11: If the set m frqiates:(S), containing the most
frequent locks in S with the same maximal lock creation round, contains a single
lock L only, its value L.v is used. Note that the restriction to the maximal lock
creation date automatically filters unwanted, outdated locks that have merely
been disseminated in preceding 2D + 1-VSRCs. Otherwise, i.e., if m frqatest(S)
contains multiple candidate locks, a consistent deterministic choice, namely, the
maximum among all lock values in S, is used (line 32). As a consequence, at
most k different decision values will be generated system-wide.
In the remainder of this section, we will prove the following Theorem 3:
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Theorem 3. Algorithm 1 solves k-uniform k-set agreement in a dynamic net-
work under the message adversary VSRC(n,3D + H) + MAJINF(k), which is
the conjunction of Definitions 9 and 12.

The proof consists of a sequence of technical lemmas, which will finally allow
us to establish all the properties of k-set agreement given in Sect. 2.

Validity according to Definition 2 is straightforward to see. To establish ter-
mination, we start with Lemmas 2, 3 and 4 (the proofs can again be found in [6])
that are related to setting locks at all members of vertex stable root components.
They all rely on the guarantees provided by the network approximation algo-
rithm, which have already been established in [5]:

Corollary 1 [6, Corollary 1]. If the function InStableRoot(I) evaluates to
R # () at process p in round r, then Yx € I where x < r, it holds that p is a
member of R*, i.e., p € R.

Corollary 2 [6, Corollary 2|. Consider an interval of rounds I = [a,b], with
[I| =b—a+1 > D, such that there is a D-bounded vertez-stable root component
RI. Then, from the end of round b on, a call to InStableRoot([a,b— D)) returns
R at every process in R.

Lemma 2 [6, Lemma 19]. Apart from processes adopting a decision sent by
another process, only processes part of a vertex stable root with interval length
greater than D (resp. 2D) lock (resp. decide).

Lemma 3 [6, Lemma 20]. All processes part of a vertex stable root Rl with
interval length greater than 2D, which did not start already before a, lock, i.e.
setl = a, in round a + 2D.

Lemma 4 [6, Lemma 21]. All processes part of a vertex stable root Rl with
interval length greater than 3D, which did not start already before a, have decided
by round a + 3D.

Lemma 5. The algorithm eventually terminates at all processes.

Proof. Pick any process p;. If p; is part of a root component during the stable
interval guaranteed by Definition 9, Lemma 3 ensures termination by rgr + 3D
at the latest. If p; is not part of a root component during the stable interval, it
follows from Definition 8 that there exists a causal chain of length at most H to
p; from some member p; of some terminating VSRC. Therefore, p; must receive
the decide message and decide via line 9 by rgpr + 3D + H at latest. O

Although we now know that all members of a VSRC that is vertex stable for
at least 3D rounds will decide, we did not prove anything about their decision
values yet. In the sequel, we will prove that they decide on the same value.

Lemma 6. Given some VSRC R! with I = [a,b] and b > a + D, in all rounds
z € [a+ D,b] it holds that Vp;,p; € R: U, <, histi[j][r'] = U, <, hist;[j][r]
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Proof. By the D-boundedness of R, a message from round a has reached every
member of R by round a + D. Moreover, no message sent by a process not in
R during I can reach a member of R during I because R’ is a root component.
Therefore, since hist; is sent by each process p; in every round (line 5) and p;
adds only newly learned entries to hist; (lines 15 and 20), all these updates of
hist; during I, regarding any round 7’ < a, occur at the latest in round a + D.

O

Lemma 7. All processes of a VSRCs R! of Vopiy with I = [a,b] adopt the
same lock (and hence decide the same).

Proof. Such a lock is created by p; € R in round a + 2D, when it recognizes R’
as having been vertex-stable for D+ 1 rounds according to Lemma 3. As the lock
(value) is computed based on hist; present in round a + 2D, which is consistent
among all VSRC members by Lemma 6, the lemma follows. O

Finally, we show that, given that the system satisfies Definition 12, there will
be at most k decision values in any run of Algorithm 1, which proves k-agreement:
Since there are at most k¥ VSRCs of Vap 1 that are not majority-influenced by
other VSRCs, it remains to show that any majority-influenced VSRC decides
the same as the VSRC it is majority-influenced by. In order to do so, we will
first establish a key property of our central data structure hist;.

Lemma 8. Given R, V = [a,,b,], and RV, W = [aw,bw], where |v| > 2D
and |W| > 1, let L be a lock known to all members of R by b,, i.e., for all
pi € Ry it holds that, by the end of round b,, L € |J,,., hist,[i] [r']. For any
process p; € CS(R”, RV), it holds that L € J, ., hist;[j][r'].

Proof. Assume the contrary, i.e., there exists some p; € CS(RY, R") but L ¢
U, <ay Bist;[][r']. Definition 10 implies that there exists a causal chain from
some p; € R to p; that ends before p; becomes a part of Ry,. Since processes
send their own history in every round according to line 5, every message in
this causal chain consisted of a hist containing L and thus p; put L into its
hist;[j][r] via line 14 if |J,, ., hist;[j][r’] did not already contain L. O

Lemma 9. Given R® € Vop.1, V = [ay, b,], and RWY € Vopy1, W = [aw, bw],
assume that the processes of R, created the (same) lock L when locking. If
R, RWY | then the processes in Ry will choose a lock L' where Lv = L'
(and hence decide the same as the processes in Ry ).

Proof. From the definition of <, (Definition 11), it follows that no VSRC R! of
Vp41 has alarger influence set on R than RY. By Lemma 2, this implies that no
lock that was generated by some R’ in Vp; can be known to more members of
R™ than the lock L generated by RY. Since process p; puts only newly learned
locks into hist; (line 15 and 20), by Lemma8, this means that in round aw
no “bad” lock Ly is present in more elements of S = U, cp,, 1/ <ay, Bists[i][r”]
than L. We now show that L.7¢reqte > Lp.Tereate for all Ly occuring in as many
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elements of S as L with L, # L. Obviously, the only locks L; that could occur
in as many elements of S as L are locks that have been in hist; of some p; € R,
at the beginning of round r, already. Since for any such L, L was created
after Ly, by line 30 and 32, we have that L.7Tereate > Lp-Tereate, as claimed.
Because in round aw + 2D, at all processes p;,p; of Ry, Lemma6 implies
that U, <, hist;[j][r'] = U, <., bist;[i][r'], when locking in round aw + 2D
according to Lemma 3, every p; of Ry will find L as the unique most common
lock in the elements of S with maximal T.reqte. This leads to the evaluation of
the if-statement in line 28 to true and to the creation of a new lock L', where
L' v = L.v in line 30, as asserted. a

5 Conclusions

We provided the first consensus algorithm for synchronous dynamic networks,
which degrades gracefully to general k-set agreement in unfavorable runs; k is
related to the number of mutually independent vertex-stable root components
occuring in the run. Related impossibility results show that the network assump-
tions (eventual stability and majority influence) required by our algorithm are
reasonably close to the solvability border.
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Abstract. Angluin et al. introduced Population protocols as a model in
which n passively mobile anonymous finite-state agents stably compute
a predicate on the multiset of their inputs via interactions by pairs. The
model has been extended by Guerraoui and Ruppert to yield the com-
munity protocol models where agents have unique identifiers but may
only store a finite number of the identifiers they already heard about.
The Population protocol model only computes semi-linear predicates,
whereas the community protocol model provides the power of a Turing
machine with a O(nlogn) space.

We consider variations on the above models and we obtain a whole
landscape that covers and extends already known results. By consider-
ing the case of homonyms, that is to say the case when several agents
may share the same identifier, we provide a hierarchy that goes from the
case of no identifier (population protocol model) to the case of unique
identifiers (community protocol model).

We obtain in particular that any Turing Machine on space O(logo(l) n)
can be simulated with at least O(log®Y n) identifiers, a result filling a gap
left open in all previous studies.

Our results also extend and revisit in particular the hierarchy pro-
vided by Chatzigiannakis et al. on population protocols carrying Turing
Machines on limited space, solving the problem of the gap left by this
work between per-agent space o(loglogn) (proved to be equivalent to
population protocols) and O(logn) (proved to be equivalent to Turing
machines).

1 Introduction

Angluin et al. [3] proposed a model of distributed computation called population
protocols. It can be seen as a minimal model that aims at modeling large sensor
networks with resource-limited anonymous mobile agents. The mobility of the
agents is assumed to be unpredictable (given by any fair scheduler) and pairs of
agents can exchange state information when they are close together.

The population protocol model can be considered as a computational model,
in particular computing predicates: Given some input configuration, the agents
have to decide whether this input satisfies the predicate. More precisely, the
population of agents has to eventually stabilize to a configuration in which every
© Springer International Publishing Switzerland 2015
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agent is in an accepting state or a rejecting one. This must happen with the same
program for all population sizes, i.e. for any size of input configuration.

The seminal work of Angluin et al. [1,3] proved that predicates computed by
population protocols are precisely those on counts of agents definable by a first-
order formula in Presburger arithmetic (equivalent to a semilinear set). Subsets
definable in this way are rather restricted, as for example multiplication is not
expressible in Presburger arithmetic. Several variants of the original model have
been considered in order to strengthen the population protocol model with extra
realistic and implementable assumptions, in order to gain more computational
power. Variants also include natural restrictions like modifying the assumption
between agent’s interactions (one-way communications [1], particular interaction
graphs [2]). This also includes the Probabilistic Population Protocol model that
makes a random scheduling assumption for interactions [3]. Various kinds of
fault tolerance have been considered for population protocols [10], including the
search for self-stabilizing solutions [4]. We refer to [6,8] for a survey.

Among many variants of population protocols, the passively mobile (logarith-
mic space) machine model introduced by Chatzigiannakis et al. [7] constitutes
a generalization of the population protocol model where finite state agents are
replaced by agents that correspond to arbitrary Turing machines with O(S(n))
space per-agent, where n is the number of agents. An exact characterization [7] of
computable predicates is given: this model can compute all symmetric predicates
in NSPACE(nS(n)) as long as S(n) = 2(logn). Chatzigiannakis et al. estab-
lish that with a space in agent in S(n) = o(loglogn), the model is equivalent to
population protocols, i.e. to the case S(n) = O(1).

In parallel, community protocols introduced by Guerraoui and Ruppert [13]
are closer to the original population protocol model, assuming a priori agents
with individual very restricted computational capabilities. In this model, each
agent has a unique identifier and can only remember O(1) other agent identifiers,
and only identifiers from agents that it met. Guerraoui and Ruppert [13] using
results about the so-called storage modification machines [15], proved that such
protocols simulate Turing machines: Predicates computed by this model with n
agents are precisely the predicates in NSPACE(nlogn).

In this paper, we obtain a whole landscape that covers and extends already
known results. We do so by considering that the capabilities of agents is even
more restricted. Indeed, we drop the hypothesis of unique identifiers. That is
to say, we consider that agents may have homonyms. We obtain a hierarchy
that goes from the case of no identifier (i.e. population protocol model) to the
case of unique identifiers (i.e. community protocol model). In what follows, f(n)
denotes the number of distinct available identifiers on a population with n agents.
Notice that the idea of having less identifiers than agents, that is to say of having
“homonyms”, has already been considered in other contexts or with not closely
related problematics [5,9,11,12].

Basically, Tables1 and 2 summarize our results, where MNSPACE(S(n))
(respectively: SMNSPACE(S(n))) is the set of f-symmetric! (resp. also stable

! These classes are defined in Sect. 3.4.
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Table 1. Homonym population protocols with n agents and f(n) identifiers.

f(n) identifiers Computational power

O(1) Presburger’s definable subsets [1,3]
O(log" n) with r € Rxo|J,cy MNSPACE (log* ) Theorem 5
O(n°) with e > 0 MNSPACE(nlogn) Theorem 6

n NSPACE(nlogn)[13]

Table 2. Passively mobile machine model [7] with n agents and space S(n) per agent.

Space per agent S(n) Computational power

0(1) Presburger’s definable subsets [1,3]
o(loglogn) Presburger’s definable subsets [7]
©(loglogn) Usen SNSPACE(log" n) Theorem 7
N(logn) SNSPACE(nS(n)) [7]

under the permutation of the input multisets) languages recognized by Non
Deterministic Turing Machines on space O(S(n)).

Our results also extend the passively mobile machine model. In particular,
Chatzigiannakis et al. [7] solved the cases S(n) = o(loglogn) (equivalent to
population protocols) and S(n) = O(logn) (equivalent to Turing machines).
We provide a characterization for the case S(n) = O(loglogn): the model is
equivalent to (J,cy SNSPACE(log" n) (see Table?2).

The document is organized as follows. Section 2 introduces the formal defi-
nitions of the different models and some already known main results. Section 3
is devoted to the case where an order is available on identifiers. The number
of identifiers f(n) is possibly less than the number n of agents (see Table1).
Section 4 treats the case S(n) = O(loglogn) in the passively mobile machine
model [7] (see Table2). Section5 is then a summary of our results with some
open questions.

2 Models

Population protocols have been, to date, mostly considered as computing predi-
cates: one considers protocols such that starting from some initial configuration,
any fair sequence of pairwise interactions must eventually yield to a state where
all agents agree and either accept or reject. The corresponding predicate then
corresponds to the inputs that eventually lead to accept. Algorithms are assumed
to be uniform: the protocol descriptions are independent of the number n of the
agents.

The models we consider are variations of the commaunity protocol model [13].
This latter model is in turn considered as an extension of the population pro-
tocols. In all these models, a system is a collection of agents. Each agent has
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a finite number of possible states and has an input value, that determines its
initial state. Evolution of states of agents is the product of pairwise interactions
between agents: when two agents meet, they exchange information about their
states and simultaneously update their own states according to a joint transi-
tion function, which corresponds to the algorithm of the protocol. The precise
sequence of agents involved under the pairwise interactions is under the control
of any fair scheduler. The considered notion of fairness for population protocols
states that every system configuration that can be reached infinitely often is
eventually reached.

To avoid multiplication of names, we will write community protocols for
the model of [13], and homonym population protocols for our version, precising
sometimes with f(n) distinct identifiers.

Let U be the infinite set containing the possible identifiers. Compared to [13],
we do not consider that the set is arbitrary: we assume that U C N. We also
assume these identifiers are not necessarily unique: several agents may have the
same identifier. We only assume that they share f(n) distinct identifiers.

More formally, a community protocol / homonym population protocol algo-
rithm is then specified by:

1. an infinite set U of the possible identifiers. In the Homonym case, U = N.

2. a function f associating to the size of the population the number of identifiers
appearing in this population;

3. a finite set B of possible basic states;

4. an integer d > 0 representing the number of identifiers that can be remem-
bered by an agent;

5. some input alphabet Y and some output alphabet Y;

6. an input map ¢ : X' — B and an output map w: B — Y

7. a transition function 6 : Q% — Q?, with Q = B x U x (U U {_})%

Remark 1. We assume to simplify writing in the following that J is a function,
but this could be a relation as in [13], without changing our results.

The state of an agent stores an element of B, the agent’s identifier, together
with up to d identifiers. If any of the d slots is not currently storing an identifier,
it contains the null identifier _ ¢ U. In other words, Q = B x U x (UU{_})¢ is
the set of possible agent states. The transition relation indicates the result of a
pairwise interaction: when agents in respective state ¢; and g meet, they move
to respectively state ¢j and ¢4 whenever 6(q1,q2) = (¢}, 45).

As in [13], we assume that agents store only identifiers they have learned
from other agents (otherwise, they could be used as an external way of storing
arbitrary information and this could be used as a space for computation in a
non interesting and trivial way): if §(q1,q2) = (41, ¢5), and id appears in ¢/, ¢4
then id must appear in g; or in gs.

As in [13], we assume that the identifiers of agents are chosen by some adver-
sary, and not under the control of the program.

We add a hypothesis to the community model [13]: agents need to know when an
identifier is equal to 0 and when two identifiers are consecutive (i.e. id; = ida +1).
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As we want to be minimal, we hence assume that this is the only hypothesis we
make on identifiers in the following section. More formally, whenever §(¢1,g2) =
(¢1,4d5), let up < wg < .-+ < wy be the distinct identifiers that appear in any
of the four states q1,q2, ¢}, 5. Let v1 < vy < .-+ < vy be identifiers such that
up=0&wv; =0andv; + 1 = v;41 © u; + 1 = uiq1. If p(q) is the state obtained
from ¢ by replacing all occurrences of each identifier u; by v;, then we require that
§(p(a1), pa2)) = (p(q1) paz))-

From now on, an agent in state ¢ with initial identifier &k and L = kq,..., kyq
the list storing the d identifiers is denoted by g, or gk, .. k,. 1f the list L is
not relevant for the rule, we sometimes write g.

Remark 2. — This weakening of the original model does not change the com-
putational power in the case where all agents have distinct identifiers.

— Our purpose is to establish results with minimal hypothesis. Our results
work when identifiers are consecutive integers, say {0,1,2,..., f(n) — 1}.
This may be thought as a restriction. This is why we weaken to the above
hypothesis, which seems to be the minimal hypothesis to make our proofs
and constructions correct.

We conjecture that without the possibility to know if an identifier is the
successor of another one, the model is far too weak. Without this asumption,
our first protocol (in Proposition 1) does not work.

— Notice that knowing whether an identifier is equal to 0 is not essential, but
ease the explanation of our counting protocol of Proposition 1.

A configuration of the algorithm then consists of a finite vector of elements
from Q. An input of size n > 2 is f(n) non empty multisets X; over alphabet
X, one for each of the f(n) identifiers. An initial configuration for n agents is a
vector in Q" of the form ((¢(z;),i—1,,...,.))1<i<fn)1<j<|x,| Where z; is the
jth element of X;: in other words, every agent starts in a basic state encoding
t(z;), its associated identifier and no other identifier stored in its d slots.

If C = (¢M,¢®,... ¢") and ¢’ = (p(V,p?, ... p™) are two configura-
tions, then we say that C' — C’ (C’ is reachable from C in a unique step) if
there are indices 7 # j such that §(¢®¥, ¢)) = (p?,p)) and p*) = ¢* for all k
different from 7 and j. An execution is a sequence of configurations Cy, C1, ...,
such that Cy is an initial configuration, and C; — C;41 for all i. An execution
is fair if for each configuration C' that appears infinitely often and for each C’
such that C — C’, C' appears infinitely often.

Ezample 1 (Leader Election). We adapt here a classical example of Population
Protocol. We want a protocol that performs a leader election, with the additional
hypothesis that when the election is terminated, all agents know the identifier
of the leader (for the classical Population Protocol, it is not possible to store
the identifier of the leader). If one prefers, each agent with identifier k starts
with state Ly, _, considering that it is a leader, with identifier k. We want that
eventually at some time (i.e. in a finite number of steps), there will be a unique
agent in state Ly, r,, where k¢ is the identifier of this unique agent, and all the
other agents in state N; , (where 7 is its identifier).
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A protocol that solves the problem is the following: f(n) = n, B = {L, N},
d =1 (only the identifier of the current leader is stored), ¥ = {L}, Y = True,
(L) =L, w(L) =w(N)=True, and ¢ such that the rules are:

L. q —Lrx q VkeN,Vg e Q
Ly Ly w—Lii Nik vk, k'

Lk,k Ni,k’ _>Lk,k Ni,k \V/k,k‘/,i

Ni,k’ Lk,k _’Ni,k Lk,k Vk,k,,i

Nix Niyw—Nir Ny Yk, K i, i

By the fairness assumption, this protocol will reach a configuration where
there is exactly one agent in state Ly, i, for some identifier ky. Then, by fairness

again, this protocol will reach the final configuration Ly, x, U Niko-
i#ko

A configuration has an Interpretation y € Y if, for each agent in the popu-
lation, its state ¢ is such that w(q) = y. If there are two agents in state ¢; and
g2 such that w(q1) # w(qa), then we say that the configuration has No Interpre-
tation. A protocol is said to compute the output y from an input x if, for each
fair sequence (C;);en starting from an initial condition Cy representing z, there
exists ¢ such that, for each j > 4, C; has the interpretation y. The protocol is
said to compute function h if it computes y = h(z) for all inputs z. A predicate
is a function h whose range is Y = {0, 1}.

Observe that population protocols [1,3] are the special case of the protocols
considered here where d = 0 and f(n) = 1. The following is known for the
original model [1,3]:

Theorem 1 (Population Protocols [1]). Any predicate over N* that is first
order definable in Presburger’s arithmetic can be computed by a population pro-
tocol. Conversely, any predicate computed by a population protocol is a subset of
Nk first order definable in Presburger’s arithmetic.

For the community protocols, Guerraoui and Ruppert established in [13] that
computable predicates are exactly those of NSPACE(nlogn), i.e. those of the
class of languages recognized in non-deterministic space nlogn.

Notice that their convention of input in [13] requires that the input be dis-
tributed on agents ordered by identifiers.

Theorem 2 (Community Protocols [13]). Community protocols can com-
pute any predicate in NSPACE(nlogn). Conversely, any predicate computed
by such a community protocol is in the class NSPACE(nlogn).

Notice that Guerraoui and Ruppert [13] established that this holds even with
Byzantine agents, under some rather strong conditions. We now determine what
can be computed when the number of identifiers f(n) is smaller than n. This
will be done by first considering some basic protocols.
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3 When Identifiers are Missing

3.1 Computing the Size of the Population

The population has its size in unary: each agent counting itself. However, the
protocol can not use the value of the population size with this encoding. Indeed,
there is always the possibility that an agent was not counted, and it looks not
possible to track that. We introduce here a way to track the size the population
permitting, at some point, to be sure to work on the whole population, not
missing anyone anymore.

We first construct a protocol that computes n, that is to say the size of the
population. Of course, since agents have a finite state, no single agent can store
the whole size. We mean by “that computes n”, the fact that the size of the
population will be encoded by the global population.

Indeed, the protocol will perform a leader election over each identifier. We
will call the set of leaders a chain. The size of the population will be written in
binary on this chain (it will be possible as f(n) > logn in this part).

Clearly, once such a chain has been constructed, it can be used to store numbers
or words, and can be used as the tape of a Turing Machine. We will often implicitly
use in our description this trick in what follows. This will be used to simulate Turing
machines in an even trickier way, in order to reduce space or identifiers.

Proposition 1 (Counting Protocol). When we have f(n) identifiers with
f(n) > logn, there exists an homonym population protocol that computes n: At
some point, there are exactly f(n) agents not in a particular state L, all having
distinct identifiers. If we align these agents from the highest identifier to the
lowest one, we get n written in binary.

Remark 3. At that point, no agent knows the value of n (nor that the compu-
tation is over as usual for population protocol models). However, at that point,
the population collectively encodes n.

Proof. Informally, the protocol initializes all agents to a particular state A. In
parallel, it performs a leader election inside subsets of agents with same identifier.
It also counts the number of agents: an agent that has already been counted
is marked in a state different from A, and will not be used in the protocol
anymore. An agent in state 1 (respectively 0, or 2) with identifier k represents
2% (respectively 0, or 2F+1) agents counted. Interactions between agents update
those counts.
More formally, here is the protocol. The rules are as follows:

Ao ak—lo @ Vg, k Op Iy —Lli 1y vk
Ak OOHOk 10 Vk 2 1 1k ]-k ~>J_k 2k Vk
Ak 10—>0k 20 vk 2 1 Qk 0k+1_>0k ]-k+1 Vk
O Og— Ly Of Vk 2k 1p+1—08 2541 Vk

This protocol has 3 steps. (i) At the beginning, all agents are in state A.
A state A is transformed into a state 1, by adding 1 to an agent of identifier 0 (the 3
first rules). (ii) Rules 4 to 6 perform a leader election for each identifier, by merging
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the counted agents. (iii) The remaining rules correspond to summing together the
counted agents, carrying on to the next identifier the 1.

Let v be the function over the states defined as follows for any k: v(A4x) = 1,
v(0k) = v(Lg) =0, v(1g) = 2%, v(2;) = 28*1. We can notice that the sum (of v
values) over all the agents remains constant over the rules. Thus the sum always
equals the number of agents in the population. By fairness, this protocol reaches
the desired end. O

Remark 4. — The previous counting protocol also works with f(n) = £2(logn).
If f(n) > alogn with o < 1, then, using a base [¢!/*] instead of a base 2
ensures that n can be written on f(n) digits.

— We use here the fact that the population knows if an identifier is equal to
0. We can work with identifiers in [a,a + f(n) — 1]. For this, agents store an
identifier Id,, corresponding to the minimal one he saw (called here Id,,).
An agent with identifier Id and state i € {0,1,2} stores i - 2/4=19m  When
it meets an identifier equals to Id,, — 1, it looks for a leader with identifier
Id — 1 to give it its stored integer.

From now on, when a proof says that the population uses its size, we suppose
that the counting protocol has been performed and the protocol uses the chain to
access to this information. Once again, the value of the size is encoded in the
population (no agent knows it by itself).

3.2 Resetting a Computation

The computation of the value of size n (encoded as above) is crucial for the
following protocols. From now on, we will call the leader the (or an) agent with
identifier 0 not in state L even if the previous protocol (computing the size of
the population) has not yet finished.

We now provide a Reset protocol. This protocol has the goal to reach a con-
figuration such that (i) the previous protocol is over, (ii) all agents but the leader
are in state R, and (iii) the leader knows when this configuration is reached. This
protocol then permits to launch the computation of some other protocols using
the chain created and the size of the population computed (i.e. encoded globally
in the population).

Proposition 2 (Reset Protocol). There exists a Reset protocol containing
the states F' and R such that, once the counting protocol is finished, only one
agent will reach state F' at some point. As soon as this agent is in state F, all
the other agents are in state R.

This configuration permits to know for sure that all agents are at the same
step, with a leader being aware of that, being in state .

Proof. The idea of this protocol is to reset each time the leader sees that the
counting protocol (of the previous proposition) has not finished yet. There are
two possible states for the non-leader agents: S and R. First, the leader turn to
state S other agents, and second turns agents in state S into state R and count



Homonym Population Protocols 133

them (by the same way to counting protocol). When the leader manages to turn
m agents (where m is the computed size with the counting protocol), it knows
that if the counting protocol has finished, the reset protocol is over. It turns its
own state into F. O

3.3 Counting Agents in a Given State

We use the previous constructions to create a protocol that can write in its
chain?, with the request of an input symbol s € X and an identifier Id, the
number of agents that started with this identifier and this input symbol.

Proposition 3. When we have f(n) = 2(logn) identifiers, if the reset protocol
has finished, for all input s € X and for all Id < f(n), there exists a protocol
that encodes the number of agents initialised as syq.

Proof. Recall that s;q means input s with identifier /d. We cannot use directly
the counting protocol. We cannot store forever this value if the request is done
for each sjq4, as agents have a finite memory. Because of that, the protocol will
need to be sure that the computation is over to move forward and clean the
computation. We will use here the fact that the total number of agents is known
(as the computation is reset until this knowledge is reached), by counting the
number of agents in the initial state s; and, at the same time, counting again
the whole population. Once we have reached the right total for the population,
we know that we have counted all the agents in the requested initial state. O

Remark 5. In other words, if at some moment, the population needs to know
the number of agents which started in the state syq4, this is possible.

3.4 Simulating the Reading Tape

With all these ingredients we will now simulate a tape of a Turing machine. First,
we need to define which kind of Turing machines we consider. Basically, we are
only stating that from the definitions of the models, only symmetric predicates
or data can be processed or computed. Our definitions are an adaptation of the
usual models to fit to our inputs.

Definition 1 (f-Symmetry). A Language L € (YU#) is f-symmetric if and
only if:
- #€ Z;
~ Words of L are all of the form w = xy#xo#. . . #xf(n), with 1|+ |2z +. .. +
|Zpm)l =1 and Vi, z; € £,
— If, Vi, j is a permutation of x;, and if xyF#xo#. . . #x(n) € L, then
xy A #. .#x’f(n) eL;

FEach x; is a non-empty multiset over alphabet 3.

2 Recall the concept of the chain defined in page 7.
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Definition 2 (MNSPACE(S(n))). Let S be a function N — N.

We write MNSPACE(S(n), f(n)), or MNSPACE(S(n)) when f is unam-
biguous, for the set of f—symmetric languages recognized by Non Deterministic
Turing Machines on space O(S(n)).

Definition 3 (SMNSPACE(S(n))). We write SMNSPACE(S(n), f(n)), or
SMNSPACE(S(n)) when f is unambiguous, for the set of f—symmetric lan-
guages recognized by Non Deterministic Turing Machines on space O(S(n)),
where languages are also stable under the permutation of the multisets (i.e. for
any permutation o, T1#xo#. . H#Tgm) € L & To(1) #To@) #- - #Ta(gn)) € L)

Remark 6. We have NSPACE(S(n)) = MNSPACE(S(n),n) and
SNSPACE(S(n)) = MNSPACE(S(n),1).

Here is a weaker bound than the one we will obtain. The idea of this proof
helps to understand the stronger result.

Proposition 4. Any language in MNSPACE(logn,logn) can be recognized by
an homonym population protocol with logn identifiers.

Proof. The main idea of this proof is to use the chain as a tape for a Turing
Machine. To simulate the tape of the Turing machine, we store the position where
the head of the Turing machine is by memorizing on which multiset the head is
(via the corresponding identifier) and its relative position inside this multiset:
the previous protocol will be used to find out the number of agents with some
input symbol in the current multiset, in order to update all these information
and simulate the evolution of the Turing Machine step by step.

More precisely, let M € MNSPACE(logn,logn). There exists some k € N
such that M uses at most klogn bits for each input of size n. To an input
T1#T2F#F. . F#T f(n) We associate the input configuration with, for each s € X' and
for each i < f(n), |x;|s agents in state k with the identifier (i — 1), |z;|s being
the number of s in z;.

The idea is to use the chain as the tape of the Turing Machine. We give k
bits to each agent, so that the protocol has a tape of the good length (the chain
is of size logn). We just need to simulate the reading of the tape. The protocol
starts by counting the population and resetting agents after that.

We assume that symbols on Y are ordered. Since the language recognized by
M is log n-symmetric, we can reorganize the input by permuting the ;s such
that the input symbols are ordered.

Here are the steps to perform the simulation of reading the tape:

0. The chain contains two counters. The leader also stores an identifier Id and
a state s. The first counter stores the total of s;4 computed at some point
by the protocol of Proposition 3. The second counter ¢y is the position the
reading head. The simulated head is on the coth s of xyg11.

1. At the beginning of the protocol, the population counts the number of Sy,
where Sy is the minimal element of Y. ¢y is initialized to 1.
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2. When the machines needs to go right on the reading tape, ¢y is incremented.
If ¢ equals cq, then the protocol looks for the next state s’ in the order of X,
and count the number of s/,. If this value is 0, then it takes the next one. If
s was the last one, then the reading tape will consider to be on a #.

If the reading head was on a #, then it looks for the successor identifier of
Id, and counts the number of Sy. If Id was maximal, the machine knows it
has reached the end of the input tape.

3. The left movement process is similar to this one.

This protocol can simulate the writing on a tape and the reading of the input.
To simulate the non deterministic part, each time the leader needs to make a
non deterministic choice between two possibilities, it looks for an agent. If the
first agent the leader meets has its identifier equal to 1, then the leader does the
first choice, otherwise it choses the second one.

This protocol simulates M. a

Corollary 1. Let f such that f(n) = 2(logn). Any language in MNSPACE
(f(n), f(n)) can be recognized by an homonym population protocol with f(n)
identifiers.

Proof. We use the same protocol (which is possible as the size of the population
can be computed). Since the chain of identifiers has a length of f(n), we have
access to a tape of size f(n). O

3.5 Recognizing Polylogarithmic Space

Proposition 5. Let f such that f = 2(logn). Let k be a positive integer.
Any language in MNSPACE (logk n, f(n)) can be recognized by a protocol
with f(n) identifiers.

Proof. The idea here is that, by combining several identifiers together, we get
much more identifiers available, increasing the chain and space of computation:
if we combine m identifiers together, we get f(n)™ possible identifiers.

First the population performs the computation of the size of the population.
Second, it gets a chain of all the identifiers. Third, the leader then creates a
counter of m identifiers, initialized at 0™ (seen as the number 0...0 written
in base f(n)). Four, it looks for a L agent and gives him its stored m-tuple,
then increases its m-tuple. As soon as it has finished (by giving f(n)™ or n
identifiers, depending on what happens first), the protocol can work on a tape
of space f(n)™.

Since f(n) = 2(logn), there exists some m such that f(n)™ > log" n. O

Theorem 3. Let f such that there exists some real r > 0 such that we have
f(n) = 2(log" n).

Any language in |J;>, MNSPACE(logk n, f(n)) can be recognized by an
homonym population protocol with f(n) identifiers.
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Proof. We only need to treat the counting protocol when r < 1 (the case r = 1 is
treated in Proposition 5, the case r > 1 is a direct corollary of this proposition).
Let [ = [1]. We will use a I-tuple for each agent. When agents realize that f(n)
might be reached and they need more space, they use the tuple, storing the
maximal identifier Id;. If at some point, they realize that a bigger identifier Ids
exists, they just do a translation of the numbers stored in the chain.

With f(n)! = 2(logn) identifiers and the right basis to write the size, we
can be sure to have enough space to compute the size of the population. We can
then use previous protocols using (k - I)-uples to use the required space. a

3.6 Only Polylogarithmic Space

Theorem 4. Consider a predicate computed by a protocol with f(n) identifiers.
Assume that f(n) = O(log' n) for some | > 1.
The predicate is in MNSPACE(logk n, f(n)) for some positive integer k.

Proof. We need to prove that there exists a Turing Machine that can compute,
for any given input z, the output of the protocol P.

From definitions, given some input z, P outputs the output y on input x if and
only if there exists a finite sequence (C});en, starting from an initial condition
Co representing z, that reaches at some finite time j some configuration C;
with interpretation y, and so that any configuration reachable from C; has also
interpretation y.

This latter property can be expressed as a property on the graph of configu-
rations of the protocol, i.e. on the graph whose nodes are configurations of size
n, and whose edges corresponds to unique step reachability: one must check the
existence of a path from Cy to some C; with interpretation y so that there is no
path from C; to some other C’ with interpretation different from y.

Such a problem can be solved in NSPACE(log N) where N denotes the
number of nodes of this graph. Indeed, guessing a path from Cy to some C; can
easily be done in NSPACE(log N) by guessing intermediate nodes (configura-
tions) between Cy and C;. There remains to see that testing if there is no path
from C; to some other C’ with interpretation different from y can also be done
in NSPACE(log N) to conclude.

But observe that testing if there is a path from C; to some other C” with inter-
pretation different from y is clearly in NSPACE(log N) by guessing C’. From
Immerman-Szelepcsnyi’s Theorem [14,16] we know that NSPACE(log N) =
coNSPACE(log N). Hence, testing if there is no path from C; to some other
C' with interpretation different from y is indeed also in NSPACE(log N).

It remains now to evaluate N: For a given identifier 7, an agent encodes basically
some basic state b € B, and d identifiers w1, us, . . . , ug. There are at most n agents
in a given state (i,b,u1,us,...,uq). Hence N = O(n‘B|'f(")d+l). In other words,
the algorithm above in NSPACE(log N) is hence basically in MNSPACE((|B|-
f(n)* N logn, f(n)) € MNSPACE(og" n, f(n)) for some k. O
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Theorem 5. Let f such that for some r, we have f(n) = 2(log" n). The set
of functions computable by homonym population protocols with f(n) identifiers
corresponds exactly to | Jy, MNSPACE(log* n, f(n)).

3.7 When We Have n€ Identifiers

One can go from n¢ (with ¢ > 0) to a space of computation equivalent to the
case where f(n) = n: We just need to use a k-tuple of identifiers.

Theorem 6 (n'/* Identifiers). Let f such that there exists some k € N such
that f(n) > nY/k. The set of functions computable by homonym population pro-
tocols with f(n) identifiers corresponds exactly to MNSPACE(nlogn, f(n)).

Remark 7. This result does not need the two restrictions of knowing if an iden-
tifier is equal to 0 or if two identifiers are consecutive. The result holds when U
is chosen arbitrarily and when the restrictions over the rules are those in [13].

4 Passively Mobile Machines

We now show how previous constructions improve the results about the model
from [7]:

Definition 4 (PMSPACE(S(n))). [7] Let S be a function.
We write PMSPACE(S(n)) for the set of languages recognized by population
protocols where each agent has a Turing Machine with a tape of size at least S(n).

Theorem 7. PMSPACE(loglogn) = ;> SNSPACE(logkn).

Proof. 1. Jys, SNSPACE(loghn) ¢ PMSPACE(loglogn).

The idea of this proof is quite simple: Let M € SNSPACE(log*n). We can
notice that SNSPACE(logFn) ¢ MNSPACE(logFn,logn). From Theorem 5,
there is a population protocol computing M. We will simulate it. With space
O(loglogn), we can simulate a population protocol with O(2!°81°¢™) = O(logn)
identifiers.

To create log n identifiers, we adapt a bit the counting protocol. At the begin-
ning, each agent has the identifier 0. When two agents with the same identifier
meet, if each one contains the integer 1, the first switch its integer to 0, the other
increases its own identifier.

We then just need to simulate the behavior of each agent as if they have
started with their created identifier. It requires a space of size | B|+(d+1) log logn
plus some constant, which is enough.

2. PMSPACE(loglogn) C Uys, SNSPACE(logkn): The proof is similar
to the one of Theorem 4. O

With a similar proof, we can get the following result that gives a good clue
for the gap between loglogn and logn:

Corollary 2. Let f such that f(n) = 2(loglogn) and f(n) = o(logn).
SNSPACE(2/™ f(n)) c PMSPACE(f(n)) C SNSPACE(2/™ logn).
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5 Summary

From the model given by Guerraoui and Ruppert [13], we introduced a hierarchy
according to the number of accessible identifiers in the population:

— With a constant number of the identifiers, the existence of identifiers is useless.
— With ©(log" n) identifiers, homonym population protocols can exactly recog-

nize any language in {J, .y MNSPACE (log]“c n)

— Homonym population protocols with ©(n¢) identifiers have same power that
homonym population protocols with n identifiers.

It remains an open question: is the knowledge of consecutive values of two
identifiers crucial or not? Our guess is that it is essential to be able to compute
for sure the size of the population. Protocols without this assumption have not
been found yet.

Chatzigiannakis et al. [7] started a hierarchy over protocols depending on how
much space of computation each agent has. The paper left an open question on
the gap between o(loglogn) and O(logn). We provided an answer, stating that

with ©(loglogn) space, we compute exactly | J, .y SNSPACE (logk n)

It remains the gap between O(loglogn) and O(logn), where we currently
just have the following bounds:
SNSPACE(2/(™ f(n)) € PMSPACE(f(n)) C SNSPACE(2f(™ logn).
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Abstract. While functional concerns are well supported in current busi-
ness process modeling languages such as the Business Process Model-
ing Notation (BPMN), many important non-functional concerns such as
security and quality of service (QoS) cannot be expressed. Some works
proposed specific extensions to business process modeling languages to
express certain non-functional concerns. However, most related works
focus only on expressing non-functional properties in business process
models without considering their realization on the implementation level.
In this paper, we present a generic approach to non-functional concerns
in business processes and bridge the gap between process modeling and
process implementation by generating AO4BPEL aspects that enforce
and realize the non-functional properties specified in the business process
model. The functional part of the processes is realized by generating
executable WS-BPEL code out of BPMN process models. The approach
is not specific to a particular non-functional concern and the usage of
aspects ensures a modular implementation of the business process.

Keywords: Business process modeling : Non-functional concerns -
Aspects - BPMN + AO4BPEL - WS-BPEL

1 Introduction

Current business process modeling languages such as the Business Process Mod-
eling Notation (BPMN) [9] provide good support for expressing the functional
concerns in a business process. However, they do not allow expressing important
non-functional concerns such as security and quality of service. To address this
limitation, several works [7,11,13,18] proposed extensions to business process
modeling languages in order to express certain non-functional concerns. How-
ever, these proposals are generally specific to a particular non-functional con-
cern. Further, they mostly focus only on the modeling level and do not consider
the realization of non-functional properties on the implementation level. In most
state of the art approaches the designers enrich the business process model with
additional information about non-functional properties by means of the above
mentioned extensions. Then, the enriched process models are taken as a refer-
ence by the technical developers implementing the business process. The manual
© Springer International Publishing Switzerland 2015
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realization of the non-functional properties can result in a different implementa-
tion from what the designers specified. Furthermore, the lack of an appropriate
approach and of tool support for the realization of non-functional properties
makes their implementation difficult and error-prone.

In a previous work of the first author of this paper [16] a generic meta-model
and an approach for expressing non-functional properties in business process
models were presented. In the current paper we focus on the realization of non-
functional concerns in business processes using a model-driven and generative
approach. In particular we generate executable processes in WS-BPEL [8] for
the functional part of the business process model and AO4BPEL [2] aspects for
the non-functional concerns.

Our contributions in this paper are many-fold. First, we define a map-
ping from non-functional properties in BPMN business processes to AO4BPEL
aspects. Second, we present code generators supporting the realization of the
BPMN business processes including a WS-BPEL generator and an aspect gen-
erator. Third, we extend the approach presented in [16] into a holistic approach
supporting both the specification and realization of non-functional concerns in
business processes. Fourth, we present an integrated Eclipse-based tool set sup-
porting our approach and model-driven development of service based business
processes.

The remainder of this paper is organized as follows. Section 2 presents a moti-
vating example. Section 3 presents the proposed approach and gives examples
for illustration. Section 4 presents the toolset supporting our approach. Section 5
reports on related work and Sect. 6 concludes the paper.

2 DMotivating Example

In this section we introduce a simple business process for travel booking in a
travel agency to illustrate the modeling of functional and non-functional concerns
in business processes. This process is shown in Fig. 1 using the BPMN notation.
To keep this example simple and clear only the key elements are specified and
error handling is not shown.

This process starts when a customer sends a travel booking request to the
travel agency. The request contains the necessary data for the booking such
as the dates and the destination. After receiving this request, a flight booking
activity and a hotel booking activity are started in parallel. The flight booking
activity calls a web service of airline companies to find a flight that satisfies the
customer criteria. At the same time, the hotel booking activity is started, which
calls a service for finding the accommodation. The created offer is then sent to
the customer for review and approval. Once the customer accepts the offer he
is asked to enter the credit card details for payment and a bank web service is
called to charge the credit card. Once the payment is completed successfully a
confirmation mail is sent to the customer with all booking details.

There are several non-functional requirements in this simple business process.
First, the credit card information has to be handled confidentially to protect it
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Fig. 1. Travel booking process

when the respective messages are sent to the bank over the Internet. Second, once
the customer accepts the offer he should not be able to deny having done this.
Third, since user experience is nowadays a key factor in online transactions the
response time of the booking service should be acceptable. The travel agency is
interested in monitoring the total execution time of the flight and hotel booking
activities to ensure a good quality of service (QoS). If that execution time exceeds
10 seconds an alert message has to be raised and the current process instance
information needs to be logged down.

Existing process modeling languages lack appropriate means for expressing
non-functional concerns such as the ones mentioned above. Several works [11,13,
18] defined extensions of BPMN to express particular non-functional concerns.
With respect to the modeling level, most extensions modify the BPMN meta-
model in a heavy-weight manner. Furthermore, the extensions are not based on
a common meta-model and therefore they cannot be composed with each other.
This means that these extensions cannot be used together in a same business
process model. In addition, most existing extensions are specific to a particular
concern and are not directly applicable to other non-functional concerns. With
respect to process implementation, we observe that most existing works focus
on the modeling level (i.e., on specifying non-functional requirements) without
addressing the realization of those requirements.

3 Proposed Solution

To address the problems explained in the previous sections we propose a model-
driven and generative approach for specifying and realizing non-functional prop-
erties in business process models. Figure2 gives a high-level overview of that
approach. On the modeling level our approach expects business process models
in BPMN including a specification of non-functional properties based on the
profile concept we presented in [16]. For bridging the gap between modeling and
execution of business processes and at the same time supporting non-functional
concerns we defined two mappings. The first mapping is for the non-functional
part and it maps non-functional requirements to aspect code in AO4BPEL [2,6].
The second mapping is for the functional part and it maps the BPMN process
to a WS-BPEL process. Based on these two mappings we implemented two code
generators as Eclipse plugins using the Xpand' framework for Model-to-Text

! http://www.eclipse.org/modeling/m2t/?project=xpand.
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Fig. 2. Approach in a nutshell

transformation. The generated process and aspect code can then be deployed
on the AO4BPEL 2.0 Server?, which is an aspect-oriented extension of the
Apache ODE Server®. This engine supports the dynamic weaving of aspects
and processes and thus executes the WS-BPEL process while realizing the non-
functional requirements. The proposed approach and the respective tool set allow
a modular implementation of service based business processes.

3.1 Expressing Non-functional Requirements

To express non-functional concerns in BPMN business process models we used
non-functional profiles [16], which were proposed in a previous work of the first
author of this paper in analogy to the profile concept of UML.

Non-functional Profiles. The meta-model for non-functional profiles is shown
in Fig. 3. It defines three main concepts:

— NfProfile represents a group of non-functional properties related to one con-
cern, such as security and quality of service (QoS).

2 https://github.com/alook/ao4bpel2.
3 http://ode.apache.org.
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— NfProperty represents a specific non-functional property that belongs to a
non-functional profile (NfProfile) such as authentication and encryption. Each
property can have an icon associated with it.

— Attribute represents a property attribute and it has a name and a value.
An NfProperty has zero or many attributes that define parameters which are
needed for its realization. For example, the NfProperty Encryption may have
the two attributes algorithm and key, which are necessary for performing the
encryption.

H Artifact
= name : EString
= description : EString

]

B Attribute
B NfProfile properties :B‘pr-n;’;ir‘ty attributes © name : EString
0.% el 0.* | @ value : EString

Fig. 3. Meta-model for non-functional profiles

Based on this meta-model, non-functional profiles can be defined using an
EMF based editor that we developed. Then the profiles can be imported in an
extended version of the Eclipse STP BPMN Editor?, which provides a graphical
annotation for each property in the profile and which allows editing the prop-
erty attributes using property sheets. The annotations expressing non-functional
properties can be then connected with BPMN elements using associations. In this
approach the meta-model of BPMN is unchanged as we only define an extension
of the artifact text annotation according to BPMN extensibility guidelines.

As examples, we show two simple profiles for expressing quality of service
(QoS) and security. The non-functional properties in each profile and their
attributes are shown respectively in Tables 1 and 2.

Associating Annotations to Process Elements and Execution Order.
The annotations, which represent the non functional properties, can be associ-
ated with a single activity or with a group of activities as shown in Fig. 4. In that
figure the property NF-Propertyl is associated with the activities Activity! and
Activity2, which means that this property applies individually to each of these
two activities. The property NF-Property?2 is associated with a group which con-
tains the three activities Activityl, Activity2 and Activity3, which means that
the property NF-Property2 applies around this group of activities.

* http://wiki.eclipse.org/STP/BPMN_Component/STP_BPMN_Presentation.
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Table 1. Monitoring profile
QoS property Attributes [Possible Values| Notation
Logging: This property ex-|parameters [true/false]: indicates
presses that the runtime in-|whether the parameters should be logged|
formation of the associated|at runtime. |
activity should be logged. |soapMessage [true/false]: indicates '

whether the soap messages exchanged
with the partner service should be logged.

ExecTime: This property
expresses that the execution
time of this activity should
not be under the minimum
value or exceed the max-
imum value, otherwise an
alert will be raised.

min: minimum value in ms.

max: maximum value in ms.

alert [DB/File/WS]: where the alert mes-
sage is to be delivered: store in Database,
Log File, or invoke a Web Service.

S

NumberOfExec: This
property expresses that the
number of executions of an
activity should not be under

the minimum  threshold
or exceed the maximum
threshold, otherwise an

alert will be raised.

min: minimum number of executions.
max: maximum number of executions.
alert [DB/File/WS]: where the alert
message should be delivered: store in
Database, Log File or invoke a Web Ser-
vice call.

B

Table 2. Security profile

Security property

Attributes

Notation

message expires.

Timestamp: This property ex-
presses the period after which the

timeToLive (ms)

signed.

presses that the message should be

Authentication: This property|username

expresses the user credentials. password y c‘n

Encryption: This property ex-|keyldentifierType i

presses that the message should be|symmetricEncAlgorithm ,C"-

encrypted. keyEncAlgorithm g
transportKeyld

Signature: This property ex-|keyldentifierType

signatureAlgorithm
signatureCanonicalization

digestAlgorithm

As it is possible to associate several non-functional properties with the same
BPMN element we need to specify the order of those properties. For that pur-
pose, we use numbers on the associations of non-functional properties to process
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Fig. 4. Association of non-functional properties to BPMN elements

elements. Non-functional properties with lower numbers on their associations
will be executed before the ones with higher numbers.

Revisiting the Motivation Example. In Fig.5 we use non-functional prop-
erties from the QoS and security profiles to express some non-functional require-
ments of the travel agency business process. We associate the encryption anno-
tation to the payment activity to express that the respective data should be
encrypted according to WS-Security. We also associate the execution time anno-
tation to the group containing the activities book flight and book hotel to express
that both activities should be executed in less than 10s.

@ | Execution Time
° 2] (max: 10s)

Book FlightE

oo oo

from Customer g
Booking

Successfully
Completed

Receive Customer
Travel Booking
Request

Review

N WS-Security | (71
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Fig. 5. Travel booking process with non-functional annotations
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3.2 Realizing the Non-functional Properties

As shown in Fig.2, the business process model, which is annotated with non-
functional properties, is realized by generating an executable process in WS-
BPEL [8] for the functional part and generating AO4BPEL aspects [2] for the
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non-functional part. The choice of this aspect-based realization ensures a mod-
ular implementation, in which the functional and non-functional parts are sepa-
rated. In this way, understanding and maintaining the WS-BPEL code and the
aspect code will be easier. For example, the security expert would just need to
focus on the security aspect and does not need to understand aspects implement-
ing other concerns. Furthermore, when the implementation of a non-functional
property changes, for example, when an encryption module is upgraded or
replaced, then only the respective aspect needs to be regenerated and redeployed.
In all these cases the core business process in WS-BPEL remains unchanged.

AO4BPEL [2] is an aspect-oriented extension of WS-BPEL. Like WS-BPEL
this extension is also based on XML, i.e., aspects are XML documents. An aspect
can contain one or more pointcut and advice elements. Pointcuts are queries
that select one or more join points, i.e., activities defined in one or several WS-
BPEL processes. AO4BPEL supports XPath and recently Prolog also as pointcut
languages. The advice language of AO4BPEL is standard WS-BPEL with some
extensions such as the proceed activity and constructs for accessing the context
of the join point activity. The advice activity can be executed before, after,
or instead of the activities selected by the respective pointcut. To execute the
generated WS-BPEL process and AO4BPEL aspects we use the orchestration
engine AO4BPEL 2.0 Server [6]. This engine is an aspect-aware extension of the
Apache ODE Server, which can weave aspects and processes at runtime.

For the realization of the business process including non-functional prop-
erties we defined two mappings: one from BPMN to WS-BPEL and one from
non-functional properties to AO4BPEL. For each mapping we implemented a
corresponding Xpand-based code generator. Regarding the mapping of BPMN
to WS-BPEL we observe that various works [10,17] addressed that topic from
a conceptual perspective by proposing mapping algorithms. However, the exist-
ing mappings are based on older versions of BPMN and WS-BPEL and there
are no available code generators supporting those mappings. The only available
open source tool is BPMN2BPEL®, which is very limited in its scope and also
based on the old BPMN 1.0 version. This tool is not developed anymore since
five years. Due to space limitations we focus in this paper on the mapping of
non-functional properties to AO4BPEL aspects.

Mapping Non-functional Properties to Aspects. For each non-functional
property in a profile a corresponding AO4BPEL aspect template has to be
defined by the expert in a given non-functional domain. Each aspect template
is responsible for realizing a specific property and consists of two parts: a static
part and a dynamic part. The static part is common among all aspects that
enforce the same type of property. The dynamic part is the variable part of
the aspect, which contains the missing information in the aspect template. It
depends on the concrete association of the non-functional property to an ele-
ment in the business process model and also on the concrete attribute values.

5 http://code.google.com/p/bpmn2bpel.
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The mapping of a non-functional property to an AO4BPEL aspect consists of
two steps:

/process //invoke[@name="t1"]
</pointcut>

|

[
‘ \
‘ \
[ . e |
| t1 B8 _{nfpl f> <pointcut name="pc1" > !
‘ \
‘ \
! [
‘ \

e \ <pointcut name="pc1" >
i g 1 i [ nfpl /process //sequence[@name="g1"]

</pointcut>

= <pointcut name="pc1" >
tl /process //(invoke[@name="t1"]

e ’ OR
o N | i sequence[@name="g1"])

i gl ‘ </pointcut>

Fig. 6. Cases for pointcut mapping

1. The association between the non-functional property modeled as annotation
and the BPMN process elements is transformed to an XPath pointcut expres-
sion in the respective AO4BPEL aspect. Figure6 depicts different cases of
mapping from the association in BPMN to the corresponding pointcut expres-
sion in AO4BPEL. The non-functional property in the business process model
can be associated with a single activity or with a group of activities. In addi-
tion, each non-functional property can have one or multiple associations with
elements of the process model. As a result, there are three different cases to
be distinguished:

— Association with a single activity: The association with an activity
in BPMN is transformed into an XPath expression selecting the corre-
sponding WS-BPEL activity by its name.

— Association with a group: The group of activities in BPMN is trans-
formed into the structured activity sequence in WS-BPEL. The associa-
tion with this group in BPMN is transformed into an XPath expression
selecting the corresponding sequence in WS-BPEL by its name.

— Association with multiple elements: The association with multiple
elements is translated to multiple XPath expressions that are later com-
bined with the logical operator or.

2. All attribute values of the non-functional property are copied to the corre-
sponding variables and their parts in the respective AO4BPEL aspect. These
variables are then used as container of input data for service calls to middle-
ware web services that enforce the different non-functional properties.
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Mapping Example. Figure 7 illustrates the mapping of a non-functional prop-
erty to an AO4BPEL aspect using Encryption as an example. The property
encryption is associated with the Payment activity of the travel agency process.
In this figure the dynamic part of the aspect is denoted in boldface. The gener-
ation of the AO4BPEL aspect in this example works as follows:

Business Process Model AOA4BPEL Aspect

<aspect name="security encryption">
Payment

<pointcut name="debit" order="1" designator="soapmessageout">

1 / //invoke[@name="Payment"]

</pointcut>

@) )
= Secunty}

(Encryption) <advi.c.fe type="before soapmessageout">

”””””””””””” B <copy>
! <from expression=""http://www.w3.org/xmlenc#tripledes..cbc"" />

i i " . PRI, " H

| keyEnc: http://www.w3.0rg/2001/04/xmlenc#rsa..1 5 7 <to part="symmetricEncAlgorithm" variable="inMsg" />
i i </copy>

I transportKeyld: 16¢73ab6..b892..458f..abfs..2f875f74882e ! <copy>

I

<from expression=""http://www.w3.0rg/2001/04/xmlenc#rsa..1 5" />
<to part="keyEnc" variable="inMsg" />
</copy>
<copy>
<from expression=""16¢73ab6..b892..458f..abf5..2f875f74882¢"" />
<to part="transportKeyld" variable="inMsg" />
</copy>
<copy>
<from expression=""..1" />
<to part="keyldentifierType" variable="inMsg" />
</copy>

: keyldentifierType: ..1

</advice>
</aspect>

Fig. 7. Mapping example

1. The association between the non-functional property FEncryption and
the activity Payment is transformed to the XPath pointcut expression
//invoke[@name=payment], which selects the invoke activity corresponding
to the payment activity in the WS-BPEL process by its name.

2. The attribute ezecution order of the pointcut element is set to the value 1 as
specified in the association.

3. The values of the attributes symmetricEncAlgorithm, keyEnc, transportKeyld
and keyldentifier Type of the non-functional property are copied to the corre-
sponding variables and parts in the AO4BPEL aspect.

4 Implementation and Tools

We provide an integrated Eclipse-based tool set that supports our proposed
approach. This tool set includes:

— an EMF-based editor for creating and editing the non-functional profiles as
shown in Fig.8. In that figure this editor is used to add a new attribute to
the encryption property of the security profile.
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— an enhanced BPMN editor that extends the STP BPMN editor and can import
the non-functional profiles. Furthermore, this editor provides an additional
group in the palette for each imported non-functional profile. In Fig.9 we
see the new palette groups after importing the QoS and security profiles.
The editor allows associating elements of the BPMN process models with the
graphical annotations corresponding to the non-functional properties. The
attributes of each property can be edited using the property sheet as shown
in Fig. 10.

two Xpand-based code generators which respectively output WS-BPEL and
AO4BPEL code. These generators are integrated with the enhanced BPMN
editor and can be started by selecting a diagram and right-clicking the respec-
tive menu entries as shown in Fig. 11.

5 Related Work

This section presents related work on modeling and realizing non-functional
concerns in business processes.
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Fig. 11. Starting the code generators from the modeling environment

5.1 Modeling Non-functional Concerns in Business Processes

The work presented in [12] proposes a model-driven approach to specify security
requirements in BPMN business processes. In that work the authors extend the
BPMN meta-model to express requirements such as integrity, privacy, and non-
repudiation. A similar approach is taken in [19], which extends BPMN to specify
access control constraints in business process models such as role-based access
control and separation of duties. Both works [12,19] extend the BPMN meta-
model in a heavy-weight manner, which makes the resulting models no longer
compliant with the BPMN standard. In contrast to those, our proposal is based
on the extensibility mechanisms of BPMN. Furthermore, both works are specific
to security and do not support other non-functional concerns.

SecureBPMN [1] is another work that extends BPMN to express access con-
trol requirements including policies such as separation of duty and binding of
duty. This work also shares the limitations of the other two proposals mentioned
above. However, it goes one step beyond the modeling phase and addresses policy
enforcement by generating XACML policies, which will be enforced at runtime
by policy enforcement points (PEP). In [15] an approach called Sec-MoSC is
presented to address security requirements in web service composition at differ-
ent abstraction levels such as business process specification, composite service
design and development, and business process execution. That approach covers
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both the specification and realization of non-functional concerns but it is not
modular like our approach which is based on aspects.

Another group of related work proposed BPMN extensions to express tem-
poral properties such as [5,14]. The authors of [5] presented an extension to
BPMN called Time-BPMN, which allows expressing temporal properties such
as soon as possible (ASAP), as late as possible (ALAP), start no earlier than
(SNET), finish no earlier than (FNET), etc. A similar work is presented in [14],
which defines BPMN extensions to express time, cost and reliability properties.
Both works are limited to the modeling level and do no address the realization
of the specified properties. In addition, our approach to express non-functional
properties is more generic as it works not only for temporal properties but also
for other properties such as security.

5.2 Realizing Non-functional Concerns in Business Processes

Other works such as [3,4] focused on the realization of non-functional require-
ments such as security within WS-BPEL business processes. In [4] an app-
roach is presented for the specification of security policies in WS-BPEL busi-
ness processes. This approach is based on the analysis of well-defined security
patterns to assess the compliance of the WS-BPEL process with certain types
of security policies such as access control policies. This work is limited to the
analysis of the business process and no policy enforcement is supported.

In [3], the authors use AO4BPEL aspects to realize non-functional con-
cerns in WS-BPEL such as security, reliable messaging, and transactions. In
that work, a declarative XML-based deployment descriptor was used to express
non-functional requirements and aspects are generated from that deployment
descriptor. In all three works the modeling phase is not considered and the focus
in only on realizing the non-functional requirements at the technical implemen-
tation level.

In [20] the authors present a similar work to the one presented in the current
paper. However the mappings and the generators presented in that work target
Java for the functional part of the business process and AspectJ for the non-
functional parts. Both works nicely complement each other by providing two
alternative implementation technology for business processes while covering non-
functional concerns.

6 Conclusion

In this paper, we presented a generic and holistic model-driven approach for the
specification and realization of non-functional concerns in business processes.
The approach is not specific to a particular non-functional concern and we
showed its instantiation in this paper using security and QoS as example. It
is holistic as it covers both functional and non-functional concerns and it also
covers the modeling and the realization levels. Through its generative nature
our approach bridges the gap between the modeling and the implementation
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of business processes while covering functional and non-functional aspects. Fur-
thermore, our approach is modular as the code that is responsible for enforcing
non-functional properties is separated from the code that realizes the functional
part of the business process. We also presented an integrated Eclipse-based tool
set that supports our approach including an editor for non-functional profiles,
an extended BPMN editor supporting the expression of non-functional concerns,
and two code generators for process and aspect generation.

Acknowledgments. This work was performed in the context of the Software-Cluster
projects EMERGENT and SINNODIUM (www.software-cluster.org). It was partially
funded by the German Federal Ministry of Education and Research (BMBF) under
grant no. “01IC10S01” and “01IC12S01”. The authors assume responsibility for the
content.

References

1. Brucker, A.D., Hang, 1., Liickemeyer, G., Ruparel, R.: SecureBPMN: modeling and
enforcing access control requirements in business processes. In: Proceedings of the
17th ACM Symposium on Access Control Models and Technologies (SACMAT),
pp- 123-126. ACM, June 2012

2. Charfi, A.: Aspect-Oriented Workflow Management. VDM Verlag, Saarbriicken
(2008)

3. Charfi, A., Schmeling, B., Heizenreder, A., Mezini M.: Reliable, secure, and trans-
acted web service compositions with AO4BPEL. In: 4th European Conference on
Web Services (ECOWS), pp. 23-34, December 2006

4. Fischer, K.P., Bleimann, U., Fuhrmann, W., Furnell, S.M.: Security policy enforce-
ment in BPEL-defined collaborative business processes. In: Proceedings of the 23rd
International Conference on Data Engineering (ICDE), pp. 685-694. IEEE, April
2007

5. Gagne, D., Trudel, A.: Time-BPMN. In: Proceedings of the 11th IEEE Interna-
tional Conference on Commerce and Enterprise Computing (CEC), pp. 361-367.
IEEE, July 2009

6. Look, A.: Expressive scoping and pointcut mechanisms for aspect-oriented web
service composition. Vorgelegt Diplomarbeit von Alexander Look, Technische Uni-
versitaet Darmstadt, September 2011

7. Menzel, M., Thomas, 1., Meinel, C.: Security requirements specification in service-
oriented business process management. In: International Conference on Availabil-
ity, Reliability and Security (ARES), pp. 41-48. IEEE, March 2009

8. OASIS: Web Services Business Process Execution Language Version 2.0, April
2007. http://docs.oasis-open.org/wsbpel/2.0/wsbpel-v2.0.pdf

9. OMG: Business Process Model and Notation (BPMN) OASIS Standard 2.0, January
2011. http://www.omg.org/spec/BPMN/2.0/

10. Ouvans, C., Dumas, M., Ter Hofstede, A.H.M., Van Der Aalst, W.M.P.: From
BPMN Process models to BPEL web services. In: Proceedings of the International
Conference on Web Services (ICWS), pp. 285-292. IEEE (2006)

11. Paja, E., Giorgini, P., Paul, S., Meland, P.H.: Security requirements engineering
for secure business processes. In: Niedrite, L., Strazdina, R., Wangler, B. (eds.)
BIR Workshops 2011. LNBIP, vol. 106, pp. 77-89. Springer, Heidelberg (2012)


www.software-cluster.org
http://docs.oasis-open.org/wsbpel/2.0/wsbpel-v2.0.pdf
http://www.omg.org/spec/BPMN/2.0/

154

12.

13.

14.

15.

16.

17.

18.

19.

20.

A. Charfi and H. Zhi

Rodriguez, A., Ferndndez-Medina, E., Piattini, M.: A BPMN extension for the
modeling of security requirements in business processes. IEICE Trans. Inf. Syst.
90(4), 745-752 (2007)

Rodriguez, A., Ferndndez-Medina, E., Piattini, M.: A BPMN extension for the
modeling of security requirements in business processes. IEICE - Trans. Inf. Syst.
E90-D(4), 745-752 (2007)

Saeedi, K., Zhao, L., Sampaio, P.R.F.: Extending BPMN for supporting customer-
facing service quality requirements. In: Proceedings of the 8th IEEE International
Conference on Web Services (ICWS), pp. 616-623. IEEE, July 2010

Souza, A.R.R., Silva, B.L.B., Lins, F.A.A., Damasceno, J.C., Rosa, N.S., Maciel,
P.R.M., Medeiros, R.W.A., Stephenson, B., Motahari-Nezhad, H.R., Li, J.,
Northfleet, C.: Incorporating security requirements into service composition: from
modelling to execution. In: Baresi, L., Chi, C.-H., Suzuki, J. (eds.) ICSOC-
ServiceWave 2009. LNCS, vol. 5900, pp. 373-388. Springer, Heidelberg (2009)
Turki, S.H., Bellaaj, F., Charfi, A., Bouaziz, R.: Modeling security requirements in
service based business processes. In: Bider, 1., Halpin, T., Krogstie, J., Nurcan, S.,
Proper, E., Schmidt, R., Soffer, P., Wrycza, S. (eds.) EMMSAD 2012 and BPMDS
2012. LNBIP, vol. 113, pp. 76-90. Springer, Heidelberg (2012)

Weidlich, M., Decker, G., Grofikopf, A., Weske, M.: BPEL to BPMN: the myth of
a straight-forward mapping. In: Tari, Z., Meersman, R. (eds.) OTM 2008, Part I.
LNCS, vol. 5331, pp. 265-282. Springer, Heidelberg (2008)

Wolter, C., Menzel, M., Schaad, A., Miseldine, P., Meinel, C.: Model-driven busi-
ness process security requirement specification. J. Syst. Archit. 55(4), 211-223
(2009)

Wolter, C., Schaad, A.: Modeling of task-based authorization constraints in BPMN.
In: Alonso, G., Dadam, P., Rosemann, M. (eds.) BPM 2007. LNCS, vol. 4714, pp.
64-79. Springer, Heidelberg (2007)

Yahya, I., Turki, S.H., Charfi, A., Kallel, S., Bouaziz, R.: An aspect-oriented app-
roach to enforce security properties in business processes. In: Ghose, A., Zhu, H.,
Yu, Q., Delis, A., Sheng, Q.Z., Perrin, O., Wang, J., Wang, Y. (eds.) ICSOC 2012.
LNCS, vol. 7759, pp. 344-355. Springer, Heidelberg (2013)



Verifying Concurrent Data Structures Using
Data-Expansion

Tong Che™)

Ecole Polytechnique Fédérale de Lausanne, Lausanne, Switzerland
tong.che@epfl.ch

Abstract. We present the first thread modular proof of a concurrent
binary search tree. This proof tackles the problem of reasoning about
complicated thread interferences using thread modular invariants. The
key tool in this proof is the Data-Expansion Lemma, a novel lemma that
allows us to reason about search operations in any state. We highlight
the power of this lemma when combined with our generalized version
of the Hindsight Lemma, which enables us to prove linearizability by
reasoning about the temporal properties of the operations instead of
reasoning about the linearization points directly.

The Data-Expansion Lemma provides an interesting solution to the
proof blowup problem when reasoning about concurrent data structures
by separating the verification of effectful and effectless operations. We
show that our proof methodology is applicable to several algorithms and
argue that many advanced concurrent data structures can be easy to
verify using thread-modular arguments.

1 Introduction

Highly concurrent algorithms are extremely hard to design and verify. On one
hand, the vast number of interference possibilities makes formal proof imprac-
tical and human proof error-prone. On the other hand, thread modular proofs
are usually impossible dreams, even for very simple algorithms. Hence, the veri-
fication of concurrent algorithms is a major research challenge and an important
step to boost the reliability of concurrent programming.

Sophisticated concurrent objects, such as concurrent binary search trees, are
becoming popular and are promising to replace traditional search structures, for
example, singly linked lists and skip lists. However, because of their complexity,
many of these algorithms are published without rigorous mathematical proofs,
not to mention formal ones. Meanwhile, the verification community spends most
of its efforts on relatively simple data structures, such as linked lists and stacks.

This paper presents a simple proof strategy for the linearizability of advanced
concurrent algorithms, which is purely thread modular. Our proof strategy covers
a number of algorithms, but in this paper, we focus on one simple example for
concreteness — an external binary tree. This algorithm is simple but powerful,
because many concurrent algorithms [5,11] use similar mechanisms.

© Springer International Publishing Switzerland 2015
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For the verification of highly complicated advanced algorithms, thread mod-
ular proofs which allow us to reason about each thread separately seem to
be the only feasible solution. Because of their complexity, the linearization
points of such algorithms are in many cases non-fixed. In traditional methods
[7,13], reasoning about such linearization points was done by tracking the set of
pending invocations and auxiliary states, which lead to non-local proofs. In such
proofs, one has to construct the set of linearization points before reasoning about
the data abstraction. However, these methods are not adapted to advanced data
structures, because the behavior of the pending calls are highly complicated, and
it is hard, if not impossible, to avoid proof blowup.

A first purely thread modular proof of a simple linked list algorithm with non-
fixed linearization point was presented in [12]. It was shown that for linked lists,
reasoning about invariants of tiny steps of every thread can lead to important
mathematical conclusions, such as the Hindsight Lemma [12], and finally to
proofs. In this work, our main purpose is to argue that this idea is actually widely
applicable to many advanced data structures, some of which were previously
considered too complicated for rigorous or formal proofs.

Our proof strategy proceeds as follows. First, we identify a set of thread local
invariants preserved by every computation step of each thread. Then we prove
that a small subset of these invariants implies our Generalized Hindsight Lemma
as well as a new lemma: the Data-Expansion Lemma. Each lemma captures
a specific aspect of the reason why the tree traversal works in both cases no
matter whether the traversal encounters its target or not. At last, we prove the
operations are linearizable using abstraction functions. The two lemmas give us
direct explanations of the non-fixed linearization points, avoiding thereby the
use of extra auxiliary states.

The Data-Expansion Lemma is the main technical contribution of this work.
It allows us to infer the non-existence of a key in some past state when the tree
traversal failed to encounter it without explicit construction of the linearization
points. Combined with our generalized version of the Hindsight Lemma, Our
Data-Expansion Lemma provides powerful tools to reason about operations with
non-fixed linearization points in advanced concurrent data structures.

The rest of this paper is organized as follows: In Sect.2, we briefly explain
our verification strategy. In Sect. 3, we present the verification target, a highly
concurrent binary search tree algorithm. In Sect.4, we introduce our compu-
tation models. In Sect.5, we present our verification. In Sect. 6, we prove the
generalized version of Hindsight Lemma, and discuss its applications. Due to
space limitations, we put the extension to other algorithms and formal proofs in
the technical report.

2 Verification Strategy

We describe the idea underlying our verification strategy intuitively, using the
example of a concurrent set algorithm implemented with an optimistic external
binary search tree. An external binary search tree is a variant of ordinary BST.
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Its keys are stored only in leaf nodes, and the internal nodes are used for routing.
We further assume that for all nodes u, v, w, where u is an ancestor of v, w and
v/w is located in the left /right subtree of u, then we have v.key < u.key < w.key.

" T1search
for key 7

T2 remove
key 6

Fig. 1. Concurrent BST

Heap Representation. The shared data of the threads underlying the set
algorithm is an external binary search tree composed of dynamic allocated nodes
of two types, leaf and internal, which we refer to as heap. Each internal node
contains three fields, two pointer fields child(1), child(2) pointing to its left
and right children, and an integer field key storing the key of this node. Each
leaf node contains only an integer field key. The internal node Root contains
key —oo. For each state, some portion of the heap is reachable by following a
sequence of child pointers from Root. We refer to this portion of the heap as
reachable heap.

We view a computation of the algorithm as a sequence of shared program
states. In each state, each leaf node in the reachable heap corresponds to a key
in the set. The unreachable portion of the heap contains removed nodes.

Set Operations. There are three set operations, add, remove, and contains.
Intuitively, they correspond to operations that add, remove or search for a key
in a sequential set algorithm. All these operations need to traverse the tree first.

Generalized Hindsight Lemma. We use the example of the contains oper-
ation for illustration. We assume several threads are running the set algorithm.
One of them is a contains operation, looking for key k in the binary search
tree. If the operation reaches a leaf node with key k, can the operation return
and claim that the set contains a node with key k£ at some linearization point?
We can separate two cases here:
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— The leaf node is currently on the tree.
— The leaf node is removed from the tree in current state and is not in the
reachable heap.

The first case is trivial. In the second case, the correctness (linearizability) of
the operation is guaranteed by the Generalized Hindsight Lemma. Basically, this
lemma claims the following;:

If add and remove operations preserve certain simple thread modular invari-
ants when modifying the data structure, each pointer link through which the
contains operation has traversed was on the tree in some past state between
the invocation and return.

The above lemma is not enough for our verification. A question remains open:
if the operation reaches a leaf node with key k' # k, can the operation return
and claim that the set does not contain a node with key &k at some linearization
point? This is the question addressed by the Data-Expansion Lemma.

Static Bound. Given a state o in a computation of the algorithm, for any node
u on the tree, the range of keys which can be inserted to the subtree rooted at
u is determined by the keys of the ancestors of u. This range is called the static
bound at u in state o. For example, in Fig. 1(a), the static bound of the internal
node with key 6 is (—o0, 8], because 6 is on the left side of 8.

Data-Expansion Lemma. The intuition behind our Data-Expansion Lemma
is that a tree traversal should not miss the target node on the tree in the presence
of thread interference. We assume a tree traversal targeting at key k arrives at
an internal node u at state o. If the leaf node with key k is on the tree but not
on the subtree rooted at wu, then the traversal would miss it.

Our Data-Expansion Lemma states that this will never happen if certain
thread modular invariants are preserved. Namely, key k lies in the static bound of
node u at state o if some invariants are preserved by add and remove operations
when they modify the heap. For example, in Fig. 1(b), thread T} is searching for
node with key 7, while T5 is concurrently removing the node with key 6. If T}
reaches the internal node with key 6 before the removal of 75, the static bound
of the node with key 7 is (6, 8], after the removal the static bound of the node
with key 7 is (—o0, 8]. So the search target 7 is always contained in the static
bound in the presence of thread interference.

Verification of Linearizability. Our verification is a combination of formal
proofs of the thread modular invariants and rigorous mathematical arguments,
such as the Data-Expansion Lemma and Generalized Hindsight Lemma.

We treat two kinds of operations separately. Effectful operations are opera-
tions which successfully modify the heap. Effectless operations are read-only to
the shared heap. Effectless operations do not have fixed linearization points, so
reasoning about their linearization points using auxiliary states in such a com-
plicated logic brings severe proof blowup. We will use our two lemmas to deal
with two aspects of effectless operations, no matter the traversal encounters its
target or not.
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3 Verification Target

Our verification target is Fig.2. The algorithm implements a concurrent dic-
tionary using binary search trees. It is essentially similar to [5], but is simpler,
since this algorithm excludes mechanisms in [5] to achieve lock-freedom using
only CAS. This algorithm can be viewed as a “template” implementation of
concurrent binary search trees. In fact, many tree algorithms use similar mecha-
nisms to achieve concurrency. The algorithm is optimistic and highly concurrent,
for its atomic sections access only a very small portion (three nodes) of the data
structure.

1 struct Leaf: Node { 5 struct Internal : Node { 10 Node*Node*Node* search(KeyType k) {
2 Key key; 6 Key key; 11 Node *n := Root;
3 bool marked; 7 Node * child[2]; 12 while (n is not leaf node) {
4} 8 bool marked; 13 dir = k.compareTo(n.key);
9} 1;& gp:=p;
e 1 p:=n;
20 void init() { N . .
21 Root = new Internal(-infty); 13 } n = n.getChild(dir);
22 Root.left = new Leaf(-infty); 18 return gp, p, n;
23 Root.right = new Leaf(+infty); TR
2%} 19 }
25 bool contains(KeyType k) { 33 bool add(KeyType k){
26 while(true) { 34 while(true){
27 __n:=search(k); 35 gp,p.n := search(k);
28 if(k.compareTo(n.key) != 0) 36 dir = k.compareTo(n.key);
29 return false; 37 if(dir == 0)
30 return true; 38 return false;
31 } 39 na = new Leaf(k);
32} // create a node with the smaller key and two children
40 nl = new Internal(min(k, n.key), n, na);
49 bool remove(KeyType k){ 41 atomic{
50 while(true){ 42 if( !p->marked && p.isParentOf(n)){
51 gp,pn := search(k); // change p's child from n to n1.
52 if(k.compareTo(n.key)!=0) 43 p.changeChild(n,n1);
53 return false; 44 return true;
54 atomic{ 45 n
55 if(gp.isParentOf(p) &&p.isParentOf(n)
&& !gp.marked) {
56 n.marked = true; .
57 p.marked = true; 46 int KeyType::comlpareTol(KeyType k) {
//gp change its child from p to the child of p other than n. // return the sign of this - k.
58 gp.changeChild(p,p.getOtherChild(n)); 47 return sgn(this-k);
59 return true; 48}
60 }
61

Fig. 2. Concurrent set algorithm

We make several remarks of the algorithm in Fig. 2. First, compareTo is a
method to compare keys. The method k1.compareTo(k2) returns 0 if two keys
are equal, or it returns -1 when k1 < k2, or 1 when k1 > k2. Second, the children
choosing function n.getChild(dir) for internal node n returns the left child if
dir == 0 or dir == —1, and the function returns the right child otherwise.

The most surprising part of this algorithm is the search operation. It traverses
the data structure without any synchronization or retry. Many recent tree-based
algorithms such as [2] share this property, and many of these algorithms can be
verified with our method [3].
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Dictionary Operations. The algorithm implements three common operations,
contains, add and remove. Their sequential specifications are listed in the table
below. They all use the helper operation search to locate the position where
the operations take place. add and remove operations modify the heap under the
protection of atomic sections. The atomic sections first check a set of validity
conditions and retry if they are violated. After these validity checks, atomic
sections perform the heap modification safely.

The sequential specification of the concurrent object can be viewed as a set
of operations which operate on an abstract set S of keys.

Precondition|operation Postcondition

S=A contains(k) |S' = AAret=kc A
S=A add (k) S'=AU{k}Aret=k¢ A
S=A remove(k) |S'=A\{k}Aret=keA

4 Basic Definitions

States and Transitions. Program states are combinations of local stores and
a shared heap. The ith local store s; is a map from the local variables of thread
i to values. A shared heap h is a finite map from memory locations L to values.
The heap can be accessed by all threads. A memory state can be written as
o = (s,h). In our specific setting, h = h, U hy, where h, is the set of memory
locations which can be accessed by following heap pointer links starting from
Root, hy is the locations which cannot be accessed from Root.

Backbone Nodes/Links. For a state o, a link u —, v is a pair of nodes such
that for some i € 1,2, u.getChild(i) = v in state o. A node/link is called a
backbone node/link in state o, if and only if in state o, there is a link path from
Root to the node/link. In any state o, for two backbone nodes u, v we say that
u <g v, if and only if there is a link path from v to u. The state may be omitted
if it can be inferred from the context. A node is called a removed node if it was
a backbone node in some past state, but not on the backbone in current state.

Computation Steps and FExecutions. For any thread t, we define a compu-
tation step s of ¢ as a transition k from state o to o’. We write s = o —!, o/,
and denote src(s) = o, trg(s) = o’. A computation step of thread ¢ is either
an invocation of an operation, a return from an operation, or an atomic action
in an operation invoked by thread ¢. A heap computation step is defined as an
atomic action in an operation that modifies the shared heap.

An execution II is an alternating sequence of states and computation steps
00,80,01, 81, -+, where o; = src(s;) and 0,41 = trg(s;). We define an execu-
tion trace of the execution by omiting all the computation step symbols, namely
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00,01, -+ . An execution trace 7 can be simplified if we consider only heap com-
putation steps, these simplified execution traces are called heap execution traces,
they are simplifications of corresponding full execution traces.

Temporal Node Path, Temporal Backbone. In an execution trace oy,
o1, 0p, a sequence of consecutive pairs of different nodes (ug, u1), (u1,us2), - -
(Um—1, U ) is called a node path. It is called a temporal node path / backbone,
if there is a sequence of integers 0 < i1 < is---4,, < n, such that (up_1,ux) is
a link / backbone link in state oy, for each 1 < k < m. Sometimes, we also call
the sequence g, u1, -+ - Uy, & temporal node path / backbone going through the
subsequence T = {oy,, -0y, }.

Bowunds. For every state 0 = (s, h), from the state invariants in Fig. 1, we know
that the reachable heap hg is actually a binary search tree. For every unmarked
node u in heap hg, there is a unique link path (up = Root,u1,us - Uy = u)
from Root. We associate to u a real interval S,(u) = (a,b], where a =
max{u;.key|u;.key < k,i € [1,k]}, and b = min{u,.key|u;.key > k,i € [1,m]}.
We refer to this interval as Static Bound of u at state o.

Given a temporal node path P = (vg,--- ,v,) going through states T such
that vg is Root, we define intervals D;(P) = (¢, d] for | € {1,2---n}, where
¢ = max{v;.key|v;.key < k,i € [1,1]}, and d = min{v;.key|v;.key > k,i € [1,1]}.
D, (1) is called the Dynamic Search Bound of Pj.

Linearizability. Linearizability [7] is a widely-used correctness property of con-
current objects. Intuitively, it means each operation can be viewed as taking
effect at some unique point in time between the invocation and response.

Definition 1. A history H is an execution trace containing only invocations and
responses. A sequential history is a history where for each invocation, follows by
a corresponding response. A partial history Hy of thread t w.r.t history H is the
subsequence of H which is invoked by thread t. A history H is called well-formed
when for every thread t, Hy is sequential. A sequential specification S, is a set
of sequential histories.

Definition 2. Suppose H is a well formed history, it is linearizable with sequen-
tial history Hg, if there is a map T from operations in H to the same operations
in Hg that preserves real time order(Namely, if two operations tq,ty with the
response of t1 is before the invocation of ta, then 7(t1) before 7(t2)), then H is
linearizable w.r.t Hg. If every execution of an algorithm is a linearizable history
w.m.t a sequential history in its sequential specification S,, the algorithm is said
to be linearizable w.r.t. Sp.

5 Verification of the Algorithm

5.1 Thread-Local Invariants Needed for the Proof

Our proof relies on a set of thread modular invariants. Basically, we classify two
main classes of invariants: state invariants and step invariants. State invariants
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are predicates p(gg) on the state of shared heap oo, which can be written as
separation logic formulas. Step invariants are predicates on single computation
steps. Step invariants can also be written as separation logic formulas, taking
account in both pre- and post-program states.

These invariants are natural to concurrent binary search tree algorithms, and
most algorithms preserve at least some of these invariants. These invariants can
all be formally verified using separation logic. We list these invariants in Table 1.
State invariants are named using ¢, while step invariants are named using 6.

Table 1. Invariants of an external binary search tree.

Shape | ¢r | Root node exists

Shape | ¢i00p | Shared heap does not contain any loop

Shape | ¢.2 | Every internal node has two children

Data | ¢~ |Root node has key —oo

Data |¢< |Data preserves tree order, for any node wu,
the keys on the left subtree < u.key <
the keys on the right subtree

Mark | ¢r | A node is marked < it is a removed node

Shape | d. Child fields of removed nodes never change

Shape | §, For a computation step (o1, 02), if u,v are two backbone nodes in
both 01,02, and u <,, v, then u <5, v

Shape | 0r Root never changes

Shape | ds,, | If a computation step removes a backbone node, the successors of
the node remain unchanged in the next state

Shape | dre | A marked node can never become backbone again

Data |dx | Key of any node can never change

5.2 Generalized Hindsight Lemma

Lemma 1. Tree Version Hindsight Lemma

Consider an execution trace satisfying the shape invariants in Table 1,
00,01, - 0pn. For 0 <4 < j < mn, if there is a backbone link v —,, v, and a
link v —4, w (u,v,w are different nodes), then there is i < k < j, such that
U —4, W 1S a backbone link.

Proof. See proof of Lemma 7.

Lemma 2. Tree Version Temporal Backbone Lemma

Given an execution trace T = (0g,01, -+ ,0n) Satisfying the shape invariants
and a temporal node path N = {(ug = Root,uy), (u1,u2), * (Um—1,um)} going
through Ts = {04, -+ 0;, }. Then there is another subsequence of execution trace
T:={0j, --0j,} such that for all 1 <k <m —1, jr—1 < ji < i, and N is a
temporal backbone going through TY.
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Proof. Apply the Tree version Hindsight Lemma n times, and the theorem
follows.

For a search operation invoked by any thread ¢, the operation crosses the
links to reach a leaf node. The search path of thread ¢ is defined as a temporal
node path N = ug, u1, - - - u,, of all the nodes visited by the search operation.

Corollary 1. Consider an execution trace of the algorithm in Fig. 2 satisfying
shape invariants, T = (09,01, 0y). If this execution trace has an invocation
to the search operation of a thread t, its search path is N = ug, U1, Um. Then
there is a subsequence Ty = {0y,,- -0, }, such that N is a temporal backbone
that goes through T.

5.3 Data-Expansion Lemma

To state the Data-Expansion Lemma, we reconsider our definition of static bound
S, (u) of a backbone node u in a state 0. We want to extend the definition to
removed nodes. Since a removed node v must be on the backbone at some past
state, we denote 7 the last state when v was on the backbone. Then we define
S, (v) = S;(v). Note this static bound will never change after a node is removed.
We can prove the static and temporal versions of Data-Expansion Lemma.

Lemma 3. Static Data-Expansion Lemma
Given an execution trace oy, 01, - - - 0, satisfying shape, data and mark invari-
ants, then for each 0 < i < j < n, if internal node u exists from state o;, then
we have
Sy (u) € Sy, (u)

i

Proof. We only have to prove Sy, (u) C Sy, (u) for each i. We distinguish 2
cases:

1. If u is a backbone node in both ¢; and ;1. Let Ay = {v|v < w in o} }.
Then A;;1 C Aj;, because from d,, each node such that u <, , v satisfied
U < Vg, .
So A;41 C A;. Since the static bound is determined by the set A;, and the
key of u remain the same, so the static bound of u is non-decreasing.

2. If w is not a backbone node in ;11, then the static bound is obviously the
same in o; and o;41.

Lemma 4. Data-FExpansion Lemma

Let T be an ezxecution trace og,o01,- -0y, satisfying shape, data and mark
invariants. Let P be a temporal node path P = {vg = Root, vy, vy, } that goes
through subsequence Ts = {0,(1), " Or(m)}. For simplicity we assume vy, is a
leaf node. Then the dynamic search bound D;(P) of the temporal node path is
contained in the static bound Sy_ ., (vi). Namely, we have

Dl(P) - SUTU,)(UZ'),O <i<m
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Proof. Because vy = Root, the temporal node path is also a temporal backbone
that goes through subsequence T; = {0, (1), 0y(m)}, such that y(k — 1) <
~v(k) < 7(k) for each k.

We prove a stronger form of the lemma:

DZ(P) - S‘Tw(i) (’Ui)70 <i<m

Due to the static Data-Expansion lemma, we have S
stronger form implies our lemma.

We prove this lemma by induction on i. For ¢ = 0, the lemma holds trivially,
because Do(P) = S, (vo) = (—00, +00).

We assume i = k, Di(P) C S, (vk). Because of the static Data-Expansion
Lemma, we have Dy (P) C Sgw(k)(vk) C So"y(k+l)(vk)'

For i = k+1, in state 0.y (41), the link [ : up — ug1 is a backbone link. Cross-
ing the link would put the same constraint on both dynamic search bound and
static bound, for example, if link / is a right child pointer of uy, then Dy1(P) =
Dy (P) N (ug.key, +00), and also Sy, ., (vk) = Sy (Vk+1) N (ug.key, +00).
So we have Dj41(P) C S[,.w(kﬂ)(vkﬂ).

So the lemma holds for every 0 < i < m.

(vi) € So,;, (i), s0 this

()

v(k+1)

Corollary 2. Suppose a search path P = {vg,v1,- v} is visited by a search
operation in an execution trace oy, 01,0, Satisfying shape, data and mark
invariants. For simplicity we assume the search operation invoked at state og
and return at o,. We assume at state o;, the search operation is visiting node
Vgi) (namely pointer n = vy ), then the dynamic search bound Dy (P) of
node v is contained in the static bound So, (vy()). Since the search key k always
lies in the dynamic search bound, we have

k € Dy (P) C Sy, (ve(s))

Proof. A search path is a temporal node path from Root that goes through a
sequence of states Ty = {0,(1), - 07(m)}. So we have from above lemma:

D¢'(i)(P) - SUT(¢(i))(U¢(i)) - Sai (U¢(i))

This is because obviously we can make ¢(7(k)) = k for k < m.

5.4 Verification of Linearizability

We define an effectless operation as one of three types: contains operations,
remove operations returning false, and add operations returning false. In these
three cases, the linearization points of these operations are non-fixed. Namely,
the linearization point of one thread running an effectless operation is some-
times in another thread. However, the linearizability of effectless operations can
be directly deduced from the thread modular invariants, which simplifies our
verification.
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Lemma 5. Effectless operations are linearizable with respect to their sequential
specifications.

Proof. All effectless operations invoke the search operation as a sub-procedure.
We assume the search path of one effectless procedure is vg = Root, v, Uy,
U, 18 a leaf node. The execution trace is T = (09,01, -+ 0,). According to the
temporal backbone lemma, we know that link L,, = (v;,—1,v,,) was a backbone
link in some past state. We denote o4 the last state when the L,, is on backbone
before the search operation crosses the link. (If it remains a backbone till the
search crosses the link, we take o4 to be the last state before the algorithm
decides no further search is needed) We claim that o4 is the right linearization
point.

We distinguish two cases: If a search operation actually “finds” a node with
the search key, namely v,,.key = k, then in o4, v,, was on the backbone. If
search operation finds v,,.key # k, then node with key k is not in the tree on
o04. We can prove this as follows:

Without loss of generality, we assume k > v, _1.key. The “<” case follows the
same argument. From the Data-Expansion lemma, we know that k € S, (vm—1)-
Namely, if a leaf node k is present in the tree, it should be found in the subtree
rooted at node v,,_1, namely, on the right subtree of v,,_1.

If in 0441, Ly, is still a backbone link, then the computation step s =
(04,04+1) is the link crossing of the search operation, the heap h,, = h
Then since vy,.key # k, so k is not in Abs(oy).

If in 6441, Ly, is not a backbone link. The invariants §s, and . guarantee
that in o441 and subsequent states, the right child of node v,,—; remains the
same as in state o4. If node with key k exists in state g4, it should be on the
right subtree of node v,,_1. However, the right child of v,,_; is a leaf node v,,
with v,,.key # k. So we know that no leaf node with key k exists in state og.

Od+1°

The linearizability of effectful operations, which have fixed linearization
points, are not hard to prove.

Lemma 6. The External BST algorithm implemented above is correct with
respect to the sequential specification.

Proof. Tt is easy to verify the invariants of Table 1 using separation logic [8].
This verification can be done in a purely thread modular way. The rest is to
define the linearization points of each operation. The linearization point of a
effectful operation is the state before the execution of the last atomic section. The
linearization points of effectless operations is defined above. The linearizability of
effectless operations is implied by the thread-modular invariants, which we have
already proved in the lemma above. Now we only have to prove the linearizability
of effectful operations.

We consider the abstract set function on states, Abs(c). Abs(o) is the set of
keys of all reachable (unmarked) leaf nodes in the tree. The formal definition of
Abs(o) is included in [3].
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For effectful add operations, let s = (04, 07,) be the computation step of the
execution of last atomic section. The validation condition ensures [y : *p — n is
a backbone link in o,. Using this validation condition and the state invariants
in Table 1, and the definition of abstraction function, it is obvious to check the
computation step modifies the heap according to its specification: all leaf nodes
reachable from Root in o, remain reachable in o/, and a single new leaf node
with key k& become reachable.

The case for effectful remove operations is similar. Let s = (o, 0].) be the
computation step of the execution of last atomic section. The validation condi-
tion ensures /1 : *p — n and [y : xgp — p are backbone links in ¢,.. It is obvious
to check the computation step modifies the heap according to its specification:
all leaf nodes reachable from Root in o, remain reachable in o/, except the leaf
node pointed by n.

6 Generalized Hindsight Lemma

In this section, we generalize Hindsight Lemma to a very general form. The
lemma plays an essential role in the verification of both linked list and trees,
and interestingly, it is still valid on a large class of linked data structures. We
use the concept of search data structure to express the lemma.

Definition 3. A data node is a fized-size dynamic-allocated heap object consist-
ing of a boolean mark field, a data field and several successor pointers to other
data nodes. A search data structure is a heap object consisting of several data
nodes with a specific node H, called the entry node. A concurrent search structure
s a concurrent object whose shared heap is a search data structure. We assume
that the concurrent object also satisfies the thread-modular invariant that a node
is marked if and only if it is unreachable from H.

For a concurrent search structure T, we assume the object also satisfies the
step invariant that when or after nodes are removed from reachable heap, they
cannot become backbone again and their successor pointers remain unchanged.
We call this assumption “Removed Unchanged Assumption (RUA)”. On a con-
current search structure, we define link, backbone link, temporal backbone, tem-
poral node path as we do in Sects.4 and 5. We formalize all the conditions
of the Generalized Hindsight Lemma and the Generalized Temporal Backbone
Lemma in [3].

Lemma 7. Generalized Hindsight Lemma

For a concurrent search structure Ty, assume Ty satisfies RUA. Consider
an exrecution trace 0g,01, - 0,. For 0 < i < j < mn, if there is a backbone link
U =g, v, and a link v —,, w (u,v,w are different nodes), then there isi < k < j,
such that v —,, w is a backbone link.

Proof. If in state o, node v is a backbone node, then choose k¥ = j and we are
done. If not, then v is not a backbone node in o, let I be the largest index such
that v is a backbone node in oy, so I > i. In 0,41, v is removed from backbone.
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But the link v —,, w exists, according to d. and ds,, v — w exists from state o;
to o;. But in state oy, v is a backbone node, so the link v —,, w is a backbone
link.

7 Remarks

7.1 Related Works

The proof strategy used in this paper is essentially based on the idea of Herlihy
and Wing [6]. In their fundamental paper, a proof of linearizability using data
abstraction function is presented.

Our work is related to the recent advances [1,4, 5] in concurrent binary search
tree algorithms. The algorithm we set as our verification target is similar to
[5], except that we use locks or atomic sections instead of non-blocking prim-
itives. We find the idea of our verification may also be applicable to many of
these algorithms. Our work also shares commonalities with the Hindsight Lemma
paper [12]. We go one significant step forward by providing purely thread mod-
ular proofs for advanced concurrent algorithms such as trees. In fact, most tree
algorithms are extremely complicated and hard to prove correct or verify rig-
orously. There are some recent proofs for tree algorithms [5], However, their
proofs are mathematical (not formal) and do not use explicit thread modular
arguments, making their proofs much longer than ours, and it is very hard (if
not impossible) to refine their proofs into formal ones. There are also several
interesting works on automatically verification of linearizability, such as [10,14].
In [10], a novel approach for thread-modular verification of linearizability using
observational refinement is presented. However, it is not clear whether their app-
roach is suitable for dealing with more advanced data structures such as binary
search trees.

As the verification of the lazy linked list algorithm in [12], our verification
of the invariants can also be viewed as taking place in simple Owicki-Gries logic
[13], namely, we do not use complex mechanisms such as these used in rely-
guarantee reasoning [9]. In order to express our verification in a clean way, we
use small atomic sections instead of locks. This technical limitation, however, is
by no means essential. In the price of more complicated proofs, we can actually
allow the verification of lazy counterpart of these algorithms with some extra
complexity.

In [2], a new abstraction to implement concurrent search trees is presented,
together with several mathematical proofs of correctness. Also, in the correctness
proof, the author proved a result similar to the Generalized Hindsight Lemma
in the context of their implementation. However, their correctness results rely
on specialized implementation techniques and do not rely on explicit thread
local invariants. So they cannot be used as a basis for thread modular formal
verification.
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7.2 Conclusions

Formal verification of shared memory concurrent algorithms is a hard but impor-
tant problem in the multicore era. The main difficulty is to prove the correctness
of the algorithms in the presence of complicated thread interferences. Existing
methods such as [13] usually need to introduce many auxiliary states, which
lead to over-complicated proofs. So they cannot be adapted to some advanced
concurrent data structures, such as binary search trees. In [12], O’Hearn etc.
have shown that for a special concurrent linked list algorithm, thread modular
verification can be established. In this paper, we make a surprising observa-
tion that for some advanced concurrent data structures, such as binary search
trees, thread modular proofs are also achievable, thus can greatly simplify formal
verification of concurrent algorithms.

In [13], Owicki and Gries argued that using auxiliary states is sometimes a
must, and many simple concurrent programs cannot admit purely thread modu-
lar proofs without auxiliary states. Although Owicki and Gries” work limits the
use of thread modular proofs, it is interesting to see that many advanced highly
concurrent data structures do not fall into this limitation. Thanks to the Data-
Expansion lemma and the Generalized Hindsight Lemma, we can see that some
advanced concurrent algorithms can admit purely thread modular formal verifi-
cation. This observation makes the goal of formal verification of many advanced
concurrent objects actually achievable.

On the bright side, the Generalized Hindsight Lemma is proved correct on a
large class of data structures satisfying only the Removed Unchanged Assump-
tion, which is easy to formalize and, hopefully, to automate. On the other side,
the Data-Expansion Lemma is more data structure specific. It is shown in our
running example to hold on the binary search trees. However, the lemma is very
promising for generalization to other data structures.

The Data Expansion Lemma combined with the Generalized Hindsight
Lemma eliminates the needs of constructing linearization points in other threads
before carrying out formal proofs. This is particularly important for advanced
concurrent data structures, such as binary search trees, whose internal logic is
highly complicated. These lemmas give an direct formal explanation of why the
tree traversal can work without any synchronization. They may play an impor-
tant rule in the design and verification of concurrent algorithms.
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Abstract. In this paper, we consider the problem of improving the per-
formances of large Cognitive Radio Wireless Networks (CRWN). The lack
of network infrastructure and heterogeneous spectrum availability in cog-
nitive radio wireless networks require the self-organization of secondary
users (SUs) for efficient spectrum assignment. The cluster structure can
be an adequate solution in both guaranteeing system performance and
reducing communication overhead in CRWN. The approach considered
in this paper relays on the use of a coalitional game in every cluster to
preserve energy loss in the sensing phase and to reduce the interference
with primary users (PUs) and between SUs. First, we study the coali-
tional formation process in partition form with non-transferable utility
(NTU). In order to reduce the coalition formation cost, a cluster scheme
is considered. Then, we use a strategic learning algorithm to learn the
Nash equilibrium. At the end, simulation results demonstrate the pref-
erence of our CRWN compared to standard wireless cognitive network.

Keywords: Cluster - Overhead - Spectrum sensing - Cognitive wire-
less network + Energy consumption *+ Network performance - Coalitional
game - Partition form - Opportunistic access

1 Introduction

Cognitive Radio (CR) has enjoyed a powerful interest by the researchers in recent
years. CR is a flexible, intelligent radio and network technology that can auto-
matically detect unused channels in spectrum band and changes transmission
parameters to enhance radio functioning behavior. In cognitive radio settings,
secondary users (SUs) can operate in the same area with primary users (PUs).
Using spectrum sensing, SUs can detect the spectrum holes and hence can use
the unoccupied licensed channels for communication [1].

A Cognitive radio network is able to search automatically idle channels in
wireless spectrum and use learning and decision making algorithms to adaptively
change the working parameters of the system. In the case of distributed cognitive
radio wireless networks, the system is composed of large number of SUs nodes
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and one or multiple base stations. With the absence of the central network control
utilities, CR users have to execute multi-hop communications. The end-to-end
performance is challenged by the distributed multi-hop architecture, the dynamic
network topology, the quality of service QoS requirements and time/location
varying spectrum availability.

Clustering [2] can be a good management methodology in distributed CRWN
for its capacity of guaranteeing system performances in dynamic network envi-
ronments with the benefits of providing virtual backbones, reducing network
sizes and ensuring more stability to each CR node. Grouping physical network
nodes into a small number of logical associations forms clusters. Each cluster
performs a leader election procedure to select a cluster head (CH). In a central-
ized approach, every CR sends its data to the Base Station (BS). Consequently,
the amount of energy of a CR decreases rapidly as the distance from the BS
increases. A clustering scheme can greatly reduce the energy consumption of
nodes and lengthen the network lifetime because data is transmitted to cluster
heads. They, transfer data to the BS through the CH backbone.

Another challenge to be addressed by a distributed CRWN is the spectrum
availability. In fact, the connectivity of the network depends not only on the geo-
graphical locations of nodes but also on the interference with PUs networks from
SUs. Several approaches for sensing the channel exist (for more details, refer to
the survey of [3]). In this paper, we propose a coalitional game approach to pre-
vent unnecessary energy loss in the sensing phase and to reduce the interference
with PUs and between SUs. A coalitional game is when a number of players
cooperate in order to enhance their position in the game. The game is defined
by (M,V), where M is the players set and V is the coalition value (utility). This
value can be in a characteristic or in a partition form. Von Neumann and Mor-
genstern introduced the first definition of the characteristic form. A coalition
game is in characteristic form if the utility of any coalition is independent of
the others outside coalitions. It is in partition form if the utility of the coalition
depends; both on the coalition players as well as on the players of the others
coalitions.

The main contributions of this paper are:

— Improving the system views and performances. By using clusters, we split
wide network into small one and thus reduce the communication overhead in
large CRWN. Also, by using small networks with clusters every nodes location
and available channels is known. From a routing point of view, clusters and
coalition games limit the broadcast storm involved in the route establishment
process.

— Reducing interference between SUs and PUs by using a coalitional game app-
roach (NTU coalitional game in partition form). We studied the users utilities
through a mathematical model.

The remainder of this paper is organized as follows. Section 2 is devoted to
the related works. Section 3 presents the system architecture and assumptions.
Numerical results are presented in Sect.4. Finally, the paper is concluded in
Sect. 5.
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2 Related Works

In [4], the authors propose a three independent transceiver node physical plat-
form, and introduce a dynamic control channel. The gain of SUs in the cognitive
radio setting is the arrangement between sensing the channel and enhancing
channel access performances. In order to detect the presence of PUs, [5] uses a
central point for exchanging information between SUs and this central. However,
this concept involves an additional overhead.

A non-cooperative game is a game where every user operates independently
of the others. In [6], a Nash equilibrium strategy is a solution of spectrum sensing
and access for multiple SUs. In [7], the players carry out cooperation in a non-
cooperative environment with no information exchange. The authors consider
the minority game (MG), for the sensing phase. In this game, an odd number of
players is considered. Each player must choose one of two choices independently
at each round. The players, who end up on the minority side, win the game. At
each round, SU decides on the action that maximizes its payoff through Linear
Reward Inaction (LRI) updating rule.

Coalitional game is also a central concept for many papers that investigate
the spectrum sensing issue in cognitive radio network. The groups of SUs forming
a coalition collaborate in order to reduce the interference with the PUs through
collaborative sensing. In [8], a new algorithm is proposed wherein each SUs can
autonomously collaborate, while maximizing their detection probability taking
into account the false alarm as cooperation costs. The utilization of cooperative
games for joint sensing and access models is illustrated [9]. In [10], the authors
propose an algorithm for coalition formation to improve system performances,
to avoid interference with the licensed users and to permit a better access by
using the partition form. However, this algorithm suffers from severe scalability,
as it does not take into account large networks.

3 System Architecture and Assumption

The system setup used in this work contains PU transmitters, k channels, M
secondary users in network, and N; of SUs (transceivers pairs) in each cluster
Q; with I = {1,2,.., L}. Each primary user uses its licensed channels. The PUs
and SUs are both supposed to use a time slotted manner with exact time syn-
chronization [11,12]. Hence, at the beginning of a time-slot, every secondary user
can make sensing operation in all primary channels. We assume that each SU
always has data to send and no traffic requirement is imposed. In other words,
SU transmits data in a best-effort manner.

Each SU is equipped with two transceivers. The first transceiver, called SDR
transceiver, consists of a Software Defined Radio module that can tune to any k
channels to sense, receive, and transmit signals/packets. The second transceiver,
called control transceiver, is devoted to operate over the control channel. The
SUs use the control transceiver to obtain the information of available channels
and to negotiate with others.



Improving Cognitive Radio Wireless Network Performances 173

A coalition is a subset of SUs and a coalition structure, G; = {C1, Ca, .., Cy, }
is a partition of SUs. The partition G; = {{1},{2},..,{Ni}} defines the solo-
coalitions at the beginning of the game.

In each coalition, an elected user for transmission starts negotiations with
other SUs in other coalitions using the CSMA /CA mechanism. After that, only
one winner starts the packets transmission on the channel. The CSMA /CA pro-
tocol consists of RT'S/CTS mechanism. Each elected user begins by sensing the
channel. If idle, SU sends RTS packet over the channel. The receiving user detects
RTS and responds with CTS after a SIFS. On the other hand, if the channel is
busy, the receiving node pursues checking until it becomes idle. More details in
CSMA/CA process can be found in [13].

The proposed spectrum aware clustering structure is depicted in the network
and presented under cluster format Q = {Q1, @2, .., @1 }. When a node is unable
to reach base station, the cluster head collect data from all nodes in a cluster and
transmits it to base station (BS) over long distances. It is assumed that each
node has a long range communication and it is able to reach cluster head (CH)
directly and thereafter the BS. PUs occupying different channels are represented.
Neighboring nodes who share common channels form a cluster and one node has
to be selected as cluster head (CH) in each cluster. The network communication
can be categorized into two classes: intra-cluster communication and inter-cluster
communication. During the inter-cluster communication phase, all SUs nodes
send their information to their CH through the local common channel. During
the intra-cluster communication phase, the CH first compress the information,
then transmits it to the upstream neighbor C'H using maximal power. Every
node knows its coordinates which are embedded in the interaction message.
Node mobility is assumed to be slow and the channel availability changes at a
relatively low rate such that the topology does not change during the clustering
process.

3.1 Cluster Border Determination

In order to scale up the larger networks, an interesting approach is to split the
network in clusters. However, this approach faces additional challenges regarding
how the clustering should be performed. In order to participate in the cluster
formation, each SU needs to have informations on which other SUs are in its
neighborhood and their local spectrum availability. To get those informations, a
SU broadcast packets in order to solicit packet exchange from all its neighbors.
For neighbor discovery, several works was proposed in the literature [14]. In the
following, we present a distributed algorithm which divides the CRWN network
into clusters, based on local spectrum availability.

Our algorithm is inspired from the [15]. After the neighbor discovery phase,
all distributed SUs run the clustering algorithm independently and inspire their
decisions on the information in the key, defined by a set {K;, D;,1D;}. Where
ID; is the SU identification, D; is the SU; connectivity. The connectivity is
the available information concerning b-hop neighbors, which are at most b-hop
away from user j (including node j itself). The term K; defines the minimum
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of common channels that SU; has with each of its neighbors and V; is SU;
neighbors. We calculate K; by the formula below:

K; =minlk; N k; 1
j Q@g | (1)

Based on this information key, each SU calculates a priority value P; that
will be used during the cluster formation to determine the CH. A SUj is elected
as cluster head if its priority is the maximum of neighbors priority, which mean
that the weighted priority of cluster head is the highest among its neighbors. We
illustrate that by a formula:

P = max(P:) (2)

All node whose weighted priority key is the highest among its neighbors
request the creation of a cluster with their ID as cluster ID, nodes that receive the
request join the cluster if their priority is lower. Otherwise, they elect themselves
as cluster heads. If they receive multiple request from different CH, they choose
the CH with the low communication overhead.

After the CH selection, routing paths are established and a protocol of routing
is defined. The users in the same cluster can exchange network setup and main-
tenance messages instead of the first request defined before. Informations about
topological changes (because of dead nodes or node mobility) can be exchanges
during this phase.

3.2 Scenario of Forming Coalition in Clusters

In this paper, we model the coalition formation as a game with complete infor-
mation. At the beginning, we have solo-coalitions. Every user sends a proposal
to neighbors in the same cluster @;. All players in vicinity respond to the offer.
Recent works investigate different methods for multi-agent system in cognitive
radio [16] (Fig.1).

At each stage, a player becomes the proposer of forming a coalition. The
others players, who received offers make their response to accept or to decline
the offer. After the approbation of the request, the coalition will be formed.
Every user sends the same proposal that contains a comprehensive offer for all
QoS parameters which are: saving energy, delay and enhancing throughput. After
that, the users start forming coalitions based on a strategic learning algorithm
to learn the best coalition until Nash equilibrium (NE). By using clusters, the
node will easily and quickly decide on a winner and send a confirmation message
to the winning coalition and a cancellation message to all others. Next, the user
j and other members of the coalitions fit contracts such as SLA (Service Level
Agreement).
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Fig. 1. Cluster formation schema in CRWN

Algorithm 1. Forming coalition Algorithm in clusters
Phase 0

The network starts with solo-coalitions G = {{1}, {2}, .., {M}} and no
clusters Q = 0.

Phase 1

Clusters formation Q = {Q1,Q2,..,Qr}-
Phase 2: Coalition formation process

repeat

Execute Algorithm 2 (see below) with input j and Q.

until convergence to a Nash-stable partition.
A contract is made between users.

Phase 3: Joint spectrum sensing and access

The sensing and access are joined in the formed coalition.

In this section, a cooperative model is proposed in every cluster to preserve
the energy of every node in the sensing phase and enhance their performances in
the access phase. This layout used a coalitional game in partition form. Indeed,
after forming coalitions within each coalition only one SU senses the channel
according to a discrete distribution probability and broadcast channel occupation
information to every SU in the same coalition. After that, only one SU is elected
according to the discrete distribution probability to transmit its data using the

unoccupied channel. The others SUs will not sense the channel and so preserve
their energy.
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Fig. 2. Cluster formation using coalitional approach in CRWN

The beginning of our Algorithm 1, is with solo coalitions and without clusters.
This case corresponds to the non cooperative state of all secondary users and
no cluster is defined. A user in our system decides to join the coalition C; in the
same cluster, if this coalition improves its utility. The algorithm terminates when
no player wants to join another coalition (Nash Equilibrium). The convergence
of the algorithm, is guaranteed because the set C; can only increase in size and
is maximally limited to the grand coalition. The grand coalition is the coalition
of all the users in network.

At the end of clusters and coalitions formation, an inter-cluster communica-
tion is started, see Fig. 2. The clusters are in different colors and the communi-
cation between clusters head is presented by dotted lines.

3.3 User’s Utility Function in Clusters

In coalitional game theory, we distinguish between two entities: the value of a
coalition and the payoff received by a player. The value of a coalition represents
the amount of utility that a coalition, as a whole, can obtain. The payoff of
a player represents the amount of utility that a player, member of a certain
coalition and cluster can obtain. Using our model, our main goal consists of
enhancing throughput with reducing energy consumption. For this purpose, we
define our utility based on this two criteria. So, the utility of user j in coalition
C;, partition G; and cluster ) is expressed by:

UJ(CZ7GZ7QI) = FJ(C’MG’L?QZ) - ’Y'(ETJ' (CiaGi7Ql) + ENj (CivGi7Ql)
+Es,(Ci, Gi, Qi) + By, (Cy, Gi, Q) + Eq) (3)
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Where:

— Es,(Cy,Gi,Qp) and Er,(Cy, Gy, Q) are the energy wasted in sensing and
transmitting.

- F;(C;, G, Q) is the throughput of user j in coalition C; and cluster @;. By
using the symmetric channels this throughput is equal for all users in the same
cluster.

— Eq is the energy wasted in cluster formation.

— By, (Cy, Gy, Q) is the energy wasted in coalition formation and it depends on
users numbers. It is clear that in large network this cost will be very high, our
cluster scheme decreases the cost of coalition formation and thus enhance the
users utilities.

~ En,;(Cs, Gy, Qq) is the energy wasted in negotiation between users in various
coalition, same partition and same cluster.

— v is a constant.

F;i(Cy,Gi, Q1) = (1 = Rj(Cy, Gy, Q1)) -(1 — 2(Cy, Gy, Q1)) (4)
7i(Ci, Gy, Qi) -t (Cy, Gi, Q1)

R;(C;, G;) is the probability of collision with another coalition in the same
cluster, tr,(Cy, G;, Q) is time spent in transmission. Finally, r;(C;, G, Q;) rep-
resents the transmission rate of the user j to its receiver when the PU is absent
and 2, (C;, G;, Q) is the probability of collision with the primary.

3.4 Learning Algorithm in Clusters

In game theory, the term of complete information describes a game in which
knowledge about other players is available to all participants in the cluster Q.
Every player knows the payoffs and strategies available to other players.

Algorithm 2. Learning coalition of informed players in clusters

Initialization

— For each player j € M and cluster Q;.
e Observe state Gy

e Choose coalition Cp, in cluster Q;.

Learning patterns

— For each time slot ¢
e For each informed player.
* Observe the current state G;.
* Choose coalition C}, according to the randomized action A;(G;, C;).
% Observe the realized vector of utility U, ¢(Ci, G;, Q;) in all coalitions.

— Update strategy A;(G;,C;) according to Eq. (5).
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In the proposed game, a coalition is a set of distinct, autonomous players
that may cooperate in order to increase their individual gains, noted as selfish
cooperation. We have to use an algorithm that converge to Nash equilibrium
(NE). In the paper in [10], the authors discuss the convergence with mathemat-
ical analysis. They use a strategic learning as solution for coalition formation
when the number of coalition are finite. By using strategic Learning Algorithm,
each SU learns the coalition with best reward until a Nash equilibrium is reached
(Algorithm 2).

The Eq. (5) for the update can be expressed like below:

A(CarC) < 25y (G, Cy) = (G Ci) (404, (Gy)) o 2 (00
S e S e w4-1(G, ) (1 4(Gy)) ¥ 1 (6D

(5)

With y;,i—1 (G, C;) is the invert of the utility received and z;.(G;, C;) is
the probability of choosing the coalition by the user j being in state G;. Also,
v;¢(G;) > 0 is the learning rate taking into account how many times the same
action has been chosen.

4 Numerical Results

In this section, we adopt a simulation approach to evaluate the performance of
the proposed clustering algorithm. We consider a CRWN scenario in which SUs
are randomly deployed in a 20m x 20 m square domain.

We have M = 80, @ = {1,2,...,20}, and each cluster contains N = 4 sec-
ondary users K = {1,2}. The possible strategies of four users in each cluster

Table 1. Possible coalition strategies for four players in one cluster

G1 ={1,2,3,4} G7 ={{1,3},{2},{4}}
G2 = {{172’3}7 {4}} Gs = {{1’4}7 {2}7 {3}}
Gs ={{1,2,4},{3}} |Go={2,3},{1},{4}}
Gs= {{17374}7 {2}} Gio = {274}7 {1}7 {3}}
Gs = {{25 3, 4}7 {1}} Gu = {{374}’ {1}7 {2}}
Go = {{1,2}, {3}, {4}}|G12 = {{1}, {2}, {3}, {4}}

Table 2. Parameters used in numerical simulations for one cluster

Initial Battery B = [100, 80, 60, 40]
RTS =352,2=0.3

R = [0.3,0.4,0.5,0.6]

r=112, m=3

tsior = 3000, t; =15
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is presented in Table 1. All others parameters are presented in Table 2. For the
equal number of players, we used the learning Algorithm 2. Figure 3 shows the
convergence of the algorithm and how all players select the first partition among
the twelve possible partitions as mentioned in Table 1. We notice that our algo-
rithm converges after a number of iterations (<400). All players prefer the grand

coalition (coalition of all users in the system).
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In Fig. 4, the average reward of secondary users, in each cluster, is plotted.
The non cooperative state is found by strategy (Gi2). This is the case where
all secondary users are allowed to access all sub-channels. This figure shows
clearly, that the cooperative strategy (G1) gives a very good rewards comparing
to strategy (Gi2) for all channels utilizations values.
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Next, we try to evaluate the energy consumption using a coalitional game
approach. Note that, secondary users seeking to improve their performances have
intention of cooperating.

We plot In Fig. 5, the average energy consumed by coalitions in each cluster
using different strategies. This figure shows the average energy consumption
as a function of coalition structure. The decrease of energy consumption using
strategy G is very clear; when SU cooperate they consume three times less
energy than if they use strategy G152 and stay alone.

So, comparing with the energy consumption numerical results, for different
k values, the difference between the coalitional and non cooperative in clusters
is rather important and thus the proposed CRWN using clusters and coalitional
approach achieves a good energy consumption.

Our model reduces communication overhead. Figure6 gives the amount of
messages exchanged between nodes in CRWN for M = 100 and @ = (). Figure 7,
gives the amount of messages exchanged between clusters in CRWN for N = 10
and @) = 10. The simulation clearly shows that the communication exchange
cost in our CRWN is too low by using the clusters (<50) compared to the case
of a classic large CRWN (>180).

5 Conclusion

In this work, we propose a new architecture of CRWN by combining two
approaches: the clustering scheme and the coalitional game model. We design a
distributed coalition algorithm in clusters based on imitative strategic learning.
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The ambition of the algorithm is to group neighboring SUs with similar spec-
trum availability into smaller number of clusters. The coalitional game make
network smaller, so the management will be easy. Simulation results demon-
strate the preference of the proposed algorithm in both reward gain and per-
formance enhancing. The cluster structure is beneficial for multi-hop spectrum
collaboration and our future work will focus on CRWN routing.
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Abstract. We consider autonomous robots that are endowed with
motion actuators and visibility sensors. The robots we consider are weak,
i.e., they are anonymous, uniform, unable to explicitly communicate, and
oblivious (they do not remember any of their past actions). In this paper,
we propose an optimal (w.r.t. the number of robots) solution for the ter-
minating exploration of torus-shaped networks by a team of k such robots
in the SSYNC model.

In more details, we first show that it is impossible to explore any sim-
ple torus of arbitrary size with (strictly) less than four robots, even if the
algorithm is probabilistic. If the algorithm is required to be determinis-
tic, four robots are also insufficient. This negative result implies that the
only way to obtain an optimal algorithm (w.r.t. the number of robots
participating to the algorithm) is to make use of probabilities.

Then, we propose a probabilistic algorithm that uses four robots to
explore all simple tori of size £ x L, where 7 < ¢ < L. Hence, in such
tori, four robots are necessary and sufficient to solve the (probabilistic)
terminating exploration. As a torus can be seen as a 2-dimensional ring,
our result shows, perhaps surprisingly, that increasing the number of
possible symmetries in the network (due to increasing dimensions) does
not necessarily come at an extra cost w.r.t. the number of robots that
are necessary to solve the problem.

1 Introduction

We consider autonomous robots that are endowed with motion actuators and
visibility sensors, but that are otherwise unable to communicate. They evolve
in a discrete environment, i.e., the space is partitioned into a finite number of
locations, conveniently represented by a graph, where the nodes represent the
possible locations that a robot can take and the edges the possibility for a robot
to move from one location to another.

Those robots must collaborate to solve a collective task despite being lim-
ited with respect to inputs from the environment, asymmetry, memory, etc.
In particular, the robots we consider are anonymous, uniform, yet they can sense
their environment and take decisions according to their own ego-centered view.

© Springer International Publishing Switzerland 2015
A. Bouajjani and H. Fauconnier (Eds.): NETYS 2015, LNCS 9466, pp. 183-199, 2015.
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In addition, they are oblivious, i.e., they do not remember their past actions.
Robots operate in cycles that include three phases: Look, Compute, and Move
(L-C-M, for short). The Look phase consists in taking a snapshot of the other
robots positions using its visibility sensors. During the Compute phase, a robot
computes a target destination based on the previous observation. The Move
phase simply consists in moving toward the computed destination using motion
actuators. Using L-C-M cycles, three models has been introduced in the litera-
ture, capturing the various degrees of synchrony between robots. According to
a recent taxonomy [11], they are denoted FSYNC, SSYNC, and ASYNC, from
the stronger to the weaker. The former stands for fully synchronous. In this
model, all robots execute the L-C-M cycle synchronously and atomically. In the
SSYNC (semi-synchronous) model, robots are asynchronously activated to per-
form cycles, yet at each activation, a robot executes one cycle atomically. With
the weaker model, ASYNC (stands for asynchronous), robots execute L-C-M in
a completely independent manner.

In this context, typical problems are terminating exploration [4,7-10],
exclusive perpetual exploration [1,2,5], exclusive searching [5,6], and gather-
ing [5,12,13]. In this paper, we address the terminating exploration (or simply
exploration) problem, which requires that robots collectively explore the whole
graph and stop upon completion. We focus on the case where the network is
an anonymous unoriented torus (or simply torus, for short). The terms anony-
mous and unoriented mean that no robot has access to any kind external device
(e.g., node identifiers, oracle, local edge labeling) allowing to identify nodes or
to determine any (global or local) direction, such as North-South/East-West.

A question naturally arises: “Why addressing an abstract topology such as
torus?’ To answer this question, we must emphasize that robots are unable to
communicate explicitly and have no persistent memory. So, they are unable to
remember the various steps taken before. Therefore, the positions of the other
robots are the only way to distinguish the different stages of the exploration
process. Torus belongs to the class of regular graphs, i.e., graphs where each
vertex has the same number of neighbors. Such graphs are of particular inter-
est because they are topologies for which the symmetry of configurations with
respect to robot positions is the most frequently observed, making the explo-
ration problem hard to solve. So far, ring-shaped network is the only regular
topology that has been studied [8,10,14]. As a result, an immediate question
arises: “Does the increase of the number of possible symmetries in the network
(mainly due to increasing dimensions) make the problem harder to solve?’ Ter-
minating exploration has been studied in other topologies than rings, namely
the tree [9] and grid [7]. However, none of them are regular networks. Torus can
be seen as a 2-dimensional ring. Compared to the ring, the main difficulty lies
in the additional axes of symmetry. It appears to be the most natural candidate
among regular graphs to study the impact of strong topological symmetry on
the complexity to solve the problem.
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Furthermore, as previously stated, the exploration (with stop) process is
intrinsically related to the ability to differentiate consecutive phases of the explo-
ration. More possible symmetries hint that more robots than in rings are required
to complete exploration: As robots have no way to distinguish and agree on some
kind of orientation, e.g., North-South/East-West, somehow the current robot
configuration has to encode consistent information so that robots agree on both
axes. Since numerous symmetric configurations induce a large number of required
robots, minimizing the number of robots turns out to be a difficult problem.

Related Work. With respect to the (terminating) exploration problem, min-
imizing the number of robots for exploring particular classes of graphs led to
contrasted results.

The only result available for exploration in general graphs [4] considers that
edges are labeled in such a way that the network configuration (made of the topol-
ogy, the edge labeling, and the robot positions) is asymmetric. In this extended
model, three robots are not sufficient to explore all asymmetric configurations,
and four robots are sufficient to explore all asymmetric configurations. Note that
exploring the set of asymmetric configurations is strictly weaker than exploring
the complete underlying graph, especially when the graph is highly symmetric.

The rest of the literature is thus dedicated to a weaker model, where edges are
not labeled (or equivalently, the labeling is decided by an adversary anytime a
robot is activated). One extreme case in this weak model is the set of tree-shaped
networks, as in general, 2(n) robots are necessary and sufficient to explore a tree
network of n nodes deterministically [9]. The other extreme case is the set of grid-
shaped networks [7], where three robots are necessary and sufficient to explore
deterministically any grid of at least three nodes (except for the grids of size 2 x 2
and 3 x 3, where four — respectively five — robots are necessary and sufficient).
However, this result is mainly due to the fact that grids are not regular graphs:
they contain nodes of degrees 2, 3, and 4. This topological property implies less
symmetries.

In contrast, rings and tori are regular graphs, and consequently more intri-
cate. In ring-shaped networks [10], the fact that the number k of robots and the
ring size n must be coprime yields to the lower bound 2(logn) on the number
of robots required to explore a n-size ring. Indeed, the smallest non-divisor of
n evolves as logn in the worst case. However, notice that Lamani et al. also
provide in [14] a protocol that allows 5 robots to deterministically explore any
ring whose size is coprime with 5. The large number of robots and the con-
straint on the ratio between the number of robots and the ring size induced
by the deterministic setting in ring-shaped networks hinted at a possible more
efficient solutions when robots can make use of probabilities [8]. As a matter
of fact, four robots are necessary and sufficient to probabilistically explore any
ring of size at least four. While the gain in going probabilistic is only one robot
when n is not divisible by 5, a logarithmic factor is obtained in the general case.
Aforementioned deterministic solutions typically operate in the ASYNC model,
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while probabilistic ones can only cope with the weaker SSYNC model. Actually,
an impossibility result [8] explicitly states that randomization does not help in
the ASYNC model (that is, there exists a scheduling such that random choices
are all nullified).

So far, no research explored the feasibility of exploring a torus-shaped net-
work with a team of k£ robots. The exploration of tori is a step forward toward
exploration of other (maybe more complex) unoriented periodic 2D discrete
spaces, e.g., spheres.

Contribution. We propose an optimal (w.r.t. the number of robots) solution for
the terminating exploration of torus-shaped networks by a team of &k such robots.
In more details, we first show that it is impossible to explore any simple torus of
arbitrary size with less than four robots, even if the algorithm is probabilistic.
If the algorithm is required to be deterministic, four robots are also insufficient.
This negative result implies that the only way to obtain an optimal algorithm
(w.r.t. the number of robots participating to the algorithm) is to make use
of probabilities, and thus, within the SSYNC model, due to aforementioned
impossibility [8].

So, we propose a probabilistic algorithm designed for the SSYNC model that
uses four robots to explore all simple tori of size ¢ x L, where 7 < ¢ < L. Hence,
in such tori, four robots are necessary and sufficient to solve the (probabilistic)
terminating exploration. As a torus can be seen as a 2-dimensional ring, our
result shows, perhaps surprisingly, that increasing the number of possible sym-
metries in the network (due to increasing dimensions) does not necessarily bring
an extra cost with respect to the number of robots that are necessary to solve
the problem.

Roadmap. Section 2 presents the system model and the problem to be solved.
Lower bounds are shown in Sect.3. The general solution using four robots is
given in Sect. 4. Section 5 gives some concluding remarks.

2 Preliminaries

We consider systems of autonomous mobile entities called robots evolving in a
simple unoriented connected graph G = (V, E), where V is a finite set of n nodes
and E a finite set of edges. Nodes represent locations that robots can take and
edges represent the possibility for a robot to move from one location to another.
Two nodes u and v are neighbors in G iff {u,v} € E.

We assume that G is an (¢, L)- Torus (or a Torus, for short), where £ and L are
two positive integers, i.e., G satisfies the following two conditions: (i) n =€ x L
and (i7) there exists an order vy, ..., v, on the nodes of V such that Vi € [1..n]:

— If i+ ¢ <n, then {i,i+ ¢} € E, else {i, (i + ¢) mod n} € E.
— If i mod £ # 0, then {i,i+ 1} € E, else {i,i —(+ 1} € E.
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Given the previous order vy,...,v,, for every j € [0..(L — 1)], the sequence
Vidgjxt, U24jxts---, Ugtjxe 18 called an f-ring. Similarly, for every k € [1..4],
Uk Vk4-6, Vk2x05 « -+ » Vt(L—1)x¢ 18 called an L-ring. Note that when £ = L, any

£-ring is also an L-ring and conversely. More generally, we use the term ring to
arbitrarily designate an ¢-ring or an L-ring.

Nodes are anonymous (they have no access to identifiers or other symmetry
breaking capabilities). Moreover, given two neighboring nodes u and v, there
is no explicit or implicit labeling allowing robots to determine whether u is
either on the left, on the right, above, or below v. However, for the purpose of
explanations, we may use indices for nodes or robots.

An isomorphism of graphs G and H is a bijection f between the vertex sets
of G and H such that any two nodes v and v of G are neighbors in G iff f(u) and
f(v) are neighbors in H. When G and H are one and the same graph, f is called
an automorphism of G. An (¢, L)-Torus and an (L, {)- Torus are isomorphic.
Hence, as nodes are anonymous, an (¢, L)-Torus cannot be distinguished from
an (L, £)-Torus. So, with loss of generality, we will always consider (¢, L)-Tori,
where ¢ < L.

Remark 1. As an (¢, L)-torus is a simple graph, every node has four distinct
neighbors, and consequently we have: 3<{¢{< Landn=4¢x L >9.

Operating on G are k robots. The robots do not communicate in an explicit
way; however they see the position of all other robots in their ego-centered coor-
dinate system and can acquire knowledge from this information. Each robot
operates according to its (local) program. We call protocol a collection of k pro-
grams, each one operating on a single robot. Robots are uniform and anonymous,
i.e., they all have the same program using no parameter allowing to differenti-
ate them. We assume that robots cannot remember any previous observation or
computation. Such robots are called oblivious. The program of a robot consists
in executing Look-Compute-Move cycles infinitely many times. That is, a robot
R first observes its environment (Look phase). Based on its observation, R then
(probabilistically or deterministically) decides to move or stay idle (Compute
phase). If R decides to move, it moves toward its destination during the Move
phase. During the Compute phase, the decision between moving or staying idle is
either deterministic or probabilistic. In the latter case, the robot decides between
moving and staying idle using some fixed probability p € (0,1), and we say that
the robot tries to move.

We consider the SSYNC model, where time is represented by an infinite
sequence of instants 0, 1, 2, ... No robot has access to this global time. At each
instant, a non-empty subset of robots is activated. Every robot that is activated
at instant t atomically executes a full cycle between ¢t and ¢ + 1. Activations are
determined by an adversary. Note that in this model, any robot performing a
Look operation sees all other robots on nodes and not on edges.

We assume that during the Look phase, every robot can perceive whether
several robots are located on the same node. This ability is called (global) mul-
tiplicity detection. We shall indicate by d;(¢) the multiplicity of robots present



188 S. Devismes et al.

in node v; at instant ¢. We consider two versions of multiplicity detection: the
strong and weak multiplicity detections. Under the weak multiplicity detection,
for every node v;, d; is a function IN +— {o, L, T} defined as follows: d;(t) is
equal to either o, I, or T according to v; contains none, one or several robots
at instant t. If d;(t) = o, then we say that v; is free at instant ¢, otherwise
v; is occupied at instant ¢. If d;(¢) = T, then we say that v; contains a tower
at instant ¢. Under the strong multiplicity detection, for every node v;, d; is a
function IN — IN, where d;(t) = x indicates that there are x robots in node v;
at instant ¢. If d;(t) = 0, then we say that v; is free at instant ¢, otherwise v; is
occupied at instant ¢. If d;(t) > 1, then we say that v; contains a tower (of d;(t)
robots) at instant t.

To define the notion of configuration (of the system), we use an arbitrary
order < on nodes. The system being anonymous, robots do not know this order.
Let v, ...,v, be the list of the nodes in G ordered by <. The configuration at
instant ¢ is dy(¢),...,d,(t). We denote by initial configurations the configura-
tions from which the system can start at instant 0. Every configuration from
which no robot moves or tries to move if activated is said to be terminal. Two
configurations dy, . ..,d, and d}, ..., d], are indistinguishable (vesp., distinguish-
able otherwise) iff there exists an automorphism on G, f : V — V such that
Vie{l,...,n}, d; = d; where v; = f(v;).

The wview of robot R at instant ¢ is a labeled graph isomorphic to G, where
every node v; is labeled by d;(t), except the node where R is currently located,
this latter node v; is labeled by d;(¢), *. (Indeed, the coordinate system is ego-
centered.) Hence, from its view, a robot can compute the view of each other
robot, and decide whether some other robots have the same view as its own.
The views V and V' are identical iff there exists an isomorphism f of V and V'
such that every node v of V has the same label in V as node f(v) in V'.

Every decision to move is based on the view obtained during the last Look
action. However, it may happen that some edges incident to a node v currently
occupied by the deciding robot look identical in its view, i.e., v lies on a symmet-
ric axis of its view. In this case, if the robot decides to take one of these edges,
it may take any of them. We assume the worst-case decision in such cases, i.e.,
the actual edge among the identically looking ones is chosen by the adversary.

A scheduling is a list of activation’s choices that can be made by the adversary,
i.e., a scheduling is any infinite list of non-empty subset of robots o, 071,...,
where Vi > 0, o; is the set of robots activated at instant 7. An infinite list
of configurations g, 71,... can be generated from the scheduling og, 01, ... iff
Vi > 0, 7,41 can be obtained from ~; after each robot in o; is activated at
instant ¢ to atomically perform a cycle (in this case, v;v;+1 is step). We call
ezecution any infinite list of configurations vy, 71, ... that can be generated from
an arbitrary scheduling and such that -y is a possible initial configuration. An
execution e terminates if e contains a terminal configuration.

We restrict the power of the adversary by assuming that schedulings are fair:
a scheduling og, 01, . . . is fair iff for every robot R, for every instant 4, there exists
an instant j > i such that R € ;. An execution e is fair iff e can be generated by a
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fair scheduling. A particular case of fair scheduling is the sequential fair scheduling:
a scheduling og, 01, .. . that is fair and such that Vi > 0, |o;| = 1. An execution e
is sequential fair if it can be generated from a sequential fair scheduling.

We consider the exploration problem, where k robots, initially placed at dif-
ferent nodes of G, collectively explore G before stopping moving forever. By
“collectively” we mean that every node of G is eventually visited by at least
one robot. More formally, a protocol P deterministically (resp., probabilistically)
solves the exploration problem assuming a fair scheduling iff every fair execution
e of P starting from a towerless configuration satisfies: (1) e reaches a terminal
configuration n finite time (resp., with probability one), and (2) every node is
visited by at least one robot during e. Note that the previous definition implies
that every initial configuration are towerless. Note also that in case of proba-
bilistic exploration, termination is not certain, however the overall probability
of non-terminating executions is 0. Observe that the exploration problem is not
defined for k& > n and is straightforward for ¥ = n. (In this latter case, the
exploration is already accomplished in the initial towerless configuration.)

3 Lower Bound

To be as general as possible, in this section we assume the strongest possible
multiplicity. Moreover, we consider any (deterministic or probabilistic) explo-
ration protocol P using a team of k robots in an arbitrary topology G = (V, E)
of n nodes (i.e., n = |V]).

Assume first that n > k. Then, the exploration is not (trivially) accomplished
in an initial configuration. As robots are oblivious, any terminal configuration
of P in that case should be different from any possible initial configuration.
Remark 2 follows from the fact that the set of possible initial configurations is
exactly the set of all towerless configurations:

Remark 2. If n > k, any terminal configuration of P contains at least one tower.

Our approach is based on Theorem 1, which is a generalization to arbitrary
topologies of a theorem from [8] (this latter was given for rings). The intuitive
idea behind this result is that when n > k, the memory of explored nodes can
only be encoded with configurations that (i) contain at least one tower of less
than & robots (Remark 2) and that (i) are pairwise distinguishable-no robot
can remember any past move or action, but still needs to distinguish between
visited and unvisited nodes. Moreover, assuming a sequentially fair execution, the
actual exploration process (which is, of course, preceded by some setup phase)
starts in such a configuration where one can memorize that at most k& nodes
are already visited. Then, as the execution is assumed to be sequential, at least
n—k additional configurations are required to memorize the visit of all remaining
nodes. Hence, overall there should exist at least n — k + 1 configurations that
contain a tower of less than k robots and that are pairwise distinguishable.
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Theorem 1. Considering any (probabilistic or deterministic) exploration pro-
tocol for k robots on a graph of n > k nodes working under any fair scheduling,
there exists a set S of at least n — k + 1 configurations such that:

1. Any two different configurations in S are distinguishable, and
2. In every configuration in S, there is a tower of less than k robots.

A tower involving at least 2 robots, Corollary 1 directly follows from
Theorem 1:

Corollary 1. Under fair schedulings, Vk,0 < k < 3, no protocol exists to (deter-
ministically or probabilistically) explore any torus of n nodes using k robots.

The previous corollary excludes that P works with & < 3. Now, let
assume that & = 3 and consider any arbitrary (¢, L)-torus (remember that by
Remark 1,n = £x L > 9). Then, by Theorem 1, we should be able to exhibit a set
S of n — 2 configurations such that: (1) any two different configurations in S are
distinguishable, and (2) in every configuration in &, there is a tower of 2 robots.
Such configurations differ according to the relative positions of the tower and the
robot which is alone. Two cases are then possible depending on whether £ = L or

¢ < L. In the former case, the size of S is bounded by ZL AR w
In the latter case, the size of S is bounded by (| 4] + 1)(L2J + 1) -1

Two illustrative examples are given in Figs.1 and 2. In these examples, for
every value 4 inside a white node, every two configurations where (1) the black
node contains the tower of two robots and (2) any white node of number i
contains the single robot are indistinguishable. In the (5,5)-torus of Fig. 1, the
size of S is at most 5. In the (5,6)-torus of Fig. 2, the size of S is at most 11.

Let first study the case where £ = L. Then, W should be greater
or equal to n — 2, i.e., L? — 2. From this inequality, we have: 7L? — 6L — 16 < 0.
A =484 >0, 50 7L? — 6L — 16 = 0 has two solutions: 6_1V4484 and 6+1V4484; and
TL? — 6L — 16 < 0 for L € [6=3284; 6+¥384] By Remark 1, L > 3. Moreover,

Fig.1. A (5,5)-torus. Fig. 2. A (5,6)-torus.



Optimal Torus Exploration by Oblivious Robots 191

“17 V4484 = 2. So, we obtain a contradiction: there is neither probabilistic nor

deterministic exploration protocol in that case, even assuming a fair scheduling.

Let now study the case where ¢ < L. Then, (|5] + 1)(|4] + 1) — 1 should
be greater or equal to n — 2, i.e., £ X L — 2. From this inequality, we have:
20+2L+8 >3 x L. As 3 < ¢ < L (Remark 1), 2/ + 2L + 8 > 3¢ x L has no
solution: there is neither probabilistic nor deterministic exploration protocol in
that case, even assuming a fair scheduling.

Hence, there is neither probabilistic nor deterministic protocol to explore any
torus with 3 robots and, with Corollary 1, we can conclude:

Theorem 2. Under fair schedulings, Yk,0 < k < 4, there is no protocol to
(deterministically or probabilistically) explore any torus of n nodes using k robots.

Consider now the deterministic exploration with k = 4 robots. Assume any
(¢, L)-Torus such that ¢ = L and ¢ is even. Then, it is possible to initially place
the four robots in such way that they have all identical views and all their
possible destinations looked identical (just form a square whose adjacent sides
have length %) In this case, the adversary can choose to synchronously activate
all robots at each step in such way that the initial symmetry continues: we obtain
a non-terminating fair execution. Hence:

Theorem 3. Under fair schedulings, Yk,0 < k < 4, there is no protocol to
deterministically explore all torus of n nodes using k robots.

Notice that the previous impossibility result can be circumvented, for exam-
ple, by making restrictions on possible initial configurations [6].

4 Optimal Algorithm

We propose a probabilistic algorithm to explore with 4 robots any (¢, L)-torus
such that 7 < ¢ < L, assuming weak multiplicity detection. Before providing
informal explanations, we first need to define some terms.

Let v; and vy be two nodes containing robot r; and ro, resp. r1 is a neigh-
boring robot of ry, and conversely. A block is a maximal elementary path along
some ring of the torus B = u;, w11, - .., Uitm With m > 0, where each node is
occupied by exactly one robot. A robot that does not belong to a block is said
to be isolated. A hole is any maximal non-empty elementary path of free nodes
H = wu;,ujy1, ..., Uit that is along some ring of the torus. The size of a block
(resp., a hole) is the number of nodes it contains. A block (resp. a hole) of size
x is said to be an x-block (resp., a z-hole). Given the block B (resp., the hole
H), the nodes u; and u;4,, are termed as the extremities of B (resp., H). We
call neighbor of a hole (resp. a block) any node that does not belong to the hole
(resp. the block) but is neighbor of one of its nodes. In this case, we also say
that the hole (resp. the block) is a neighboring hole (resp. neighboring block) of
the node. By extension, any robot that is located at a neighboring node of a
hole (resp. a block) is also referred to as a neighbor of the hole (resp. the block).
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A node u is said to be safe if there is at most one robot that is located within
distance one from u. We call Couple any ¢-ring that contains exactly two robots.

We are now ready to sketch our algorithm. Our algorithm works in three
distinct successive phases, respectively called SetUp, Tower, and Exploration.
Starting from any towerless configuration, the aim of the SetUp Phase is to
arrange the robots in such a way that they eventually form a ¢{.Configuration
(see Fig.3), without creating any tower during the process. This first phase is
probabilistic. A ¢.Configuration is a configuration, where (1) there are two ¢-
rings of the torus that both contain a 2-block, and (2) there are two robots that
have two robots in their neighborhood.

Once a ¢.Configuration is built, Tower Phase oYY Yy

begins. This phase is also probabilistic and consists * ~C
in creating a tower using the two neighboring robots ¢ <
that have exactly two robots in their neighborhood. ¢~ 'L <
Once the tower is created, the location of robots give ¢ ~C
an explicit orientation to the torus; and the last phase, e C
Exploration Phase, begins. This phase is determin- ... C
istic. The two isolated robots collaborate together to

deterministically explore the torus and eventually stop.
We now explain the three successive phases in more Fig. 3. ¢.Configuration.
details.
SetUp Phase. Let us begin with some definitions. A configuration is said to
be a Double-Trapl (refer to Fig.4) if there exists an ¢-ring R that contains a
3-block having exactly one extremity with a neighboring robot that is not in
R. A configuration is a Double-Trap2 (Fig.5) if there is one isolated robot at
some node z and two 2-blocks Bl = w,v and B2 = x,y such that (1) v = z,
(2) Bl is on a f-ring, (3) z and y are on a ¢-ring parallel to the one containing
B1, and (4) z is at distance 2 of both u and y. A configuration C is said to
be Regular if C' contains no tower, C' is not a {.configuration, and the robots
can be split in two pairs {ry,72} and {rs,r4} such that the views of r; and r9
(resp. the views of r3 and r4) are identical. (A particular case of configuration
Regular is a configuration where all robots have identical views.) A configuration
C is said to be Triplet if C' is not a Double-Trapl and there is a ¢-ring R that
contains exactly 3 robots. When R contains neither a 3-block nor a 2-block, we
define the Wall as the ring perpendicular to R that contains the robot not in R,
see Fig. 6. A configuration C is said to be Twin (Fig.7) if C' contains a couple,
but is neither Double-Trapl, nor Double-Trap2, nor ¢, nor Regular, not Triplet.
A configuration C' is said to be Isolated if C' is not Regular and there exists
at most one robot on each ring of size ¢. Finally, a configuration C is said to
be Quadruplet if C' is not Regular and there exists an /-ring R that contains 4
robots.

Phase Setup is probabilistic, but as far as possible, robots move determinis-
tically. However, there are symmetric configurations that require robots to move
probabilistically. The main one is the following:
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Fig. 6. A wall in a Triplet. Fig. 7. Twin.

The configuration is of type Regular. To break this symmetry, each robot
tries to move to a safe node. Doing so, the symmetry is broken without
creating tower after one step with positive probability.

So, with probability one, the system eventually leaves Case (a) to a configuration
that matches one of the following cases:

(b)

()

The configuration is of type Double-Trap2 or Double-Trapl. In the for-
mer case, by moving one robot as shown in Fig.5, the system reaches a
¢.Configuration. In the latter case, we easily obtain a Double-Trap2 by mov-
ing only one robot as shown in Fig. 4.

The configuration is of type Triplet. In this case, there are three robots in the
same ¢-ring R and we deterministically build a Double-Trapl configuration.
There are several cases to consider. (i) Three robots on R already forms a
3-block. Then, the remaining robot moves to the adequate position to build
a Double-Trap1. (it) R contains a 2-block. Then, the robot in R that is not
part of the 2-block moves to create the 3-block. Otherwise (ii7), a Wall is
defined and we use it to create a 2- or 3-block on R as follows: If a node v
that intersects both the Wall and R is occupied by some robot, the two other
robots on R move towards the Wall to create a 2- or a 3-block (depending on
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the choices of the scheduler). Otherwise, each robot of R that is not neighbor
of v moves towards v until a 2-block is created on R.

The configuration is of type Twin. In this case, the aim is to reach a Triplet
configuration with positive probability. Assume first that the configuration
contains only one couple. Then, the two robots that are not part of the
couple compete together (using try to move) so that eventually one of them
is closer from the couple than the other. Then, the closest one moves to
create the Triplet configuration.

Otherwise, the configuration may also contain two or three couples, but not
four, otherwise we would be in Case (a). If the configuration contains two
couples, then each robot that is neighbor of a safe node outside any couple
tries to move to that safe node. Then, with a positive probability, only one of
them moves and we retrieve the previous case where there is only one couple.
If the configuration contains three couples, then ¢ = L and two robots belong
to two couples. These robots try to move to a safe neighboring node. With
positive probability, only one of them moves, and we retrieve a previous case:
a Twin configuration with two couples.

In all remaining configurations, the aim is to reach either a Triplet or a Twin

configuration.

(e)

(f)

The configuration is of type Quadruplet. In such a configuration, the four
robots belong to some /-ring R. We then consider the subgraph G induced
by the nodes of R. This graph is isomorphic to an elementary cycle. Now,
as not all robots have identical views, we can discriminate either one unique
robot or two robots (using the sizes of the holes in Gg). We let those robots
move outside R. Hence, the system reaches either a Twin or a Triplet con-
figuration.

The configuration is of type Isolated. We consider two subcases:

e ( < L. In this case, we discriminate L-rings according to the number of
robots on them. When some but not all robots are alone in their L-rings,
they move along their L-ring to eventually form a Triplet or a Twin con-
figuration with the blocked ones.

In the case where there are two L-rings that contain 2 robots, robots
try to move to a neighboring safe node (if any) outside the L-ring they
belong to. Hence, with a positive probability, we retrieve the previous
case.

In the case where every L-ring contains at most one robot. We first make
robots probabilistically move to discriminate a unique smallest rectan-
gle that encloses the 4 robots. When there are several possible smallest
enclosing rectangles (SER), we decrease their number by proceeding as
follows: if a robot r that is neighbor of a safe node u such that if it moves
to uw and it is the only one to move, the number of SER decreases, then r
tries to move to u. In this case, with positive probability, only one robot
moves, reducing the number of possible smallest enclosing rectangles or
leading directly the system to a Twin configuration. If we have a unique
smallest rectangle, s, that encloses the 4 robots and the configuration is
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not Twin, we discriminate the robots according to their place in s: at a
corner, on a side, or inside of s. This allows us to block some of them.
The other ones move (or try to move, in case of possible symmetry) to
create either a Triplet or a Twin configuration.

Finally, in the case where there is a single L-ring R that contains the
four robots, we proceed as in Case (e), but this time we operate on a
L-ring: one or two robots eventually leave the L-ring and we retrieve one
of the previous cases.

e ( = L. We probabilistically discriminate, as previously, a unique smallest
rectangle that encloses the 4 robots. Once the system reaches a config-
uration containing a unique smallest enclosing rectangle, we proceed as
in case £ < L. However, note that this case is simpler than the previous
one because all rings have the same size (¢), while in the previous case
we had to take care that robots gather on a “small” ring.

We have proven the convergence with probability one from any towerless con-
figuration to a ¢.Configuration (without creating any tower during the process)
by showing that the transitions given in Fig.8 can be made in finite number of
steps and with positive probability. Notice that some of them are made deter-
ministically. Note also that there are many other possible transitions.

Double-Trapl — Double-Trap2 — < -Configuration

Isolated

— T

Triplet Twin Regular

‘\ t

Quadruplet

Fig. 8. Possible transitions during SetUp.

Tower Phase. This phase starts in ¢.Configuration. LA R A A
Let u; and ug be the two occupied neighboring nodes *(
having themselves two occupied neighboring nodes. e--4-—-i---t i i ¢
Let 1 and ry be the two robots located at u; and uo, ,g(
respectively. During this phase, r; and ro try to mowve T

towards each other anytime they are activated. By
scheduler fairness, both of them eventually created
a tower T with probability one on either u; or wus
(Fig.9) and the phase is finished. Fig. 9.

)w
-
yo
yo

Initial configura-
tion for the Exploration

Exploration Phase. We first need some definitions. Phase-

Given two nodes u and v, let R,, be the smallest
enclosing rectangle that includes both u and v. Let au, (Buw) be the length
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Fig. 10. First phase of exploration, The integers show the move order.

in terms of hops of one of the smallest (resp., greatest) side of Ry, Ry, is
an (Quy, Buy)-rectangle. The (Manhattan) distance between two nodes u and v,
denoted by d,,, is equal to ay, + Buv. We define a total order on distances as
follows: given four nodes u, v, ¢/, and v’, dy, < dyo iff either dy, < dy/, or
dyy = dy and ﬁu’u < ﬁu’v“

The deterministic exploration starts from the initial configuration built dur-
ing the tower phase. Denote the node holding the tower by T. The two rings
passing through T are called coordinate rings. In the sequel, ‘o’ (respectively,
‘*”) denotes the nearest (respectively, farthest) single node (or robot) from T,
i.e., dop < dyr. Note that our algorithm ensures that both ‘o’ and ‘*’ remain
the same robots until the end of the exploration. Given a node u, if ar, < G714
and {ary, Bru} # {[£], %]}, then there exists an orientation of the coordinate
rings such that u = (ary, Orv)- In the following, when it is possible, we build a
coordinate system over Rp, by setting the x-axis (the y-axis) as the coordinate
rings that is parallel to the smallest (resp., greatest) side of Ry . and by orienting
both axis so that the coordinates of u are positive.

The main idea of Phase Exploration is the following: both robots that are
not part of the tower collaborate together in order to explore the whole torus.
They alternate between two roles: Fxplorer and Leader. Leader £ allows to build
a coordinate system S* over Rr.. The explorer is in charge of deterministically
exploring the torus over S*. The exploration works in three phases, executed in
sequence:

Phase 1: Fig. 10 illustrates that phase. Robot * (i.e., the farthest robot of T)
plays the Leader role. Starting from the configuration built by Phase Tower,
Robot * first built a (1, 2)-rectangle with T by moving in the opposite direc-
tion to o, refer to Move #1 in Fig. 10. Ry, allows to build a coordinate system
S*, where Robot * occupies Node (1,2) w.r.t. S*. Then, Robot o initiates
a spiral-shaped exploration. It visits the nodes that form the first surround-
ing square around T and stops at node (—1, —1)—Move #2. Next, Robot *
moves to node (2, 3) passing through node (1,3)—Moves #3’ and #3” in in
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Fig. 10. Then, Robot o visits the nodes that form the second surrounding
square around T and stops at (—2, —2)—Move #4. Finally, Robot * moves
back to (1, 3), followed by Robot o that moves back to (—2, —1)—Moves #5
and #6 in Fig. 10.

Note that our method requires that Robot * must be able to move at least
three lines away from the tower. Furthermore, Robot o must be able to visit
the two squares centered on the tower and the orientation built by Robot *
must be unambiguous. These three conditions constrain the torus to be of
size at least 7 x 7.

Phase 2: In this phase, Robot o is the leader. Ry, provides a coordinate system
S°, where Robot o is located at (1,2). Robot * now proceeds to the spiral
exploration by visiting surrounding squares around T one after another, see
Figs. 11 and 12. Robot * first explores the third surrounding square around
T, then the fourth, and so forth, until it visits the (| 5| — 1)-th square. Then,
there are two cases depending on the parity of ¢: If ¢ is odd, then Robot *
visits the whole |£]-th square and finish at the negative (w.r.t S°) corner
of the square, see Fig.11. Otherwise (¢ is even), Robot * visits half of the
L%J—th square only and stops at the positive corner (w.r.t. S°) of the square,
see Fig. 11. In both cases, if £ = L, then the exploration is done.

Phase 3: This last phase is performed only if £ # L. In that case, Robot *
terminates the exploration by going alternatively from the left to the right
and from the right to the left among the nodes forming the remaining of the
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Fig. 11. Second and third phase, odd case.
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rectangle. If £ is odd, then Robot * progresses towards the negative (w.r.t.
S°) side of the torus—Fig. 11. Otherwise (¢ is even), the progression is made
on the positive side—Fig. 12. In both cases, the exploration ends either on
the positive side or the negative side of the L-th line, depending on either L
is odd or even.

5 Concluding Remarks

While the solution we provided for the torus exploration problem is optimal in
terms of number of robots, there remain challenging open questions. First, we
presented an algorithm for all tori of size ¢ X L, where 7 < ¢ < L. In [7], the
authors stated that small grids require more robots. Determining if our results
can be extended to smaller tori is an interesting problem. We expect mechanized
approaches [3] to be valuable for investigating small size tori. Second, dealing
with higher dimension (e.g., from a ring to a torus) does not necessarily increase
the robot number complexity of the exploration problem. The issue of the d-
dimensional tori (with d > 2) remains open.

Acknowledgment. Authors are grateful to Frangois Bonnet for valuable discussions
and suggestions.
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Abstract. This paper addresses the path selection problem arising in
multi-hop sensor networks, e.g., Smart Grids. A set of multi-hop paths, of
varying transmission quality, connect source and destination nodes. The
source must select one path for each message to send without knowing
the state of the hops. It can however use information deduced from earlier
transmissions to decide on a good path for the current message. The goal
is to maximize the discounted number of successfully delivered messages.
We prove that the myopic routing policy, arguably the most appealing
known way to tackle this problem, can permanently ignore good paths.
We also generalize an empirically proven good approach, the Whittle
index, and show its intractability for the problem at hand. We propose a
new tractable metric, Harmonic Discounted Index (HDI), as a measure of
attractiveness of transmitting over a path. We evaluate the performance
of our HDI metric in a variety of simulation scenarios revealing a superior
performance compared to all alternative index policies.

Keywords: Source routing - partially observable Markov decision process *
Time-varying lossy channels

1 Introduction

Large sensor networks, as for example needed for smart grids, comprise a wide
range of devices, e.g. sensors and actuators, interconnected by communication
links of which some might be very unreliable [19]. Unreliability arises as a con-
sequence of the utilized communication technologies, namely power line and
wireless [3,6,8,14]. In both, wireless and power line, the link quality can vary a
lot, even within short intervals. Due to the transmission ranges and the topolo-
gies of these networks, there are typically several multi-hop paths to select from
when disseminating information.

This paper addresses the path selection problem arising in source routing for
multi-hop sensor networks. Some examples of existing source routing protocols

© Springer International Publishing Switzerland 2015
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Fig. 1. (a) A network for automated metering connecting a source S to a destination
D, by K independent n-hop paths. (b) Gilbert-Elliot model of a communication hop.

for such networks are RPL non-storing mode [23] and Dynamic Source Rout-
ing (DSR) [5]. To keep the network load low and avoid collisions, the goal is to
minimize the number of retransmissions through “smart” routing decisions at
the source, under constrained knowledge of the states of the underlying lossy
hops. We consider a network where a sender has access to multiple independent
multi-hop paths (see Fig. 1-(a)), but is restricted to transmitting on one of them
at any given point in time to avoid interference. We study how a sender can
intelligently utilize past observations and the knowledge of the stochastic prop-
erties of individual hops to make routing decisions that maximize the number of
successfully delivered messages favoring low message latency.

We consider individual hops to be lossy time-varying communication links. In
most routing studies, the time-varying behavior of hops is not explicitly modeled.
In this paper however, each hop is modeled as a 2-state discrete Markov chain,
known as the Gilbert-Elliot model (GE) [9,10] (Fig. 1-(b)). The GE channel is a
simple way to capture time-varying channel behavior which is widely used [8,18].
The reliable state, noted G, corresponds to a probability p of successful transmis-
sion such that p = 1. The unreliable state, noted B, corresponds to a transmission
success probability p = 0. The transition probabilities between the reliable and
the unreliable state can accommodate for the relatively slow processes affecting
power line communication quality such as switching of the power grid and acti-
vation of electrical equipment, hence state transitions typically occur only every
few hours [17,20]. In contrast, typical wireless time-varying behavior occurs due
to occasional shadowing, but these effects are typically measured in seconds or
minutes, i.e., the wireless transition probabilities are different from power line.
In practice, these transition probabilities can be well approximated [12].

We model the path selection problem as a sequential decision task, where a
successful message delivery is associated with a unit reward. The performance of
a routing policy, can be thus evaluated from the accumulated rewards. We first
prove that the myopic routing policy, arguably the most appealing known way
to tackle path selection, is optimal under memory-less hops. However, under
positively correlated hops, we uncover, for the first time, an intriguing locking
behavior where good paths can be permanently overlooked for transmission.
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We generalize the Whittle index, which showed excellent empirical performance
in single-hop cases [13,16], and show its intractability for multi-hop paths. We
present a new tractable metric, Harmonic Discounted Index (HDI), for measur-
ing the attractiveness of transmitting over a path, based on Whittle indicies' of
individual hops. We empirically evaluate the performance of our HDI metric in
a variety of simulation scenarios showing that our HDI metric outperforms all
alternative index policies and circumvents the non-optimal myopic locking.

Contributions. Previous path selection work has either focused on single-hop
decisions or simpler hop models with constant transmission success probabilities.
Our main contributions can be thus summarized as:

— A first mathematical definition of the path selection problem in a multi-hop
and a partially observable Markov decision process (POMDP) setting.

— An optimality and tractability analysis of myopic and whittle routing metrics
(indices) for the path selection problem respectively.

— An establishment of a tractable routing metric (HDI) and a relative perfor-
mance evaluation showing a performance beating alternative routing indices.

Road map. The rest of the paper is organized as follows: Sect. 2 discusses the
related work. Section 3 defines the system model. Section4 presents a mathe-
matical definition of multi-hop path selection. Section5 shows optimality and
tractability analyses of myopic and whittle index policies respectively. Section 6
presents our new HDI metric. Section 7 details performance evaluations in vari-
ous network scenarios. Finally Sect. 8 concludes the paper. Due to space limita-
tions, proofs and derivations are deferred to a technical report [7].

2 Related Work

Various POMDP formulations and game theory techniques have been broadly
applied to several domains [1,11,13,24]. Multichannel opportunistic access, a
closely related domain, has been studied under different assumptions. In general,
the multichannel opportunistic access problem considers a sender who has to
sense and transmit on one of multiple accessible channels, where each evolves
independently, regardless of being sensed or not. In comparison with the path
selection problem considered in this paper, the sender in our case has access to
n-hop paths, where each hop along a path is an independent Markov process that
evolves at all times whether it was used for transmission or not. The work in [1]
studied the mutlichannel access problem with channels that are independent and
identically distributed (i.i.d.) Markov processes. In fact [1] showed that (a) the
myopic policy under these assumptions admits a simple universal structure, and
(b) guarantees optimality when channels are assumed to be positively correlated,

! Despite its wide use in the single hop case, the known theoretical guarantees [21]
for the Whittle index are very weak and theoretical analysis remains elusive and
challenging, mainly because of its highly-coupled and complex dynamics [11].
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i.e. 1 — B > « (Sect.3). The authors in [11] studied the same problem however
without requiring channels to be i.i.d. They formulated the problem as a special
case of POMDP known as the restless bandit problem. The authors studied
the average expected reward and proposed an approximation algorithm with
a performance guarantee of 2. The work in [13] studied a similar formulation
of this problem for non-identically distributed channnels. The authors obtained
Whittle index in closed form for both discounted and average reward criteria
and showed its optimality under certain conditions when the channels are i.i.d.

3 Problem Model

We consider a network where a source node (sender) is connected to a destination
by K independent n-hop paths (Fig.1), but is restricted to choose only one
of them for transmission. For analytical tractability, we focus on simple non-
trivial networks, i.e., paths are assumed independent and the underlying hops are
modeled as independent Markov chains with only two states. We assume a global
discrete clock represented by t = {0, 1,2,3,...,00}. Every communication hop in
the system is assumed to conform to an independent Gilbert-Elliot (GE) model
(Fig. 1-(b)). At every time unit in ¢, and only then, every hop may transition
to the other state according to its transition probabilities o and § (assumed to
be known by the source?). If a hop is currently in the reliable state (G), it will
remain at the next time unit in this reliable state with probability (1 — ) or will
shift with probability S to the unreliable state (B) (analogously the next state
is determined by « if it currently is in the unreliable state). The state of a hop
remains fixed in the time interval between consecutive time units in .

We assume that the source sends a message (be it new or a retransmission)
every n time units. This assumption is solely considered for clearer mathematical
derivations avoiding notation complexity. So in this paper, the decision times
to send, denoted by T = {Ty,T1,Ts,...Tw}, are deterministic and occurr at
t = {0,n,2n,3n,...,00}. When sending a message m, none of the current hop
states is known and the source decides on a single path for transmission. Once
a decision is made, m is transmitted along the selected path, going sequentially
through each of the underlying path hops in 1 unit of time, as long as they
are reliable. If m traverses an unreliable hop, it is entirely dropped and all
consecutive hops will not be traversed. In case a message is dropped, a packet-
drop detection mechanism informs the source (before the source decides on a new
message) about the hop which led to the message loss®. This assumption ensures
that in case of message loss the source can rightfully guess state information
about the hops from the source up to and including the lossy hop. Alternatively,
the source knows that m successfully reached the destination, if nothing is heard
from this detection mechanism after n time units of sending m.

2 In practice these probabilities can change and can be well approximated [15].

3 The exact nature of the packet-drop detection mechanism is not of interest in this
work, which is only a first step towards a solution of the general problem. Delayed
and incorrect packet-drop detection are beyond the scope of this work.
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The objective of the source is to maximize the discounted expected number
of successfully delivered messages, since low message latency are favored [4,13].

Generalizing Our Model. We illustrate the generality of our work, in a com-
panion technical report [7] showing how our formulation can naturally extend
to some relaxations. We particularly examine: (1) model A: when a message is
lost, the source does not have to wait but can start a new message transmission
directly in the following time step and (2) model B: the available paths have
different number of hops. Our theoretical results (Sect.5) about myopic locking
and Whittle intractability extend as well to both models.

4 Path Selection: A Mathematical Definition

We denote by S(t) = [S1(t), Sa(t),..., Sk(t)] the set of states of the K available
n-hop paths where: Si(t) = {sk,1(f), sk2(t),..., Skn(t)} such that sz ;(t) €
{G, B} is the state of i*" hop along path k. Let a(1}) = [a1(T}), a2(T}),...,
ax(T;)] € [0,1]° be the vector of actions taken at decision time T}, where
ap(T;) = 1 (ax(T;) = 0) means transmitting (not transmitting resp.) over
the k' path at decision time T;. Thus, ax(7}) = 1 implies ay ;(t)|i=jnri—1 =
1 Vi € [1,n] subject to > i, ak;(t)|t=¢ = 1. In other words, when path k is
selected for transmission at decision time 7T, every hop along path k is used
only once in the time interval [j - n,(j + 1) - n — 1], such that the first hop
along path k is used first, then the second hop, etc. Whereas ay(Tj) = 0 implies
agi (t)|t=jnt+i—1 = 0 Vi’,i € [1,n], which means that when path k is not selected
for transmission at decision time 77, none of its hops are used in the time interval
[7-n,(j+1) -n—1]. The action vector a(7}) corresponds to the routing decision
taken at decision time T}.

Since the source operates under partial information of the state the hops are
in, and since not all states can be observed, this problem can be transformed
into a partially observable Markov decision process (POMDP) with all past and
current state information contained in a sufficient statistic known as the belief [2].
This hop belief is the conditional probability over the hop state space. In our
problem, we assume independent paths, with stochastically independent hops.
Accordingly, we maintain independently for each hop, a belief, wy ;(t) Vk €
[1,K],i € [1,n] where wy;(t) is the conditional probability that the relative
hop is in the reliable state, given all previous feedback obtained for that hop.
Initially, the hop belief is set to the stationary probability, wy ; (¢)|i=o = ===

g, i+B,i
Afterwards, and at every time unit, each belief is updated independently:

L—Bri  ifag(t) = 1,s1,4(t) = G,
wk’i(t =+ 1) = Qg if akﬂ'(t) =1, Sk,i(t) =B,
T(wg,i(t)) if ari(t) =0

where T(wi(t)) = (1 — Br,i)wki(t) + a,i(1 — wg,;(t)). The source is the sole
place deciding which path to use for transmission. It should thus account for the
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states of the hops relative to the time that the message might reach them. We
represent this information by a belief vector (2:

25 (t) = [wkvl(t), wkyg(t +1),..., ’I_Ukyn(t +n—-1)] = [wkwl(t), ’T(’wkyg(t)), ey Tn_l(wkm,(t))]
(1)

where 7% (wy, i (t)) = 7(7(. .. T(wg,i (1)), 70 (wg,i(t)) = wy;(t). The recursive call

x times
in 7 is done relative to the position of the hop along that path, as a message

needs 1 time unit to traverse a hop. The source node thus keeps belief vectors
of all K paths, denoted by P(t) = [f21(t), £22(¢),..., 2(t)].

We assume that a reward of 1 corresponds to a single successful message
delivery. Our objective is thus represented by the expected discounted reward
which averages the accumulated rewards over time, with a higher coefficient
(discount) for earlier rewards. Denote by , the routing policy, the set of all
action vectors, i.e., a(T) VT'. Let R,(r,) be the reward obtained relative to the
action vector a(Tj) at decision tlme T The expected discounted reward over
infinite decision times, given an initial belief vector P is thus expressed by:

Z Y "Ro(r,)| P (2)

T;eT

subject to Elkczl ap(T;) = 1, where v : 0 < v < 1 is the discounted factor.
Zle ax(T;) = 1 means that, at any decision time, exactly one path is used for
transmission. Denote by V. (P) the value function, i.e. the maximum expected

total discounted reward obtained by the optimal policy under the set of ini-
tial belief vectors P. Then V,(P) = Iglealéc{Vy(P; ar = 1)} where V,(P;ar, = 1)

denotes the total expected discounted reward from selecting path k& for trans-
mission at first followed by the optimal policy in future decision times.

The expression of V,(P;ar = 1) can be obtained according to Bellman’s
equation [8]. To illustrate the underlying idea, we develop this expression for the
case of L = 2 and n = 2, where P = [{21, {25] is the set of belief vectors such
that 2, = [wk,0, 7(wg,1)] (derivations of (3) and (4) can be found in [7]).

VL(P(t);a1 = 1) = wii7(wi2) + (w17 (wi2) Vo (T(1 = B1,1), 7(1 = Bi,2),
72 (w2,1), 7% (Wa,2)) + w11 (1 — T(w1,2))Va(T(1 = B11), T(a12), 72 (wa1), (3)
T3 (wa2)) + (1 — wi1)Vy(r(e11), 7 (w,2), 72 (w2,1), 7% (w2,2))]

Vo (P(t);az = 1) = w217 (ws,2) +y[wa,17(wa,2) Vs (7% (w1,1),
T wi,2), T(1 = B21), 7(1 = B2,2)) + wa,1 (1 = 7(wa 2)) Vo (72 (w1 1), 7 (w1 2),
T(1 = B2,1), 7(@2,2)) + (1 = w2,1) V4 (72 (w1,1), 7° (w1,2), T(@2,1), 7° (w2,2))]
(4)
Vy(P;ap = 1) can be split into two main components: one which repre-
sents the expected immediate reward relative to selecting path k& and a second
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representing the discounted future reward resulting from to choosing path k at
the first decision. V,(P;ar = 1) = We 1T (Wk,2) + [ -]
—_— ——
immediate expected reward  discounted future reward
Each term, in the future reward, is a function of a joint set of beliefs each
spanning the set of real values in the interval [0,1]. The dimensions of these
terms grow with n/C and thus the required computations increase immensely as
K and n increase. Solving the Bellman equation pertaining to problem (2), and
hence obtaining the optimal policy, becomes rapidly intractable [16]. Therefore,
efficient near-optimal solution methods are sought.

5 Index-Based Policies: Formulation and Analysis

Index policies are selection protocols that assign an index, to each state of the
IC paths and select the path with the highest index for transmission. This index
evaluates how rewarding it is to select a path under a particular state. Some path
indices are strongly decomposable, i.e. can be computed separately for each path,
without regard of the states of other paths. This reduces the complexity of the
problem as compared to a full POMDP solution. We examine two such index
policies for multi-hop paths: (i) Myopic policy and (ii) Whittle index.

5.1 Myopic Performance

The myopic policy is an index-based policy which assigns the immediate expected
reward of selecting a path as an index. It significantly reduces the computation
complexity by disregarding any possible effect of the future discounted reward
on decision making. It has been shown for stochastically identical single hops
(channels), Sect. 2, that such a myopic strategy guarantees an optimal solution
[1]. However, to the best of our knowledge, not much has been said about this
policy for non-identical hops with equal rewards or for multi-hop paths.

Entirely Memory-less Hops. We first show a scenario of multi-hop paths
where future rewards do not contribute to decision making: in this case the
myopic policy is optimal. A communication hop (Fig.1-(b)) becomes entirely
memory-less when 1 — i, ; = i ;. The belief, as a result, remains constant at
all times wy; =1 — Oij = auj = T(wy ).

Lemma 1. In a set of K independent paths each consisting of n entirely memory-
less hops, the myopic policy is optimal.

Furthermore, the optimal policy may, in this case, transmit over one path only at
all decision times, since all hop beliefs remain constant. Due to space limitations
proofs can be found in companion technical report [7].

Positively Correlated Hops. We now study a general case of positively cor-
related hops, i.e. 1 — Br; > o, Yk € K. We show that the optimality of the
myopic decisions is not guaranteed. We namely identify a condition under which



Source Routing in Time-Varing Lossy Networks 207

the myopic policy gets locked, i.e., permanently stops selecting certain paths
regardless of how reliable they could be. For presentation simplicity, we first
consider one transmission hop per path (the hop notation will be omitted). The
results are generalized later in this section to include n-hop paths. The belief of
a single hop has two important characteristics [13]: (i) o < 7(wy) < 1 — S and

(ii) 7¢(wy,) monotonically converges to wk = tg ast — oo

Theorem 1. If a single hop path, k, exrists such that for any other path k' € IC,
wf < s, then the myopic policy will never select path k for transmission after
the first time k is observed in the unreliable state.

Corollary 1. If the beliefs are initialized to their stationary probabilities*, then
path k will never be selected by the myopic policy for transmission.

IMPORTANT: Theorem 1, on its own, does not necessarily indicate that the
myopic performance is not good. In fact, Theorem 1 also applies to the entirely
memory-less case (Sect.5.1) where the myopic policy is indeed optimal. The
significance of Theorem 1 on the quality of the myopic routing decisions is deter-
mined by the stochastic properties of the neglected paths. A simple example of
two single hop paths, illustrates the effects. Consider a source with two paths:
Pathy: an = 0.6; 1 — #1 = 0.65 (frequently switching resembling wireless hops)
and Pathy: as = 0.1; 1 — B2 = 0.93 (slow switching resembling power line
hops). A source selecting paths myopically, will never transmit on Pathy after
it observes Paths in a unreliable state for the first time. Therefore it does not
make use of the fact that Paths can return to the reliable state at a later time.
Transmitting forever on Path; which switches more frequently might be less
rewarding than transmitting on Paths when it is in the reliable state. We sim-
ulate in Sect. 5 such examples, proving the non-optimality of myopic decisions.
We generalize our result to n-hop paths (proofs can be found in [7]).

Theorem 2. If an n-hop path k exists such that for any path k' € K:

f-1 n -

) ) . .

wo! [Lr M =g TL 77108 < [T 7o)
h=1 I=f+1 r=1

for any f € [1,n], then path k will never be played by the myopic policy after the
first time its f* hop is observed in an unreliable state.

Theorem 2 establishes conditions where myopic routing decisions can be non-
optimal. The significance of the performance gap between the myopic and opti-
mal solution is determined by the stochastic properties of the available paths.

5.2 Whittle Index: A Path Formulation

In this section, we generalize Whittle index [22] for multi-hop paths. The Whittle
path index depends merely on the properties of that particular path and not of

 This initialization is assumed in most of the previous literature [1,13,16].
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other paths. So, it is enough to consider a single n-hop path. Given a single n-
hop path, at each decision time the source can make one of two possible actions
(i) use that path for transmission or idle that path. An optimal selection policy
would partition the path state space into a passive and an active set where it is
optimal to idle or use the path for transmission respectively. The Whittle index
measures the attractiveness of transmitting over a path under a subsidy, A. For
this end, we consider a single multi-hop path identical to the multi-hop path just
described except that a constant subsidy®, ), is obtained whenever the path is
idled. Clearly this subsidy A affects how the state space is optimally partitioned
between the active and the passive set and states which remain active under a
larger subsidy are thus more attractive to the source. Based on this intuition,
the minimum subsidy required to move a given state from the active set to the
passive set constitutes a measure of how attractive that state is [13].

More precisely, we denote by V, x(P) the value function corresponding to
the maximum expected total discounted reward that can be obtained from a
single path with subsidy A and belief vector P (we drop the path index from
the notation). Denote by V., »(P;a) the total expected discounted reward from
taking action a at the first decision time followed by the optimal policy in the
future. Thus V, x\(P) = max{V, x(P;a =0),V,A(P;a=1)}. As in Sect. 5.1, we
derive the value functions assuming a 2-hop path under subsidy A.

Via(Pra=1) = wit(w2) + 7 [wiT(w2) Vo x(7(1 = B1),7(1 — B2))
+wi (1= 7(w))Vy A (T(1 = B1), 7(2)) + (1 — wi) Vo a(7(en), 7° (w2))] . (5)
Vor(Pia=0)= A+ ’}/V%,\(TZ(’LUl),TS(wg)).

Definition 1. The passive set P(\) is the set of path states for which it is
optimal to make the path passive under subsidy .

We define the passive set for the 2-hop path as P(A) = {[wi, 7(wa] : V;.a
(P;a=0) >V, \(P;a=1)} and generalize it for an n-hop path as:

PN = {[wi, 7(w3), ..., 7" Hwy)] : Vor(Pia=0) >V, (P;a=1)}  (6)

A meaningful Whittle index definition for a path, requires that a path made
passive under subsidy A should also be made passive under a subsidy A > A.
We thus define the indexability of a path:

Definition 2. A path is said to be indexable if its passive set P(X) increases
from (0 to the whole state space of [0,1]™ as X increases from —oo to +oo. If the
path is indexable, the Whittle index is the infimum subsidy A\ which makes the
passive and active actions equally rewarding:

W(P) = ir){f{)\ :Via(Pra=0)=Vy\(P;a=1)}.

5 The subsidy, A, can be thought of as a counter reward for idling the path.
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From Definition 2, a larger index indicates that the path is more attractive, in the
sense that it requires a higher subsidy to be made passive. A source can choose
at every decision time the path with the highest Whittle index for transmission.
It is important to notice though, that the dimensions of V,  in (5) grow with
the number of hops n and the state space hence expands to [0, 1]™. Consequently
solving for Whittle index, as n increases becomes intractable. This implies that
computing the Whittle index efficiently for an n-hop path is not feasible.

6 Harmonic Discounted Index (HDI)

Given the non-optimality of myopic decisions and the intractability of the Whit-
tle index for multi-hop paths, we seek to design an implementable routing path
metric. We advocate the intuition behind our path metric, after which we for-
mally present it. A hop can be correlated with a simple conducting wire. A poorly
conducting wire, which renders a propagating signal undetectable by a receiver,
is equivalent to an unreliable hop which leads to the loss of the message being
transmitted. The attractiveness of a hop can thus be directly correlated with a
conductance measure. Since we assume independent communication hops, every
hop would constitute an independent wire with its own conductance. A multi-
hop path, as a result, becomes a sequence of multiple conducting wires connected
in series. The metric embodying the attractiveness of transmitting over the path
hence translates to the equivalent conductance of the series combination.

6.1 Hop Conductance

We define the hop conductance to be the measure of the attractiveness of trans-
mitting on a communication hop along a path. This conductance is composed
of two factors, which we next explain in details.

Attractiveness of Hop Transmission Medium. We consider each hop on its
own. This effectively transforms a single n-hop path to n separate 1-hop paths.
We assume that the source can transmit on these hops independently, hence
reducing the set of decision times T to ¢t = {0,1,2,...,00}. The set of belief
vectors of an n-hop path 2 = [wy, 7(ws),..., 7" *(w,)] transforms under this
decomposition to [£21, 2, ..., 2,] where £2; = w; Vi € [1, n] since every path now
has only 1 hop. Given this decomposition, we consider next a single hop under
the subsidy concept and drop the index ¢ from the notation. We measure the
attractiveness of transmitting on this hop by calculating its corresponding Whit-
tle index. The maximum expected total discounted reward that can be obtained
from a hop with subsidy X is V, \(w) = max{V, x(w;a = 0),V; \(w;a = 1)},
where V) x(w;a =1) = w+ y[wVo (1 — 8) + (1 —w)Vy A ()], and V4 a(w;a =
0) = A+ [Vya(r(w))]. The passive set P(A) for a 1-hop path reduces to
PA) ={w: Vya(wi;a =0) >V, x(w;;a =1)}. In comparison with the passive
set in (6) which describes a property for a whole n-hop path, the passive set here
is a per-hop description. In other words, the passive set here is a decomposition
of (6) that follows naturally from the decomposition of the belief vector {2 of the
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n-hop path. A hop is said to be indexable if P()\) increases from () to the state
space of [0, 1] as \ increases from —oo to +o0. If a hop is indexable, then its cor-
responding Whittle index is W(P) = ir;f{)\ s Via(wia =0) =V, z(w;a = 1)}
The Whittle index for single hops admits an efficient way of being computed. In
fact, a closed form expression of the Whittle index for single hops is established
in [13,16]. Thus, we obtain n measures of attractiveness W; Vi € [1,n] for each
of the n mediums constituting the individual hops with negligible overhead.

Attractiveness of Hop Feedback. The amount of information that the source
has about the states of hops, affects the source’s later decisions. When trans-
mitting over some path, losing a message at any of its underlying hops will
yield the same result of no immediate reward. However the amount of informa-
tion revealed to the source, which affects the future rewards, is not the same.
Information about the states of the hops on a path are obtained up to the hop
leading to message loss (inclusive), refer to Sect.3. The amount of information
revealed to the source, hence increases as a message traverses more hops of a
path even if it is destined to failure. Although this information is useless for
the current reward, it may be of fundamental value affecting the future rewards
(since the obtained information affects later decisions). Consider an example of
two 3-hop paths, each decomposed into three 1-hop paths with the following
indices: (i) Pathy: W1 = 0.2, Wy = 0.6, W5 = 0.94 and (ii) Pathy: W7 = 0.94,
Wy = 0.6, W3 = 0.2. Despite the fact that Path, and Paths consist of 1-hop
paths with similar indices, the fact that these 1-hop paths correspond to different
hops makes Path; and Paths not equivalent. In fact, the amount of information
revealed to the source is expected to be higher if Paths is favored over Path,
especially that we wait n time slots regardless of the destiny of the transmission®.

The probability of obtaining feedback (hence the attractiveness of feedback)
relative to a given hop gradually decreases as this hop becomes further from the
source (since it is conditioned on the success probability of all previous hops). We
adapt the W; measures, to embed the feedback attractiveness independently from
other hops. This adaptation accounts for the decreasing feedback attractiveness
of more distant hops through discounted attractiveness index:

Definition 3. The hop conductance index of the ith hop of an n-hop path is
DI; = 6°~'W;, where W; is the Whittle index of the it hop and 0 < § < 1.

We evaluate the impact of §, in a companion technical report [7], showing a
performance gain of about 5% compared to a hop conductance (DI) without §.

6.2 Path Conductance

Given an m-hop path associated n independent hop conductances, the metric
measuring the attractiveness of transmitting over a path reduces to the overall
path conductance. The path conductance in an n-hop path is the equivalent
conductance of a series combination of hop conductances.

5 The only inefficiency of selecting Pathy over Path; may be the extra transmission
energy; however energy is not a focus in this work as devices can be main-powered.
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Definition 4. The path conductance is equivalent to ft of the harmonic mean
of the n individual hop conductances (DI;) assocmted with underlying hops.

The harmonic mean of a set of values tends strongly toward the smallest values in
that set. It has a tendency to increase the impact of small values and alleviate the
influence of large outliers. In paths, the smaller the individual hop conductances
(DI;(s)) are, the less attractive they are for transmission. Therefore the harmonic
mean of these individual measures is most influenced by the least attractive hops
along a path. This can be fairly justified by the fact that a single unreliable hop
across the whole path is enough to make the whole path bad (yielding no reward)
regardless of all other hops. We formally define the path metric:

Theorem 3. The Harmonic Discounted Index’ (HDI) is a measure of attrac-
tiveness for transmitting over a path that circumvents the non-optimal myopic
locking and can be computed in O (Kn).

n -1
HDI = [Z( o )] (7)

i=1

7 Experimental Evaluation

This section describes the experimental setup and illustrates performance eval-
uations of our HDI metric when embedded within an index policy in a variety
of simulation scenarios. We evaluate an index policy where we vary the index
between different alternatives such as the myopic index, HDI index and other
indices based on different ways of combining hop conductances, namely: Mnlog
index: %ZLI log (DI;), Min: min;ey ) DI;, Sum: Y77 | DI; and Prod:
H?:l W;. In all simulations, the transition probabilities of hops are generated
uniformly at random within given bounds (specified per case). The discounted
factors, v and 9, are fixed to the values v = 0.95 and § = 0.95. For every set
of randomly generated paths, 10* runs are repeated, where in each run the dis-
counted reward representing the successful message transmissions is accumulated
for a horizon of 10* decision times. The reported reward is the mean value of
the accumulated discounted rewards over all runs, scaled by 1 —~

Exploring the Transition Space of Hops. We first compare our HDI metric
against flooding, i.e., transmitting every message on all available paths. Flooding
clearly is an upper bound on the optimal solution. We divide the search space
[0, 1] of the transition probabilities into eight categories L1 through H4, ranging
from hops that slowly switch between the reliable and unreliable state to those
that switch very frequently. Our Results, Fig.2(a), (b), (c) and (d), show that
the performance of our HDI metric is close to that of flooding for the ranges L1
through L4, (indicating a close to optimal performance). For ranges H1 through
H4, the performance gap grows bigger since hops in these ranges tend to switch

7 We provide in [7] the routing algorithm which runs at the source node.
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Fig. 2. Performance of HDI index policy over L and H-Intervals.

rapidly between states, spending more time in the reliable state. In these cases
decisions are prone to more randomness. Flooding, in comparison with a policy
which selects one path only, explores all other potentials, who in this case, have a
high probability of being good. We also evaluate the performance of HDI versus
the alternative policies given three available 2-hop paths. We separate the results
between L and H intervals, relative to the hops constituting the paths. It can
be seen (Fig. 2(e,f)) that HDI outperforms all alternatives over all ranges. This
improvement decreases as hops go higher in the H interval (discussed in [7]).

L1 L2 L3 L4 H1 H2 H3 H4
o [0,8] |[0.1,8] 02,8 | 03,08 |a [[0,1—p][[0.2,1—73]][0.3,1 — F][[0.4,1— 5]
B |0.1,0.2][[0.2,0.3[][0.3,0.4[|[0.4,05[[ 1= 8] [0.6,1] | [0.7,1] | [0.8,1] | [0.9,1]

Typical Smart Grid Sensor Network. Typical smart grid sensory networks
contain heterogeneous hops of wireless and power line communication hops
[3,6,8]. We simulate such typical smart grid scenario by combining frequent and
slow switching hops [8,17,20]. We consider a network having K independent 2-
hop paths available for transmission. Hops along a path are generated uniformly
at random as either slow switching (L1 range) or fast switching (ranges H3 and
H4). We illustrate the performance measures for different number of available
paths varying between K = {2,3,4,...,10}. Our results, Fig. 3(I)-(a), show that
the HDI selection policy outperforms the myopic policy for all numbers of avail-
able paths. We further strengthen the significance of the improvement obtained
by our HDI metric by limiting the number of available paths to 2 and comparing
all performances with that of flooding for a number of hops per path, spanning
n = {2,3,4}. Our results, Fig. 3(I)-(b), show that despite the narrow margin for
improvement, our HDI metric succeeds in showing a positive improvement over
the myopic policy, revealing a close-to-optimal performance.
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Fig. 3. (I) Performance in typical smart grid networks (II) Performance under locking.

Myopic Performance Under Locking. In this section we confirm (i) the
deterioration of myopic performance under locking and (ii) the ability of the HDI
metric to circumvent this performance deterioration. We generate a first set of
K independent n-hop paths where hops are randomly generated satisfying 0.7 <
1—-06<0.85and 0.6 < a < 1— (3. Such hops switch frequently between states,
representing a behavior similar to that of wireless channels. A second set of K’
n-hop paths (of the same size as K) are also created. Every path in K’ satisfies
Theorem 2 with some path k € I, i.e. these paths will be neglected by the myopic
policy. Paths in set K’ are chosen to be slow switching, similar to the behavior
of power line communication hops [8]. A source can transmit on any path within
these two sets. Simulations are carried for (|K|+|K'|) = {4,6,8,...,20} available
paths and for n = {1, 2, 3,4} hops/path. Results in Fig. 3(II)(a), (b) and (c) show
a noticeable deterioration in the myopic performance where our HDI metric
manages to reach an improvement of ~ 20 % over myopic.

We slightly modify our simulation to allow paths with different numbers
of hops. In particular, every path is generated with a size of n = {2,3,4},
chosen uniformly at random. Our results, Fig. 3(II)(d), show that the myopic
deterioration extends to such cases where our HDI metric benefits from any
available “short” good paths and maintains ~ 20 % improvement over myopic.
We also evaluate our HDI index against a per-hop myopic (greedy) index. Results
show that a per-hop technique performs worse that source routing myopic (this
is expected as per-hop neglects the impact of hops further down a path).

8 Conclusion

This paper studied the path selection problem arising in multi-hop sensor net-
works. In such scenarios, a communication system consisting of multiple
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multi-hop paths with time-varying hops connects a source and destination. To
avoid interference and keep energy consumption low, the source can only send
on one path and accrue a reward determined by the state of the traversed hops.
We show that, while the classical myopic routing policy can be easily computed
and is optimal in certain cases it can lead to bad performances. More precisely, it
might avoid transmission on certain paths regardless of how reliable they could
be. We also devise a generalization of the Whittle index for multi-hop paths
and show that such a generalization becomes intractable as the number of hops
increases. We present HDI, a new tractable path selection metric to evaluate
the attractiveness of transmitting over a path at any point in time. We eval-
uate experimentally the performance of our HDI in various simulation scenar-
ios. We illustrate that an index-based HDI policy outperforms other alternative
tractable index policies. Future work may consider more complex versions of the
path selection problem for example those involving delayed or lossy packet-drop
mechanisms.
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Abstract. In this work, we present a Fully distributed Learning Algo-
rithm for Power allocation in HetNetS, referred to as FLAPH algorithm,
that reaches to the global optimum given by the total social welfare.
Using a mix of macro and femto base stations, we discuss opportunities
to maximize users global throughput. We prove the convergence of our
algorithm and compare its performances with the well-established Gibbs
algorithm which ensures convergence to the global optimum.

Keywords: Distributed algorithms - HetNets - Nash equilibrium -
Global optimum

1 Introduction

One of the reasons to consider heterogeneous networks is that they present better
performance for high data traffic in wireless communications. Indeed, to improve
the network capacity, one should increase node density. When only macro base
stations are deployed, cell splitting by adding other base stations can help to
increase the network efficiency. However, not any node can be deployed, only
those who would not add much interferences and costs could be added. This can
be realized by base stations with lower transmit power. Their transmit power
ranges depend on the category they belong to. They are either pico, femto or
relay nodes and they are intended for outdoor and indoor deployments [1].

LTE Release 10 supports heterogeneous deployment where picocells, femto-
cells and relays coexist with macrocells [3]. In a heterogeneous framework, smart
resource coordination among base stations and optimization of implicit interac-
tions can improve the aggregate throughput of the network. Thus, distributed
approaches are crucial to increase the network performances and allow more
autonomy to the base stations.

The present paper formulates the problem of power allocation for multi-
user downlinks in heterogeneous networks (HetNets). It is important to see that
from an optimization standpoint, optimizing resource allocation is an NP-hard
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problem [2]. In this work, we present a Fully distributed Learning Algorithm for
Power allocation in HETNETS, referred to as FLAPH algorithm, that reaches
to the global optimum given by the total social welfare. We show its qualitative
properties and compare it with the well-established Gibbs algorithm in term of
convergence and computational costs.

2 Related Work

Optimization of power allocation is an active area of research that has been
investigated by many studies. Some researchers were interested in distributed
algorithms [10-12]. Yet, these algorithms present a major limit which is the
need of a network controller to share information with the nodes.

B. Kauffmann et al. in [5] introduced the Gibbs Sampler algorithm for opti-
mal channel selection and user association in 802.11 wireless access networks.
In their work, B. Kauffmann et al. aimed to minimize a specific objective func-
tion which is the aggregated transmission delay. Soon after, F. Baccelli et al.
in [6] implemented the same algorithm to optimize the aggregate delay subject
to the transmitted power and users assignment in homogeneous networks. The
Gibbs sampler algorithms, as they were proposed by B. Kauffmann et al. and
F. Baccelli et al., are restricted to a specific utility function which is the aggre-
gate delay, and cannot be applied to arbitrary utility functions. Recently, Sem
borst et al. in [15] tackled this problem. They developed the Gibbs sampler
algorithm for a more generic notion of utility functions and applied it to distrib-
uted optimization of power allocation and user assignment in OFDMA homoge-
neous networks. To accommodate to arbitrary utility functions, they based their
algorithm on Markov Random Fields/Gibbs Measures and apply it to a modi-
fied graph where the global objective function is equal to the sum of potential
energies of the cliques in the new graph. Hence they prove that it is sufficient
to optimize local potential energies on the cliques which are, in fact, related
to neighborhoods. In that sense, only local information is needed and can be
exchanged between neighbors, yet leading to a global optimum.

The Gibbs sampler algorithm is rather called the annealing Gibbs sampler
algorithm since it uses combinatorial approximation technique ‘the simulated
annealing’ [4,9] to achieve convergence to optimality. The convergence is achieved
for a specific cooling schedule {T; « 1/log(t),t > 2}, where T; is called the
temperature of the algorithm. This cooling schedule has an extremely slow rate
which can be inappropriate for practical purposes.

In works presented above, authors are interested in optimizing the social
welfare. Thus, agents coordinate to reach optimality. In the literature, other
works involve agents utilities. They consider problems where each agent is selfish
and wants to maximize its own utility’s value. In game theory, this problem has
a well know solution concept called the Nash equilibrium (NE). Actually, Nash
equilibrium is a situation where no player has the incentive to move unilaterally.
Many distributed algorithms that converge to the NE have been proposed in
the literature and have been applied to different kinds of problems: pricing [19],
routing [17], bandwidth sharing [14]...
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Our approach goes in the same line with [8,20] where authors use a learning
algorithm to reach the Nash Equilibrium, respectively, for a pricing and a power
allocation problem. We rely on an updated version of the algorithm, that, unlike
in [8], drives the whole system to a steady state corresponding to the Nash
Equilibrium of a specific game which is, at the same time, the global optimum.

The rest of the paper is organized as follows. The next section presents the
problem formulation. In Sect. 4 we give an overview on the annealing Gibbs sam-
pler and describe in details the proposed FLAPH algorithm. Section5 contains
numerical results that compare both algorithms in term of convergence and com-
putational costs. Finally, in the last section, we make some concluding remarks
and discuss various extensions to this work.

3 Problem Formulation

3.1 Main Notations

We consider a network where coexist two classes of base stations (BSs): femtocell
and macrocell. This cellular system consists of a macro base station that typically
transmits at high power level, overlaid with several femto base stations which
transmit at lower power levels.

We consider N users randomly dispersed in space that are supposed fixed
(mobility in not considered in this work). Each user is assigned to one BS, but
can receive signal from other BSs. Each BS decides which power to use.

We denote by P, the amount of power transmitted by cell b. We suppose that
the power is discretized such that Py, € Pfemio = {0Pf,20Pf,30Pf,..,nd Py} if
b is a femtocell and for the macro Py; € Pracro = {0P,20P,36P,..,nd P}. Each
user ¢ has a channel gain with respect to BS b. In this work, we will focus only
on the downlink problem (Tables1, 2).

In the table below, we summarize these notations:

Table 1. Main notations

Notation | Meaning

Set of base stations, finite

The macro-cell

The set of users

Number of users

Number of cells including the macrocell

QxR ZN W

Gain matrix of N x K dimension, G is the

channel gain from BS b to user 4

!

Power vector of K dimension where P, is the

amount of power transmitted by BS b

q Assignment matrix, such that ¢, = 1 iff user 4

is assigned to BS b
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3.2 Game Formulation

We formulate the problem as a non-cooperative game G where the players are
the base stations and strategies are their possible powers. The major goal of this
game is to maximize the social welfare that we define as the general throughput
of the network, subject to power allocation constraints:
maximize  F(P) = Y. Ry(P)
beEB (1)
subject to Vb femto Py, € Ptemto, Pt € Pracro
We define each BS’s utility as the sum of its users throughput which could
be given by the C. Shannon theorem [7]:

Ry(P) o Z log2(1 + Sip(P)) (2)
ieM
Where S; ,(P) is the SINR (Signal to Interference and Noise Ratio) of user ¢ with

respect to the node b that we formulate as: S; ,(P) = MM' 1 describes

Gib/ Pb/
b’ #£b
the thermal noise.

So let us denote UL (P) = > iy Ri »(P) the utility of a player b. Thus:
€U

F(P) =Y U4P) (3)

beB

U&(P) can also be seen as the individual utility of each BS.

In the rest of the paper, we will use, in some equations, this notation
U&(Py, P_p) instead of UL(P), where P, is b component of vector P which
refer to the power state of BS b and P_j is the state of the other BSs.

It is easy to see that a pure Nash Equilibrium is reached when all BSs set their
powers to the maximum. Actually, suppose that all BSs choose their maximum
of power, if a given BS b decides to reduce its power, then its utility will decrease
since the throughput is an increasing function with respect to the power of this
BS. We can use the same reasoning to prove that this NE is unique. Indeed,
regardless of the initial power vector, faced with a fixed power of its opponents,
each BTS will always have incentive to increase its power and thus maximize its

utility.
Let us denote the price of anarchy PoA which is measured as follows:
PoA=———+ 4
© F(PY) “)

where F(PVNE) (resp. F(P*)) is the social welfare at the NE (resp. global opti-
mum). In Sect. 5, we will consider the optimal social welfare and compare it with
the performance achieved at the Nash Equilibrium by using the price of anarchy.
We will see that this ratio may be very important in some scenarios and thus
in distributed learning BSs cannot set their powers independently, they need
additional information from their neighbors in order to coordinate their actions
and thus reach the global optimum.
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4 Distributed Optimization

4.1 Annealing Gibbs Sampler Algorithm

Distributed methods and learning algorithms aim to have more autonomy in the
networks and improve its performances. Gibbs algorithm is a powerful approach
based on the update of local utilities which achieves convergence to the global
optimum [13,16]. In this subsection, we will present the basic notions related to
the annealing Gibbs sampler algorithm.

As it was explained above, this algorithm is based on two main algorithms
that are ‘the Gibbs Sampler’ for sampling resources and ‘the simulated annealing’
technique as a local search meta-heuristic yet ensuring convergence to the global
optimum. The Gibbs sampler can be replaced by Metropolis-Hastings sampler
whose behavior is very similar to the Gibbs one [18].

As a stochastic algorithm, the annealing Gibbs sampler, updates randomly
its states following a Gibbs measure. Actually, each time the agent randomly
chooses an action from the action space based on the Gibbs distribution which
is given by:

emp[ Z Uc(yv x*(b#lb))/T]
CGN;r

exp[ 2 Ue(y,2—(b,a))/T]

2€S(T(h,ay)) cEN,

P(zy, = y|$—(b,ab)) = > (5)

with

— xp the state of node b

— y is the possible value of power that node b may choose.

— T_(b,q,) the state of nodes other than b

~ S(2_(y,4,)) the set of the states of the other nodes than node b

— S(2(,q,)) the set of the possible states of node b. In our case it defines the
state of powers.

— N, the set of neighbors of node b

- Nb+ the set of neighbors of node b including b

— U, is the utility of node ¢

— T the temperature of the algorithm.

The Gibbs algorithm can be structured in 4 main parts:

1. Computing probabilities
Computing Gibbs probability of each possible state of power, for each BS.
2. Sampling powers
Using the computed probabilities, each BS decides whether to keep its power
or to change it.
3. Updating utilities using the chosen powers
Depending on the state the BS has chosen, its individual utility is updated in
order to calculate the global utility which is the social welfare of the network.
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4. Computing global energy
The global energy, or the global objective function is the sum of the BSs’
utilities at each temperature T

The convergence of Gibbs algorithm is deduced from the well known ‘sim-
ulated annealing’ that ensures convergence to the optimized solution when T
decreases slowly to 0 following a specific function 1/log(t),t > 2 [4,9]. This cool-
ing schedule may take a very long time before convergence which makes the
annealing Gibbs sampler algorithm not suited for some practical purposes.

4.2 A New Model Description

Let us consider a new game G’ where utilities are modified such that, for
each BS b:
U&(P) = Ug(P) + Y Ug(P) (6)
cENy
Where N, is the set of BSs neighbors of b. Two BSs are called ‘neighbors’ if
there is at least one user assigned to one of them and covered by the other:

Ny ={ceB,Jiec U,qpP.Gi. =0 or ¢;cP,Gy ~ 0} (7)

Note that, the macrocell is neighbor of all femtocells since it has a high power
which is received by all users.

Therefore, N, will determine a neighborhood structure. We can represent the
heterogeneous network by an undirected graph ¥ = (v, €), where v is the set of
nodes and e the set of edges. We assume that nodes are BSs and edges are set
between all neighbors. U%,(P) can also be seen as a local utility of BS b driven
by its power state P, and those of its opponents P_.

The distributed nature of the FLAPH algorithm we will be studying comes
from the notion of local information. Indeed, each agent needs only to know its
individual utility and the individual utility of its neighbors to reach optimality.
As a result, the exchanged information in the network is limited. We will bring
more clarifications about the information needed to the convergence in the next
subsection.

4.3 The FLAPH Algorithm

The learning algorithm we propose is the one described in [8]. It is shown in
[8] that the distributed algorithm drives the whole system to a steady state
corresponding to the Nash Equilibrium of a non-cooperative game. In the new
problem formulation, the proposed FLAPH algorithm will converge to the pure
Nash Equilbrium of the new game G’ which is exactly the global optimum of
the social welfare.

Theorem 1. Let G’ be the game defined by the utilities Ugs. Let P* be the vector
of power strategies which represents the global optimum of the social welfare.
P* is a Nash equilibrium of the game G”.
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Proof. Let us set some helpful notations:

— Let Ij be the set of users covered by BS b:
Iy={ieu,P,Gy > 0} (8)
— Let I be the set of users covered by BSs ¢ and b at the same time:
Iy ={i € %,q:icPyGip > 0 and ¢;, P.G;. = 0} (9)
— Let Iy be the set of users covered by b and not covered by c:
Ine={i € %,PGy = 0 and P.G;c = 0} (10)

Suppose that players are at the global optimum. Notice that the utility of the
Macro base station M in the new game G’ is equal to the social welfare of the
network (because M covers all the users and then it is neighbor of all femto base
stations). Thus, we have:

UM(P) = F(P) (1)

It is easy to see that at the global optimum P*, M cannot improve its utility.
Suppose that a femtocell b can improve its utility Ué’;,(Pb* , P*,) by choosing the

strategy P,. We have:

U%’(ﬁbvpib) = Ug(ﬁbvpj ) E (Pb7 )

Cer ~

= > Riy(P PR+ Y awRip(B, PYy)
ieUcerIb\c ZEUcerIbc B

+ > Rio(BPr)+ Y qieRio(B,PF) (12)
1€Uceny Lovp ~ 1€Uce Ny, Tbe _

= > Rip(Py,Pr)+ Y (gnRip(Py, P%y)
i€Ucen, Io\e i€Ucen;, Toe

+qicRi o (Py, P*,)) + > R; (P, P*y)

ieUcerIc\b

> Ri (P, P* ») is the sum of the throughput of users who are assigned to
1€Uce Ny Ip\c
b and not covered by any other BS, >0 (anR, b(Pb, P*))+qicR;, C(Pb, P*)))

1€Uce Ny Ibe
is the sum of the throughput of users ibn common between b and one of its
neighbors ¢ and who are assigned whether to b or ¢, and > Rm(ﬁb, P*))
1€Ucen, I\

is the sum of the throughput of users who are assigned to each ¢ neighbor of
b and not covered by b. Let Urelated, be the set of users related to b as their
throughput is counted in utility of b:

Urelated, = (UCGIbCIb\C) U (UCENbIbC) U (UcerIc\b) (13)
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We consider the complementary of Urelated;, in % that we denote Uunrelated, =
(Urelatedy)©. The utility of the macrocell M could be written as follows:

U]V[’(pbvpj ) :Ub’(ﬁlnpj )+ quRi,c(pbvpj )
G b G b Z Z b

) ceBicUunrelatedy, (14)
increased

unchanged

. Ué’;,(ﬁb, P*,) has increased according to our first hypothesis.

°* X > GieRie(By, ) = 2 > qicRio(Fy, PYy) because
ceB icUunrelatedy ceBicUunrelatedy,
no throughput in the sum will be impacted by the change of the power of BS

b since the users are not related to b.

Consequently, UM (Py, P*,) = UM(P;, P*,) which is absurd. As a conclu-
sion, the Nash equilirium of the new game coincides with the global optimum.

If not unique the N.E will either hold the same social welfare or be dominated
by the optimum one. We are just going to state here that the learning algorithm
will find a dominant N.E which will correspond to a global optimum. Due to
symmetry there may exist other state that yields the same social welfare but
they will be equivalent.

Now let us describe how this algorithm works. Since it is a stochastic learning
algorithm, nodes should update their strategies following a probability distrib-
ution in order to learn the global optimum. Stochastic strategies, utilities and
power strategies will be suffixed by ¢ to refer to their values at time step t. We
denote sy the probability that node b chooses the power P,. These probabilities
are calculated as follows:

t+1 _

sy, — LU st if P, # P}
Sbk

st +1U} kék st otherwise (15)

Where: U is the normalized local utility at the time ¢, such that:

UL (PY)
maxt/gt(Ub ;(Ptl))

Ul = (16)

And [ a parameter in [0, 1], it is the step size of the probability updating rule.
The results of the algorithm are more accurate when [ is close to zero (see [8]).

Notice that the probabilities are updated in function of the response of the
environment (in function of the local normalized utility U}). Thus the successive
choice of the power depends on the environment response, which is a property
of a learning algorithm.

The proposed FLAPH algorithm achieves many performances. It is, firstly, a
fully distributed algorithm. It can also be implemented on board of each device
in an asynchronous way where each agent updates its state depending on its
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own clock. Finally, it requires limited computational efforts compared to Gibbs
algorithm as we will see in Sect. 5.

To measure the local utility of a given BS b, the base station should receive
the amount P.G;. from all its neighbors with respect to its users i in order
to measure the interference and calculate the sum of its throughput. And each
neighboring BS ¢ should calculate its individual utility in the same way and send
it to b in order to compute its local utility. It is then easy to see that information
is shared only between neighbors and the neighbors of the neighbors.

for each iteration iter do
for each BS b do
if the timer of b is activated then
Randomely choose a power level using current probabilities;
Compute interference and measure the throughput of assigned
users;
Update individual utility;
Request update from neighbors;
Hold;
nd
if reception of an update request from a neighbor then
Compute interference and Measure the throughput of assigned
users;
Update individual utility;
Send update to the requester;
end
if reception of an update response from a neighbor then
Accumulate the received individual utility;
if response are still missing from remaining neighbors
then
‘ Hold;
else
% all neighbors has already responded;
Update stochastic strategies;
Reset the timer;
end
end
end
end

- 0

Algorithm 1. The FLAPH algorithm

5 Numerical Results

5.1 The FLAPH Algorithm Versus Anarchy

In this section, we present a selection of the most representative numerical exper-
iments that we have conducted in order to validate our approach and show the



A Fully Distributed Learning Algorithm for Power Allocation 225

performance of our FLAPH algorithm. First, we focus on 4 experiments with
different sizes of BSs’ number K users’ number N. We use a regular hexagonal
pattern for the location of the cells.

We deduce the matrix gain G using the COST-231-Hata-Model (which is a
radio propagation model for urban areas, other propagation models can also be
used to generate the channel matrix). We suppose Premio = {250 mW, 500 mW },
and Paracro = {20000 mW, 40000 mW}. The thermal background noise is sup-
posed equal to 4.0039¢ — 12mW. We assume that BSs update their power state
in an asynchronous way using an exponential timer with parameter A = 2 and
we take the step size of the probability updating rule I = 0.008. The Figs. 1 and
2 show the overall throughput and indicate the real number of iterations needed
for each case before convergence. Note that the number of iterations shown in
the horizontal axis is equal to the number of real iterations times the number of

The size of the problem is K=4 and N=8 and 1=0.008

The size of the problem is K=5 and N=30 and 1=0.008

Global Energy
Global Energy

0 02 04 06 08 1 12 14 16 18 2 0 0.5 1 15 2 2.5 3
Number ofiterations x10° Number ofiterations x10°

Fig. 1. The FLAPH convergence for K =4 and N = 8, and K =5 and N = 30.

200 The size of the problem is K=6 and N=36 and =0.008 300 The size of the problem is K=7 and N=42 and =0.008

250 250

N

S

S
N
=}
S}

Global Energy
g

Global Energy
g

=)
3

100

0 1 2 3 4 5 6 7 0 2 4 6 8 10 12 14 16 18
Number ofiterations x10° Number ofiterations x10°

Fig. 2. The FLAPH convergence for K = 6 and N = 36, and K =7 and N = 42.
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BSs. Actually, the curves show all the states that system gets through, which is
exactly iter x N.

We consider the optimal social welfare as reached by the FLAPH algorithm
and compare it with the performance achieved at Nash Equilibrium of the unco-
ordinated game G where BSs set their powers independently (Table 2).

The table below presents the experiments results:

We emphasize that the price of anarchy worsens with increasing size of the
problem. In a distributed setting BSs cannot just set their powers independently,
they need additional information from their neighbors in order to coordinate
their actions and thus reach the global optimum.

Table 2. The price of anarchy’s values

Size of problem| K =4 N =8 K=5N=30K=6 N=36|N=7 K =42
F(P)NE 33,07 155,27 186, 46 169, 30
F(P)°F 37.52 185,60 254, 56 252,37

PoA 0,88 0,83 0,73 0,67

5.2 Comparison with Gibbs

Theoretical analysis proves that Gibbs sampler solves the global optimum prob-
lem. Yet, in practice, its efficiency is more than questionable. The algorithm is
based on the computation of Gibbs measures which are formulated as follows:

exp[d et Ue(¥, 2—(b,a))/T]
2ES(T(h,a,)) 61’10[26.51\1; Uc(y7 xf(b,ab))/T]

P(fl?b = y|17—(b,ab)) = E (17)

The used exponential functions reach very high orders of magnitude especially
when the temperature T' comes close to zero. Moreover, as lowering temperature
should go slowly to insure optimality, Gibbs algorithm needs more computation
time before convergence. As a result, Gibbs algorithm shows limited computa-
tional resources which can be summarized as follows:

— Memory space: arithmetic operations and especially the exponential one
need too many digit numbers because of their high order of magnitude. As
an example, when 7' = 0.03, which is not yet very close to zero, and U; = 10,
exp(U;) = 5.818717881447216¢e + 144. Furthermore, since probabilities can be
very close, we need more digit numbers to improve accuracy. As a matter of
fact, these computational efforts may exceeds the nodes capacity especially
for femtocells whose capacity of storage are very limited.

Computation time: the running time algorithm is an important criterion of
algorithms efficiency. The number of arithmetic operations used by Gibbs is
greater than the learning algorithm we proposed. Actually, at each iteration,
Gibbs needs to compute the utility of the BS for each state of power to have
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The size of the problem is K=7 and U=42 and T=1/log(1+iter) and b=0.008
250 T T T T T T

. 150+
7
86
g
=
=
2
O 100+ .
50 - b
The real iterations number for convergence for b learning is : 91783
: X The real iterations number for convergence for Gibbs is : 980905
ol 1 I I I I I L
0 1 2 3 4 5 6 7
6

Number of iterations x 10

Fig. 3. The FLAPH Vs Gibbs.

the value of ers(%’ab)) exp[} et Ue(y, T—(b,a,))/T], which is not the case
for the FLAPH algorithm. Therefore, the number of arithmetic operations
used in Gibbs equals the number of arithmetic operations used in our learning
algorithm times the size of the powers’ state. Furthermore, the time needed
for convergence in Gibbs is longer when it comes to use slow cooling schedules
of the temperature as it is shown in the example of the Fig. 3.

6 Conclusion

In this work, we developed a fully distributed algorithm for power allocation in
heterogeneous networks. The algorithm drives the whole system to a steady state
corresponding to the global optimum of the social welfare. The algorithm is based
in only on local exchanges between the nodes and needs limited computational
efforts compared with the annealing Gibbs sampler.

In an ongoing work we investigate better performance of our algorithm by
considering a two level optimisation problem where the Macro as a leader fixes
its power and then other BSs follow by adjusting their power using the same
FLAPH algorithm. The advantage of this version is to exclude The Macro from
FLAPH algorithm reducing drastically message exchanges as this latter belongs

to all neighborhoods.



228 H. Elhammouti et al.
References
1. Damnjanovic, A., Montojo, J., Wei, Y., Ji, T., Luo, T., Vajapeyam, M., Yoo,

11.

12.

13.

14.

15.

16.

17.

18.

T., Song, O., Malladi, D.: QualComm Inc.: A survey on 3GPP heterogeneous
networks. Wirel. Commun. 1(3), 10-21 (2011)

. Darmann, A., Pferschy, U., Schauer, J.: Resource allocation with time intervals.

Theor. Comput. Sci. 411(49), 4217-4234 (2010)

Ghosh, A., Ratasuk, R., Mondal, B., Mangalvedhe, N., Thomas, T.: TE-advanced:
next-generation wireless broadband technology, LTE-advanced: next-generation
wireless broadband technology. Wirel. Commun. 17(3), 10-22 (2010)

Hajek, B.: Cooling schedules for optimal annealing. Math. Oper. Res. 13(2), 311—
329 (1988)

Kauffmann, B., Baccelli, F., Chaintreau, A., Mhatre, V., Papagiannaki, K., Diot,
C.: Measurement-based self organization of interfering 802.11 wireless access net-
works. In: 26th IEEE International Conference on Computer Communications
INFOCOM 2007, pp 1451-1459, May 2007

Chen, C., Baccelli, F.: Self-optimization in mobile cellular networks: power con-
trol and user association. In: IEEE International Conference on Communications
(ICC), pp 1-6, May 2010

Shannon, C.E.: Communication in the presence of noise. In: Proceedings of the
Institute of Radio Engineers, pp. 10-21 (1949)

Barth, D., Echabbi, L., Hamlaoui, C.: Optimal transit price negotiation: the dis-
tributed learning perspective. J. Univers. Comput. Sci. 14(5), 745-765 (2008)
Bertsimas, D., Tsitsiklis, J.: Simulated annealing. Stat. Sci. 8(1), 10-15 (1993)

. Adeane, J., Rodrigues, M.R.D., Wassell, I.J.: Centralized and distributed power

allocation algorithms in cooperative networks. In: 6th Workshop on Signal
Processing Advances in Wireless Communications, pp. 333-337. IEEE (2005)
Li, J., Svensson, T., Botella, C., Eriksson, T., Xu, X., Chen, X.: Joint schedul-
ing and power control in coordinated multi-point clusters. In: IEEE Vehicular
Technology Conference (VT'C Fall) 2012, pp. 1-5, November 2012

Li, J., Chen, X., Botella, C., Svensson, T., Eriksson, T.: Resource allocation for
OFDMA systems with multi-cell joint transmission. In: IEEE 13th International
Workshop on Signal Processing Advances in Wireless Communications (SPAWC)
2012, pp. 179-183, June 2012

Ahmed Khan, M., Tembine, H., Vasilakos, A.V.: Game dynamics and cost of
learning in heterogeneous 4G networks. IEEE J. Sel. Areas Commun. 30(1), 198—
213 (2012)

Tuffin, B., Maillé, P.: How many parallel TCP sessions to open: a pricing per-
spective. In: Stiller, B., Reichl, P., Tuffin, B. (eds.) ICQT 2006. LNCS, vol. 4033,
pp. 2-12. Springer, Heidelberg (2006)

Borst, S., Markakis, M., Saniee, I.: Distributed power allocation and user assign-
ment in OFDMA cellular networks. In: The Annual Conference on Communica-
tion, Control, and Computing (Allerton), pp. 4664, September 2011

Borst, S., Markakis, M., Saniee, I.: Nonconcave utility maximization in locally
coupled systems, with applications to wireless and wireline networks. IEEE ACM
Trans. Netw. 22(2), 674-687 (2013)

Raghunathan, V., Kumar, P.: On delay-adaptive routing in wireless networks. In:
Proceedings of CDC 2004 (2004)

Hastings, W.K.: Monte carlo sampling methods msing markov chains and their
applications. Biometrika 57(1), 97-109 (1970)



A Fully Distributed Learning Algorithm for Power Allocation 229

19. Xing, Y., Maille, P., Tuffin, B., Chandramouli, R.: User strategy learning when
pricing a red buffer. Simul. Model. Pract. Theor. 17, 548-557 (2009)

20. Xing, Y., Chandramouli, R.: Stochastic learning solution for distributed discrete
power control game in wireless data networks. IEEE ACM Trans. Netw. 16(4),
932-944 (2008)



Packet Scheduling over a Wireless Channel:
AQT-Based Constrained Jamming

Antonio Ferndndez Anta!, Chryssis Georgiou?, and Elli Zavou'-3®)
! IMDEA Networks Institute, Madrid, Spain
elli.zavou@imdea.org
2 University of Cyprus, Nicosia, Cyprus
% Universidad Carlos III de Madrid, Madrid, Spain

Abstract. In this paper we consider a two-node setting with a sender
transmitting packets to a receiver over a wireless channel. Unfortunately,
the channel can be jammed, thus corrupting the packet that is being
transmitted at the time. The sender has a specific amount of data that
needs to be sent to the receiver and its objective is to complete the trans-
mission of the data as quickly as possible in the presence of jamming.

We assume that the jamming is controlled by a constrained adversary.
In particular, the adversary’s power is constrained by two parameters, p
and o. Intuitively, p represents the rate at which the adversary can jam
the channel, and o the length of the largest bursts of jams it can cause.
This definition corresponds to the translation of the Adversarial Queu-
ing Theory (AQT) constrains, typically defined for packet injections in
similar settings, to channel jamming.

We propose deterministic scheduling algorithms that decide the
lengths of the packets to be sent by the sender in order to minimize the
transmission time. We first assume all packets being of the same length
(uniform) and characterize the corresponding optimal packet length.
Then, we show that if the packet length can be adapted, for specific
values of p and o the transmission time can be improved.

Keywords: Packet scheduling - Wireless channel - Unreliable commu-
nication - Adversarial jamming - Adversarial Queueing Theory

1 Introduction

1.1 Motivation

The fast transmission of data across wireless channels under different conditions
has been an area of investigation for quite some time now [3,6,10,11,14,18,
21-25]. However, it presents several challenges depending on the model and
applications it focuses on; especially when considering channel jamming.
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In our work we look at a wireless channel between a single pair of stations
(sender and receiver), with the sender’s goal to fully transmit a specific amount
of data in the most efficient way. As efficiency measures, we look both at the
transmission time and the goodput ratio (successful transmission rate), which
are intuitively reversely proportional. Nonetheless, the communication between
the sender and the receiver is being “watched” by a malicious entity that spo-
radically introduces noise in the channel, jamming the packet that happens to
be transmitted at that time. More precisely, we model the errors in the channel
to be controlled by an adversary with constrained power; defined by parame-
ters p and o. Parameter p represents the rate at which the adversary can jam
the channel and o the largest size of a burst of jams that can be caused. A
packet that is jammed needs to be retransmitted; hence a feedback mechanism
is assumed that informs the sender when a packet was jammed. The sender must
transmit data of total size P. Each packet sent contains a header of fixed size h
and some payload whose size, [, is algorithm-depended. Note that this payload
counts towards the total size of P to be transmitted. For simplicity and without
loss of generality we assume that o = 1 and the time to transmit a packet is
equal to its length.

The constrained power of the adversary models a jamming entity with limited
resource of energy, e.g., military drones [13,17] or malicious mobile devices [1,2].
For the adversarial jammer in our model, we consider having a battery of capacity
o units, where each unit can be used to cause one jam. Furthermore, in every
1/p time the battery is charged by one unit, e.g. with solar cells. More details
on the model we consider are given in Sect. 2.

In a previous work [4], we studied the impact of adversarial errors on packet
scheduling, focusing on the long term competitive ratio of throughput, termed
relative throughput. We explored the effect of feedback delay and proposed algo-
rithms that achieve close to optimal relative throughput under worst-case errors,
and adversarial or stochastic packet arrivals. One of the main differences with
this work is that the adversary was not constrained. Another difference is the
fact that in the current work the packet sizes are to be chosen by the sender in
order to send the desired amount of data efficiently. Furthermore, in [4], jammed
packets were not retransmitted; the objective was to route packets as fast as
possible and not strive to have each packet transmitted. In the current work,
the choice of the packet size is precisely the most critical part from the side of
the sender. Thus, we focus in devising scheduling algorithms for the decision
of packet length to be used and conduct worst-case analysis for the efficiency
measures.

1.2 Contributions

First, we introduce an AQT-based adversarial jamming model in wireless net-
works. To the best of our knowledge, this is the first work that uses such approach
to restrict the power of adversarial jamming in such networks. AQT has been
widely used for restricting packet arrivals in similar settings (see related work
below). However, no research work has considered the possibility of exploring its
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effects in the intent to “damage” a network. As already mentioned, our approach
of constrained adversarial jamming could be used to model battery-operated
malicious devices that have bounded battery capacity and specific recharging
rate. In Sect.2 we formalize the constrained adversarial jamming model we
consider.

Then, we present the limitations it imposes on the efficiency of scheduling
policies, focusing on the transmission time Tr and the goodput G as our main
performance measures. More precisely, in Sect. 3 we show bounds on both mea-
sures, by focusing on executions with uniform packet lengths. We first compute
the quasi optimal payload size [* and show that the optimal transmission time

satisfies Tr € [LB*, LB* +1° +1), where LB* = IZHE=DIICED and the opti-

mal goodput is G € (ﬁ, TI;*]' We also show, that for uniform packets,
as the total amount of data P grows, G is upper bounded by (1 — \/5)2, and in
infinity (P — oo) the goodput grows to optimal G* = (1 — \/5)2 regardless of 0.

From the above, one might wonder whether scheduling uniform packets is
in fact the overall best strategy. In Sect.4 we show that this is not the case.
Focusing on ¢ = 1 we show that the optimal goodput derived from uniform
packet length transmission, G*, can be exceeded using an adaptive algorithm;
an algorithm that decides the length of the packet to be sent next, based on
the information provided by a feedback mechanism up to that point in time. In
particular, we present the adaptive scheduling algorithm ADP-1 that achieves

goodput G =1-4 (1 +4/1+ %), which is greater than G* for p < %(773\/5).
Then, using a parameterized version of ADP-1 and performing case analysis we

show its superiority over the uniform packet strategy for 1/p > 4. Specifically,
for 1/p > 4 the algorithm achieves greater goodput than G*.

1.3 Related Work

Adversarial queueing has been used in wireless networks as a methodology
for studying their stability under worst case scenarios, removing the stochas-
tic assumptions usually made for the generation of traffic. It concerns the arrival
process of packets in the system and it has been introduced by Borodin et al. [7]
as a well defined theoretical model since 2001. It has been further studied by
Andrews et al. [3] who emphasized the notion of universal stability in such
adversarial settings. A variety of works has then followed, using AQT in differ-
ent network settings, such as on multiple access channels [10,11] and routing in
communication networks [8,9]. We associate our constrained type of adversarial
channel jams with the AQT model for the arrival process of packets in the fol-
lowing way. Classical AQT considers a window adversary that accounts packets
being injected within a time window w in such a way that they give a total load
of at most wr at each edge of the paths they need to follow, where w > 1 and
r < 1. In our channel jams, for every window of duration 1/p, there is exactly
one new error token available for the adversary to use. In a long execution, con-
sidering for example a time interval T > 1/p, there will be up to T'p new error
tokens available to the adversary.
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As stated already, several studies have been done on throughput maxi-
mization as well as the effects of jamming in wireless channels. For example,
Gummandi et al. [16] consider radio frequency interference on 802.11 networks
and show that such networks are surprisingly vulnerable. As a method to with-
stand these vulnerabilities they propose and analyze a channel hopping design.
Tsibonis et al. [24] studied the case of scheduling transmissions to multiple users
over a wireless channel with time-varying connectivity and proposed an algo-
rithm that focuses on the weighted sum of channel throughputs, considering
saturated packet queues. Thuente et al. [23] studied the effects of different jam-
ming techniques in wireless networks and the trade-off with their energy effi-
ciency. Their study includes from trivial/continuous to periodic and intelligent
jamming (taking into consideration the size of packets being transmitted). On a
different flavor, Awerbuch et al. [5] design a MAC protocol for single-hop wireless
networks that is robust against adaptive adversarial jamming and requires only
limited knowledge about the adversary (an estimate of the number of nodes, n,
and an approximation of a time threshold T'). One of the differences with our
work is that the adversary they consider is allowed to jam (1 —¢)-fraction of the
time steps. On a later work [21], Richa et al. explored the design of a robust
medium access protocol that takes into consideration the signal to interference
plus noise ratio (SINR) at the receiver end. In [22] they extended their work
to the case of multiple co-existing networks; they proposed a randomized MAC
protocol which guarantees fairness between the different networks and efficient
use of the bandwidth. Gilbert et al. [15] worked on a theoretical analysis of the
damage that can be introduced by a tiny malicious entity having limited power
in the sense that it can only broadcast up to 8 times. Our model can be viewed
as a generalization of this restriction, by allowing recharging. What is more,
Pelechrinis et al. [18] present a detailed survey of the Denial of Service attacks
in wireless networks. They present the various techniques used to achieve mali-
cious behaviors and describe methodologies for their detection as well as for the
network’s protection from the jamming attacks. Finally, Dolev et al. [12] present
a survey of several existing results in adversarial interference environments in
the unlicensed bands of the radio spectrum, discussing their vulnerability. How-
ever, none of the models studied considers an AQT modeling of the power of the
adversarial entity.

As mentioned in Sect.1.1, our adversarial jammer has limited sources of
energy and can be used to model, for example, military drones or mobile jam-
mers. Drones or Unmanned Aerial Vehicles (UAV) are at the peak of their
development. As an upcoming technology that is rapidly improving, it has
already attracted the colossi of industry, like Google or Amazon, to invest in
UAV research and development, creating even commercial models. There have
already been a few research works [13,17] but the area is still being studied;
the work in [13] focuses on UAV’s risk analysis and the work in [17] focuses
in analyzing cellular network coverage using UAV’s and software defined radio.
Regarding mobile jammers, in the recent years, many companies have made
available battery-operated 3G/4G, WiFi or GPS mobile jammers (e.g., [1,2]);



234 A. Fernandez Anta et al.

this market can only increase, as wireless communication is becoming the dom-
inating communication technology.

2 Model

2.1 Network Setting

We consider a setting of a sending station (sender) that transmits packets to a
receiving station (receiver) over an unreliable wireless channel. The sender has
some initial data of size P to be transmitted, and follows some online schedul-
ing [19,20] in order to decide the lengths of the packets to be sent in the trans-
mission. The decisions need to be made during the course of the execution,
taking into consideration (or not) the channel jams. Each packet p consists of
a header of a fixed predefined size h and a payload of length [ chosen by the
algorithm. The payload represents the useful data to be sent across the channel
and is to be chosen by the sender. The total length of the packet is then denoted
by pien = h + 1. Note that the total payload from all the packets received suc-
cessfully by the receiver in the execution must sum up to P. For simplicity and
without loss of generality we use h = 1 throughout our analysis, and hence
Dien = I+ 1. (Note that | needs not be an integer.) Furthermore, we consider
constant bit rate for the channel, which means that the transmission time of
each packet is proportional to its length (i.e., a packet of size | + 1 takes [ + 1
time units to be transmitted in full).

2.2 Packet Failures

We model the unavailability of the channel to be controlled by the adversary
(0,p)-A, which is defined by its two “restrictive” parameters, p € [0,1] and
o > 1 as follows. The adversary has a token bucket of size ¢ where it stores
“error tokens” and is initially full. From the beginning of the execution and
up to a time ¢, within interval 7' = [0, ¢], there will be |pT'| such error tokens
created, where p is the rate at which they become available to the adversary.
In other words, a new error token becomes available at times 1/p,2/p, . ... Note
that the values of the adversary parameters are given to it (are not chosen by
it) and it can only use them in a “smart” way in order to control the packet
jams in the channel. If there is at least one token in the bucket, the adversary
can introduce an error in the channel and jam the current packet, consuming
one token. If the token bucket if full (i.e., there are already o error tokens in
the bucket) and a new token arrives, then one token is lost (this models the fact
that a fully charged battery cannot be further charged). As a worst case analysis,
we consider that the adversary jams some bit in the header of the packets in
order to ensure their destruction. Therefore, adversary (o, p)-A defines the error
pattern as a collection of jamming events on the channel, jamming the packet
that is being transmitted in that instant.
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2.3 Efficiency Measure

For the efficiency of a scheduling algorithm, we look at the total transmission
time, Tr; that is the time from the beginning of an execution to the moment
that the complete payload P has been successfully received. We also look at the
goodput rate, G; that is the ratio of the total amount of payload successfully
transmitted over time, despite the jams in the channel. Note that the goodput
rate will eventually be maximized in the long-run, assuming infinite amount of
data P. Note also, that in most of our analysis we avoid using floors and ceilings
in order to keep the readability of our results as simple as possible for the reader.
Nonetheless, this does not affect the correctness of our results since when being
applied on large enough time intervals and data, the “losses” become negligible.

2.4 Feedback Mechanism

As for the feedback mechanism, instantaneous feedback to the sender about a
packet being received is being considered, as in [4]. We also assume that the noti-
fication packets cannot be jammed by the errors in the channel because of their
relatively small size. In particular, we consider notification/acknowledgement
messages sent for every packet that is received successfully. If such a message is
not received by the sender, then it considers the packet to be jammed.

3 Uniform Packet Length

In this section we explore the case in which all packets are of the same length.
Nonetheless, we first make the following observation, which bounds the error
availability rates used, being such that they permit some data transmission (this
holds also for non-uniform packet lengths).

Observation 1. Let ¢ be the smallest packet size used by an algorithm (i.e.,
VD, Dien > ¢). For any error rate p > 1/c, no goodput larger than zero can be
achieved.

Proof. If the error rate is p > 1/¢, a new error token arrives during the trans-
mission of any packet (recall that packets are of size at least ¢). Hence, there are
error tokens in the bucket at all times for the adversary to corrupt all packets
being transmitted. Using an error token every c time, is sufficient to keep the
goodput at zero. a

From this observation, it can be derived that algorithms that only use packets
of length p e, > 1/p are not interesting. In particular, since in this section we
consider an algorithm that systematically sends packets of the same length, we
assume that the packets used satisty p e, < 1/p.

The main goal for the algorithms to be designed is to minimize the trans-
mission time needed to successfully transmit the total amount of data P to the
receiver. Knowing both adversarial parameters, p and o, and considering uniform
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packets of size pjen =1+ 1 < 1/p, we can find the quasi optimal value for the
length of the payload [ in each packet that minimizes the transmission time. For
simplicity, we will assume that the total length of the data to be transmitted P
is a multiple of the payload length . (For large values of P the error introduced
by this assumption is negligible.) Then, the objective is that P/l packets arrive
successfully at the receiver.

Let us now derive a lower bound on the transmission time that can be achieved
using uniform packets. We denote with Tr(l) the transmission time with packets
of uniform payload . Let r be the number of packets jammed and retransmitted
by the sender. Then,

Tr(l) = (P/l+r)(l+1). (1)

Observe that the last packet transmitted was correctly received, since other-
wise the data would have been completely transmitted by time Tr(l) — (I + 1),
which contradicts the fact that 7r(l) is the transmission time. Hence, the number
of packets jammed and retransmitted is upper bounded as

r < [(Tr(l) = I+ 1)p] =L+, (2)

where we apply the fact that the last error used by the adversary must have
been available before time Tr(l) — (I + 1). We claim that the number of packets
jammed by the adversary and retransmitted is in fact equal to the bound of
Eq. 2. Otherwise, the adversary could have jammed the last packet sent (at time
Tr(l) — (I4+ 1)), achieving a longer transmission time. Hence,

r=[(Tr(l)— (I1+1))p] =1 +o0. 3)

Moreover, since the adversary could not jam the last packet sent, it must
also hold that r +1 > Tr(l)p+ o = (P/l+r)(l + 1)p + o, from which we can
bound the value of r as

- Pp(l+1)+ (o — 1)l

S T () )

Let us define the lower bound of the transmission time when packets of
uniform payload [ are used, as function LB(l). Then,

Lemma 1. Using uniform packets of payload 1, the lower bound of the trans-
mission time 18 P i
+ (0 —
Tr(l) > LB(l) = ————({+1).
() 2 LB() = s 1+

Proof. Replacing the lower bound of r (Eq.4) in Eq.1 we have

P Ppll+1)+ (o — 1) P+ (o—1)
T’"(I)Z(ﬁ = ip0+ 1) )“*1)_1(1,)(1“))

which when combined with the definition of LB(l), completes the proof. O

(I+1),



Packet Scheduling over a Wireless Channel 237

Using Calculus, we can find the payload length {* that minimizes LB(I),
which yields the following theorem.

Theorem 1. Using uniform packets the transmission time is lower bounded as
P+ (c—1)*
F(1= (= + 1)

and the goodput is upper bounded as
P Pl*(1—p(l*+1))
(

_ )
OB T P+ DM +1)

Tr > LB(I*) = (" +1)

where

o VPPr+ G- D(—p) - Pp
Pp+o—1 ’
Obviously, when P tends to co, so does the transmission time 7r. However,

we can derive in this case an upper bound on the goodput as follows.

Corollary 1. Using uniform packets, the goodput is upper bounded as G < (1—
\//3)2, and in the limit as the value of P grows,

G* = lim G = (1—/p)?

P—oo

Proof. Using Calculus it can be shown that the upper bound of G obtained in
Theorem 1 grows with P. Observe that hm G=UI(1—-p(l*+1))/(*+1) and

Plgnool =/pP—p)/p=1/\/p—1 Replacmg the latter in the former the claims
follow. O

We now show a corresponding upper bound on the transmission time. We
start by combining Egs. 1 and 3 as follows:

=[(Tr() =+ 1))p]l —1+0
(Tr() =+ 1)p+o
=((P/l+r)(I+1)=(U+1))p+o
=(P/l+r)l+Dp+o—(1+1)p.

<

This allows us to find an upper bound of r as
Pp(l+1)+ (o — (1 +1)p)l
I—1p(l+1) '

Let us now define the upper bound of the transmission time when packets of
payload [ are used, as function UB(l). Then,

(5)

Lemma 2. Using uniform packets of payload l, the upper bound of the trans-
mission time s
P+ (oc—(14+1)p)

Trl) < UB() = =5 7

(I+1).
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Proof. Replacing the upper bound of r (Eq.5) in Eq. 1 we have

(I+1),

P Pol4+1)+(o—(+1)p) CPi(o—(+ 1))
Tr(h) < (z i [—ip+1) ) ) =—a 070

which when combined with the definition of UB(l), completes the proof. O

From Observation 1, p < 1/(I+1) must hold. Then, (I4+1)p < 1 and the bound
obtained in the above lemma is strictly bigger than the lower bound presented
in Lemma 1, as expected. In fact, the gap between bounds can be obtained as
shown in the following lemma.

Lemma 3. Using uniform packets of payload [, the transmission time satisfies
Tr(l) e [LB(l),LB(l) +1+1).

Proof. Recall that the lower bound LB(l) is obtained in Lemma 1. Subtracting
this expression from the upper bound UB(l) presented in Lemma 2, we have

P+ (oc—(+1)p)l P+ (c—1)

UB(l) - LB(l) = I+1)— ————(1+1
O=LB0 == a1 MY i par Y
(1= pll+1))
=———(1+1)=1+1.
= pa+n)tHU =
From the above and the fact that Tr(l) < UB(I) the claim follows. O

Corollary 2. Using uniform packets of payload l, Tr(l) is the only multiple of
I+ 1 that falls in the interval [LB(l), LB(l) + 1+ 1).

Finally, combining Lemma 3 with Theorem 1 we derive the following theorem.
Theorem 2. Consider I* as defined in Theorem 1. Then

— the transmission time Tr(l*) observed is less that I* + 1 (one packet) longer
that the optimal. Le., Tr(l*) < Tr+1*+ 1.

— the goodput G(I*) converges to the optimal goodput G as P grows. Additionally,
when P goes to infinity the goodput matches the optimal G*, i.e. Pleoo G(l*) =

: — _ 2
G ==V

Proof. The first claim follow directly from Lemma 3, since the value of [* is the
one that minimizes LB(l). For the second, recall that G(I*) = %. Hence,
observing again Lemma 3 we get that

P 1

G > * * =~ LB 11
LB(I*)+1*+1 #y%l

As P grows l*%l tends to 0, making G(I*) converge to P/LB(I*) which is an
upper bound on the optimal goodput. Finally, as shown in Corollary 1, when P
tends to infinity, P/LB(I*) tends to (1 — \/p)?, which completes the proof. O
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4 Adaptive Packet Length

As we have shown in the previous section, if all packets have the same size, more
precisely size [* 4 1, then there is an upper bound on the achievable goodput
G* = (1—/p)?. In this section, focusing on the case o = 1, we lift the restriction
on uniform packet length and consider an algorithm that adapts the packet
length it uses as a function of the observed jams. We show that by using this
approach it is possible to achieve a goodput greater than (1 — \/,5)2, under the
restriction of p < 1/4.

We divide the execution into consecutive periods of length 1/p. In particular,
the i*" period, i = 1,2, ..., spans the time interval I; = [%, %) Note that since
error tokens arrive at time instants 1/p,2/p,... and o = 1, at most one packet
can be jammed by the adversary in each period. For simplicity, and since we
focus on periods of fixed length 1/p, we will use the useful payload sent in the
period as one of the goodness metrics used, denoted UP. Observe that UP = G/p
and therefore, the upper bound on the useful payload that can be achieved with

uniform packets is UP* = (1 — /p)?/p.

4.1 Algorithm ADP-1 for p < 1(7 — 3v/5)

We start by proposing the following algorithm, to be used for small values of p
(and 0 =1).

Algorithm ADP-1 Description: Each period starts by scheduling packets of
decreasing length p; jen, = Z —i for ¢ = 0,1,2,3.... If a packet p; is jammed
during the period, this transmission sequence is stopped, and after p;, a
single more packet is scheduled by the algorithm whose length spans the
rest of the period.

We will now show that for p small enough, we can specify the parameter Z
such that the useful payload achieved in each period is at least UP,,.

Theorem 3. Adaptive algorithm ADP-1, with Z = % (, /1+ % — 1), achieves

goodput G =1 -5 (1 +4/1+ %). This value s larger than the upper bound for
the uniform case if p < (7 — 3v/5) ~ 0.1459.

Proof. There are two cases to be considered in a period:

(a) If the adversary jams a packet p;, the useless data sent in the period adds
to Z + 1. This number comes from the j headers of the packets sent before p;,
plus the length p; e, = Z — j of the packet jammed, plus the header of the last
packet sent in the period (which cannot be jammed). Hence, in this case, the
useful payload of the period is 1/p — (Z + 1).

Otherwise, (b) if no packet is jammed, the useless data sent in the period
correspond only to the headers of the packets sent. Then, if the last packet sent
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in the interval is pg, the useless data is k 4+ 1, and the corresponding useful
payload is 1/p — (k 4+ 1). The value Z is chosen so that the total length of the
packets sent in this case is equal the length of the interval. From this property,
Zf:o Dilen = %, the value of Z must satisfy Z(k + 1) — @ = % and hence

. (6)

7="1 .
2 pk+1)

In a given period the choice of whether case (a) or (b) occurs is up to the
adversary, since she can decide which packet to jam, if any. This means that the
useful payload achieved will be the minimum of the two cases, UP = min{1/p —
(Z+1),1/p— (k+1)}. Observe from this Eq. 6 that the length Z of the initial
packet increases if the number of packets k decreases. Additionally, it must
hold that Z > k and therefore UP is maximized when Z = k. Hence, the
optimal k is the suitable solution of the equation k = g + m, which is

k:%(,/u%—l) - Z.
The useful payload achieved is then UP = % — (%,/1 + % - % + 1) =
z ( 1+ % —1—1), which is more that UP* = (1 — ,/p)?/p for p < 1(7—3v5

0.1459. The corresponding goodput is G = P/—P; =1-4 (,/1 + % + 1) .

=
I

Q

O

Corollary 3. Adaptive algorithm ADP-1, with Z = % (, /1+ % — 1) achieves
2P

2—p—+/p(p+8)

transmaission time Tr =

4.2 Exhaustive Case Study for p > %(7 — 3+/5)

From the above results, we see that in the case of ¢ = 1, instead of using packets
of uniform length [* 41, it is better to use an adaptive algorithm. More precisely,
we have shown that for p < %(7 —3v/5), ADP-1 achieves a better useful payload
and goodput rate than the optimal uniform packet algorithm (the one that uses
packet length p e, = I* + 1). We now explore the case of p > %(7 —3v5). As
before, we look at periods of length 1/p, which means that the length of the

2

period is at most Erw 6.85 < 7. Hence, we consider only periods of such

lengths.

In general, we are going to deal with subintervals of the period of length 1/p.
We will denote with T' = [t,t') an interval in the execution (subinterval of the
period) such that ¢ is an instant at which the adversary has one error token in
the error bucket, and ¢’ the time instant at which the next error token becomes
available. Hence, the adversary has one error token (and only one) to be used in
T. We use |T| to denote the length of the interval, and UP to denote the useful
payload that has been sent and correctly received by the receiver during 7.

Let us first make the following observation.
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Observation 2. If there is at most one packet p of length p e, > 1 sent in an
interval T, then UPp = 0.

Proof. Since the adversary has one error token at the beginning of the interval,
it uses it to jam packet p. The rest of packets (if any) have length 1 and carry
no payload. a

We consider now different cases depending on the length of the interval, |T',
to be explored. We use the following algorithm for any interval T'.

Algorithm ADP-1; Description: As a base case, if |T] < 2 then ADP-1p
simply sends a packet that spans the whole interval. Otherwise, let i the
integer such that |T'| € [i,i + 1). Then ADP-17 sends a packet p whose
length depends on i. If p is jammed, it sends a packet p’ that spans the rest
of the interval T'. Otherwise, it applies recursively algorithm ADP-17/ to
the interval TV = [t 4 p.jen, t’). Observe that |T| < i.

Lemma 4. If |T| < 2, then UPp = 0.

Proof. For any packet sent, the header requires 1 unit of length. Since |T| < 2,
it means that only one packet can be sent within 7. Hence, UPr = 0 from
Observation 2. 0

Lemma 5. If|T| € [2,3), Algorithm ADP-17 uses uniform packets with p je, =
IT|/2 and achieves useful payload UPr = @ — 1. The packets used in such
interval are uniform.

Proof. First observe that the algorithm essentially sends two packets of length
|T|/2. This in fact achieves useful payload UPp = % — 1, since the adversary
has only one error token to be used in T, and it jams only one packet. No matter
which one is jammed, the payload of the unjammed packet, whose length is
% — 1, is received correctly.

We show now that this is in fact the best possible useful payload that ADP-1p
can achieve for period T'. Since |T| < 3 and the header has length one, the

algorithm cannot send more than 2 packets. Consider an algorithm ALG that:

— First sends a packet p of length larger than |T'|/2. Then, the adversary jams
p. Since the length of the rest of the interval is |T'| — pjen < |T'|/2, the useful
payload UPp < @ - 1.

— First sends a packet p of length smaller than |T'|/2 (but at least 1). Then,
the adversary does not jam p. After sending p, until the end of T' there is
a subinterval T" of length |T"| = |T'| — p.ien < 2. From Lemmad4, the useful

payload of T" is UP7, = 0. Then, the useful payload of T is UPr = p e, —1 <
Tl _ 1
3 .

In both cases the useful payload of ALG is smaller than the one achieved by
the algorithm proposed. Hence, the algorithm proposed gives the best possible
useful payload for an interval T, where |T| € [2,3). O
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Lemma 6. If |T| € [3,4), Algorithm ADP-1r uses uniform packets with p jen =

|T'|/2 and achieves useful payload UPp = @ — 1. The packets used in such
interval are uniform.

Proof. The proof is similar to that of the previous lemma, with a small difference.
In the case that algorithm ALG sends a packet with length p e, < |T/2, the
adversary does not jam p and after it is received, there is a subinterval T of
length |T7| = |T| —p.ien < 3 until the end of T. From Lemmas4 and 5, the useful

payload of T" is upper bounded as UPp/ < % —-1= ITI*# — 1. Then, the
useful payload of T is UPp < p.len_1+%_1 _ |T|+2p.len 9 < |T|+$T|/2_27

which is smaller than @ — 1 for |T| < 4. Hence, the algorithm proposed gives
the best possible useful payload for an interval T, where |T'| € [3,4). O

Lemma 7. If |T| € [4,5), Algorithm ADP-1p with pen, = (|T| +2)/3 achieves

2|75
3

useful payload UPp = . The packets used in the whole interval are not

uniform in this case.

Proof. Let Algorithm ADP-17 send first packet p with p e, = (|T] + 2)/3.
If it is jammed, a packet p’ of length |T'| — (|T] + 2)/3 is sent successfully.
Then, in this case the useful payload is UPr = |T| — (|T| +2)/3 -1 = %
Otherwise, observe that |T"| = |T|—p.ien € [2,4). Then, form Lemmas 5 and 6 the
UPp = 'T‘ — 1= T5pien - 1 Hence, UPr = pep — 14 Flpten -1 = 2025,

To prove that this is the best approach for the choice of the packet length
consider an algorithm ALG that

— First sends a packet p of length larger than (|T'| 4+ 2)/3. Then, the adversary
jams p. Since the length of the rest of the interval is |T| — pjen < |T| — (|T| +
2)/3, the useful payload UPr < |T| — (|T| +2)/3 = 2522,

— First sends a packet p of length smaller than (|7 +2)/3, but at least 1. Then,
the adversary does not jam p. After p there is a subinterval 7" of length
IT'| = |T| = pien < 4. Then, from Lemmas4, 5, and 6, the useful payload

of T" is upper bounded as UPp < ‘TT/I — 1= \T\*% 1. Then, the useful
payload of T is UPt = pjen — 1 + ITI—Qmen 1< 2|T| 5

In both cases the useful payload is smaller than the ones achieved by the algo-
rithm proposed. Hence, the algorithm proposed with the packet length chosen,
gives the best possible useful payload in an interval T, where |T'| € [4,5). O

Lemma 8. If |T| € [5,6), Algorithm ADP-1r with pien = (|T| + 2)/3 achieves

useful payload UPp = ATI=5 - Tpe packets used in the whole interval are not

3
uniform in this case.

Proof. The proof is similar to that of Lemma 7, with some small differences. The
main difference is in the case that algorithm ALG sends a packet with length
Dien < (|T| 4+ 2)/3. As above, the adversary will not jam p and after sending it
successfully, there will be a subinterval 7" of length |T”| = |T'|—p.jen < 5 until the
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end of T'. Then, from Lemmas 4 to 7, the useful payload of T” is upper bounded
as UPp < 2|T:;|_5 = 2(‘T‘_p3"e")_5. Hence, the useful payload of T" becomes
UPr < Dien — 14+ M which is smaller than % for pjen < 3. The
latter holds, since pjen, < (|7 +2)/3 and |T'| < 6. Hence again, the algorithm
proposed with the packet length chosen, gives the best possible useful payload
in an interval T, where |T| € [5,6). O

Lemma 9. If |T| € [6,7), Algorithm ADP-1p with pen, = (|T'| + 2)/3 achieves

2|T|-5
3

useful payload UPp = . The packets used in the whole interval are not

uniform in this case either.

Proof. The proof follows the same exact logic as Lemmas7 and 8. The only
difference is in the case that algorithm ALG sends a packet with length
Dien < (|T|+2)/3. As above, the adversary will not jam p and after sending it
successfully, the subinterval 7" that remains is of length |T7| = |T'| — p.jen < 6.
Then, from Lemmas4 to 8, the useful payload of T’ is upper bounded as
UPpr < Q‘T;% = 2(‘T‘7p3‘“3")75. Hence, the useful payload of T becomes
UPp < pien — 1+ 2=21e)=8 which is smaller than 2Z=2 for p,., < 3.
The latter holds, since pjen, < (|T] 4+ 2)/3 and |T| < 7. Hence, the algorithm
proposed with the packet length chosen, gives the best possible useful payload
in an interval T, where |T| € [6,7). O

Putting all these results together, and fixing |T| = 1/p, we get the following
theorem.

Theorem 4. For o =1, p > 1(7—3/5) and 1/p € [4,7), adaptive algorithm
ADP-11 has goodput G = %. This is achieved using first packet p with length
Dolen = i + %; the packets used are not of uniform length.

Note that for 1/p > 4, the goodput achieved is bigger than the upper bound of
the uniform packet approach, G > G*, and for 1/p = 4 it is equal to the upper
bound, G = G*.

5 Conclusions

In this paper we have applied Adversarial Queuing Theory (AQT), a well known
theoretical modeling tool, for the first time to restrict adversarial packet jamming
on wireless networks. We have chosen to study a constrained adversarial entity,
considering a bounded error-token capacity o and an error-token availability rate
p- This model could be applied in various battery-operated malicious devices such
as drones or mobile jammers. We have first shown upper and lower bounds on
transmission time and goodput by exploring the case of uniform packet lengths.
Then, focusing on o = 1, we have shown that an adaptive algorithm that changes
the packet length based on feedback received for jammed packets, can achieve
better goodput and transmission time. What might seem surprising is that even
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for the “simple” case of 0 = 1, the analysis of the adaptive algorithm is nontrivial,
and imposes constraints also on p.

An intriguing open question is whether it is still possible to obtain better
efficiency than the uniform packet lengths “policy” for adaptive algorithms with
o > 1. Considering for example o = 2 seems to already be a challenging task.
Another interesting future direction is to investigate the case where one or both
parameters p and o are not known; here one will need to monitor the history
of the observed jams in an attempt to estimate these parameters. On the other
hand, the adversary will try to “hide” the true value of these parameters, yield-
ing an interesting gameplay between the adversary and an algorithm. Another
direction to follow would be to consider in addition the channel errors due to
congestion and transmission rate.
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Abstract. Over the last thirty years, numerous consistency conditions
for replicated data have been proposed and implemented. Popular exam-
ples include linearizability (or atomicity), sequential consistency, causal
consistency, and eventual consistency. These conditions are usually
defined independently from the computing entities (nodes) that manip-
ulate the replicated data; i.e., they do not take into account how comput-
ing entities might be linked to one another, or geographically
distributed. To address this lack, as a first contribution, this paper intro-
duces the notion of proximity graph between computing nodes. If two
nodes are connected in this graph, their operations must satisfy a strong
consistency condition, while the operations invoked by other nodes are
allowed to satisfy a weaker condition. The second contribution exploits
this graph to provide a generic approach to the hybridization of data
consistency conditions within the same system. We illustrate this app-
roach on sequential consistency and causal consistency, and present a
model in which all data operations are causally consistent, while oper-
ations by neighboring processes in the proximity graph are sequentially
consistent. The third contribution of the paper is the design and the
proof of a distributed algorithm based on this proximity graph, which
combines sequential consistency and causal consistency (the resulting
condition is called fisheye consistency). In doing so the paper provides a
generic provably correct solution of direct relevance to modern georepli-
cated systems.

Keywords: Asynchronous message-passing systems - Broadcast - Causal
consistency -+ Data replication : Georeplication - Linearizability -
Sequential consistency

1 Introduction

As distributed computer systems continue to grow in size, they make it increas-
ingly difficult to provide strong consistency guarantees (e.g., linearizability [20]),
prompting the rise of weaker guarantees (e.g., causal consistency [2] or even-
tual consistency [39]). These weaker consistency conditions strike a compromise
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between consistency, performance, and availability [5,7,10,13,40]. They try in
general to minimize the violations of strong consistency, as these create anomalies
for programmers and users, and emphasize the low probability of such violations
in their real deployments [15].

Recent Related Works. For brevity, we cannot name all the many weak consis-
tency conditions that have been proposed in the past. We focus instead on the
most recent works in this area. One of the main hurdles in building systems
and applications based on weak consistency models is how to generate an even-
tually consistent and meaningful image of the shared memory or storage [39].
In particular, a paramount sticking point is how to handle conflicting concur-
rent write (or update) operations and merge their result in a way that suits
the target application. To that end, various conditions that enables custom con-
flict resolution and a host of corresponding data-types have been proposed and
implemented [3,4,9,14,26,30,35,36].

Another form of hybrid consistency conditions can be found in the seminal
works on release consistency [18,21] and hybrid consistency [6,16], which dis-
tinguish between strong and weak operations such that strong operations enjoy
stronger consistency guarantees than weak operations. This line of work has
given rise to a number of contributions in the context of large scale and geo-
replicated data centers [38,40].

Motivation and Problem Statement. In spite of their benefits, the above consis-
tency conditions generally ignore the relative “distance” between nodes in the
underlying “infrastructure”, where the notions of “distance” and “infrastruc-
ture” may be logical or physical, depending on the application. This is unfor-
tunate as distributed systems must scale out and geo-replication is becoming
more common. In a geo-replicated system, the network latency and bandwidth
connecting nearby servers is usually at least an order of magnitude better than
what is obtained between remote servers. This means that the cost of maintain-
ing strong consistency among nearby nodes becomes affordable compared to the
overall network costs and latencies in the system.

Some production-grade systems acknowledge the importance of distance when
enforcing consistency, and do propose consistency mechanisms based on node
locations (e.g. whether nodes are located in the same or in different data-centers).
Unfortunately these production-grade systems usually do not distinguish between
semantics and implementation. Rather, their consistency model is defined in oper-
ational terms, whose full implications can be difficult to grasp. In Cassandra [22],
for instance, the application can specify for each operation a consistency guaran-
tee that is dependent on the location of replicas. More precisely, the constraints
LOCAL_QUORUM requires a quorum of replicas in the local data center, while
EACH_QUORUM requires a quorum in each data center. Yet, although these con-
straints take distance into account, they do not provide the programmer with a
precise image of the consistency they deliver.

The need to consider “distance” when defining consistency models, and the
current lack of any formal underpinning to do so are exactly what motivates the
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hybridization of consistency conditions that we propose in this paper (which we
call fisheye consistency). Fisheye consistency conditions provide strong guar-
antees only for operations issued at nearby servers. In particular, there are
many applications where one can expect that concurrent operations on the same
objects are likely to be generated by geographically nearby nodes, e.g., due to
business hours in different time zones, or because these objects represent local-
ized information, etc. In such situations, a fisheye consistency condition would
in fact provide global strong consistency at the cost of maintaining only locally
strong consistency.

Consider for instance a node A that is “close” to a node B, but “far” from
a node C, a causally consistent read/write register will offer the same (weak)
guarantees to A on the operations of B, as on the operations of C'. This may be
suboptimal, as many applications could benefit from varying levels of consistency
conditioned on “how far” nodes are from each other. Stated differently: a node
can accept that “remote” changes only reach it with weak guarantees (e.g.,
because information takes time to travel), but it wants changes “close” to it to
come with strong guarantees (as “local” changes might impact it more directly).

In this work, we propose to address this problem by integrating a notion of
node proximity in the definition of data consistency. To that end, we formally
define a new family of hybrid consistency models that links the strength of data
consistency with the proximity of the participating nodes. In our approach, a
particular hybrid model takes as input a proximity graph, and two consistency
conditions (a weaker one and a stronger one), taken from a set of totally ordered
consistency conditions (e.g. linearizability, sequential consistency, causal consis-
tency, and PRAM-consistency [25]).

The philosophy we advocate is related to that of Parallel Snapshot Isolation
(PSI) proposed in [37]. PSI combines strong consistency (Snapshot Isolation) for
transactions started at nodes in the same site of a geo-replicated system, but
only ensures causality among transactions started at different sites.

Although PSI and our work operate at different granularities (fisheye-
consistency is expressed on individual operations, each accessing a single object,
while PSI addresses general transactions), they both show the interest of con-
sistency conditions in which nearby nodes enjoy stronger semantics than remote
ones. In spite of this similitude, however, the family of consistency conditions we
propose distinguishes itself from PSI in a number of key dimensions. First, PSI
is a specific condition while fisheye-consistency offers a general framework for
defining multiple such conditions. PSI only distinguishes between nodes at the
same physical site and remote nodes, whereas fisheye-consistency accepts arbi-
trary proximity graphs, which can be physical or logical. Finally, the definition
of PSIis given in [37] by a reference implementation, whereas fisheye-consistency
is defined in functional terms as restrictions on the ordering of operations that
can be seen by applications, independently of the implementation we propose.
As a result, we believe that our formalism makes it easier for users to express
and understand the semantics of a given consistency condition and to prove the
correctness of a program written w.r.t. such a condition.
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Roadmap. The next section introduces the system model and the classical sequen-
tial consistency (SC) [24] and causal consistency (CC) [2]. Then, Sect. 3 defines
the notion of proximity graph and the associated fisheye consistency condition,
which considers SC as its strong condition and CC as its weak condition. Section 4
presents a broadcast abstraction, and Sect. 5 proposes an algorithm based on this
broadcast abstraction that implements the fisheye consistency condition that com-
bines SC and CC. These algorithms are generic, where the genericity parameter is
the proximity graph. Interestingly, their two extreme instantiations provide nat-
ural implementations of SC and CC. Section 6 concludes.

2 System Model and Basic Consistency Conditions

The system consists of n processes denoted IT = {p1,...,p,}. Each process is
sequential and asynchronous. “Asynchronous” means that each process proceeds
at its own speed, which is arbitrary, may vary with time, and remains always
unknown to the other processes.

Processes communicate by passing messages through bi-directional channels.
Channels are reliable (no loss, duplication, creation, or corruption), and asyn-
chronous (transit times are arbitrary but finite, and remain unknown to the
processes).

2.1 Basic Notions and Definitions Underpinning Consistency
Conditions

This section is a short reminder of the fundamental notions typically used to
define the consistency guarantees of distributed objects [8,19,27,31].

Concurrent Objects with Sequential Specification. A concurrent object is an
object that can be simultaneously accessed by different processes. At the applica-
tion level the processes interact through concurrent objects [19,31]. Each object
is defined by a sequential specification, which is a set including all the correct
sequences of operations and their results that can be applied to and obtained
from the object. These sequences are called legal sequences.

Ezecution History. The execution of a set of processes interacting through
objects is captured by a history H = (H,—p), where —p is a partial order
on the set H of the object operations invoked by the processes.

Concurrency and Sequential History. If two operations are not ordered in a
history, they are said to be concurrent. A history is said to be sequential if it
does not include any concurrent operations. In this case, the partial order — g
is a total order.

FEquivalent History. Let f[|p represent the projection of H onto the process p, i.e.,
the restriction of H to operations occurring at process p. Two histories H; and
H, are equivalent if no process can distinguish them, i.e., Vp € IT : Hy|p = Hs|p.
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Legal History. H being a sequential history, let H |X represent the projection
of H onto the object X. A history H is legal if, for any object X, the sequence
H|X belongs to the specification of X.

Process Order. Notice that since we assumed that processes are sequential, we
restrict the discussion in this paper to execution histories H for which for every
process p, H|p is sequential. This total order is also called the process order for p.

2.2 Sequential Consistency

Intuitively, an execution is sequentially consistent if it could have been produced

by executing (with the help of a scheduler) the processes on a MONOProcessor.

Formally, a history H is sequentially consistent (SC) if there exists a history S

such that:

- S is sequential,

— S is legal (the specification of each object is respected),

— H and S are equivalent (no process can distinguish H—what occurred—and
S—what we would like to see, to be able to reason about).

One can notice that SC does not demand that the sequence S respects the
real-time occurrence order on the operations. This is the fundamental difference
between linearizability and SC.

op;]: X .read—0 opf,: X .write(3)
p I —>
opé: X.write(2) opg: X .read—3
q I e

Fig. 1. A sequentially consistent execution

Figure 1 shows an history " that is sequentially consistent. Let us observe
that, although opq occurs before opp in physical time, op1 does not see the effect

of the write operation opq7 and still returns 0. A legal sequential history S , equiv-

alent to ﬁ, can be easily built, namely, X.read — 0, X.write(2), X.write(3),
X.read — 3.

2.3 Causal Consistency

In a sequentially consistent execution, all processes perceive all operations in
the same order, which is captured by the existence of a sequential and legal
history S. Causal consistency [2] relaxes this constraint for read-write registers,
and allows different processes to perceive different orders of operations, as long
as causality is preserved.

Formally, a history H in which processes interact through concurrent read/
write registers is causally consistent (CC) if:
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— There is a causal order ~ g on the operations of H , 1.e., a partial order that
links each read to at most one latest write (or otherwise to an initial value
1), so that the value returned by the read is the one written by this latest
write and ~ g respects the process order of all processes.

— For each process p;, there is a sequential and legal history S that
o is equivalent to H|(p; + W), where H|(p; + W) is the sub-history of H that

contains all operations of p;, plus the writes of all the other processes,
e respects ~p (i.e., ~pg C —g,).
Intuitively, this definition means that all processes see causally related writes
in the same order, but can see writes that are not causally related in different
orders.

op},: X.write(2)

p I
opé: X .write(3)
q I
opy: X read—2 op?: X read—3
r T T

opt: X read—3 op?: X read—2

L ||
S e e

Fig. 2. An execution that is causally consistent (but not sequentially consistent)

An example of causally consistent execution is given in Fig. 2. The processes
r and s observe the write operations on X by p (op}D) and ¢ (op}z) in two different
orders. This is acceptable in a causally consistent history because opll) and opé are
not causally related. This would not be acceptable in a sequentially consistent
history, where the same total order on operations must be observed by all the
processes.

3 The Family of Fisheye Consistency Conditions

This section introduces a hybrid consistency model based on (a) two consistency
conditions and (b) the notion of a proximity graph defined on the computing
nodes (processes). The two consistency conditions must be totally ordered in the
sense that any execution satisfying the stronger one also satisfies the weaker one.

3.1 The Notion of a Proximity Graph

Let us assume that for physical or logical reasons linked to the application, each
process (node) can be considered either close to or remote from other processes.
This notion of “closeness” can be captured trough a prozimity graph denoted
G = (II,Eg C II x II), whose vertices are the n processes of the system (IT).
The edges are undirected. Ng(p;) denotes the neighbors of p; in G. G captures
the level of consistency imposed on processes: processes connected in G must
respect a stronger data consistency than unconnected processes.
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Ezample. To illustrate the semantic of G, we extend the original scenario that
Ahamad, Niger et al. use to motivate causal consistency in [2]. Consider the
three processes of Fig. 3, paris, berlin, and new-york. Processes paris and berlin
interact closely with one another and behave symmetrically : they concurrently
write the shared variable X, then set the flags R and S respectively to 1, and
finally read X. By contrast, process new-york behaves sequentially w.r.t. paris
and berlin: new-york waits for paris and berlin to write on X, using the flags R
and S, and then writes X.

process paris is process berlin is process new-york is
X «1 X <2 repeat c < Runtilc=1
R<1 S <1 repeat d < S until d = 1
a<+ X b« X X <3

end process end process end process

Fig. 3. new-york does not need to be closely synchronized with paris and berlin, calling
for a hybrid form of consistency

If we assume a model that provides causal consistency at a minimum, the
write of X by new-york is guaranteed to be seen after the writes of paris and
berlin by all processes (because new-york waits on R and S to be set to 1). Causal
consistency however does not impose any consistent order on the writes of paris
and berlin on X. In the execution shown on Fig. 4, this means that although paris
reads 2 in X (and thus sees the write of berlin after its own write), berlin might
still read 1 in b (thus perceiving ‘X.write(1)’ and ‘X.write(2)’ in the opposite
order to that of paris).

X.write(1) R.write(1) X.read—2
paris — I -

X.write(2)  S.write(1) X.read—b?
berlin — I I R

. Sread—>1 R.oread—1  X.write(3)
new-york f } { } I

Fig. 4. Executing the program of Fig. 3.

Sequential consistency removes this ambiguity: in this case, in Fig. 4, berlin
can only read 2 (the value it wrote) or 3 (written by new-york), but not 1.
Sequential consistency is however too strong here: because the write operation
of new-york is already causally ordered with those of paris and berlin, this
operation does not need any additional synchronization effort. This situation can
be seen as an extension of the write concurrency freedom condition introduced
in [2]: new-york is here free of concurrent write w.r.t. paris and berlin, making



Fisheye Consistency: Keeping Data in Synch in a Georeplicated World 253

causal consistency equivalent to sequential consistency for new-york. paris and
berlin however write to X concurrently, in which case causal consistency is not
enough to ensure strongly consistent results.

@ @O

Fig. 5. Capturing the synchronization needs of Fig. 3 with a proximity graph G

If we assume paris and berlin execute in the same data center, while new-york
is located on a distant site, this example illustrates a more general case in which,
because of a program’s logic or activity patterns, no operations at one site ever
conflict with those at another. In such a situation, rather than enforce a strong
(and costly) consistency in the whole system, we propose a form of consistency
that is strong for processes within the same site (here paris and berlin), but
weak between sites (here between paris, berlin on one hand and new-york on the
other).

In our model, the synchronization needs of individual processes are captured
by the prozimity graph G introduced at the start of this section and shown
in Fig. 5: paris and berlin are connected, meaning the operations they execute
should be perceived as strongly consistent w.r.t. one another; new-york is neither
connected to paris nor berlin, meaning a weaker consistency is allowed between
the operations executed at new-york and those of paris and berlin.

3.2 Fisheye Consistency for the Pair (Sequential Consistency,
Causal Consistency)

When applied to the scenario of Fig. 4, fisheye consistency combines two con-
sistency conditions (a weak and a stronger one, here causal and sequential con-
sistency) and a proximity graph to form an hybrid distance-based consistency
condition, which we call G-fisheye (SC,CC)-consistency.

The intuition in combining SC and CC is to require that write operations be
observed in the same order by all processes if:

— They are causally related (as in causal consistency),
— Or they occur on “close” nodes (as defined by G).

Formal Definition. Formally, we say that a history H is G-fisheye (SC,CC)-
consistent if:

~

— There is a causal order ~ g induced by H (as in causal consistency); and
— ~» g can be extended to a subsuming order ’\*/>H,g (ie. ~g C “*/’H,g) so that

V(p,q) € Eg : (> m.6)|({p,q} N W) is a total order

where (5 5r.6)|({p, ¢} N W) is the restriction of <55 ¢ to the write operations
of p and ¢; and
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— for each process p; there is a history §i that
e (a) is sequential and legal;
e (b) is equivalent to H|(p; + W); and
e (c) respects S g, ie., (Spg)l(pi+ W) C (—g).

If we apply this definition to the example of Fig. 4 with the proximity graph
proposed in Fig. 5 we obtain the following: because paris and berlin are connected
in G, X.write(1) by paris and X.write(2) by berlin must be totally ordered in
prg (and hence in any sequential history S; perceived by any process Di)-
X.write(3) by new-york must be ordered after the writes on X by paris and
berlin because of the causality imposed by ~ . As a result, if the system is
G-fisheye (SC,CC)-consistent, b? can be equal to 2 or 3, but not to 1. This
set of possible values is as in sequential consistency, with the difference that
G-fisheye (SC,CC)-consistency does not impose any total order on the operation
of new-york.

Given a system of n processes, let @y = (II,2) denote the graph with no
edges, and K denote the complete graph (II,II x II). It is easy to see that
CC is @p-fisheye (SC,CC)-consistency. Similarly SC is Kp-fisheye (SC,CC)-

consistency.

A Larger Example. Figure6 and Table1 illustrate the semantic of G-fisheye
(SC,CC) consistency on a second, larger, example. In this example, the processes
p and q on one hand, and r and s on the other hand, are neighbors in the prox-
imity graph G (shown on the left). There are two pairs of write operations: opll7
and op; on the register X, and op? and op; on the register Y. In a sequentially
consistency history, both pairs of writes must be seen in the same order by all
processes. As a consequence, if r sees the value 2 and then 3 for X, s must do
the same, and only 3 can be returned by x?. For the same reason, only 3 can be
returned by y?, as shown in the first line of Table 1.

opp X.write(2) opf,: Y .write(4)
_
X write(3) opfl: Y read—4 opzz Y read—5
L I
opr X read—2 opf: X.read—3 opfz Y .write(5)
_ _
ops: X read—>3  op2: X.read—x? op>:Y.read—5 op::Y.read—y?

T — .

Fig. 6. Illustrating G-fisheye (SC,CC)-consistency

In a causally consistent history, however, both pairs of writes ({opp,opq}
and {opp, op3}) are causally independent. As a result, any two processes can see
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Table 1. Possible executions for the history of Fig. 6

Consistency x7 y?
Sequential Consistency 3 5
Causal Consistency {2,3}|{4,5}
G-fisheye (SC,CC)-consistency | 3 {4,5}

each pair in different orders. x? may return 2 or 3, and y? 4 or 5 (second line
of Table1).

G-fisheye (SC,CC)-consistency provides intermediate guarantees: because p
and ¢ are neighbors in G, opzl) and oplll must be observed in the same order by
all processes. x? must return 3, as in a sequentially consistent history. However,
because p and r are not connected in G, op]% and op? may be seen in different
orders by different processes (as in a causally consistent history), and y? may
return 4 or 5 (last line of Table1).

4 Construction of an Underlying (SC,CC)-Broadcast
Operation

Our implementation of G-fisheye (SC,CC)-consistency uses a broadcast operation
with hybrid ordering guarantees. We present here this hybrid broadcast, before
moving on to the actual implementation of of G-fisheye (SC,CC)-consistency in
Sect. 5.

4.1 G-fisheye (SC,CC)-Broadcast: Definition

The hybrid broadcast we proposed, denoted G-(SC,CC)-broadcast, is parame-
trized by a proximity graph G which determines which kind of delivery order
should be applied to which messages, according to the position of the sender in
the graph G. Messages (SC,CC)-broadcast by neighbors in G must be delivered
in the same order at all the processes, while the delivery of the other messages
only need to respect causal order.

The (SC,CC)-broadcast abstraction provides the processes with two opera-
tions, denoted TOCO_broadcast() and TOCO_deliver(). We say that messages are
toco-broadcast and toco-delivered.

Causal Message Order. Let M be the set of messages that are toco-broadcast.
The causal message delivery order, denoted ~»j;, is defined as follows [11,34].
Let mqy,mo € M; mq ~pr ma, iff one of the following conditions holds:

— m1 and ms have been toco-broadcast by the same process, with m; first;
— my was toco-delivered by a process p; before this process toco-broadcast mo;
— There exists a message m such that (my ~pr m) A (m -~ m2).
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Definition of the G-fisheye (SC,CC)-broadcast. The (SC,CC)-broadcast abstrac-
tion is defined by the following properties.

Validity. If a process toco-delivers a message m, this message was toco-broadcast
by some process. (No spurious message.)

Integrity. A message is toco-delivered at most once. (No duplication.)

G-delivery order. For all the processes p and ¢ such that (p,q) is an edge of
G, and for all the messages m, and m, such that m, was toco-broadcast by
p and m, was toco-broadcast by g, if a process toco-delivers m, before m,,
no process toco-delivers m, before m,,.

Causal order. If my ~3; ma, no process toco-delivers mso before m;.

Termination. If a process toco-broadcasts a message m, this message is toco-
delivered by all processes.

It is easy to see that if G has no edges, this definition boils down to causal
delivery, and if G is fully connected (clique), this definition specifies total order
delivery respecting causal order. Finally, if G is fully connected and we suppress
the “causal order” property, the definition boils down to total order delivery.

4.2 G-fisheye (SC,CC)-Broadcast: Algorithm

Local Variables. To implement the G-fisheye (SC,CC)-broadcast abstraction,
each process p; manages three local variables.

— causal;[1..n] is a local vector clock used to ensure a causal delivery order of
the messages; causal;[j] is the sequence number of the next message that p;
will toco-deliver from p;.

— total;[1..n] is a vector of logical clocks such that total;[i] is the local log-
ical clock of p; (Lamport’s clock), and total;[j] is the value of total;[j] as
known by p;.

— pending; is a set of messages received but not yet toco-delivered by p;.

Description of the Algorithm. Let us remind that for simplicity, we assume that
the channels are FIFO. Algorithm 1 describes the behavior of a process p;. This
behavior is decomposed into four parts.

The first part (lines 1-6) is the code of the operation TOCO_broadcast(m).
Process p; first increases its local clock total;[i] and sends the protocol mes-
sage TOCOBC(m, (causal;[-], total;[i], 7)) to each other process. In addition to the
application message m, this protocol message carries the control information
needed to ensure the correct toco-delivery of m, namely, the local causality vec-
tor (causal;[1..n]), and the value of the local clock (total;[i]). Then, this protocol
message is added to the set pending; and causal;[i] is increased by 1 (this cap-
tures the fact that the future application messages toco-broadcast by p; will
causally depend on m).

The second part (lines 7-14) is the code executed by p; when it receives a

protocol message TOCOBC(m, (s_caus'[-], s_tot]", j)) from p;. When this occurs
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Algorithm 1. The G-fisheye (SC,CC)-broadcast algorithm executed by p;

1: operation TOCO_broadcast(m)
total;[i] «— total;[i] + 1
for all p; € IT \ {p;} do send TOoCOBC(m, (causal;[-], total;[i], 1)) to p;
pending; < pending; U (m, (causal;[-], total;[i],i))
causal;[i] «— causal;[i] + 1
end operation

on receiving TOCOBC(m, (s-caus'[-], s_tot]", j))
pending; «— pending; U <m7 {s,caus;-”[-], s,tot;-'z7j)>

total;[j] < s_tot™" > Last message from p; had timestamp s,tot;"’
if total;[i] < s-tot]" then
total;[i] « s-tot]" +1 > Ensuring global logical clocks
for all p,, € IT \ {p;} do send cAaTCH_UP(total;[i], ) to pk
end if

. end on receiving

. on receiving CATCH_UP(last_datej, j)
total;[j] <« last_date;

. end on receiving

S S gy gy gy S Y
0 DU AW~ O PR PO AW

. background task T is

19: loop forever
20: wait until C # & where
21: C = {<m, (s_caus]'[], s_tot]", j)) € pending; | s_caus}'[] < causaliH}
22: wait until T # @ where
23: T = {<m, (s-caus}*[], s-tot], j)) € C ‘ Vpr € Ng(pj;) : (total;[k], k) > (s,tot;-",j)}
24: wait until Ty # & where
Vpi € Ng(Pj),mk . >
. V{mpg, (s_caus, ®[],s_tot, * k)
. — mr, m 3 k s Kk
25: T, =< (m, (s—causj'[], stot] i)Yy €Ty € pending: -
(s-toty'* k) > (s_tot]", j)
26: <m0, (s,caus;.;;o [, s,tot;.;;o , j0)> — arg min ‘ {(sjot}",j}}
(m,(s,caus:;."[-],s,tot;.”’,]})ETQ
27: pending; < pending; \ (mo, (s,caus?:)o [, s,tot;",j(,})
28: TOCO_deliver(mg) to application layer
29: if jo # i then causal;[jo] < causal;[jo] + 1 end if > for causal;[i] see line 5
30: end loop forever

31: end background task

p; adds first this protocol message to pending;, and updates its view of the
local clock of p; (total;[j]) to the sending date of the protocol message (namely,
s-tot). Then, if the local clock of p; is late (total;[i] < s_tot]"), p; catches up
(line 11), and informs the other processes of it (line 12).

The third part (lines 15-17) is the processing of a catch up message from
a process p;. In this case, p; updates its view of p;’s local clock to the date
carried by the catch up message. Let us notice that, as channels are FIFO, a
view stotal;[j] can only increase.

The final part (lines 18-31) is a background task executed by p;, where
the application messages are toco-delivered. The set C' contains the protocol
messages that were received, have not yet been toco-delivered, and are “mini-
mal” with respect to the causality relation ~» ;. This minimality is determined
from the vector clock s_caus'[1..n], and the current value of p;’s vector clock
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(causal;[1..n]). If only causal consistency was considered, the messages in C
could be delivered.

Then, p; extracts from C' the messages that can be toco-delivered. Those are
usually called stable messages. The notion of stability refers here to the delivery
constraint imposed by the proximity graph G. More precisely, a set T} is first
computed, which contains the messages of C' that (thanks to the FIFO channels
and the catch up messages) cannot be made unstable (with respect to the total
delivery order defined by G) by messages that p; will receive in the future. Then
the set Tb is computed, which is the subset of T3 such that no message received,
and not yet toco-delivered, could make incorrect — w.r.t. G — the toco-delivery
of a message of T5.

Once a non-empty set T, has been computed, p; extracts the message m
whose timestamp (s_tot]'[j],j) is “minimal” with respect to the timestamp-
based total order (p; is the sender of m). This message is then removed from
pending; and toco-delivered. Finally, if j # 4, causal;[j] is increased to take
into account this toco-delivery (all the messages m’ toco-broadcast by p; in the
future will be such that m ~ m’, and this is encoded in causal;[j]). If j = 4, this
causality update was done at line 5.

Theorem 1. Algorithm 1 implements a G-fisheye (SC,CC)-broadcast.

The proof relies on the monotonicity of the clocks causal;[1..n] and total;[1..n],
and the reliability and FIFO properties of the underlying communication chan-
nels [7,12,23,34].

5 An Algorithm Implementing G-Fisheye
(SC,CC)-Consistency

5.1 The High Level Object Operations Read and Write

Algorithm 2 uses the G-fisheye (SC,CC)-broadcast we have just presented to
realize G-fisheye (SC,CC)-consistency using a fast-read strategy. This algorithm
is derived from the fast-read algorithm for sequential consistency proposed by
Attiya and Welch [7], in which the total order broadcast has been replaced by
our G-fisheye (SC,CC)-broadcast.

The write(X, v) operation uses the G-fisheye (SC,CC)-broadcast to propagate
the new value of the variable X. To insure any other write operations that
must be seen before write(X, v) by p; are properly processed, p; enters a waiting
loop (line 4), which ends after the message WRITE(X,v,4) that has been toco-
broadcast at line 2 is toco-delivered at line 11.

The read(X) operation simply returns the local copy v, of X. These local
copies are updated in the background when WRITE(X, v, j) messages are toco-
delivered.

Theorem 2. Algorithm 2 implements G-fisheye (SC,CC)-consistency.

The proof uses the causal order on messages ~»,; provided by the G-fisheye
(SC,CC)-broadcast to construct the causal order on operations ~» . It then
gradually extends ~ g to obtain ~» H,¢ by adapting the technique used in [28,32].
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Algorithm 2. Implementing G-fisheye (SC,CC)-consistency, executed by p;

operation X .write(v)
TOCO_broadcast(WRITE(X, v,1))
delivered; — false ;
wait until delivered; = true
end operation

operation X .read()
return v,
end operation

9: on toco_deliver WRITE(X, v, j)

10: Vg < V;

11: if (i = j) then delivered; < true endif
12: end on toco_deliver

6 Conclusion

This work was motivated by the increasing popularity of geographically distrib-
uted systems. We have presented a framework that enables to formally define
and reason about mixed consistency conditions in which the operations invoked
by nearby processes obey stronger consistency requirements than operations
invoked by remote ones. The framework is based on the concept of a proxim-
ity graph, which captures the “closeness” relationship between processes. As an
example, we have formally defined G-fisheye (SC,CC)-consistency, which com-
bines sequential consistency for operations by close processes with causal consis-
tency among all operations. We have also provided a formally proven protocol
for implementing G-fisheye (SC,CC)-consistency.

Another natural example that has been omitted from this paper for brevity
is G-fisheye (LIN,SC)-consistency, which combines linearizability for operations
by nearby nodes with an overall sequential consistency guarantee.

The significance of our approach is that the definitions of consistency con-
ditions are functional rather than operational. That is, they are independent
of a specific implementation, and provide a clear rigorous understanding of the
provided semantics. This formal underpinning comes with improved complexity
and performance, as illustrated in our implementation of G-fisheye (SC,CC)-
consistency, in which operations can terminate without waiting to synchronize
with remote parts of the system.

More generally, we expect the general philosophy we have presented to extend
to Convergent Replicated Datatypes (CRDT) in which not all operations are
commutative [29]. These CRDTs usually require at a minimum causal commu-
nications to implement eventual consistency. The hybridization we have proposed
opens up the path of CRDTs which are globally eventually consistent, and locally
sequentially consistent, a route we plan to explore in future work.
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Abstract. Full-text keywords search of the Web over structured peer-
to-peer networks shows promise to become an alternative to the state-of-
the-art search engines since P2P overlays propose means for decentralized
search across widely-distributed document collections. However, a disad-
vantage of structured P2P systems is that they consider only the problem
of searching for keys, and thus cannot perform content-based retrieval.
To deal with this problem, in this paper we consider a full-text retrieval
problem in structured P2P networks. Our keyword searching engine BI-
Chord is build on top of DHT-based P2P systems, entirely distributed,
uses bloom filters and inverted index and therefore scales well with the
size of the network. Experimental results show that our mechanism is
efficient, scalable and provides high quality of search results, i.e. the pre-
cision and recall metrics.

1 Introduction

In latest years, a main driver of innovation has been the World Wide Web,
letting publication at the scale of tens of millions of content authors. This explo-
sion of published information would be moot if the information could not be
found, annotated, and analyzed so that each user can quickly locate informa-
tion that is both relevant and comprehensive for their needs. While centralized
search engines work well, peer-to-peer Web search is worth studying. In fact,
Contemporary Web search engines are in essence centralized and require a cen-
tral coordination service, which, even when replicated, has been identified as a
major system bottleneck. Whereas, Web search over P2P overlay networks has
the potential to become an alternative to current Web search engines due to its
decentralized nature and favorable scalability properties.

Peer-to-peer systems supply good platforms for resource sharing. Among the
shared resource, the shared text documents, including scientific papers, legal
documents, inventory patents and etc., are important sources of knowledge. With
more and more documents being shared, we have to solve the problem: how to
locate the documents related to a multi keyword query in P2P systems.
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There are two classes of solutions currently proposed for decentralized peer-
to-peer web retrieval. With full-text retrieval in unstructured P2P networks
[7], queries are processed based on flooding. Unstructured P2P are commonly
believed to be the best candidate for supporting full-text retrieval because the
query evaluation operations can be handled at the nodes that store the relevant
documents. However, search recall is not guaranteed with acceptable communi-
cation cost using a flooding-based scheme.

Another class of protocols based on the Distributed Hash Table (DHT)
abstraction (CAN [21], Chord [24], Pastry [3], and Tapestry [28]) have been
proposed to address scalability. In these protocols, peers organize into a well
defined structure called overlay that is used for routing queries. Although DHT's
are elegant and scalable, their performance under the dynamic conditions com-
mon for peer-to-peer systems is unknown as DHT-based searching engines are
based on distributed indexes that partition a logically global inverted index in a
physically distributed manner. Due to the exact match problem of DHTs, such
schemes provide poor full-text search capacity. To deal with this problem, in this
paper, we are led to build a full-text retrieval engine in structured P2P networks
based on inverted index to accelerate query processing. The full-text retrieval
performance in structured P2P networks engine can be further enhanced using
bloom filter to improve search performance and resources availability. Our Peer-
to-Peer Information Retrieval approach called BI-Chord is built on top of Chord
structured P2P network. To reduce query processing costs in our approach, we
focus on using the inverted index that will be distributed to peers. Thereby, par-
titioning scheme is required. There are two straightforward partitioning schemes
for distributing the index: term also known as global partitioning and docu-
ment or local partitioning. The strategy chosen in BI-Chord is the document
partitioning.

More specifically, in this paper, we propose an efficient DHT-based keyword
searching engine, which use Bloom Filter encoding besides of inverted index
strategy.

We describe both techniques in more detail in Sect. 3. We showed that these
two properties guarantee effectiveness and efficiency, essentially.

In addition, our experimental results prove that the retrieval quality is effec-
tive to improve the retrieval performance in P2P systems and remains compa-
rable to state-of-the-art centralized search engines.

The remainder of the paper is organized as follows: In Sect.2 we present
the related work. Section 3 describes our peer-to-peer keyword searching engine
BI-Chord in detail. In Sect. 5 we present our performance evaluation and Sect. 6
concludes the paper.

2 Related Work

Peer-to-peer information retrieval has been an active research area for about a
decade. In this section we reveal the main solutions for P2P information retrieval
proposed in the literature over the years.
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Publish/subscribe systems are an alternative to query-based systems in cases
where the same information is asked for over and over, and where clients want
to get updated answers for the same query over a period of time. Recent pub-
lish /subscribe systems proposed by Kermarrec et al. in [16] have investigated this
paradigm in the P2P context. These systems are successfully used to decouple
distributed applications. However, their efficiency is closely tied to the topology
of the underlying network, the design of which has been neglected. Peer-to-peer
network topologies can offer inherently bounded delivery depth, load sharing,
and self-organisation.

Li et al. in [17] describe a system that hash each term into an Identifier and
store indices in a DHT using term Identifier as the key. These systems need
to intersect the inverted lists of terms to find documents that contain multiple
query terms. This cost grows proportionally with corpus size. Moreover, the
above systems use simple keyword matching, ignoring the advanced relevance
ranking algorithms devised by the IR community.

PlanetP [10] is a publish-subscribe service for P2P communities, supporting
content ranking search. PlanetP uses a Bloom filter to summarize contents on
each node and floods the summaries to the entire system. The system appears
to be limited to a few thousand peers.

Recent work in [7] propose a replication strategy to support efficient and effec-
tive full-text retrieval. Authors use replicating the optimal number of Bloom Fil-
ters instead of the raw documents. The problem of their replication strategies is
that items are replicated regardless of the popularity of the related queries. For
full-text search, documents and queries are both replicated to some randomly
selected nodes, raising possibly unacceptable storage and communication costs.
Chen et al. [6] designed and optimized Bloom Filter settings in a peer-to-peer mul-
tikeyword searching technique which requires intersection operations across Wide
Area Networks (WANS). Another technical challenge in this regard is sustainable
network connectivity. The mobility of such recommender systems requires effi-
cient, effective and reliable network technologies for sustainability [26].

Other way to reduce the bandwidth cost is effective intersection order opti-
mization strategy in Bloom Filter, implemented in [15]. This method can reduce
the search cost but the major drawback of this approach is, global keyword
information is gathered by using a push-synopsis gossip algorithm.

To deal with bandwidth cost, authors use precomputing the term-set-based
index, implemented in [8]. This proposition can significantly reduce the cost
and is efficient for multi keyword searching. However the disadvantage of this
approach is, exponentially growing index size. Podnar et al. [19] proposed to
index only highly discriminative keyword (HDK) to reduce such index size. But
if those keywords may rarely or never used in queries, causing high consumption
of bandwidth and storage.

Work in [12] shows that content-based query resolution is feasible in DHT sys-
tems if these are using Rendezvous Points (RP). More specifically the framework
proposes the registration of the content (i.e. attribute-value pairs that describe
the content) at RPs. Queries might then be routed, using Chord, to a predefined
set of RPs which consequently resolve the query.
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Freenet [9] is another distributed information storage and retrieval system
that uses instead an intelligent Depth-First-Search (DFS) mechanism to locate
the object keys in the system. The advantage of DFS search is that a small set
of peers can be queried quickly and efficiently; however by its nature it can take
a long time if we want to find all the results to a query.

Luu et al. introduce the ALVIS Peers system [18] a distributed global index
approach, with several innovations. During final result fusion each peer that
generated an index entry is contacted and asked to recompute the document
score based on global and local statistics, thereby generating globally comparable
scores. Instead of storing postings for individual terms, the authors use highly
discriminative keys. This introduces the problem of having to store many more
keys than in a conventional term-peer index. To mitigate this, in later work
Skobeltsyn et al. [22,23] they combine their approach with query-driven indexing
storing only popular keys in the index and apply top k result storing.

To solve the above problems, in this paper, we propose an efficient DHT-
based keyword searching engine, which use Bloom Filter encoding besides of
inverted index strategy.

3 Peer-to-peer Keyword Retrieval of the Web

Bloom Filter plays an important role in reducing network traffic in terms of
multi keyword search. It is an efficient data structure to represent a set S, which
can handle well queries such as “is the element z in set S”. By sending a bloom
filter i.e., an encoded document set, rather than raw document sets among each
participating peers helps in reducing the communication cost effectively. In this
section, we explain the theory behind Bloom filters. In Sect. 4, we present our
peer-to-peer keyword searching engine BI-Chord and focus on how to optimize
the communication cost of P2P multi-keyword search using Bloom Filter over
and above inverted index.

3.1 Bloom Filter

Consider an example which shows a simple network with peers P4 and Pg. The
peer P4 contains the set of documents A for a given keyword k4, and peer
Pg contains the set of documents B for another keyword k. AN B is the set
of all documents containing both k4 and k. A Bloom filter is a hash-based
data structure that summarizes membership in a set. By sending a Bloom filter
based on A instead of sending A itself, we reduce the amount of communication
required for Pp to determine AN B. The membership test returns false positives
with a tunable, predictable probability and never returns false negatives. Thus,
the intersection calculated by Pp will contain all of the true intersection, as well
as a few hits that contain only kp and not k4. The number of false positives
falls exponentially as the size of the Bloom filter increases.

The Bloom filter is an efficient, lossy way of describing sets. It is a data
structure used for representing a set of elements succinctly. A Bloom filter is a
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bit-vector V' of length m with a family of independent hash functions, each of
which maps from elements of the represented set to an integer in [0,m). To create
a representation of a set, each set element is hashed, and the bits in the vector
associated with the hash functions’ results are set. To verify whether the set
represented by a Bloom filter contains a given element, that element is hashed
and the corresponding bits in the filter are examined. If any of the bits are not
set, the represented set definitely does not contain the object. If all of the bits
are set, then, the set may contain the object; there is a non-zero probability that
it does not, however. This case is called a false positive, and the false positive
rate of a Bloom filter is a well-defined, linear function of its width, the number
of hash functions and the cardinality of the represented set [5].

Precisely, a filter is first encoded with each element in a set, and then queried
to determine the membership of a particular element. In the following, we briefly
summarize the working flow of the basic Bloom filter.

A Bloom filter includes a m-bit vector V' and a group of hash functions. For
a set of n elements, for example X = z1,xs,...,T,, the typical operations of a
basic Bloom filter are inserting the elements to the Bloom filter and querying the
Bloom filter for element membership. & hash functions, h(z), ho(x), ..., hx(z),
are used to complete both operations.

We continue by describing algorithms explanations.

(1) Inserting an element to a basic Bloom filter.
(i) Initialization the Bloom filter: set V to zero.
(ii) For V& € X , compute the hash values of z; by hi(z;),ha(xs),...,

hk; ($l>
(iii) Set the corresponding bits in V to “1”, that is, V[hi(z;)] = V]ha(x;)] =
oo =Vihg(z)] = 1.

(2) Element membership query
(i) For an element y, compute the hash values of it byhy(y), ha(y),. ..,
hi (y)-
(ii) Check the corresponding bits in array V. Rules for confirmation of
element membership of y in X are as follows.

If VIhi(y)&Viha(y)]& ... &V [hi(y)] = 1, the membership of y in X is con-
firmed.

Else, y is considered being not included in X.
In an element membership query, a positive false may happen when the mem-
bership of y in X is confirmed while it doesnot belong to X [13,27].

4 Peer-to-Peer Keyword Searching Engine

There are basically two ways to organize a text index incited by inverted index
structure in a distributed environment, in particular local (also called document)
index organization and global (or term) index organization. We focus on the case
of a local index organization, and consider a Bloom Filter encoding besides of
replication strategies. In this section, we first address a general review of our
DHT-based keyword searching engine BI-Chord. We then describe in Sect. 4.2
our approach to performing peer-to-peer searches efficiently.
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4.1 System Design

Fundamentally, full-text keyword search is the task of associating keywords with
document identifiers and later retrieving document identifiers that match com-
binations of keywords. To do this, our searching systems called BI-Chord use
inverted indices, which map each word found in any document to a list of the
documents in which the word appears. As mentioned above, an inverted index
is a mapping between words and document location sets. It’s main purpose is
to locate documents that contain a specific word. With a word-based location
service available, it is possible to do contents search on shared documents.

In our design BI-Chord, we propose a combination of the distributed lookup
protocol Chord [24] which can efficiently locate the node that stores a partic-
ular data item, and a Bloom Filter used for efficient exact match searches. A
fundamental problem that confronts structured peer-to-peer applications is to
efficiently locate the node that stores a particular data item. The distributed
lookup protocol Chord, employed in our proposition, addresses this problem.
Chord provides support for just one operation: given a key, it maps the key onto
a node. Data location can be easily implemented on top of Chord by associating
a key with each data item, and storing the key/data item pair at the node to
which the key maps. Chord adapts efficiently as nodes join and leave the system,
and can answer queries even if the system is continuously changing.

Each document is identified by a unique document identifier, assigned through
Chord protocol.

The Chord protocol uses SHA-1 as consistent hash function to assign an m-
bit identifier to each peer and each document (each document has a key that
can be a title or abstract).

An inverted index consists of many inverted lists, where each inverted list
contains the identifiers of all documents in the collection that contain the word
w, sorted by document identifier. Likewise, each query consists of a set of words
(query terms). The ranking is achieved by comparing the words found in the
document and in the query. More precisely, a ranking function assigns a score
to each document regarding the current query, based on the frequency of each
query word in the page and in the overall collection.

4.2 Inverted Index

For efficient query processing, our searching engine BI-Chord rely on indexing,
typically on a variation of the inverted index technique. The inverted index
maintains a vocabulary. Specifically, a list of all terms found in the document
collection, and a number of posting lists for all terms from the vocabulary. An
inverted (or posting) list of a term ¢ stores the references to all documents that
contain t together with some auxiliary information. In our case, we opted that
the auxiliary information will be the term frequency. we assign to each term in
a document a weight for that term, that depends on the number of occurrences
of the term in the document. We would like to compute a score between a query
term ¢ and a document d, based on the weight of ¢ in d. The simplest approach
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is to assign the weight to be equal to the number of occurrences of term ¢ in
document d.

The query in our DHT-based keyword searching engine can then be processed
by intersecting the inverted lists of all query terms, computing the scores of the
documents in the intersection and returning £ documents with the highest scores.

To reduce query processing costs in BI-Chord, the inverted index will be dis-
tributed. Thereby, partitioning scheme is required. There are two straightforward
partitioning schemes for distributing the index: Term also known global parti-
tioning and document or local partitioning. The first partitioning scheme called
term partitioning assigns terms to peers such that each peer maintains complete
posting lists for certain terms. To process a query only the peers responsible for
the query terms have to be contacted.

However indexing is costly and it is hard to balance the load as the term
frequency distribution follows a power law. Intersecting posting lists that are
stored on different servers can be time and bandwidth consuming. Thus, we
have favored document partitioning. The main reason for choosing document
partitioning is that in large P2P networks it is important to restrict the query
processing to a small number of peers instead of broadcasting each query to all
peers as in the case of document partitioning. Also the put/get interface of Chord
can be easily extended to support such a term partitioned index. An example
of our Chord-based keyword searching engine with a local index organization
is shown in Fig.1. we split the document collection in several sub-collections
and each sub-collection is indexed locally and independently on a different peer.
A query is processed by all peers in parallel and the final result is aggregated
from the top-k local answers supplied by each peer [11]. Important advantages
of document partitioning are the simplicity of the indexing procedure and nearly
even load balancing between the peers. On the other hand, each query has to be
processed by each peer which increases the processing costs.

word | docs

word | docs

N60

M—ooo

oo

Inverted List Inverted List

word | docs

N24

oo

Inverted List

Fig. 1. Distributing an inverted index across the Chord network
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An inverted index is a mapping between words and document location sets. It’s
main purpose is to locate documents that contain a specific word. With a word-
based location service available, it is possible to do contents search on shared doc-
uments. We assume that a search is performed on some global shared index. Since
the system cannot have any centralized structure, this index would have to be dis-
tributed evenly across the peers. To build such an index, each peer is required to
announce its contents, in the form (word, location). The location points to a doc-
ument stored on the peer that contains the given word. The inverted index is made
by collecting all the announcements. Searching for a word on the index returns the
list of all document locations that match that word.

Bloom Filter. In BI-Chord, the data structure Bloom Filter will represent
the set of documents and supports membership test queries. The advantage of a
Bloom Filter is that it uses significantly less space than a dictionary or hash table
of the elements in the set. In contrast, there is a small false-positive rate that can
be traded off against space (i.e., some elements may be reported as being in the
set when they are not), and a Bloom Filter cannot retrieve a list of the elements
in the represented set (we can only test if a given element is in the set). Bloom
Filters are used to efficiently compute the intersection between two sets stored on
different peers. We note that our search engine only return results that contain
all of the query terms. This means that significant savings can be obtained
during query execution under a global index organization, by first sending a
Bloom Filter of the document identifiers in the shortest inverted list, rather
than the complete list, to the next node. In fact, by transmitting the encoded
sets instead of raw sets among peers, the communication cost can be effectively
saved, and therefore network traffic will be conserved. Many of the document
identifiers in the shortest list will not find a match in the other lists, and thus
we only have to send a small subset of the items in the shortest inverted list in a
second round-trip, at which point any false positives can be detected. As shown
later in experiments, a high recall, corresponding to the number of retrieved
relevant documents divided by the number of relevant documents (see Sect. 5.2),
can be obtained by using one or more rounds of Bloom Filter exchanges before
sending the actual index items. In fact, by transmitting the encoded sets instead
of raw sets among peers, the quality of search can be effectively ameliorated. In
a nutshell, Bloom Filer is a simple space-efficient randomized data structure for
representing a set in order to support membership queries.

Top-k Query Processing. We apply in BI-Chord the Top-k query processing
inspired by the algorithms of [11] to combat the problem of extensive bandwidth
consumption. In fact, its main idea is to terminate the processing of a query as
early as possible and at the same time guarantee that the top-k results obtained
so far are correct. While resolving a multi-term query using the inverted index
there is no need to scan complete posting lists if only a top-k fraction of the
intersection is requested. Instead, the lists can be sorted according to the score
values and it is likely that the top-k query results can be found by probing the
documents found in the top-portions of the posting lists only.



Peer-to-Peer Full-Text Keyword Search of the Web 271

Replication Strategy. Structured Peer-to-Peer networks can be a successful
mechanism for full-text keyword search of the Web. However, current P2P pro-
tocols have long worst case query latencies which prevents them from being used
for real time applications. An obvious solution is to employ replication strategies
in order to reduce search and data-access latencies, since it should be efficient
and meanwhile facilitates efficient full-text keyword search.

Many replication methods are proposed for structured P2P networks, with a
specific main goal to achieve. In this paper we present a full-text keyword search
of the Web over structured peer-to-peer networks, that optimally shares sets of
distributed objects in dynamic large scale infrastructures. BI-Chord is based on
the implementation of a DHT (distributed hash table) in which the neighbor
replication method is used.

In the neighbor replication method, each peer maintains a list of neighbors
such as successor-lists and predecessor-lists in Chord or leaf-sets in pastry. In
neighbor replication, the data objects are stored not only in root peer but also
on its successor, or on its predecessor, or on its leaf-sets and or on the nodes
belonging to the same group as it. The root is node that stores the object location
information and it can be different to the owner which is the node that stores
the master copy of the object. Chord employs successors-lists replication. Pastry
and Kademlia DHTs employ leafsets replication [20].

For each data replication algorithm, there is a special maintenance protocol.
The idea is that the maintenance protocols must maintain k copies of each
data objects, stored on the root-peer neighbors, without violating the initial
placement strategy.

5 BI-Chord Performance

In this section, we provide an experimental evaluation of our peer-to-peer key-
word searching engine BI-Chord presented above.

5.1 Simulation Setup

To evaluate the performance of BI-Chord, we implemented it using OverSim
[2,4], the P2P Overlay Simulation Framework for OMNeT++ [1], and the Dis-
crete Event Simulator based on the INET Framework for OMNet++ [25]. We
implemented Chord complete set of functionalities, including the protocols nec-
essary for information retrieval including bloom filters.

We simulate BI-Chord to support a local inverted index. We split the doc-
ument collection in several sub-collections and each sub-collection is indexed
locally and independently on a different peer.

A query is processed by all peers in parallel and the final result is aggregated
from the top — k local answers supplied by each peer. For the experiments we
produce several lookup scenarios.

We conduct some experiments to see its performance on two standard
document collections where queries and relevance judgments were available
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Table 1. Document collections used in the experiments and their characteristics

CACM | MED
Number of documents 3204 1033
Number of single terms 3029 4315
Average number of words per document 18.4 46.6
Queries number 64 30
Average number of terms per query 9.3 9.5
Average number of relevant documents per query | 15.3 23.2

(CACM and MED). The collections used experimentally are characterized by
the statistics of Table 1. To measure BI-Chord recall and precision on the above
collections, we first distribute documents across a set of peers and then runs and
evaluates different search and retrieval algorithms.

5.2 Simulation Results

The two most frequent and basic measures for information retrieval effectiveness
are recall and precision.

— The recall is a main metric used to quantify the quality of search results,
and is defined as the number of retrieved relevant documents divided by the
number of relevant documents.

— The precision is another metric used to quantify the quality of search results,
and is defined as the number of retrieved relevant documents divided by the
number of retrieved documents.

Recall. In this experiment, we evaluate the recall that is the fraction of relevant
documents that are retrieved using the Eq. 1.

l t — it — retrieved
Recall = Alre eq;?:izlev;::ﬁbj itetssnge ) = P(retrieved|relevant) (1)

We first assess the performance of BI-Chord by representing its achieved
recall. Thus, we assume that when posting a query, the user also provides the
parameter k, which is the maximum number of documents that he is willing
to accept in answer to a query. Figure2(a) and (b) plots Chord-LSI average
precision over all provided queries as functions of for the MED and CACM
collections.

Figure2(a) and (b) report recall for both the CACM and the MED col-
lections, with respect to the number of documents that should be returned in
response to a query. These recalls are the mean of the recalls obtained after each
k relevant documents retrieved. In the simulation we vary the parameter k£ from
10 to 50. We find that when the setting of k varies, the recall of the BI-Chord
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Fig. 2. (a) Recall for the CACM collection with k increased and (b) recall for the MED
collection with k increased. k: upper limit on the number of documents that should be
returned in response to a query.

increases for both the CACM and the MED collections. When k is increased to
the value of 50, the recall reaches the maximum value which is 91.7 % for CACM
collections and reaches the maximum value 91.34 % for the MED collections.

The observation drawn from these figures is that our proposition recall grows
steadily when the maximum number of documents that peer is willing to accept
in answer to a query, increases. This is because more relevant documents are
retrieved. Hence, the result confirms that our peer-to-peer keyword searching
engine can reduce the computation time.

Results show that BI-Chord achieves an average query recall of 91 %. Basi-
cally, the recall in BI-Chord is relatively high, because all inverted lists are sorted
by Page rank and the answer set of each query is defined as the top-k results.
However, BI-Chord sets a stop condition for the Bloom filter, if too many false-
positive results occur, BI-Chord may not be able to retrieve k results, thus the
recall have not reached 100 %. Overall, BI-Chord provided a high recall.
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Fig. 3. Recall-precision curve for the CACM collection.

The Fig. 2 shows that our technique is relatively quite efficient if compared
quantitatively with classic IR systems. In fact, the average recall is about 91 %
of the returned documents will be evaluated by users as really relevant to the
query in BI-Chord.

Precision. Precision is the fraction of retrieved documents that are relevant.
Therefore, the precision in BI-Chord subspace is evaluated as Eq. 2.

l t — it — retrieved
Precision = A(relevan s — Teriene ) = P(relevant|retrieved) (2)
f(retrieved — items)

Figure 3 depicts the averaged recall-precision curve for all the 64 queries of
the CACM collection, i.e., the precision (averaged over all queries) for different
recall levels. The main observation that can be drawn from this figure, is that
precision is quite good at low recall.

We can observe that a 25% of the relevant services can be retrieved with
precision higher than 80 %, whereas for retrieving more than 60 % of the relevant
services the precision drops below 50 %.

The results reveal that the quality of the search results and the efficiency of
the system are quite acceptable. However, due to the false positives of Bloom
Filters, the returned results may contain undesired documents with very low
probability. This may lead to a slight decrease of the precision of the final results.
Nevertheless, it is fully comparable to the one obtained with a state-of-the-art
centralized query engine.

5.3 Performance Comparison

More related to BI-Chord information retrieval goals, PlanetP [10] and SWMS
[14] address the problems of Full-text keywords search of the Web.

The PlanetP system explores the construction of a content addressable pub-
lish/subscribe service using gossiping between peers of an unstructured peer-
to-peer community, while authors of [14] propose a Sliding Window improved
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Multi-keyword Searching method (SWMS) to index and search full-text for short
queries on DHT.

We assess BI-Chord’s performance by comparing its achieved recall and pre-
cision against these latter.

We use two collections of documents (and associated queries and human rel-
evance ranking) to measure BI-Chord’s performance. Table 1 presents the main
characteristics of these collections. These are among collections that were pre-
viously used to evaluate PlanetP and SWMS. Table2 shows average “Top-k”
having k=10 (see Sect. 4.2) performance for both collections : We make several
observations. First, our proposition BI-Chord tracks the performance of SWMS
closely, with an recall almost equal to 95 % for MED collection (respectively 93 %
for MED collection). To each collection the difference is no more than 2 %. Fur-
ther, BI-Chord’s performance is independent of collection, achieving nearly the
same performance for MED and CACM. For CACM collection, BI-Chord’s recall
(respectively precision) is higher 3% (respectively 4 %) of PlanetP’s. BI-Chord
get the best result. These small differences demonstrate that BI-Chord provides
high quality of search results and remains comparable to state-of-the-art search
engines.

Table 2. “Top-10” precision and recall for CACM and MED collections

BI-Chord
CACM | Recall 91 %
Precision | 54 %
MED | Recall 91 %
Precision | 59 %

6 Conclusion

DHT based peer-to-peer networks are well-suited for exact match lookups using
unique identifiers, but do not directly support text search. In this paper, a
multi-keyword searching mechanism based on bloom filter and inverted index
for structured P2P networks is proposed. Our main contribution lies in conduct-
ing a feasibility analysis for P2P Web search. Simulation results show that our
design outperforms existing work. In the future work, we will try to examine the
performance of more solutions by using larger scale data collections.

References

1. Omnet++ community site. http://www.omnetpp.org. Accessed January 2015
2. The oversim p2p simulator. http://www.oversim.org/. Accessed January 2015


http://www.omnetpp.org
http://www.oversim.org/

276

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

S.G. Fantar and H. Youssef

Rowstron, A., Druschel, P.: Pastry: scalable, decentralized object location and
routing for large-scale p2p systems. In: IFIP/ACM Middleware (2001)

Baumgart, 1., Heep, B., Krause, S.: Oversim: a flexible overlay network simulation
framework. In: Proceedings of 10th IEEE Global Internet Symposium in Conjunc-
tion with IEEE INFOCOM, Anchorage, AK, USA (2007)

Bloom, B.H.: Space/time trade-offs in hash coding with allowable errors. Commun.
ACM 13(7), 422-426 (1970)

Chen, H., Jin, H., Chen, L., Liu, Y., Ni, L.M.: Optimizing bloom filter settings
in peer-to-peer multikeyword searching. IEEE Trans. Knowl. Data Eng. 24(4),
692-706 (2012)

Chen, H., Jin, H., Luo, X., Liu, Y., Gu, T., Chen, K., Ni, L.M.: Bloomcast: efficient
and effective full-text retrieval in unstructured p2p networks. IEEE Trans. Parallel
Distrib. Syst. 23, 232-241 (2012)

Chen, H., Yan, J., Jin, H., Liu, Y., Ni, L.M.: Tss: efficient term set search in large
peer-to-peer textual collections. IEEE Trans. Comput. 59, 969-980 (2010)
Clarke, I., Sandberg, O., Wiley, B., Hong, T.W.: Freenet: a distributed anonymous
information storage and retrieval system. In: Federrath, H. (ed.) Designing Privacy
Enhancing Technologies. LNCS, vol. 2009, p. 46. Springer, Heidelberg (2001)
Cuenca-Acuna, F.M., Nguyen, T.D.: Text-based content search and retrieval in
ad hoc p2p communities. In: Gregori, E., Cherkasova, L., Cugola, G., Panzieri, F.,
Picco, G.P. (eds.) Web Engineering and Peer-to-Peer Computing. LNCS, vol. 2736,
pp. 220-234. Springer, Heidelberg (2002)

Fagin, R., Lotem, A., Naor, M.: Optimal aggregation algorithms for middleware.
J. Comput. Syst. Sci. 66(4), 614-656 (2003)

Gao, J., Steenkiste, P.: Design and evaluation of a distributed scalable content
discovery system. IEEE J. Sel. Areas Commun. 22, 5466 (2004)

Guo, D., Liu, Y., Li, X., Yang, P.: False negative problem of counting bloom filter.
IEEE Trans. Knowl. Data Eng. 22(5), 651-664 (2010)

Huang, S., Xue, G.-R., Zhu, X., Ge, Y.-F., Yu, Y.: DHT based searching improved
by sliding window. In: Li, Q., Wang, G., Feng, L. (eds.) WAIM 2004. LNCS, vol.
3129, pp. 208-217. Springer, Heidelberg (2004)

Jayalakshmi, G., Vijayalakshmi, M.: Effective multi keyword search over p2p net-
work using optimized bloom filter settings. Int. J. Emerg. Technol. Adv. Eng. 3(1),
85-93 (2013). Special Issue

Kermarrec, A.-M., Triantafillou, P.: X1 peer-to-peer pub/sub systems. ACM Com-
put. Surv. 46(2), 16:1-16:45 (2013)

Li, J., Loo, B.T., Hellerstein, J.M., Kaashoek, M.F.; Karger, D.R., Morris, R.: On
the feasibility of peer-to-peer web indexing and search. In: Kaashoek, M.F., Stoica,
I. (eds.) IPTPS 2003. LNCS, vol. 2735, pp. 207-215. Springer, Heidelberg (2003)
Luu, T., Klemm, F., Podnar, I., Rajman, M., Aberer, K.: Alvis peers: a scalable
full-text peer-to-peer retrieval engine. In: Workshop on Information Retrieval in
Peer-to-Peer Networks P2P-IR at CIKM 2006 (2006)

Podnar, I., Rajman, M., Luu, T., Klemm, F., Aberer, K.: Scalable peer-to-peer web
retrieval with highly discriminative keys. In: Proceedings of the 23rd International
Conference on Data Engineering, ICDE, Istanbul, Turkey, 15-20 April, pp. 1096—
1105 (2007)

Rahmani, M., Benchaiba, M.: A comparative study of replication schemes for struc-
tured p2p networks. In: The Ninth International Conference on Internet and Web
Applications and Services, ICIW 2014, pp. 147-158 (2014)

Ratnasamy, S., Francis, P., Handley, M., Karp, R., Shenker, S.: A scalable content
addressable network. In: ACM SIGCOMM, August 2001



22.

23.

24.

25.

26.

27.

28.

Peer-to-Peer Full-Text Keyword Search of the Web 277

Skobeltsyn, G., Luu, T., Podnar Zarko, 1., Rajman, M., Aberer, K.: Query-driven
indexing for peer-to-peer text retrieval. In: 16th International World Wide Web
Conference (WWW 2007). ACM, New York (2007)

Skobeltsyn, G., Luu, T., Podnar Zarko, 1., Rajman, M., Aberer, K.: Query-driven
indexing for scalable peer-to-peer text retrieval. Future Generat. Comput. Syst.
25, 89-99 (2009)

Stoica, I., Morris, R., Karger, D., Kaashoek, M.F., Balakrishnan, H.: Chord: a
scalable peer-to-peer lookup service for internet applications. In: ACM SIGCOMM,
pp. 149-160 (2001)

Varga, A.: The omnet++ discrete event simulation system. In: European Simula-
tion Multiconference (ESM 2001), hal-00250235, version 2, 25 February 2008, June
2001

Xia, F., Asabere, N.Y., Ahmed, A.M., Li, J., Kong, X.: Mobile multimedia rec-
ommendation in smart communities: a survey. IEEE access, CoRR abs/1312.6565
(2013)

Xie, K., Wen, J., Zhang, D., Xie, G.: Bloom filter query algorithm. J. Softw. 20(1),
96-108 (2009)

Zhao, B., Huang, L., Stribling, J., Rhea, S., Kubiatowicz, J.: Tapestry: a global-
scale overlay for rapid service deployment. IEEE J-SAC 22(1), 41-53 (2004)



Profiling Transactional Applications

Vincent Gramoli®2®) Rachid Guerraoui®, and Anne-Marie Kermarrec?

1 NICTA, Sydney, Australia
vincent.gramoli@sydney.edu.au
2 University of Sydney, Sydney, Australia
3 EPFL, Lausanne, Switzerland
rachid.guerraoui@epfl.ch
4 INRIA, Rennes, France
anne-marie.kermarrec@inria.fr

Abstract. What does it mean for two transactional applications to be
similar? We address this question in this paper by highlighting four dis-
tinctive features of transactional applications: (1) the transaction size,
i.e., the average number of memory accesses of the transactions; (2) the
read-write ratio, i.e., the ratio between the number of accesses that mod-
ify the data and those that do not; (3) the contention, i.e., the number
of concurrent accesses to the same shared data, such that at least one
of these accesses is a write; (4) the uniformity, i.e., the extend to which
transactions access distinct objects. We show that the similarity between
an application A and an application A’ can be derived from these features
and can be used to determine which concurrency control implementation
works best for A based on having tested which worked best for A’. We
convey the accuracy of the profiling and predictions based on a study
with six workloads and ten concurrency control mechanisms.

Keywords: Recommendation system - Performance - Collaborative fil-
tering - Concurrency control

1 Introduction

Profiling applications a priori is key to their effective deployment. The idea
is very simple: given some characteristics of an application computed a priori,
one can choose the best deployment scheme for the application without having
to go through exhaustive testing schemes that might sometimes not even be
possible. Profiling is particularly appealing for concurrent applications. In this
case, deployment includes, among other things, the choice of the underlying
concurrency control mechanism to ensure consistency despite concurrent accesses
to shared data. Adopting the wrong mechanism can hamper scalability and
impact performance by several orders of magnitude [13]. In addition, there are
multiple ways of combining existing mechanisms and going through exhaustive
testing may simply be impossible. Hence the need for profiling.

Yet, profiling concurrent applications is very challenging. This difficulty stems
from the inherent nondeterminism of concurrent applications as well as from the
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layout of the architecture where these programs run [8]. Furthermore, man-
ufactured hardware evolves rapidly by, for example, adopting different cache
coherence protocols [20] or multiplying the number of cores.

In this paper, we focus on transactional applications. We highlight four distinc-
tive features: (1) the transaction size, i.e., the average number of memory accesses
of the transactions; (2) the read-write ratio, i.e., the ratio between the number of
accesses that modify the data and those that do not; (3) the contention, i.e., the
number of concurrent accesses to the same shared data, such that at least one of
these accesses is a write; and (4) the uniformity, i.e., the extent to which trans-
actions access distinct objects. We show that these features can be computed for
an application A and are sufficient to determine its distance from an application
A’. In turn, this distance can help predict which concurrency control mechanisms
would best fit A based on results obtained on A’.

In some sense, this is like highlighting distinctive features of a person P
that would help compute similarities with another person P’ and help predict
which movies P would like most based on those that P’ enjoyed most. In our
context, we show for instance that if a new application is similar to others,
then the concurrency control mechanism that is known to benefit these latter
applications could intuitively benefit the new one as well. Or we can filter out
inappropriate concurrency controls based on the observed similarities between
applications and their individual performance.

This collaborative filtering technique was initially used to compute the simi-
larities between documents [26] and was more recently applied to measure simi-
larities in large data sets [27]. The key idea is to filter information based on the
collaboration of multiple participants or data sources. This technique is popular
for its effectiveness in recommendation systems: by collecting tastes and pref-
erences of many users regarding multiple items, the system can recommend an
item that one user is likely to prefer. Although similar, the problem we tackle
is not to recommend items based on their similarities but rather to suggest con-
currency control to applications based on application similarities. The benefit
of our approach is that the profile of an application is sufficient to select its
most suitable concurrency control, simply by comparing this profile against pro-
files of existing applications that were previously tested. In particular, it is not
necessary to test the new application to identify the concurrency control.

Using Synchrobench [13], we show experimentally that our approach is benefi-
cial to even a small set of applications by precisely identifying the discriminating
criteria. In particular, we show that the size of operations, the ratio of shared
write accesses over shared read accesses, the contention and the uniformity of
memory regions these applications access are effective criteria to compute sim-
ilarities between applications and to suggest concurrency controls that boost
performance. We evaluate our solution on 6 benchmarks for which workloads
exhibit a wide range of behaviors with respect to these criteria.

In addition, we applied our approach to 10 concurrency control mechanisms.
These mechanisms include various transactional algorithmic designs that are
known to affect performance [11]: concurrency control mechanisms that acquire
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locks eagerly (encounter-time locking), lazily (commit-time locking), that use
invisible writes, or visible (in-place) writes. These mechanisms are further refined
using different policies similar to existing contention managers [16,17,24,25].
These policies include “kill-attacker” that always aborts the transaction that
causes the conflict, the exponential backoff strategy that forces every restart-
ing transaction to wait a period that increases exponentially with its number of
restarts and a delaying contention manager that consists in restarting a transac-
tion, which aborted due to an unsuccessful attempt to acquire a lock, only after
the lock has been released.

Our experimental evaluation compares the performance in terms of through-
put and abort rates of all benchmarks and compute their distance using the
cosine similarity [26] of workloads based on the aforementioned criteria. Our
conclusion is fourfold. First, our results confirm that for a given benchmark and
depending on the concurrency control mechanism used in the benchmark, the
performance significantly varies for the same update ratios, hence motivating
the need for our solution. Second, our results indicate for instance that for data
structures that share similar criteria, like red-black trees and skip lists, the same
concurrency controls can benefit or penalize both corresponding benchmarks.
Third, for benchmarks that have notably different profiles a concurrency control
mechanism benefiting one may be substantially detrimental to the other. Finally,
seemingly identical benchmarks may have different profiles due to the way they
were tuned, performing differently with the same concurrency control.

Section 2 introduces the criteria to draw the profile of each concurrent work-
load, hence allowing us to compute similarities between them. Section 3 describes
the transaction algorithms and contention management mechanisms resulting in
the 10 concurrency control mechanisms we present. Section 4 depicts the perfor-
mance results of our benchmarks as the throughput and abort rates when using
each of the proposed mechanisms. Section 5 discusses how to extend our solution
to implement a fully automated framework that refines application similarities
based on previous runs of the applications. Section 6 presents the related work
and finally Sect.7 concludes the paper.

2 Workload Profiles

We define the profile of each workload as a set of four values, each representing
its characteristic according to a distinct attribute or dimension.

— Transaction Size: the transaction size captures the number of memory
accesses executed as part of the same transaction between its last (re-)start
and its commit.

— Write/Read Ratio: the mean ratio of the number of transactional write
accesses over the number of transactional read accesses executed by a single
transaction between its last (re-)start and its commit.

— Contention: the chance of conflicts inherent to this workload. Note that the
contention is not related to the write/read ratio as two transactions executing
mostly writes on disjoint data may not contend.
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— Uniformity: the level of uniformity in the distribution of transactional accesses
over memory locations. A lower value indicates skewness so that the same few
locations are more likely accessed by any transaction than other locations.
Note that the same workload can be skewed and not contended.

As we explain below, these four dimensions allow us to compare statically dif-
ferent workloads based on the distance between the vectors of their profile.

2.1 Workloads

To compare concurrency control, we evaluate six workloads freely available with
Synchrobench [13], a micro-benchmark suite for synchronization techniques. The
first workload is a hash table that maps a key to a value in constant size buckets
implemented as linked lists and where n threads execute the three operations
similarly to the list-based set workload. It features simple transactional opera-
tions put, delete, contains, that consists of adding, removing an element from
a set and checking for the presence of an element in the set, respectively. The
workload consists of spawning n threads that repeatedly execute randomly these
transactional operations with a proportion of put and delete over contains
specified with an update ratio u. These operations execute on a hash table initial-
ized with a given number of elements (indicated by parameter ), each operation
takes a value uniformly at random in a range of r possible values. Other work-
loads include a linked list, a red-black (RB) tree, an AVL speculation-friendly
(AVL SF) tree [5] and a skip list where n threads execute operations with the
same distribution. The last workload is a double-ended queue that consists of
an array where values are always enqueued at the head and dequeued from the
tail, hence implementing a queue abstraction (the update ratio is thus always
100 %).

2.2 Profile-Based Comparisons

To identify the profile of each of these applications, we ran experiments using
Synchrobench [13] and observed the size of transactions, compared the size of
the read-set or the number of shared read accesses within the same committing
transaction to the size of the write-set of the number of shared write accesses per
committing transactions. The profile of each workload namely the hash table,
the list-based set, the red-black tree, the speculation-friendly tree, the skip list
and the double-ended queue are depicted in Table 1. Given this profile, we can
measure the distance between two workloads depending on the offset between
their coordinates. We deduce the profile of each workload by observing the length
of transactions, the proportion of write vs. read accesses to the shared memory,
the frequencies at which two transactions access same shared locations and the
distribution of accessed locations.

Linked list transactions are larger than others as the number of accesses per
transaction is linear in the number of elements and the list contains as many ele-
ments as other structures. Empirically, we observed for 2'6-sized data structures
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Table 1. Profile of the workloads depending on the transaction size, the proportion of
write over read and the amount of conflicts

Workload |Hash table|Linked list RB tree| AVL SF tree|Skip list|Deque
Tx size — 4+ + + + —
Write /read |+ - - - - ++
Contention|— — + - + ++
Uniformity |++ + — - + —

that the average linked list transaction size was 66K . We also confirmed that
transactions were very small on constant access time data structures: we observed
5 shared accesses per transactions on hash tables and queues. Finally, we found
slightly varying transaction size on logarithmic access time data structures: 61
for the skip list, 40 for the red-black tree and 23 for the speculation-friendly tree.
These differences are reported in the row ‘T'x size’ of Table 1.

No operation in any workload has a number of write accesses linear in the
number of elements, this number is either constant in the linked list, queue,
hash table sizes and is typically logarithmic in the skip list size and it may be
logarithmic in the tree size when restructuring is involved. Experimentally, we
observed that the linked list has a ratio of write over read shared accesses of 32%
whereas the hash table experience a ratio that varies from % with a load factor
of 10 to % with a load factor of 1. The deque ratio is %, the skip list ratio is %,
the AVL SF tree ratio is % and the RB tree ratio is z.

The contention is induced by the probability for two operations to access
the same shared location so that at least one of these accesses is a write. This
is very likely for the deque as all operations write to the same 3 (on average)
locations located either at the head or the tail of the queue (depending whether
they enqueue or deque). Finally, the uniformity indicates the skewness in the
distribution of access locations among all locations. The deque as well as trees
are highly skewed as their head, tail and root are the most accessed locations.
The hash table experiences the highest uniformity because the hash function
tends to balance the accesses among all buckets.

Non-discriminating Criteria. If we represent the six workloads as three-
dimensional vectors by ignoring the fourth criterion (uniformity) (z,y,z) =
(1,2,1),(3,1,1),(2,1,2),(2,1,1),(2,1,2),(1,3,3) in the column order in which
they are listed in Table 1 then the Euclidean distance

V(@1 —22)2 + (y1 — y2)2 + (21 — 22)?

is 0 between skip list and red-black tree, the distance between each of these two
and the AVL SF tree is 1. The linked list is closer to the AVL SF tree (with
distance 4) than the skip list or red-black tree (5), the hash table is at distance
3 from the skip list or red-black tree, and at distance 2 from the AVL SF tree
and the two furthest workloads are AVL SF tree and deque with a distance of 9.
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Table 2. Similarities between workloads in term of the cosine similarity of their profile

[Hash table[Linked list[RB tree[AVL SF tree[Skip list[Deque]

Hash table 1 0 -0.41 0 0 -0.29
Linked list 0 1 0.4 0.67 0.58 -0.87
RB tree -0.41 0.4 1 0.7 0
AVL SF tree 0 0.67 1 0.58 -0.5
Skip list 0 0.58 0.7 0.58 1 -0.5
Deque -0.29 -0.87 0 -0.5 -0.5 1

This selection of three criteria does not help differentiating the skip list and
the red-black tree. Note that this observation holds regardless of the distance
metric we choose because the skip list and the red-black tree would share exactly
the same profile. To refine our profiles and differentiate these two workloads we
have to take into account the fourth criterion, namely uniformity.

Discriminating Criteria. Picking only three criteria may not be discriminat-
ing enough. If we refine our profiles using the four criteria, we can represent the
six workloads with four-dimensional vectors

w —1 1 0 0 0 ~1
| |0 —1 ~1 -1 -1 a0
y 1| =] lo ] |-1]]o0 1
z 1 0 ~1 —1 0 —1

Cosine Similarity. Given the fourth criteria, we can now refine our notion
of distance by taking the cosine similarity to compare the direction of these
vectors. Note that the cosine similarity is more effective to distinguish between
profiles that do not share a majority of coordinates than existing alternatives
like the Euclidean distance, the Pearson Correlation Coefficient or the Tanimoto
Coefficient [27].

The cosine similarity between two vectors vy = (w1, 21,y1,21) and vy =

(w27x27y2322) is:
V1 * V2 wlxw2+x1xx2+y1xy2—|—z1xz2

loill x [Joall — \JwZ a2 +y2 + 22 x JwI + 23 + 43 + 23

The cosine similarities between each pair of profiles is depicted in the sym-
metric Table 2.

3 Algorithms for Concurrency Control

To identify whether a specific concurrency control algorithm can benefit a particu-
lar workload, we choose four different transactional memory (TM) algorithms and
four different contention managers algorithms (CM). The three TM algorithms are
the following:
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EagerAcq: eager acquirement is a technique that consists of acquiring a
lock on some shared variable immediately. To allow for read sharing, our
transactions simply acquire a lock on the variables they attempt to update.
With eager acquirement, the transaction acquires the lock before deciding to
commit or abort.

InvWrite: invisible write is the technique of deferring the write to the com-
mit time of the transaction. With this approach a transaction that writes
some shared variables lets concurrent transactions access the same variables
between the time it “speculatively” writes them and the time it commits. This
is the technique used in TL2 [9], it shortens the average protection duration
of transactions by postponing all lock-acquirements to the commit phase.
WriteInPlace: as opposed to invisible writes, writing in place consists of
effectively updating the memory before reaching the commit. If the transaction
aborts, then some compensating actions must be executed to roll-back the
unsuccessful updates.

We also choose three different contention manager (CM) algorithms:

KillAttacker: this strategy consists simply of choosing to abort the trans-
action that detects the conflict (the attacker) rather than the other conflict-
ing transaction (the victim). A transaction is restarted immediately after it
aborts.

ExpBackoff: this strategy forces an aborting transaction to wait a duration
that increases exponentially with the number of aborts before restarting. Once
a transaction at some process commits, the next transaction executed by the
same process starts without any delay.

Delay: this strategy uses the same Kill Attacker strategy without restarting a
transaction immediately after it aborts. If a transaction aborts while trying to
access a locked variable, the transaction waits until the lock is released before
restarting.

Adaptive: this strategy maintains multiple metadata like the number of
restarts and a priority for each transaction to allow for a more elaborate
CM implementation, upon conflict resolution the transaction with the lowest
priority is aborted and after 4 restarts a transaction increases its priority to
increase its chance of committing.

4 Performance Results

In this section, we show that the similarity between workload profiles helps
choose a concurrency control that boosts performance and discard one that low-
ers performance.

4.1 Experimental Settings

The machine is a 32-way x86-64 Intel Xeon E5-2450 machine with 2 sockets of 8
hyperthreaded cores each running at 2.1 GHz Ubuntu 12.04.4 LTS and gcc 4.6.3.
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Fig. 1. The throughput of each concurrency control on various workloads when update
rate is 10 %

In all our experiments, we used TinySTM v1.0B [11] and Synchrobench v1.1.0-
alpha [13] to average the value over 5 runs of 2 s each for each individual point with
1,2, 4, 8,12, 16, 18, 20, 22, 24, 26, 28, 30 and 32 threads and update ratios 10 %
and 50 % effective (except for the double-ended queue whose operations are only
updates). All data structures have expected size of 216 during the experiments. The
reason of our choices is that TinySTM offers contention management and conflict
resolution policies that are common to most TM algorithms and Synchrobench
is the most comprehensive benchmark-suite for evaluating synchronization tech-
niques. The transactional memory (TM) algorithms include invisible write with
eager acquirement or lazy acquirement and visible write with eager acquirement.
The contention manager (CM) algorithms include the delay contention manager
that waits until a lock is released before restarting the transaction that aborted due
to its acquirement attempt, the strategy of killing the (attacker) transaction that
detects the conflicts with another (also called suicide), and the exponential back-
off strategy that consists of waiting before restarting for a duration that increases
exponentially each time the same transaction aborts.
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Fig. 2. The abort rate of each concurrency control on various workloads when update
rate is 10 %

4.2 Similar Profiles

Figurel gives the throughput as thousands of operations per second for each
workload with 10 % effective updates, meaning that 90 % of the operations never
modify the structure. The two workloads with the closest (most similar) profiles
are the red-black tree and the speculation-friendly AVL tree as they have the
same structure, however, the transactions execute differently on one or the other
because rebalancing is not executed as frequently. The speculation-friendly tree
has also shorter transactions and separate local rotation transactions that involve
a constant number of nodes whereas the global red-black tree rotation is one
unique transaction [5]. Due to this difference, the red-black tree throughput
suffers dramatically more from the use of EagerAcq and adaptive CM than the
speculation-friendly tree. Figure2 gives thousands of aborted transactions per
second in log scale for each workload with 10% of updates: the speculation-
friendly tree does not abort as often as the red-black tree but we can see that
WriteInPlace+Delay and EagerAcq+KillAttacker are combinations that trigger
lots of abort on both structures.

Figures 3 and 4 give respectively the throughput and abort rate of each work-
load with 50 % of updates. The skip list and the red-black tree, which have very
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Fig. 3. The throughput of each concurrency control on various workloads when update
rate is 50 %

close profile as well, experience very bad performance in the same scenario with
a TM with eager acquirement and an adaptive CM. This phenomenon is exacer-
bated under higher contention as depicted in Fig. 3. Actually, such a concurrency
control prevents the red-black tree from scaling up to 12 threads (resp. 8 threads)
at 10 % updates (resp. 50 % updates) while it prevents the skip list from scaling
to 26 threads (resp. 10 threads) at 10 % updates (resp. 80 % updates). Note that
this is not necessarily the case for other workloads, as the speculation-friendly
AVL and hash table experience reasonable performance with such a combination
of algorithms. Interestingly, the deque and the linked list experience bad perfor-
mance with the same combination, but it is clear that the drop in performance
is relatively more significant in the case of the red-black tree and the skip list
than the other workloads.

We also observe that the best combination for the skip list and the red-black
tree are similar: they tend to be boosted by the write-in-place and the invisible
write transactional strategies almost irrespective of the contention manager used
in combination. Moreover, besides the EagerAcq+AdaptiveCM combination we
can clearly see that any of the remaining combinations leads to performance
that are close to the peak performance of each of these two workloads, hence
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Fig. 4. The abort rate of each concurrency control on various workloads when update
rate is 50 %

indicating that all could be chosen with negligible impact on the performance of
these two workloads.

4.3 Different Profiles

The two workloads with the most different profiles, namely the linked list and the
double-ended queue, experience very different performance results, which con-
firms the matching to their profile dissimilarities. An important remark is that
our transactional algorithms are workload-oblivious, which is the reason why the
linked list performance does not scale (we left the evaluation of more appropriate
transactional algorithms, like Elastic [12] and Polymorphic transactions [15], to
future work).

The first observation is that the overall performance of the linked list and
double-ended queue (deque) is very different: the deque reaches the best peak
performance while the linked list reaches the lowest performance of all workloads,
which translates into a performance difference of up to 4 orders of magnitude
between these two extremes. Note that the linked list implements a set whose
operations may be read-only whereas the deque does not have read-only opera-
tions but the constant complexity of the deque pays off compared to the linear
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Table 3. Empirical evaluation of the best and worst TM and CM algorithms for each

workload
Workload | Hash table Linked list RB tree | AVL SF tree | Skip list Deque
Best TM | EagerAcq WritelnPlace | Inv. write | none WrInPlace | WrInPlace
Worst TM | WriteInPlace | EagerAcq EagerAcq | none EagerAcq | InWrite
Best CM | ExpBackoff | KillAtt Delay ExpBackoff | KillAtt ExpBackoff
Worst CM | Delay Adaptive Adaptive | Delay Adaptive | KillAtt

complexity of the linked list. Second, these two workloads do not maximize their
performance with the same algorithm, in particular, the best performance of the
linked list is reached when using the “Kill Attacker” contention manager, which
is actually the one that minimizes the performance of the deque, as summarized
in Table 3. Third, the linked list shows very distinct performance results depend-
ing on the algorithm used whereas the performance of the deque may perform
reasonably well with any concurrency control combination.

Interestingly, the same algorithm (EagerAcq+AdaptiveCM) minimizes the
performance of the linked list, the red-black tree and the skip list workloads,
which are all reasonably close. We can conclude that the workloads with similar
profiles tend to show similar performance when synchronized with the same con-
currency control while it is generally not the case for workloads of substantially
different profiles.

5 Discussion

Our preliminary results rely on static profiles that are computed prior to per-
formance evaluation and allow us to classify the best and worst concurrency
controls as summarized in Table 3. For this technique to be widely adopted, it is
necessary to feed this profile database at runtime with new workloads that run
for some time with randomly chosen concurrency controls. Once the profile of
the application is refined, the concurrency control that benefits workloads with
similar profiles is chosen to run the given workload. This process is restarted as
the database of profile is fed with new workloads.

A dynamic profiling at runtime can help progressively picking the right con-
currency control as the system learns about a growing amount of applications.
While there exist complex applications where a pattern evolves during the appli-
cation execution, we also notice that many applications use a recurrent workload
pattern (e.g., the STAMP vacation application [2] would exclusively use the red-
black tree structure).

An interesting direction to explore is thus to fully integrate our solution within
the applications so that each application could dynamically switch between con-
currency controls depending on its current execution pattern. Our previous work
on transaction polymorphism already proposes compatible concurrency controls
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within a single transactional memory system [14,15]. This compatibility guaran-
tees that transactions that abort can safely restart using a more appropriate con-
currency control mechanism while others are concurrently running with the old
concurrency control. This integration will facilitate the learning phase where infor-
mation regarding performance and workload profile criteria would be collected.
Finally, it would be ideal for our solution to automatically adjusts itself by adapt-
ing the weight of criteria based on past tests and observed performance results.

6 Related Work

Wang et al. exploited machine learning techniques to choose the best algorithms
to execute a particular transactional workload [21]. They characterize the profiles
of various workloads, including three data structure workloads, by approximating
the length of transactional and non-transactional executions in clock ticks. Here
we study six different data structures and we focus on transactional code, hence
using shared accesses rather than clock ticks to measure an execution length.

Castro et al. used machine learning for binding threads to cores to optimize
transactional applications but not to select the most suitable concurrency control
algorithms [4]. Interestingly, they extended their work to adapt thread affinity
at runtime and identified two workload characteristics in common with ours—
transaction size and contention—but to identify the best affinity, not the best
concurrency control algorithm [3].

Rughetti et al. implemented a technique to select the level of concurrency that
maximizes the performance of various applications including STAMP ones [22,23].
Didona et al. [10] determine dynamically the optimal level of parallelism by exploit-
ing online exploration in shared memory transactional applications and machine
learning in distributed transactional applications. One could benefit from our tech-
nique to select the ideal concurrency control before using theirs to select the ideal
level of concurrency.

Existing transactional memory algorithms feature various transaction algo-
rithms one can select statically, including TinySTM [11], RSTM [19], £-STM [12]
to name a few. Our work is motivated by the well-known observation that trans-
actional workloads are known to be highly dependent on the concurrency control
used [2].

Collaborative filtering was initially used to compute the similarity between
documents by Singhal [26] and was then applied to the context of data mining
to compute the similarity within the same cluster by Tan et al. [27] while Boutet
et al. [1] recently applied it to distributed recommendation systems. Lucia and
Ceze similarly exploited statistics in the Aviso framework [18] to predict the
possibilities of bugs and to avoid appropriately the failures in future executions
of the applications. Based on statistical inference Aviso schedules applications
differently. The technique exploits collaboration among applications similarly to
our approach but the goal of avoiding bugs differs from ours. As far we know, our
work is the first to exploit recommendation systems in the context of concurrent
applications.
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7 Conclusion

Based on the similarities between transactional applications, we built a recom-
mendation system to choose a concurrency control that maximizes performance
depending on application similarities. Using 10 concurrency control mechanisms,
our experiments show that the cosine similarity of 6 transactional workloads can
be used to determine suitable concurrency controls. The similarities between a
skip list and a red-black tree make their performance vulnerable to the same con-
currency control algorithms. Finally, seemingly identical tree structures may have
different profiles depending on their “speculation-friendliness”, leading potentially
to different performance with the same concurrency control.

Future work includes generalizing collaborative filtering on structures that
use different synchronization primitives, including an efficient lock-based binary
search tree [6] and CAS-based skip list [7]. The challenge here will be to propose
the adequate synchronization techniques (e.g., lock, CAS and transaction) for
an application based on its profile and the performance results observed with
other applications.
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Abstract. Cloud services are becoming centralized at several
geo-replicated datacentres. These services replicate data within a sin-
gle datacentre to tolerate isolated failures. Unfortunately, the effects of
a disaster cannot be avoided, as existing approaches migrate a copy of
data to backup datacentres only after data have been stored at a primary
datacentre. Upon disaster, all data not yet migrated can be lost.

In this paper, we propose and implement SDN-KVS, a disaster-
tolerant key-value store, which provides strong disaster resilience by
replicating data before storing. To this end, SDN-KVS features a novel
communication primitive, SDN-cast, that leverages Software Defined
Network (SDN) in two ways: it offers an SDN-multicast primitive to
replicate critical update request flows and an SDN-anycast primitive
to redirect request flows to the closest available datacentre. Our per-
formance evaluation indicates that SDN-KVS ensures no data loss and
that traffic gets redirected across long distance key-value store replicas
within 30 s after a datacentre outage.

1 Introduction

With the advent of cloud services, the computation needed by individuals is
progressively becoming geo-centralised in datacentres. While effective in terms
of management and costs, this centralisation puts services at risk in the face
of disasters, such as earthquakes or nuclear power plant explosions, which can
affect large geographical regions. Few years ago, these risks motivated Wall Street
financial institutions to build datacentres outside the blast radius of a nuclear
attack on New York City, creating a ring of land in New Jersey called the “Dough-
nut”,! illustrated in Fig. 1. Located within a range of 30 to 70km from the city
centre, these backup datacentres aim to maintain rapid data transfer with the
CBD to mitigate disasters.

Making services tolerant to disasters can be particularly challenging. Con-
sider a fault-tolerant key-value store, which serves get and put requests from

NICTA is funded by the Australian Government through the Department of Commu-
nications and the Australian Research Council through the ICT Centre of Excellence
Program.
! http://www.datacentreknowledge.com /archives/2008,/03,/10/
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Fig.1. The New York doughnut represents the locations where financial companies
replicate their datacentres

clients; various possible implementations (e.g., MongoDB, IBM’s Spinnaker,
Amazon’s SimpleDB) are offered by cloud service providers. Despite their sim-
plicity, these applications tolerate isolated failures but not disasters by instantly
replicating the effect of an update, say a successful put request, to multiple
servers in one (not multiple) datacentre. Existing alternatives can mitigate dis-
aster effects with mirroring, replication and logging techniques across datacentres
of distant geographical locations [15,16,19]. Typically, these solutions store the
client data at one of these replicated datacentres before starting the migration to
another datacentre as depicted in Fig. 2a. The challenge is then to minimise the
migration delay as this may translate into some amount of data that can be lost
during a disaster, also known as non-nil Recovery Point Objective (RPO) [17]. In
this scenario, data are vulnerable to disasters between the time they are stored
at the first datacentre and the time they are fully copied or logged at remote
places. If a disaster affects the first datacentre, data stored but not migrated
become unavailable until recovery or can even be definitely lost.

In this paper, we propose SDN-KVS, a consistent SDN-based Key-Value
Store that adopts the opposite approach of replicating before storing. To this
end, we leverage Software Defined Networks (SDN), namely the decoupling of
control functions from the data processing and forwarding functions remotely
controllable. In particular, we replicate the network flows even before data are
actually stored at any datacentre as illustrated in Fig.2b (this is the multicast
feature of SDN-cast). Once the client issues a request to a particular datacentre,
an SDN-enabled switch located at the edge of the network (outside any data-
centre), duplicates the critical request flow and forwards a copy to two identical
versions of the Key-Value Store service running at the targeted datacentre and



Disaster-Tolerant Storage with SDN 295

lIV

i |
2. Replic‘eﬁ?—""

1. Store

1. Repllcaﬂ
Client 1
Client 2
Client 3

(a) Existing fault-tolerant solutions store  (b) SDN-cast replicates data before stor-
data before replicating them through ing them: the network duplicates the crit-
mirroring or logging: the non yet repli- ical traffic to remote datacentres

cated data get lost upon disaster

Fig. 2. SDN-cast proactively ensures data persistence as opposed to approaches that
use a best effort recovery of data after disasters

at the backup datacentre. By duplicating the traffic at the network level, the
storage application guarantees that the data is already replicated before it is
stored. This is in contrast with previous solutions that require to first receive
data before the mirroring, the replication or the remote logging of data can start.

Another consequence of disasters is the network outage that prevents remote
clients from accessing the running backup service during a period of time,
referred to as the Recovery Time Objective (RTO) [17]. More specifically, if a
backup server starts rapidly operating using a different IP address, it may not be
instantaneously accessible as refreshing DNS caches at the edge of the network
could take hours or even days. The main problem is that the network itself takes
a long time to recover from a disaster, hence delaying the application recovery.
Our solution detects effectively outage at the network level to minimize RTO.
The key to rapidly redirect the traffic to a backup datacentre is to distribute
the network control that is usually centralized in the network core—typically in
the datacentre network—to the network edge (this redirection is handled by the
anycast feature of SDN-cast).

We evaluate SDN-KVS on top of an emulated wide area network connecting
a client to two geo-replicated datacentres in Australia and Ireland, each running
a copy of our key-value store application. Although not guaranteed to share the
same state, our key-value store instances are strongly consistent and tolerate
isolated failures by exploiting intra-datacentre replication but relies on our SDN-
cast solution to cope with disasters. In this evaluation we demonstrate how SDN-
multicast duplicates the flows between multiple datacentres while SDN-anycast
detects edge failures in Sydney to redirect the traffic to the backup datacentre
in Dublin. Results show that SDN-cast can achieve a nil RPO and a 30s RTO,
meeting higher disaster recovery objectives than any technique we are aware of.

The remainder of the paper is organised as follows. In Sect. 2, we evaluate the
effects of disasters on data and explain how existing solutions aim at mitigating
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these effects. In Sect.3 we present SDN-KVS. In Sect.4 we show empirically
that it ensures 30s RTO and nil RPO. In Sect. 5, we present the related work.
Finally, Sect. 6 discusses our solution and concludes.

2 On the Impact of Disasters on the Cloud

In this section, we present the problem of making cloud storage services disaster-
tolerant. We first present the impact of disasters on cloud storage services before
explaining why existing approaches may suffer from disasters.

2.1 The Case of Amazon Datacentres

Even common natural disasters can have important consequences on cloud com-
puting services. On June 14th 2012, Amazon’s datacentre in West Virginia (also
known as its US-east-1 region) experienced a power outage of only half an hour.
While the cause may seem negligible (severe storms), the consequences of this
outage were dramatic for all the companies that relied on the Amazon Web
Services running in West Virginia datacentre at that time. More precisely, the
outage affected companies, like Pinterest and Instagram during up to 15h?,
because the power outage induced a cascade of problems affecting the whole
service infrastructure of these companies. Larger disasters, as the extreme heat
that led to the 2012 India blackout whose power outage affected 9 % of the world
population, could potentially have more important consequences.

In fact, datacentre service outages represent a key challenge of cloud com-
puting. A recent survey indicates that the cumulative datacentre outage in the
US in 2010 was 134 min, translating into a cost of $680,000. Three years later
the datacentre service downtime reduced to 119 min, however, the related cost
increased to $901,500. This cost increase reflects that more critical services are
outsourced to the cloud environment making the financial loss more important
in case of failures.?

Read-only cloud services, like web services, are easy to make tolerant to dis-
asters. As long as the service does not store client-generated content, the service
can simply be copied across geo-replicated datacentres to achieve disaster tol-
erance. In the Amazon US-east-1 region outage scenario, Netflix, which offers
video-on-demand services, minimized service outage by simply redirecting the
traffic towards a secondary Amazon datacentre.* The problem is more com-
plex for services that store client-generated content: their customer may request
updates at any time but require their requests to be safely stored in real-time.
One popular example of such storage service is the key-value store service.

2 https://gigaom.com/2012/06 /29 /some-of-amazon-web-services-are-down-again /.

3 http://www.datacentreknowledge.com/archives/2013/12/03/
study-cost-data-center-downtime-rising/.

4 http://www.nytimes.com/2011/04/23/technology/23cloud.html.
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2.2 Recovering a Storage Service After a Disaster

Key-value stores are cloud services popularized by the NoSQL movement that
favoured simplicity over expressivity of data access. They offer a simple interface
to manipulate key-value pairs, which exports get, put and update functions that
respectively retrieve, insert and modify a pair of key and value. A key-value store
achieves fault-tolerance by making sure that the effects of an update request (put
and update) on a specific key-value pair get replicated at multiple servers.

While appealing, the replication needed for fault-tolerance also raises prob-
lems related to the consistency of data, as communication must occur between
servers to ensure that the new value updated by a client is propagated to multi-
ple servers. There are various forms of consistency provided by key-value stores
ranging essentially from eventual consistency to strong consistency. To ensure
the uniqueness of the value of a data, two concurrent updates of the same key,
say put(k,v) and put(k,v’) requests, should be consistently ordered by all
servers. This can be achieved using timestamps computed based on the unique
IP address of some server and a local counter that together “tag” the version
of a value, indicating for example that v’ is more up-to-date than v. This is
similar to the technique used by multi-writer atomic register implementations in
the message passing model [12].

Another consistency requirement is that a second update, issued after a first
one on the same key has completed, should always have a value tagged with a
later version. This requires that each request, whether it be a read-only, like a
get, or an update, like a put, starts by requesting the current highest version
to a quorum (i.e., a mutually intersecting set) of servers before proceeding with
propagating the most up-to-date value with the largest version. One example,
employed by Dynamo [4] is to propagate any write request on a key to a quorum
of two replicas of this key to guarantee fault tolerance of the data propagated.
Using a quorum system, the read/write requests are strongly consistent. Note
that a quorum system within a datacentre can be reconfigured to tolerate an
unbounded number of isolated failures [3] but cannot tolerate disaster.

3 SDN-KVS: Disaster-Tolerant Key-Value Store

To tolerate failures and disasters our approach is twofold. As for fault-tolerance,
we replicate all data within a datacentre where communication cost is low. This
guarantees that the data persist despite isolated failures. We also replicate criti-
cal traffic (e.g., put requests) to a datacentre towards a second datacentre located
in a different region, similar to the backup datacentre in New Jersey. It is the
responsibility of the client to distinguish normal from critical traffic (e.g., by
establishing separate connections), as cross-regions critical traffic experiences
significant delays compared to non-critical traffic within a local region.

3.1 Correctness and Resilience Across Regions

Our key-value store guarantees the strongest form of consistency we know
of, called linearizability [7]. Within the same datacentre this is ensured using
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quorum systems and global timestamp as previously discussed: fetching a key-
value pair (resp. the highest version of the storage) requires to contact a set of
servers that includes at least one of the servers where the last update of the
corresponding pair (resp. the highest version of the storage) was replicated.

To globally guarantee strong consistency, we need additional requirements.
Provided that remote datacentres share a common initial state, say as given
by some common virtual machine image, replicating critical traffic across dat-
acentres guarantees that critical data is not lost upon geo-localized disaster,
even if an entire datacentre goes down. It is also important to guarantee that
the key-value store services respond identically to write requests despite pos-
sible reordering of requests at distant locations. Our implementation actually
acknowledges identically a put and an update even though the corresponding
request does not succeed in updating the store. This ensures that when two
distant servers receive two update requests in different order, the corresponding
response is identical (simply acknowledged). Note that these requests necessarily
come from distinct clients as our new SDN-cast primitive uses exclusively TCP
as we describe below.

While linearizable, both datacentres may have distinct states because of dis-
tinct ordering of concurrent updates. As each client directly connects to the
closest datacenter before or after a disaster, the only problem arises when a dis-
aster occurs: the same client may read twice the same data item and observe a
different results at the first datacentre right before the disaster and at the backup
datacentre right after the disaster. In this case, we require that the client syn-
chronises with the newly contacted datacentre before issuing requests (this is
made possible as the application receives a RST packet in case of disaster as we
describe later).

g server n g servern
= = cever2 %4/> g’ server 2
client server 1 client o g” server 1

(a) SDN-multicast transparently forks (b) SDN-anycast redirects the traffic

TCP flows to n servers in separate dat- from one server in the primary datacen-

acentres, allowing for data replication in  tre to the server of a remote available

real time datacentre upon network outage detec-
tion

Fig. 3. SDN-cast (a) duplicates critical traffic to two datacentres before disasters and
(b) redirects the traffic to the backup datacentre upon disaster

The two components of SDN-cast, namely SDN-multicast and SDN-anycast,
are depicted in Fig. 3. When the client sends a critical (put) request to a datacen-
tre, SDN-multicast forks the TCP connection to multiple datacentres, thereby
replicating the information before storing it (see Sect.3.2). This is transparent
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to the client: when it receives an acknowledgement, it has already been safely
replicated at different geographical locations. This guarantees that the sent data
will persist despite a disaster. SDN-multicast hence achieves a nil RPO for all
successful critical requests.

Upon detection of a network disaster, SDN-anycast redirects the traffic to
backup datacentres, thereby guaranteeing that the data can still be accessed.
This is used both for access to the critical data, which was geo-replicated by SDN-
multicast, and to redirect all traffic to the surviving datacentres. As opposed to
other approaches, SDN-anycast uses network-level failure detection to achieve a
RTO of about 30s (see Sect. 3.3).

The control plane is located at the edge to cope with region-wide disasters.
(Note that the case of a disaster occurring at the network edge is of limited
interest as the client would be affected by the disaster even if the datacentres
were not.)

3.2 SDN-Based Multicast for a Nil RPO

The forking mechanism can be placed anywhere on the path between clients and
servers. When traffic destined to any server under its jurisdiction is received,
it replicates the packets to the whole set of live servers. From the client’s per-
spective, the forking mechanism maintains the end-to-end reliability semantics
of TCP: data is acknowledged only when all live servers have acknowledged it.
This mechanism is illustrated in Fig.4 in the case of two servers.

In order not to break the TCP session on any side (client or servers) of
the connection, special care must be taken when replicating the packets. The
client sends data from its own sequence space, and so does each server. Sequence
and acknowledgement numbers therefore need to be adjusted depending on the
server before packets are sent. To do so the TCP forking mechanism records
the initial sequence number on the first (SYN) return packet it sees (dcI_seq in
Fig.4). It then computes and stores an offset from the initial sequence number
of each of the other servers (Offsety, = dc2_seq — dcl_seq in the figure). This
offset is added to the sequence number of return packets, and subtracted from
the acknowledgement number on replicated forward packets. This allows to map
the client’s view of the server’s sequence space to the actual range used by each
server.

Once the connection is properly open at the client and servers, the former
can send any data, such as put instructions for the key—value store. The switch
transparently duplicates the TCP stream to all live servers, and an acknowledge-
ment is sent back to the client only once successfully received by all servers. This
assumes that all servers to which the traffic is replicated reply with exactly the
same message. This is not unreasonable, as all servers are identical, varying only
in their location, and expected to handle the data they receive in the same way.
The connection can finally be closed in a similar fashion, with FINs and ACKs
being transparently replicated (and their sequence/ack numbers adjusted), until
the slowest server closes its side, letting the client finalise its.
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Fig. 4. Mechanism for forking a TCP connection: the client establishes a normal con-
nection to Server 1; the Switch replicates the traffic to Server 2; return traffic from the
servers is only forwarded to the client when both servers have replied; sequence num-
bers and acknowledgements are adjusted by recording and applying offsets between
servers’s sequence numbers as needed

It is important to note that only a few fields are manipulated in the switch.
Sequence, or acknowledgement numbers—depending on the direction of the
traffic—have a static offset applied. SACK options are left untouched, but force-
fully disabled during the initial handshake to force a fallback to cumulative
ACKs. Beyond these changes, the TCP packet is left untouched. This allows to
leverage the TCP stacks of the endpoints (client and servers) to take care of rate
adaptation and loss recovery. As the end-to-end semantics and control of TCP
is preserved, the client and servers will however exchange packets as allowed by
the slowest link.

3.3 SDN-Based Anycast for Minimum RTO

SDN-anycast uses SDN-enabled switches connected to controllers located at
the edge of the network to redirect flows upon network outage. In order to
decide when to start the redirection, we propose a mechanism inside the edge
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controller. As SDN-anycast can detect network outage using lower level proto-
cols (e.g., LLDP, ICMP or transport timeouts, as used in Algorithm 1), it can
responsively redirect the traffic with minimum delays. This detection algorithm
takes information from the various edge switches while the decision is centrally
taken by the SDN controller responsible for these switches. This centralised algo-
rithm, presented in Algorithm 1, aims to minimise the RTO depending on the
number of services currently deployed.

Data: Client flow to service

Result: Possible detection of failure

detection;

if duplicate packet from client then

possibleFailure ++ ;

if possibleFailure > Threshold then
add action to rewrite packets for Service to alternative server ;
for every connections affected by failure do

‘ send RST packet ;

end

end

else

if packet from Service then

‘ possibleFailure = 0;
end

end

Algorithm 1. Detection of server failure through TCP timeouts, and mit-
igation by forcing a new connection

4 Experimental Evaluation

In this section, we show empirically that SDN-anycast recovers the throughput
and latency of the key-value store service within RTO < 30s and that SDN-
multicast increases the cumulated goodput by forking TCP connections between
a single client and multiple geo-replicated datacentres to achieve nil RPO with no
client or inter-datacentre overhead. We used Mininet [6] and the Python-based
POX controller to evaluate the performance of our geo-replicated key-value store
in the face of disaster.

4.1 Recovering Storage Service with SDN-Anycast

To evaluate the Recovery Time Objective (RTO) SDN-cast achieves, we deployed
our solution over a topology comprising a local datacentre in Sydney, Australia,
and a remote one of in Dublin, Ireland (see Fig.5). These are the current respec-
tive locations of Amazon’s existing AP-southeast-2 and EU-west-1 regions. Note
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that this represents one of the greatest distance between datacentres worldwide
(~17,200 km) whereas most backup datacentres are located within only 30-70 km
from the primary datacentre, as we illustrated in Fig.1. Both datacentres run
the same image of the service in the same initial empty state replicated on a
distributed system of 9 machines with quorums of size 5.

Primary server farm Secondary server farm

! Datacenter operated (g
controllers

= =

’

N
e N

s3

RTT =10ms
C = 100Mbit/s

RTT = 340ms
C = 100Mbit/s

------- ]

Edge controller

client

Fig. 5. Experimental topology deployed in Mininet to represent a client accessing a
local datacentre in Sydney (left) and a remote datacentre in Dublin, Ireland (right)

The link from switches ss to s3 has a one-way delay of 5 ms and a capacity of
100 Mbit/s whereas the link from s, to s4 has a delay of 170 ms and a capacity of
100 Mbit/s (the RTT between the Sydney and Ireland Amazon EC2 datacentres
is about 340 ms). Inside each datacentre, we have configured a key—value store
over a quorum system of nine servers, meaning that a server receiving put,
update or get requests exchanges messages with 8 or 9 other replicas before
acknowledging the client of the success of its request, hence guaranteeing a high
level of intra-datacentre fault tolerance. Both switches s3 and ss act as load
balancers inside each datacentre.

Our experiment scenario is as follows. At time ¢ = 0, one of the client starts
reading from the local datacentre as fast as possible, filling the pipe between
sg and s3. At time t = 200, we emulate a disaster by cutting the link between
so and s3. Once the connection is cut, the TCP client starts retransmitting
unacknowledged packets. The controller can therefore learn that a possible dis-
aster has occurred in the network. As we fixed the detection threshold described
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Fig. 6. SDN-anycast allows to achieve fast service recovery (i.e., RT'O < 30s) and no
data loss (i.e., nil RPO) across the globe

in Algorithm 1 to 5 packets, the waiting period varies from 15 to 25s. After
this inactive period, the controller instructs the switch to redirect traffic to the
secondary datacentre, and to terminate the connections with the now-defunct
primary datacentre. The client then reconnects to the service with the same IP
address but traffic is directed to the second datacentre.

In Fig. 6, we present RTT and throughput measurements extracted from the
captured trace at the client side. Figure 6a shows the RTT computed by the TCP
sender. In particular, we can see that during the first 200 s the flow experienced
an RTT of around 100 ms. During the second 200s period, the flow experiences
a minimum RTT of 340 ms necessary to reach the remote datacentre. Figure 6b
presents the throughput achieved by the TCP flow. As expected, when the delay
is short, the TCP connection is able to fill the pipe when accessing the local
datacentre. With a larger RTT it however becomes impossible for TCP to fully
utilise the pipe. Nonetheless, the connection was successfully switched over to the
Irish datacentre when the Sydney one failed. Using this technique, we empirically
observed an RTO lower than 30s.

4.2 Service Goodput of SDN-Multicast

The benefit of SDN-multicast in our scenario is to avoid the need of application-
level replication, as it directly integrates the same service within the network.
This reduces the number of communication between members of a group.

More specifically, a client process sends a message to a group of server
processes by initiating a single TCP connection through which it sends mul-
tiple messages. All messages are reliably delivered in-order to all servers. The
TCP acknowledgements are simply collected at the switch level. Once all servers
have acknowledged a specific sequence, the switch forwards the acknowledgement
to the client.

In order to illustrate this use-case, we deployed our forking solution over
a simple topology similar to the one presented in Fig.3b where we varied the
number of servers from 1 to 6. In this series of experiments we set identical RTTs
between the set of servers and the client, and links capacity to 100 Mbit /s.
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Fig. 7. Performance evaluation of SDN-multicast to up to 6 datacenters concurrently

Figure 7 presents the service goodput, defined as the number of bytes trans-
mitted and acknowledged by all servers, as a function of time. As OpenFlow <1.3
does not currently offer actions to rewrite TCP sequence or acknowledgement
fields, we had to let the switches forward all packets to the controller, hence
creating a significant overhead and loss of performances: ideally, we would have
expected a linear relation between the number of servers and the gain in goodput.
Nevertheless, we can observe that our solution increases the service goodput. We
envision this increase to become even more significant when OpenFlow switches
support the necessary actions.

5 Related Work

Synchronous Replication. Data persistence in case of disasters was explored
in the context of databases [5] and gained momentum recently with the geo-
centralization of data in cloud datacentres. While asynchronous replication [10, 16]
was shown in practice to be effective to limit bandwidth consumption, synchro-
nous replication is needed to prevent data losses [15,19]. Synchronous replication
requires first to store the data then to replicate the data somewhere else before
acknowledging the client, a lengthy process generally suited for relatively short
distances. Our approach is the opposite: first to replicate the traffic to store data
at multiple locations concurrently before acknowledging the client.

Manipulation of Network Flows. Many solutions have been proposed, over the
last fifteen years, to extend network functionalities. They generally vary in terms
of the layer at which they are implemented and the location (e.g., end-host, edge
or core) of their deployment. Table 1 compares the features of various proposals,
presented below, to SDN-cast, in terms of multicast capabilities, geo-localized
disaster recovery and transparency to the client.
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Table 1. Feature comparison of SDN-cast with related work

NAT | TCP |Flow MPTCP | Any- Dr. SDN-
Splice | Aggregation [2] | [1] cast [18] | Multi- | Cast
[13] SCTP cast
Multicast X X X X X v v
Recovery X X X v v X v
Transparency | v/ X X X v X v

Similar to our proposal, solutions based on middle-boxes have been widely
adopted in today’s Internet. In particular, Network Address Translation (NAT)
offers transparent static redirection services to end-user applications, and are
generally deployed at the edge of the networks. TCPSplice [13] is a kernel-land
TCP proxy allowing to intercept and redirect TCP sessions. Unlike applica-
tion proxies, it offers near router speed performance. To mitigate the problems
introduced by wireless communication, and use the links more efficiently, a flow
aggregator inside a TCP proxy was proposed to allow to adapt the protocol
to better use GSM links [2]. thoroughly studied [8,14]. Although they provide
many advantages, it is well-known that they introduce limitations for the evo-
lution of end-to-end protocol such as TCP [8]. Nonetheless, as compared to our
in-network layer-4 switch proposal, none of these solutions support both dynamic
redirection of traffic and flow replication to multiple destinations.

Transport protocols supporting multiple paths such as MPTCP [1] or SCTP
allows the use multiple paths within the same transport session. This is instru-
mental in supporting network fail-over by switching from one interface to another
without connection disruption. However, switching conditions are hard-coded in
the transport, and cannot be adjusted depending on arbitrary parameters. Unlike
SDN-multicast, however, each end-to-end sessions can only be established to a
single host, and cannot be failed-over to different, or multicasted to several,
servers. Moreover, both protocols require support at both end-hosts to be used.

Dr. Multicast [18] provides multicast functionalities by coping with the lim-
ited scalability of IP multicast within one datacentre, however, it is not trans-
parent as it requires the client to catch system calls and converts IP multicast
addresses.

Software Defined Network (SDN). SDN offers inherent fault tolerance capabil-
ities by allowing a controller to use lower layer signals such as LLDP to detect
link failures in a timely fashion, and to adjust the behaviour of the switches it
controls. This technique has therefore been suggested to reconfigure networks
upon failures, especially in the context of datacentre networking [9]. SDN was
recently used to mitigate the effects of disasters [20], similarly to our SDN-
anycast feature. The goal was however to use alternative network paths in case
of path failures, and this solution does not cope with the problem of data loss
that SDN-multicast addresses: it only mitigates the effects of disasters rather
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than avoiding them. The use of multiple controllers was already shown effective
in reducing the fault-tolerance of a particular SDN using NOX controllers and
the Mininet virtualised environment [11]. In SDN-multicast, we leverage these
capabilities to implement layer-4 switching mechanisms to improve RTOs and
RPOs.

6 Discussion and Conclusion

We proposed SDN-KVS, a disaster-tolerant storage that exploits a novel SDN-
cast communication paradigm to avoid losses of critical data. Even at extreme
distances (Australia to Ireland), SDN-KVS achieves a 30s RTO and guarantees
that storage requests survive region-wide disasters.

As our solution is deployed at the end of the common path towards all servers
(e.g., leaf network edge or local ISP), the forking mechanism saves resources
along that path by removing the need for multiple connection carrying the same
traffic. We envision that as a side effect, it could potentially reduce bufferbloat
issues by only using one TCP stream instead of one per server for the same data.

Our solution allows multicasting of TCP streams transparently to the client
side. Due to its layer 4 orientation, it ignores any payload. While this is desirable
for performance reasons in most cases, this is problematic if some application
parameters need to be negotiated between client and server. This is particularly
the case for SSL sessions, as each servers would try to negotiate a different
session with the client. To provide similar levels of security, IPSec would be a
better candidate for use with our forking mechanism.

The current version of OpenFlow (v.1.4) limits the capabilities of SDN-
multicast. In particular, we were limited, in the forking experiment by the lack
of support for manipulation of the acknowledgement and sequence number fields
in the TCP header. It is also unclear whether arithmetic operations such as
additions or subtractions of offsets are readily available. We believe that such
actions should be considered for addition in future OpenFlow specifications.

For our solution to be widely-adopted, the SDN-anycast information should
be made accessible to ISPs to reconfigure efficiently the network. By proactively
redirecting traffic to live servers upon disaster, our SDN-anycast could simplify
the task of edge ISP forensic departments as it would prevent a large number of
connection establishments failures due to downstream disasters that would have
triggered DDoS investigation procedures.
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Abstract. It was shown in Alur et al. [1] that the problem of verifying
finite concurrent systems through Linearizability is in EXPSPACE. How-
ever, there was still a complexity gap between the easy to obtain PSPACE
lower bound and the EXPSPACE upper bound. We show in this paper
that Linearizability is EXPSPACE-complete.

1 Introduction

Linearizability [8] is the standard consistency criterion for concurrent data-
structures. Filipovic et al. [5] proved that checking that a library L is linearizable
with respect to a specification S is equivalent to observational refinement. For-
mally, as long as linearizability holds, any multi-threaded program using the
specification S as a library can safely replace it by L, without adding any
unwanted behaviors.

Many practical tools [3,4,11-13] for checking linearizability or detecting lin-
earizability violations exist, and here is a short summary of the work done on
the complexity.

Checking that a single execution is linearizable is already an NP-complete
problem [7]. Moreover, Alur et al. [1] showed that the problem of checking
Linearizability for finite concurrent libraries used by a finite number of threads is
in EXPSPACE when the specification is a regular language. The best known lower
bound is PSPACE-hardness, obtained from a simple reduction of the reachability
problem for finite concurrent programs [1], leaving a large complexity gap.

This result was refined in Bouajjani et al. [2] where it was shown that a
simpler variant of Linearizability — called Static Linearizability, or Linearizabil-
ity with fixed linearization points — is PSPACE-complete for the same class of
libraries.

Furthermore, Linearizability is undecidable when the number of threads is
unbounded [2]. Tools used for detecting linearizability violations often start by
underapproximating the set of executions by bounding the number of threads.
It is thus necessary to develop a better understanding of Linearizability for a
bounded number of threads.

We prove that Linearizability is EXPSPACE-complete, showing that there
is an inherent difficulty to the problem. We introduce for this a new problem
on regular languages, called Letter Insertion. This problem can be reduced in
polynomial time to Linearizability.

© Springer International Publishing Switzerland 2015
A. Bouajjani and H. Fauconnier (Eds.): NETYS 2015, LNCS 9466, pp. 308-321, 2015.
DOI: 10.1007/978-3-319-26850-7_21
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We then show that Letter Insertion is EXPSPACE-hard, closing the complexity
gap for Linearizability. Our proof is similar to the proofs of EXPSPACE- hardness
for the problems of inclusion of extended regular expressions with intersection
operator, or interleaving operator, given in Hunt [9], Fiirer [6] and Mayer and
Stockmeyer [10]. They all use a similar encoding of runs of Turing machines as
words, and using the problem at hand, Letter Insertion in this case, to recognize
erroneous runs.

To summarize, our two contributions are:

— finding the Letter Insertion problem, a problem equivalent to Linearizability,
but which has a very simple formulation in terms of regular automata,
— using this problem to show EXPSPACE-hardess of Linearizability.

We recall in Sect.2 the definition of Linearizability, and we introduce the
Letter Insertion problem. We show in Sect. 3 that Letter Insertion can be reduced
in polynomial time to Linearizability. And finally, we show in Sect. 4, that Letter
Insertion is EXPSPACE-hard, which is the most technical part of the paper. When
combined, Sects. 3 and 4 show that Linearizability is EXPSPACE-hard.

2 Definitions

2.1 Libraries

In the usual sense, a library is a collection of methods that can be called by other
programs. We start by giving our formalism for methods, and define libraries as
sets of methods.

In order to simplify the presentation, and since they do not affect our
EXPSPACE-hardness reduction, we will use a number of restrictions on the meth-
ods. First, we will define the methods without return values and parameters.
Second, each instruction of a method can either read or write to the shared
memory, but we don’t formalize atomic compare and set operations. Finally, we
limit ourselves to a unique shared variable.

Let D be a finite set used as the domain for the shared variable and let dy € D
be a special value considered as initial.

A method is a tuple (@, 9, qo, qr) where

— @ is the set of states,

- 0 CQ x {read,write} x D x Q

— ¢o € Q is the initial state (in which the method is called)
— ¢f € Q is the final state (in which the method can return)

One point which might be considered unsual in our formalism is that a read
instruction guesses the value that it is going to read. In usual programming
languages, this can be understood as first reading a variable, and then having
an assume statement to constrain the value of the read variable. This formal-
ism choice is a presentation choice, and has no effect on the complexity of the
problem.
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As hinted previously, a library Lib = {M, ..., My} is a set of methods. For
every j € {1,...,m}, let (Q7,8,q), q?c) be the tuple corresponding to M;. We
define Q to be the (disjoint) union of all Q7.

Let k be an integer representing the number of threads using Lib. Threads
run concurrently and call the methods of Lib arbitrarily. The system composed
of k threads calling arbitrarily the methods of Lib is called Lib"®.

Formally, a configuration of Lib® is a pair v = (d, ) where d € D is the
current value of the shared variable and y is a map from {1,...,k} to QW {L},
specifying, for each thread i, the state in which the method called by thread i
is. The symbol L is used for threads which are idle (not calling any method at
the moment).

A step from a configuration v = (d, u) to ' = (d’, /) can be:

!

RO, with (i) = L, ! =

— thread i calling method j, denoted by ~
pli — ¢}, and d' = d,

ret(i)

— thread 7 returning from method j, denoted by v —= ~/, with u(i) = q},
w = pli — 1], and d' = d,

— thread i doing a read in method j, denoted by v — ' (no label) with p(i) =
q € Mj, ' = pli — '], (g,read,d,q’) € 87, and d’ = d,

— thread 7 doing a write in method j, denoted by v — «/ (no label) with p(i) =
q € My, ' = pli — q'], (q,write,d’, q’) € 7.

An ezecution of Lib* is a sequence of steps 79 — 71 ... — 7 where vy =
(do, 10), with pg(i) = L for all 4, is the initial configuration.

The trace h of an execution is the sequence of labels (call’s and return’s) of
its steps. The set of traces of Lib® is denoted by Traces(Lib"). Note that in a
trace, a call event may be without a corresponding return event (if the method
has not returned yet). In which case, the call event is said to be open. A trace
with no open calls in called complete.

Given a complete trace h, we define for each pair of matching call and return
events a method event. We say that a method event e; happens before another
method event eg if the return event of e; is before the call event of e; in h; this
defines a happen-before relation on the method events. The label of a method
event is the method name corresponding to its call event.

2.2 Linearizability

Let h be a trace of Traces(Libk) for some library Lib and integer k. A complete
trace h' is said to be a completion of h if we can remove some (possibly zero)
open calls from h, as well as close some others open calls (possibly zero) by
adding return events at the end of h in order to obtain h'.

A specification for a library Lib = {My, ..., M,,} is a language of finite words
S over the alphabet {My,..., M, }.

Definition 1 (Linearizability). A complete trace h is said to be linearizable
with respect to a specification S if there exists a total order on the method events,
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respecting the happen-before order, such that the corresponding sequence of labels
is @ word in S. A trace h is said to be linearizable with respect to S if it has a
completion which is linearizable (with respect to S).

Problem 1 (Linearizability). Input: A library Lib = {My,...,M,}, a non-
deterministic finite automaton (NFA) S representing the specification, and an
integer k given in unary.

Question: Are all the traces of Traces(Lib") linearizable w.r.t. S?

Note: the size of the input is the size of all the automata appearing in the
input (number of states + number of transitions + size of the alphabet) to which
we add k.

We give in Figs. 1, 2, and 3 some examples to illustrate Linearizability. To
represent executions, we draw a method event as an interval, where the left end
of the interval corresponds to the call event of the method event, and the right
end corresponds to the return event. This way, when two method events overlap,
they can be ordered arbitrarily, but when a method event e; is completely before
a method event ey, e; has to be ordered before es.

Above an interval, we write the name of the method corresponding to the
method event, and below, we write the (unique) name of the method event.

These executions can be seen as being produced by concrete libraries whose
goal is to implement the atomic specification: S = (M4 Mp)*. Figure 1 represents
an execution which is linearizable, since its method events can be ordered as the
sequence ejegesey, whose corresponding sequence of labels is MaMpMaMp.
Figure 2 represents an execution which is linearizable, since its method events
can be ordered as the sequence ejeseszeseseg, whose corresponding sequence of
labelsis MaMpMaMpM s Mpg. Figure 3 represents an execution which is similar
to Fig. 1 but is not linearizable. A library producing the execution in Fig. 3 would
thus not be linearizable with respect to S.

]\4,4 ]WB

Fig. 1. A linearizable execution, which can be ordered as ejezeses

2.3 Letter Insertion

We were able to define a new problem, Letter Insertion, which: (1) can be reduced
to Linearizability, (2) is very easy to state (compared to Linearizability), (3) is
still complex enough to capture the difficult part of Linearizability as we’ll show
it is EXPSPACE-hard.
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]WA ]WB

Fig. 3. A non-linearizable execution

Problem 2 (Letter Insertion). Input: A set of insertable letters A = {ay,...,q;}.
An NFA N over an alphabet I' W A.

Question: For all words w € I'*, does there exist a decomposition w =
wo -+ -wy, and a permutation p of {1,...,l}, such that woa,w; ... appw; is
accepted by N7

Said differently, for any word of I'*, can we insert the letters {ai,...,a;}
(each of them exactly once, in any order, anywhere in the word) to obtain a
word accepted by N?

Note: the size of the input is the size of N, to which we add I.

3 Reduction from Letter Insertion to Linearizability

In this section, we show that Letter Insertion can be reduced in polynomial time
to Linearizability. When we later show that Letter Insertion is EXPSPACE-hard,
we will get that Linearizability is EXPSPACE-hard as well.

Intuitively, the letters A = {ay, ..., a;} of Letter Insertion represent methods
which are all overlapping with every other method, and the word w represents
methods which are in sequence. Letter Insertion asks whether we can insert the
letters in w in order to obtain a sequence of N while linearizability asks whether
there is a way to order all the letters, while preserving the order of w, to obtain
a sequence of N, which is equivalent.

Lemma 1. Letter Insertion can be reduced in polynomial time to Linearizability.

Proof. Let A ={a1,...,a;} and N an NFA over some alphabet AW I".
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Define k, the number of threads, to be [ 4 2.
We will define a library Lib composed of

— methods M, ..., M, one for each letter of A
— methods M., one for each letter of I'
— a method M.

and a specification Sy, such that (A, N) is a valid instance of Letter Insertion
if and only if Lib"® is linearizable with respect to Sy.

For the domain of the shared variable, we only need three values: D =
{Begin, Run, End} with Begin being the initial value.

The methods M, are all identical. They just read the value Run from the
shared variable (see Fig. 4).

The methods My, ..., M; all read Begin, and then read End (see Fig. 5).

The method Mk writes Run, and then End (see Fig. 6).

. read(Run)

Fig. 4. Description of M., v € I"

@ read(Begin) @ read(End) @

Fig. 5. Description of Mi,..., M,

@ write(Run) @ write(End) @

Fig. 6. Description of MTi«

The specification Sy is defined as the set of words w over the alphabet
{My,...,M;} U {Mi} U {M,|y € I'} such that one the following condition
holds:

— w contains 0 letter M, or more than 1, or

— for a letter M;, i € {1,...,1}, w contains 0 such letter, or more than 1, or

— when projecting over the letters M., v € I" and M;, ¢ € {1,...,1}, w is in
Ny, where Njr is N where each letter «y is replaced by the letter M, and
where each letter a; is replaced by the letter M;.
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Since N is an NFA, Sy is also an NFA. Moreover, its size is polynomial in
the size of N. We can now show the following equivalence:

1. there exists a word w in I'*, such that there is no way to insert the letters
from A in order to obtain a word accepted by N

2. there exists an execution of Lib with k threads which is not linearizable
w.r.t. SN

(1) = (2). Let w € I'* such that there is no way to insert the letters
A in order to obtain a word accepted by N. We construct an execution of Lib
following Fig. 7, which is indeed a valid execution.

read(Begin read(End
M1 } (e ) (e ) |
read(Begin read(End
MQ } (= ) (G ) |
read(Begin . read(End
Ml } (% ) (= ) |
write(Run) write(End)
Mricx } . . %
read(Run) read(Run)
e —e |
M’Yl M"/m

Fig. 7. Non-linearizable execution corresponding to a word 71 . . . ymin which we cannot
insert the letters from A = {a1,...,a:} to make it accepted by N. The points represent
steps in the automata.

This execution is not linearizable since

— it has exactly one M« method, and

— for each i € {1,...,1}, it has exactly one M; method, and

— no linearization of this execution can be in Ny, since there is no way to insert
the letters A into w to be accepted by N.

Note: The value of the shared variable is initialized to Begin, allowing the
methods M; (i € {1,...,1l}) to make their first transition. Mt then sets the
value to Run, thus allowing the methods M.,y € I" to execute. Finally, MTic
sets the value to End, allowing the methods M.,y € I' to make their second
transition and return. This tight interaction will enable us to show in the second
part of the proof that all non-linearizable executions of this library have this
very particular form.

(2) = (1). Let r be an execution which is not linearizable w.r.t. Sy. We
first show that this execution should roughly be of the form shown in Fig.7.
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First, since it is not linearizable w.r.t. Sy, it must have at least one com-
pleted Mrickx method event. If it only had open M events (or no M events
at all), it could be linearized by dropping all the open calls to M. More-
over, it cannot have more than M« method event (completed or open), as it
could also be linearized, since Sy accepts all words with more than one M
letter.

We can show similarly that for each ¢ € {1,...,1}, it has exactly one M;
method which is completed (and none open).

Moreover, the methods M; (i € {1,...,l}) can only start when the value
of the shared variable is Begin, and they can only return after reading the
value End. Since this value can only be changed (once) by the single M
method of our executions, this ensures that the methods M; (i € {1,...,1})
(and Mk itself) all overlap with one another, and with every other completed
method.

This implies that the completed methods M.,y € I' can only appear in a
single thread t (since Mq,..., M}, Mt already occupy ! + 1 threads amongst
the [ 4+ 2 available). Thus, we define w € I'* to be the word corresponding to
the completed methods M., v € I" of the execution in the order in which they
appear in thread t.

Since r is not linearizable, we cannot insert M; (i € {1,...,[}) into the com-
pleted methods of thread t in order to be accepted by Sy. In particular, this
implies that there is no way to insert the letters A in w in order to be accepted
by N.

4 Letter Insertion is EXPSPACE-hard

We now reduce, in polynomial time, arbitrary exponentially bounded Turing
machines, to the Letter Insertion problem, which shows it is EXPSPACE-hard.
We first give a few notations.

A deterministic Turing machine M is a tuple (@, 9, qo, gf) where:

— (@ is the set of states,
- 0:(Qx{0,1}) = (Q x {0,1} x {«,—}) is the transition function
— o, ¢y are the initial and final states, respectively.

A computation of M is said to be accepting if it ends in gy.

For the rest of the paper, we fix a Turing machine M and a polynomial P
such that all runs of M starting with an input of size n use at most 2™ cells,
and such that the following problem is EXPSPACE-complete.

Problem 3 (Reachability). Input: A finite word ¢.
Question: Is the computation of M starting in state gg, with the tape ini-
tialized with ¢, accepting?

Lemma 2 (Letter Insertion). Letter Insertion is EXPSPACE-hard.

Note: the Sublemmas 3, 4, 5, 6 and 7 are all part of the proof of Lemma 2.
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Proof. We reduce in polynomial time the Reachability problem for EXPSPACE
Turing machines to the negation of Letter Insertion. This still shows that Letter
Insertion is EXPSPACE-hard, as the EXPSPACE complexity class is closed under
complement.

Let t be a word of size n. Our goal is to define a set of letters A and an NFA
N over an alphabet I'W A, such that the following two statements are equivalent:

— the run of M starting in state gy with the tape initialized with ¢ is accepting
(which, by definition of M, uses at most 27 cells),

— there exists a word w in I'*, such that there is no way to insert (see Problem 2)
the letters A in order to obtain a word accepted by N.

More specifically, we will encode runs of our Turing machine as words, and
the automaton IV, with the additional set of insertable letters A, will be used in
order to detect words which:

— don’t represent well-formed sequences of configurations (defined below),

— or represent a sequence of configurations where the initial configuration is not
initialized with ¢ and state g, or where the final configuration isn’t in state gy,

— or contain an error in the computation, according to the transition rules of M.

A configuration of M is an ordered sequence (co,...,(q,¢i),..,Copm)_1)
representing that the content of the tape is ¢g,. .., cormy_; € {0, 1}, the current
control state is ¢ € @, and the head is on cell 1.

We denote by i the binary representation of 0 < i < 27 using P(n) digits.
Given a configuration, we represent cell ¢ by: “i: ¢;;” if the head of M is not on
cell 4, and by “i: qc¢;;” if the head is on cell ¢ and the current state of M is q.
The configuration given above is represented by the word:

$0:cosl:cy;. . iiqei. .. 2P — 1 copiy g3

Words which are of this form for some cg,...,corm)_; € {0,1}, ¢ € Q, are
called well-formed configurations. A sequence of configurations is then encoded
as >cfgy ... cfgyd where each cfg; is a well-formed configuration. A word of this

form is called a well-formed sequence of configurations. We now fix I' to be
{07 17 [>7 D’ $7 <_)7 ; ) :}'

Lemma 3. There exists an NFA Nytwr of size polynomial in n, which recog-
nizes words which are not well-formed configurations.

Proof. A word is not a well-formed configuration if and only if one of the follow-
ing holds (the + denotes the disjunction or union of regular expressions, and *
denotes the Kleene star, 0 or more repetitions):

— it is not of the form $((0 4+ 1)) : (Q + €)(0 4 1);)* <, or
— it has no symbol from @, or more than one, or

— it doesn’t start with $0 :, or

— it doesn’t end with 2P — 1 :(Q + €)(0 4 1); =, or

— it contains a pattern i: (Q +€)(0 4 1);j : where j # i + 1.
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For all violations, we can make an NFA of size polynomial in n recognizing
them, and then take their union. The most difficult one is the last, for which
there are detailed constructions in Fiirer [6] and Mayer and Stockmeyer [10].

We here give a sketch of the construction. Remember that i and j are binary
representation using P(n) bits. We want an automaton recognizing the fact that
j # i+ 1. The automaton guesses the least significant bit b (P(n) possible
choices) which makes the equality i + 1 = j fail, as well as the presence or not
of a carry (for the addition ¢ 4 1) at that position. We denote by i[b] the bit b
of i and likewise for j. Then, the automaton checks that: (1) there is indeed a
violation at that position (for instance: no carry, i[b] = 0 and j[b] = 1) and (2)
there is carry if and only if all bits less significant than b are set to 1 in i.

Lemma 4. There exists an NFA Nnotseqcsg 0f size polynomial in n, which recog-
nizes words which:

— are not a well-formed sequence of configurations, or where
— the first configuration is not in state qg, or

— the first configuration is not initialized with t, or

— the last configuration is not in state qy.

Proof. Non-deterministic union between N,orwr and simple automata recogniz-
ing the last three conditions.

The problem is now in making an NFA which detects violations in the com-
putation with respect to the transition rules of M. Indeed, in our encoding, the
length of one configuration is about 27" and thus, violations of the transition
rules from one configuration to the next are going to be separated by about 27(")
characters in the word. We conclude that we cannot make directly an automaton
of polynomial size which recognizes such violations.

This is where we use the set of insertable letters A. We are going to define and
use it here, in order to detect words which encode a sequence of configurations
where there is a computation error, according to the transition rules of M.

The set A, containing 2P(n) new letters, is defined as A = {p1,...,pp(m),
Miyy... ,mp(n)}.

We want to construct an NFA Npetpelta, such that, for a word w which is a
well-formed sequence of configurations, these statements are equivalent:

— w has a computation error according to the transition rules § of M
— we can insert the letters A in w to obtain a word accepted by NnotDelta-

The idea is to use the letters A in order to identify two places in the word cor-
responding to the same cell of M, but at two successive configurations of the run.

As an example, say we want to detect a violation of the transition (g, 0) =
(¢’,1,—), that is, which reads a 0, writes a 1, moves the head to the right, and
changes the state from ¢ to ¢'.
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Assume that w contains a sub-word of the following form:
i:q0;...8. i i4+1:q" ¢y

where ¢’ is different than ¢’

The single $ symbol in the middle of the sub-word ensures that we are check-
ing violations in successive configurations. Here, with the current state being g,
the head read 0 on cell i, wrote 1 successfully, and moved to the right. But the
state changed to ¢'’ instead of ¢’. Since we assumed that M is deterministic,
this is indeed a violation of the transition rules.

We now have all the ingredients in order to construct Nyotpeita- It Will be
built as a non-deterministic choice (or union) of N; for all possible transitions

t € 0 (with J seen as a relation).

1)
(¢,0),(q’",1,—))’
part of NotDelta, and recognizing violations of 6(¢g,0) = (¢’,1,—), where the
head was indeed moved to right, but the state was changed to some state ¢/

instead of ¢’, like above. Other violations may be recognized similarly.

N(((lq)’o)’(q,’lﬁ)) starts by finding a sub-word of the form:

As an example, we show how to construct the automaton N((

(m10+p11)... (mpw)0 + pp@myl) : q0; (1)

meaning the state is ¢ and the head points to a cell containing 0. After that, it
reads arbitrarily many symbols, but exactly one $ symbol, which ensures that
the next letters it reads are from the next configuration. Finally, it looks for a
sub-word of the form

(P10 +m1l) ... (Ppm)0 +mpyl) : (0+1);(0+1)*: ¢" (2)

for some ¢"' # ¢'.
We can now show the following.

Lemma 5. For a well-formed sequence of configurations w, these two state-
ments are equivalent:

1

; ; ; 1)
1. there is a way to insert the letters A into w to be accepted by N((q70))(q,717_,))

2. in the sequence of configurations encoded by w, there is a configuration where
the state was q and the head was pointing to a cell containing 0, and in the
next configuration, the head was moved to the right, but the state was not
changed to q' (computation error).

Proof. («<). We insert the letters A in front of the binary representation of the
cell number where the violation occurs. The violation involves two configurations:
in the first, we insert m’s in front of 0’s, and p’s in front of 1’s, and in the second,
it’s the other way around.

This way, we inserted all the letters of A (exactly) once into w, and

N(((lq) 0),(¢/,1,—) is now able to recognize the patterns (1) and (2) described above.



On the Complexity of Linearizability 319

(=). For the other direction, let w be a well-formed sequence of configurations
such that there exists a way to insert the letters A into w, in order to obtain a
word w4 accepted by N(((lq),o),(quﬁ))'

Since each letter of A can be inserted only once, the sub-word matched by
(m104p11)... (mp)0 +pp(yl) in pattern (1) in N(((lg,()),(q/’lﬁ)) has to be the
same as the one matched by (p10 4+ mil)...(ppn)0 +mpy1) in pattern (2),
up to exchanging m’s and p'’s.

Moreover, having exactly one $ symbol in between the two patterns ensures
that they correspond to the same cell, but in two successive configurations.

Finally, the facts that ¢’/ is different that ¢’ and that M is deterministic
ensures that the sequence of configurations represented by w indeed contains a
computation error according to the rule d(q,0) = (¢, 1, —).

We thus get the following lemma for the automaton Nyotpelta-

Lemma 6. For a word w which is a well-formed sequence of configurations,
these statements are equivalent:

— we can insert the letters A in w to obtain a word accepted by NyotDelta,
— w has a computation error according to the transition rules § of M.

Proof. Construct all the Ny for t € § (with ¢ considered as a relation). Construct
similarly an automaton recognizing the violation where a cell changes while the
head was not here. Take the union of all these automata, the proof then follows
from Lemma 5.

By taking the union N = Nnotseqcfg U NNotDelta; We finally get the intended
result, which ends the reduction.

Lemma 7. The following two statements are equivalent.

— the run of M starting in state gy with the tape initialized with t is accepting,
— there exists a word w in I'*, such that there is no way to insert the letters A
in order to obtain a word accepted by N.

Proof. (=) Let w be the well-formed sequence of configurations representing the
sequence of configurations of the accepting run in M, with the tape initialized
with ¢. Then by Lemmas 4 and 6, there is no way to insert the letters A in order
to obtain a word accepted by Nnotseqcrg OF NNotDelta-

(<) Let w € I'* be a word such that there is no way to insert the letters A4 in
order to obtain a word accepted by N. First, since w is not accepted by NnotseqCfes
it represents a well-formed sequence of configurations, starting in state go with
the tape initialized with ¢ and ending in state g5 (Lemma4). Moreover, since
there is no way to insert the letters to obtain a word from NyotDelta, w has no
computation error according to the transition rules § of M (Lemma6).

This ends the proof of Lemma 2.

Since Letter Insertion is EXPSPACE-hard and, Letter Insertion reduces to
Linearizability, we get the main result of the paper.
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Theorem 1 (Linearizability). Linearizability is EXPSPACE-complete.

Proof. Tt was previously shown that Linearizability is in EXPSPACE [1].
EXPSPACE-hardness follows from Lemmas1 and 2

5 Conclusion

We define a new problem, Letter Insertion, simpler than Linearizability, but still
hard enough to capture the main difficulties of Linearizability. We showed that
the Letter Insertion problem is EXPSPACE-hard, and could thus deduce that the
Linearizability problem is EXPSPACE-hard.

Our result applies even with all the following restrictions: the number of
threads is given in unary, there is a unique shared variable whose domain size is
3, the library has a constant number of automata “shapes” (3 in our reduction)
using less than 3 states, the methods of the library are deterministic, the methods
of the library have no loop, and the instructions within the methods can only
read or write, but never do both atomically.

For future work, we plan to show that restricting ourselves to deterministic
specifications (using a DFA instead of an NFA in the input of the problem)
does not reduce the complexity. Furthermore, it would be interesting to find
a large class of specifications including the most common ones (stack, queue,
...) for which our lower-bound does not apply and where we could reduce the
complexity.
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Abstract. Safety verification of while programs is often phrased in
terms of inclusions L(A) C L(B) among regular languages. Antichain-
based algorithms have been developed as an efficient method to check
such inclusions. In this paper, we generalize the idea of antichain-based
verification to verifying safety properties of recursive programs. To be
precise, we give an antichain-based algorithm for checking inclusions of
the form L(G) C L(B), where G is a context-free grammar and B is a
finite automaton. The idea is to phrase the inclusion as a data flow analy-
sis problem over a relational domain. In a second step, we generalize the
approach towards bounded context switching.

1 Introduction

We reconsider a standard task in algorithmic verification: model checking safety
properties of recursive programs. To explain our model, assume we are given a
recursive program P operating on a finite set of Boolean variables V. For this
program, we are asked to check a safety property given by a finite automaton B.
The task amounts to checking the inclusion

L(G(P)) n ) L(B(v)) C L(B).

veV

Here, G(P) is a context-free grammar whose language is the set of valid paths in
the recursive program P. A path is valid if procedures are called and return in a
well-nested manner. The context-free grammar only models the flow of control.
It does not ensure the correct use of the Boolean variables. Indeed, there could
be words in L(G(P)) where a write of 1 to variable v is followed by a read of
value 0. To take data into account, we intersect the context-free language with
a regular language L(B(v)) for each variable. The intersection only keeps words
from L(G(P)) that obey the semantics of operations on the data domain. Such
a separation of a program’s semantics into the control and the data aspect is
standard in verification [16].

The only non-regular part in the above inclusion is the control-flow lan-
guage L(G(P)). We move the intersection with the regular languages to the
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right-hand side of the inclusion and obtain an equivalent formulation:

L(G(P)) € L(B) U | J L(B(v)).

veV

Since regular languages are closed under complement and closed under finite
union, the right-hand side of the new inclusion is again a regular language L(A).

The discussion allows us to define the safety verification problem for recur-
sive programs that is the subject of this paper as follows. Given a context-free
grammar G and a finite automaton A, check the inclusion

L(G) C L(A).

The classical algorithm for checking the inclusion determinizes A with the
powerset construction, forms the complement, and computes the product with G.
The result is the (context-free) emptiness problem L(G x compl(det(A))) = 0.
The main bottleneck of this algorithm is the determinization of A. It may cause
an exponential blow-up even in space, and makes the approach impractical.
Actually, deciding the inclusion is PSPACE-complete.

For the simpler problem with finite automata on both sides, L(A4;) C L(Az),
an efficient heuristics has been found. It is based on the so-called antichain
principle [7,25] and prevents the state explosion in many practical cases. The
observation is that the states in Ay x compl(det(Asz)) can be equipped with an
ordering. For the emptiness check, it is sufficient to explore transitions from
states that are minimal according to this ordering.

Our contribution is a generalization of the antichain principle to the problem
L(G) C L(A). The proposed algorithm computes a finite partitioning of X* such
that each partition contains words that are all accepted or all rejected by A. To
test the inclusion, it is enough to test that G does not accept a word whose
partition is rejected by A. The partitions are represented by sets of relations
over states of the automaton A. Every relation encodes one possibility of how
a word generated by a certain non-terminal of the grammar can influence the
state of the automaton. This is the same concept as the one used in the proof
that Biichi automata are closed under complement [3].

We formulate our algorithm via a reduction of L(G) C L(A) to a data flow
analysis problem DFA(G, A). Implementing the antichain principle then amounts
to modifying chaotic iteration so that it computes on a lattice of antichains [25]
rather than a full powerset lattice. The reduction is theoretically appealing and
allows for an elegant formulation of the antichain principle. Moreover, it reveals
a close connection between automata theory and data flow analysis that opens
up a possibility of using antichain optimizations in data flow analysis.

As a last step, we add parallelism to the picture. For multi-threaded recursive
programs, safety verification can be formulated as

L(Gy) W ...l L(Gy) € L(A).

The problem is known to be undecidable [21]. For bug hunting, however, under-
approximations have proven useful. The most prominent under-approximation
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is bounded context switching [20]. The observation made in practice is that bugs
show up within few interactions among threads. If the threads share the same
processor, this means bugs show up after few context switches — hence the
name. Recall that a context switch occurs if one thread leaves the processor in
order for another thread to be scheduled.

We propose a compositional approach to solving the above context-bounded
inclusion. In a first step, we solve m data flow analysis problems DFA(G;, A),
one for each grammar. In a second step, we combine the analysis results. The
reduction DFA(G;, A) generalizes DFA(G, A). We move from (sets of) relations
to an analysis on (sets of) words of relations.

To sum up, the contributions of this paper are threefold:

1. The formulation of L(G) C L(A) as a data flow analysis problem DFA(G, A).
2. The antichain improvement of chaotic iteration for solving DFA(G, A).
3. The generalization to bounded context switching.

Related Work. Antichain algorithms were first proposed in [7] in the context of
solving games with imperfect information. The antichain principle was subse-
quently used to optimize language inclusion and universality checking of finite
automata [25]. The basic idea of antichain algorithms, subsumption, is older and
was used e.g. already in solving reachability of well-structured systems [1,12].
The antichain algorithms of [25] were further extended and improved in many
ways. In our context, the generalization to the Ramsey-based universality and
language inclusion checking for Biichi automata [13] is central. It introduces
an ordering on what we call relations (in the related literature, the notion is
called e.g. (super)graph, transition profile, or box). The problem of deciding
language inclusion of nested word automata is closely related to the inclusion
of a context-free language in a regular one, and is also similarly motivated. An
extension of the Ramsey-based algorithm for nested word automata has been
published in [14], and an alternative algorithm based on different principles, but
using antichains, appears in [5].

Verification algorithms that use inclusion checking as a central subroutine
have been proposed in [9-11]. These works focus on multi-threaded programs
without recursion and develop complete algorithms (for inclusion). We tackle
recursive programs, instead. In the multi-threaded setting, inclusion checking is
undecidable [21] so that we consider an under-approximation of the problem.
We show how to generalize the antichain principle to bounded context switch-
ing [20]. The approximation of bounded context switching has also been applied
to relaxed memory models [2]. In the present work, however, we limit ourselves
to Sequential Consistency.

In verification, the relational domain that we make use of is generalized to
procedure summaries [22,24]. Summaries characterize the input-output relation
of a procedure. They are not limited to tracking the state changes of a finite
automaton. The language-theoretic view to verification problems is shared with
[4,9-11,15,16,18]. We are not aware of any use of antichains for data flow analy-
sis or of a formulation of regular inclusion as a data flow analysis problem.
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The domain for bounded context switching seems to be new. Our compositional
analysis is related to the eager approach in [17].

2 Preliminaries

We introduce the three technical concepts used in this paper: regular inclusion,
antichain algorithms, and data flow analysis.

2.1 CFG-REG

Given a finite alphabet X', we use X* for the set of all finite words over X' and
write € for the empty word. The concatenation of words u,v € X* yields the
word u - v € X*. The shuffle of u and v is the set of interleavings of both words,
for example ab LLI ¢ = {cab, ach, abc} C X*.

A context-free grammar is a tuple G = (X, X, z0, R) where X is a finite
alphabet and X is a finite set of non-terminals with initial symbol zy € X.
Component R C X x (XYW X)* is the set of production rules. The language of
G is defined using the derivation relation =¢ C (X' W X)* x (X' X)*. Consider
two words «, § € (X WX)*. Then o = ( if there are a1, a0 € (XYW X)* x € X,
and (z,7) € Rsothat « = o - - a2 and B = o - v - aa. We write =, for the
reflexive and transitive closure of =g. Moreover, if G is clear from the context
we drop the subscript from =¢. The language of a non-terminal x € X is the
set of words derivable from it:

L(z) == {ae X" | z="a}.

The language of G is L(G) := L(xy).

A context-free grammar is called right-linear if R C X x ({e} W (¥ - X)).
Right-linear grammars correspond to finite automata where the non-terminals
are the states, zo is the initial state, and the x € X with (z,e) € R are the
accepting states. This correspondence allows us to use the terminology for finite
automata when talking about right-linear grammars. We shall use A, A, Ay
for right-linear grammars and G, Gy, G3 for context-free grammars that are not
necessarily right-linear. Throughout the paper, we use G = (X, X, 2o, R) and
A = (X,Y,y0,—). Moreover, we write y; — yo for (y1,a,12) € —. We extend
the notation to words: y; — 3, means there is a w-labeled path from y; to ys.

Our contribution is an efficient algorithm for solving the following problem
that we refer to as CFG-REG:

Given: A context-free grammar G and a right-linear grammar A.
Problem: Does L(G) C L(A) hold?

As a running example, we consider L(G¢;) C L(A.;) where the context-free
grammar G, and the finite automaton A., are defined as follows:

Gez: 20— a-xz1 29— b 21 Azt Yo—a-y1 yo—b-yo
Ty —c-xy T1 — d-To Y1 —c Y3 Yo —d- Yy
T2 — & Ys — € Y4 — E.
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We have L(G.,) = {ac, ad,bc,bd} and L(A.;) = {ac,bd}, so the inclusion fails.
An attentive reader may notice that the context-free grammar G, is right-linear.
This is only for the sake of simplicity, the algorithm of course works for any CFG,
but G, allows us to illustrate the main concepts well.

2.2 Antichain Algorithms

To explain the idea behind antichain algorithms, consider a simplified variant of
CFG-REG where we check L(A;) C L(As) for given finite automata A; and A,.
The standard approach is to reformulate the inclusion as

L(A;) NL(Ay) = 0.

Checking this emptiness involves determinizing As using the powerset construc-
tion, which results in det(As), complementing det(As) by inverting the final
states, giving compl(det(Az)), and computing the product with A,

Ay X compl(det(Az)).

The resulting automaton A; x compl(det(As)) is then checked for emptiness.
Unfortunate in this construction is that det(As) may be exponential and that
we need another product with the states of A;.

Antichain algorithms check emptiness of A; x compl(det(As)) on-the-fly. To
explain the concept, we elaborate on the behavior of the product automaton.
Let A; = (X,Y;,y0,4, —4) for i = 1,2. States in the product automaton take the
shape (y1, Z1) where y; € Y7 is a single state of A; and Z; C Y3 is a set of states
of As. We call (y1,71) a product state and Z; a macro state. Transitions in
the product state (y1, Z1) are derived from transitions in y;, because the macro
state Z; in the determinized automaton can react to any input. If we have a
transition y; — yo, then the product state takes a transition

(1, Z1) = (y2, Za).

Here, Z5 is the set of all states zo € Y5 that are reachable from some z; € Z;
with an a-labelled transition, z; 25 2.

The goal is to disprove emptiness of Ay x compl(det(As3)). This amounts to
finding a product state (y, Z) where y is accepting in A; and Z is rejecting in the
sense that it does not contain a final state of Ay. The larger the set Z becomes,
the harder it is to avoid the final states of As. To disprove emptiness, we should
thus only explore states that are minimal according to the following partial order
< on product states:

(v.2)<(y,2") it y=y andZCZ'

This is the idea of antichain algorithms: only explore states (y, Z) that are min-
imal according to <. The name stems from the fact that minimal elements in
partial orders are incomparable, and sets of incomparable elements are also called
antichains.
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It remains to argue that we can safely discard larger states. We already
discussed that state y; of A; determines the transitions of the product state
(y1, Z1). Macro state Z; is guaranteed to have the successor state defined.
A larger set Z; will not enable or disable a transition. Moreover, the transi-
tion relation is monotone in the following sense. If (y1,21) < (ya, Z2) and we
have (yl,Zl) S (yl,Z{), then (yl,Z{) i> (y27Zé) with (yQ,ZQ) S (yQ,Zé) This
means a larger state (y1, Z;) again leads to a larger state (yo, Z5) from which it
is harder to accept than from (yo, Z3). In short, (y, Z) < (y, Z’) yields

L(y,Z") C L(y, 2)

for the product automaton A; x compl(det(Az)). So if we focus on minimal
states, we are guaranteed to explore all behaviors.

2.3 Data Flow Analysis

Our presentation of data flow analysis follows standard textbooks [19,23]. A data
flow analysis problem is given as a system of inequalities A > Op(A) that is
interpreted over a domain of data flow values. The system of inequalities reflects
the control flow in the program under scrutiny. For each location [ =1,...,n in
the program there is a variable 4;. Intuitively, variable A; records the analysis
information obtained at location [. For each command c leading to [ there is an
inequality

A > op.(Aq,..., Ay).

Operation op, captures the effect that the command has on the already gathered
analysis information. The inequality states that this effect should contribute to
the analysis information at location I.

The domain that the system is interpreted over defines the actual analysis
information being computed. As is common, we assume the domain to be a
complete lattice (D, <). A complete lattice is a partially ordered set where every
subset of elements D’ C D has a least upper bound that we denote by LD’. As a
second condition, the operations op, used in the system of inequalities should be
monotone, which means for all d,d’ € D with d < d’ we have op,(d) < op,(d).

A solution to the data flow analysis problem is a function sol that assigns
to each variable A; a value sol(4;) € D so that the inequalities are satisfied.
We are interested in the least solution lsol wrt. a component-wise comparison
of elements according to <. A unique least solution is guaranteed to exist by
Knaster and Tarski’s theorem.

If D is a finite set, the least solution to the system of inequalities can be
computed with a Kleene iteration on D". This iteration, however, requires us to
recompute, in every step, the analysis information for all n program locations —
even if the analysis information has not changed. More efficient is the following
algorithm, known as chaotic iteration. It is the algorithm we improve upon in
this article:
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sol(Aq) := L;...s0l(A,) := L;
while 3 inequality with sol(4;) 2 op.(sol(A1),...,s0l(A,)) do
sol(A4;) = sol(A;) U op (sol(Ar),...,s0l(Ay));

We start with all variables set to the least element in the lattice, denoted by L.
As long as there is a command that can contribute to the value of a variable, we
form the join to add the value.

Lemma 1 ([6]). Consider A > Op(A) over a complete lattice (D, <) where D
is finite. Chaotic iteration terminates and gives the least solution lsol.

3 From CFG-REG to Data Flow Analysis

We give a reduction of CFG-REG to a data flow analysis problem. It maps
instance L(G) C L(A) to the instance DFA(G, A). Key to the reduction is an
appropriate domain of data flow values. The idea is to determine the state
changes that a word w € L(z) derived from a non-terminal 2 € X may induce
on A. Phrased differently, the analysis considers words equivalent that induce
the same state changes. In our running example L(G¢y) C L(A¢y), rule (x2,¢)
rewrites non-terminal xo to the empty word. As data flow information about
x9, we therefore add the relation p(e) = id. Relation p(e) is indeed the identity
as the empty word does not incur a state change. For a letter a, relation p(a)
contains precisely the pairs of states (y,y’) so that y does an a-labeled transition
to y’. In the running example, we have p(a) = {(yo,v1)}

For the definition of DFA(G, A), we formalize the mapping from words to
relations over states as

p: X —=PY xY)
w— {(y1,92) | — Y2}

Words are equipped with the operation of concatenation. Function p behaves
homomorphically if we endow P(Y xY") with relational composition as operation.
Recall that the relational composition of p1, ps € P(Y x Y) is defined by

prip2 = {(y1,y2) | Iy : (y1,v) € p1 and (y,y2) € p2}.

With a component-wise definition, the operation carries over to sets of relations.
The following lemma states that p is a homomorphism.

Lemma 2. For all wi,ws € X*, we have p(wy - wz) = plwr); p(wa).

With this result, we only have to specify the data flow information for single
letters. Relational composition will give us the analysis information for words.
The domain of data flow values is the complete lattice

(B(B(Y x ), ).
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The powerset P(P(Y x Y')) contains all sets of relations between states in the
given automaton. The domain is a standard powerset lattice with inclusion as
ordering. It is complete. We operate on sets of relations to distinguish words
that do not induce the same state changes. Consider the rules (zo,a - z1) and
(20,b - 1) in our running example L(G.;) € L(Ac;). In the automaton, we
have (yo,a - y1) and (yo,b - y2). A derivation of letter a induces the single state
change p(a) = {(yo,y1)} and similarly p(b) = {(yo0,y2)}. There is, however, no
word that admits a transition from yg to y; and from gy to ys. Therefore, we
cannot form the union of the relations p(a) and p(b) but have to compute on
sets of relations {p(a), p(b)}. Indeed, for the running example an analysis based
on relations rather than sets of relations gives incorrect results.

In data flow analysis, the current information is modified by operations op.
In our setting, op forms a relational composition. With this in mind, the system
of inequalities DFA(G, A) for L(G) C L(A) is defined as follows. We associate
with every non-terminal x € X a variable A,. Moreover, we use 4, for the set
that only contains p(a). Similarly, we let A, := {id}. The system of inequalities
contains one inequality for every rule in the grammar as follows. Let (z,w) € R
with w = w; ... w, € (¥ U X)*. Then we have

Ay DAy Ay,

The data flow analysis problem DFA(G .y, A¢,) for our running example is

Awo 2 {{(yanl)}};Axl Aa:g 2 {{(y0>y2)}};Aa:1
Azl 2 {{(ylvyB)}}§Az2 Aﬂﬁl 2 {{(y27y4)}};A902
A, 2 {id}.

The least solution Ilsol to DFA(G, A) has a well-defined meaning. It assigns
to A, precisely the relations p(w) induced by the words w derivable from z.

Lemma 3. lsol(A,) = p(L(x)).

Proof. If x = ¢ or x = a € X then the lemma trivially holds by the definition of
A,. Now consider € X. Note that x is not qualified further which means we
reason simultaneously for all z € X.

Isol(A;) C p(L(z)): Equivalently, for all p € Isol(A;), there is w € L(x)
with p(w) = p. Assume that relation p is added to A, within the k-th step
of the Kleene iteration. We will proceed by induction on k. If & = 0, then
the claim holds trivially since A, is initialised as the empty set. Let the claim
hold for k£ > 0. To show that it holds for k + 1, assume that p was added
to A, with the (k + 1)-st step of the Kleene iteration. It was constructed as
p = p1;...;pn due to an equation Ay, DO Ay ;...; A, where each p; is either
i ple) if y; = ¢, oril p(a) if y; = a € X, or iii. is an element of Isol(4,,) if
y; € X. In the case iii., p; was inserted into Isol(A,,) within at most the k-th
step of the Kleene iteration. By the induction hypothesis, this means that there
is some w; € L(y;) with p(w;) = p;. This together with Lemma?2 gives that
p=p1;--;pn = plwy - ... wy). By the definition of the system of equations,
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there is a rule (z,y1 ... yn) € R and hence wy - ... w, € L(z) by the definition
of L(x).

Isol(Ay) D p(L(x)): Equivalently, for all w € L(x) we have p(w) € lsol(A,).
We proceed by induction on the length ¢ of a derivation of w. For £ = 1, the
derivation uses only one rule, (z,¢) or (z,a) for some a € X. Depending on the
case, we have p(w) = id, or p(w) = p(a). Due to the existence of the used rule, A,
will obtain p(w) at the first step of the Kleene iteration. Assume the claim holds
for the length of a derivation ¢ > 1. Let the first rule used be (z,y; - - - y,) where
Y1y, Yn € X UX. Then w must be of the form wy -. .. w, where each w; € X*
is i. the empty word, ii. a terminal, or iii. is obtained from y; by a derivation
of length at most £. In case iii., p(w;) € Isol(4,,) by the induction hypothesis.
Because of this and the definitions of the system of inequalities and the compo-
sition of sets of relations, lsol(A,) contains the composition p(wy);...;p(wy).
By Lemma 2, p(A;) contains p(wy ... wy,) = p(w). O

A relation p CY x Y is said to be rejecting if there is no pair (yo,y) € p so
that y is accepting. With Lemma 3, there is no accepting run of A on the words
that induced the relation. Hence, the words belong to the complement of the
automaton’s language.

Theorem 1. L(G) C L(A) holds if and only if lsol(A,,) does not contain a
rejecting relation.

4 Chaotic Iteration with Antichains

The previous section associates with each instance L(G) C L(A) of CFG-REG
a data flow analysis problem DFA(G, A). Chaotic iteration as presented in the
preliminaries computes a solution to such an analysis problem. We now improve
upon chaotic iteration using the antichain principle.

When solving DFA(G, A), chaotic iteration computes on sets of relations.
Antichain algorithms compute on sets of incomparable elements. Together, this
means we should replace the powerset domain (P(P(Y xY')), C) used in our data
flow analysis by a reduced domain of incomparable relations.

We construct the reduced domain in two steps. First, we note that relations
p1, p2 € P(Y XY) are partially ordered wrt. inclusion p; C po. The goal of chaotic
iteration is to find a rejecting relation. To this end, it will be beneficial to focus
on C-minimal elements. We therefore define the reduced domain to consist of all
antichains of relations — sets of relations that are pairwise C-incomparable:

APY xY))={ACPY xY) | Vp1,p2 € A:p1 L pa}.

In a second step, we lift the partial ordering C on the set of relations to a partial
ordering =< on the set of antichains A(P(Y x Y')) as follows:

A < AQ, if Vpl € A E|p2 € Ay P12 pa.

For every relation p; € A; there is a C-smaller relation ps € As. Intuitively, this
means A, is more likely to lead to a rejecting relation. We refer to the resulting
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partially ordered set as antichain lattice, similar to [25]. The following lemma
justifies the name.

Lemma 4. (A(P(Y xY)), <) is a complete lattice.

Since the underlying set is finite, it is sufficient to show that joins exist. Let
Ay, Ay € A(P(Y x Y)). The least upper bound is

Al L AQ = mm(Al U Ag)

The main result states that chaotic iteration remains complete when we use
the antichain lattice.

Theorem 2. Chaotic iteration on DFA(G, A) is sound and complete when using
the antichain lattice.

When we restrict chaotic iteration to antichains, we consider a smaller domain
of sets of relations. If we find a rejecting relation in this smalller domain, we find
the rejecting relation in the larger domain. In this sense, our analysis is sound.

It remains to show completeness. If there is no rejecting relation with a
chaotic iteration on antichains, then there is none when we iterate on the full
powerset lattice. The following lemma is the key to proving completeness. It
states that C-minimal relations are sufficient for proving rejection and that inclu-
sion is compatible with composition.

Lemma 5. Consider p1 C po. (1) If pa is rejecting, then py is rejecting (2) For
all p e P(Y xY) we have p1;p C pa; p.

To give an idea of why completeness holds, consider an arbitrary set of relations
A CP(Y xY) that may contain comparable elements. To obtain an antichain,
we prune the set to the C-minimal relations. If there are rejecting relations in A,
by Lemma5(1) there is a minimal one. Moreover, with Lemma 5(2) continuing
chaotic iteration on the minimal elements does not impair completeness.

5 Bounded Context Switching

We generalize our verification approach to multi-threaded recursive programs.
In this setting, safety verification problems can be formulated as

L(G) W ... LUL(G) C L(A).

Every context-free grammar G; = (X;, X;, zo,i, R;) represents (cf. Sect.1)
the valid control paths of a single thread in the multi-threaded program of inter-
est. We can assume the threads to use different commands, which translates to
disjointness of the alphabets, X; N X; = 0 for all i # j. The shuffle operator LLI
models the interleaving of computations from different threads. The task is to
check whether every interleaving is valid wrt. the specification A = (X,Y, yo, —)
where X' = [ X;. When modelling programs, specification A contains all feasible
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paths satisfying the verified property as well as all infeasible paths, where a read
from a Boolean variable follows a write of the opposite value, like in Sect. 1.

The inclusion above, and hence safety verification of multi-threaded recursive
programs, is undecidable [21]. A current trend in the verification community is
to consider under-approximations of the problem that explore only a subset of
the space of all computations. Under-approximations are good for bug hunting.
If a bug is found in the restricted set of computations, it will remain present in
the full semantics of the multi-threaded program. If the under-approximation is
bug-free, however, we cannot conclude correctness of the program.

A prominent approach to under-approximation is bounded context switch-
ing. To explain the idea, assume the threads modeled by G; to G,, share the
same processor. In this setting, a computation w € L(Gy)LU...LLIL(G,,) of
the multi-threaded program may contain several context switches (a context
switch occurs if one thread leaves the processor and another thread is scheduled).
Phrased differently, the computation consists of several phases, w = wy - ... wy,.
In each phase, only one thread has the processor, without being preempted by
another thread. Bounded context switching now only considers computations
where each thread has at most k phases, for a given k € N. Note that the result-
ing set of computations is still infinite and even searches an infinite state space.
What is limited is the number of interactions among threads. Indeed, the actions
of one thread become visible to the other threads only at a context switch.

In the language-theoretic formulation, a context switch corresponds to an
alphabet change. A phase is thus a maximal subword from a same alphabet.
More formally, we say a word w € L(Gy) ... LLIL(Gy,) is k-bounded, k € N,
if there are subwords w = wy - ... w, so that

(1) for each w; there is an alphabet X, ;) with w; € Z;(i),
(2) Xypy # Zp(iv) for alli € [1,n — 1],

(3) there are at most k subwords from each 2:;(1')-
We use Li(G1,...,Gp) to denote the set of all k-bounded words in the shuffle.
The problem BCS-REG that is the subject of this section is defined as follows:

Given: Context-free grammars G, ..., Gy, a right-linear grammar A,
and a number k£ € N.
Problem: Does L;(Gy,...,Gy) C L(A) hold?

We propose a compositional approach to solving BCS-REG. We first approach
the problem from the point of view of each single thread. Then we combine the
obtained partial solutions into a solution for the overall multi-threaded program.
A computation of the i-th thread is divided into k£ phases by context switches,
which corresponds to a split of a word from L(G;) into k subwords. During
each phase, the state of A is changed by the computation of the i-th thread.
Between the phases, the environment, i.e., the other threads, change the state of
A regardless of the i-th thread. We first, for every thread, compute a k-tuple of
relations representing how the state of A can change during each of the k phases,
assuming an arbitrary environment. The k-tuples will be obtained as a solution
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to the data flow analysis problem DFA(G;, A) in Sect. 3 that is now interpreted
over a different domain.

To represent the behavior of the whole multi-threaded program, we shuffle the
k-tuples of relations computed for the different threads. Such a shuffle represents
an interleaving of the corresponding phases. From the point of view of a single
thread, the shuffle concretizes a state change caused by an arbitrary environment
to a state change caused by a feasible computation of the other threads. Finally,
by composing the state changes caused by subsequent phases in the interleaving,
we obtain a state change that is the overall effect of a computation of the whole
multi-threaded program.

To better explain the idea and illustrate the technical development, consider
the inclusion L2(G1,G2) C L(A) with

Gi:201 — a1 211 Gaixoo —az-212 Aiyo—a1-y1 Y1 — a2 - Y2
z11 — by Z12 — by Yo — b1 ys ys —ba-ys
Yqg — E.

Consider the word aj - ag - by - by € Lo(G1,G2). It contains the phases a; and
by from L(G1). Phase a1 induces the state change {(yo,y1)} on the automaton
A. Phase by leads to {(y2,ys)}. Since we have to keep the state changes for each
phase, the data flow analysis DFA(G1, A) determines (amongst others) the word
of relations {(yo,y1)} - {(y2,y3)} € Isol(Ay,).

Technically, a word of relations is a word o = p1 - ... - p, whose letters are
relations from P(Y x Y). We use P(Y x Y)<F for the set of all such words of
length up to k € N. We again construct a powerset lattice over this domain

(P(P(Y x Y)=F), Q).

To re-use the system of inequalities from Sect.3, we have to generalize the
operation of relational composition to words of relations, o1; 2. The idea is to
take a choice. Either we concatenate the words o; and oy or we compose the
last relation in o1 with the first relation in o9. The former case reflects a context
switch, the latter case occurs if there is no context switch (between the subwords
inducing the last relation of o7 and the first relation of o9, respectively).

For the definition of this relational composition operator, consider the words
of relations 01 = P11 -+ Pl and 02 = P21 ° -+ P2k, in P(Y X Y)Sk.
The operation of concatenation oy - 0o is defined as o7 and oy are words. The
composition of the last relation in o; with the first relation in o is

01002 1= P11 PLii—1 (PLk3P2,1) P22 P2y

The relational composition o1; o9 yields the set of words (of relations) containing
both o1 - 03 and o1 0 g3, provided the length constraint is met:

o1;09 = {01 -09,01 002} NP(Y x Y)Sk.

With a component-wise definition, we lift the relational composition to sets of
words of relations.
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In the example, { {(yo,y1)} } and { {(y2,y3)} } are two sets each containing
one word consisting of a single relation. Relational composition yields

Isol(Agy,) = { {(wo,91)} 1 { {(y2,43)} }
={ {(wo,y1)} - {(v2,y3)}, {(yo,y1) } o {(y2,93)} }
={{(o,y1)} - {(v2,93)},0 }.

The empty set indicates that a; - by is not executable on the automaton A.

We use DFA(G;, A) for the data flow analysis problem that is derived from
G; and A using the above powerset lattice and the above relational composition.
The following is the analogue of Lemma 3

Lemma 6. [sol(A,) contains precisely the words of relations induced by L(x).

Since words 01, 02 of relations are ordinary words over a special alphabet, also
the shuffle operation o; LLI oy is defined. With reference to the above reduction,

Isol(Ay, ) LU ... LW Isol(Ay, )

20,1

yields precisely the words of relations that correspond to the k-bounded inter-
leavings among words derivable in the different grammars.

For the desired inclusion Ly (G, ...,Gp) C L(A), we check whether a word
in the shuffle lsol(A,, ,) L. .. LLIsol(Ag, ) corresponds to a rejecting relation.
To this end, we compose the relations in the word. The idea is that each word
of relations in the shuffle corresponds to contiguous words in Li(Gq,...,Gmn).
Therefore, we no longer have to deal with subwords. We define

eval(py ... pn) = p1j...;Pn.

Theorem 3. Inclusion Li(G1,...,Gm) C L(A) holds if and only if there is no
rejecting relation in eval(lsol(Ag, ) LU ... LU Iso0l(Ag,,.))-

To conclude the example, note that lsol(Ay,,) = { {(y1,y2)} - {(y3,94)}.0 }.
Among other words, we have

o= {(Wo,y1)} - {(v1,v2)} - {(v2,y3)} - {(y3,ya) } € ls0l(Ayy ) LI IsOl( Ay, , ).

The evaluation yields eval(c) = {(yo, y4)}. Still, the inclusion fails since we find
the rejecting relation eval(f - 0) = 0 € eval(lsol(A,, ) Ul lsol(Ay,,))-

6 Conclusions and Future Work

We developed algorithms for the safety verification of recursive programs. This
verification task is often phrased as an inclusion L(G) C L(A) of a context-free
language modeling the program of interest in a regular language representing
the safety property. Our first contribution is a reformulation of the inclusion
L(G) C L(A) as a data flow analysis problem DFA(G, A). The data flow analysis
determines the state changes that the words derived in the grammar induce on



Antichains for the Verification of Recursive Programs 335

the given automaton. This means the underlying domain of data flow values
consists of sets of relations among states.

The data flow analysis problem DFA(G,A) can be solved by a standard
algorithm called chaotic iteration. Our second contribution is an improvement of
chaotic iteration. We show that the computation can be restricted to antichains
of relations — while preserving completeness. Antichains are sets of relations that
are pairwise incomparable. Phrased differently, our result reduces the powerset
lattice used in DFA(G, A) to a lattice of antichains [25].

As a last contribution, we show how to generalize the approach to programs
that are multi-threaded and recursive. While in this setting safety verification
is known to be undecidable in general [21], an under-approximate variant of the
problem remains decidable: Restricted to a bounded number of context switches,
we can still check an inclusion L(G1) L ... LW L(G,y,) C L(A). Our approach is
compositional in that it combines results from independent data flow analyses
DFA(G;, A). The reduction generalizes DFA(G, A) from (sets of) relations to
(sets of) words of relations.

As an immediate task for future work, we will implement our antichain-based
chaotic iteration and conduct an experimental evaluation. On the theoretical
side, we plan to check whether a variant of the antichain principle can be used in
related data flow analyses. One can also imagine importing algorithms to speed
up the solution of DFA(G, A). An interesting candidate seems to be Newton
iteration as presented in [8].
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Abstract. Today’s throttled uplink of residential broadband renders
a broad class of popular applications such as HD video uploading and
large file transfer impractical. Aggregation of WiFi APs is one way to
bypass this limitation. Motivated by this problem, we present BAPU
(Bunching of Access Point Uplinks) to achieve two major goals: (1)
support commodity clients by refraining from client modifications, (2)
support both UDP and TCP based applications. We justify the need for
client transparency and generic transport layer support and present new
challenges. In particular, a naive multiplexing of a single TCP session
through multiple paths results in a significant performance degradation.
We describe BAPU’s mechanisms and design. We developed a prototype
of BAPU with commodity hardware, and our extensive experiments show
that BAPU aggregates up to 95 % of the total uplink capacity for UDP
and 88 % for TCP.

1 Introduction

Today, mobile devices are equipped with high-resolution cameras and are quickly
becoming the primary device to generate personal multimedia content. Such fast
growth of User Generated Content (UGC) naturally leads to an ever increas-
ing demand of instant sharing of UGC through online services, e.g., YouTube
and Dailymotion, or in an end-to-end manner. In addition, there is a trend of
instantly backing up personal files in “Cloud Storage” like Dropbox or iCloud.
All these services require sufficient uplink bandwidth for fast data transfer. While
today’s ISPs offer high-speed downlink, uplink bandwidth is usually throttled.
As a result, instant sharing of HD content or fast data backup in the “Cloud” is
still impractical in today’s residential broadband. Consequently, there is a need
to scale backhaul uplinks.

1.1 Aggregating AP to Bypass Broadband Limitations

Given that WiFi capacity typically exceeds the broadband uplink capacity by at
least one order of magnitude, a single client WiFi can communicate with multiple
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APs in range and aggregate the idle bandwidth behind them. Several AP aggre-
gation solutions (e.g., FatVAP [17] and THEMIS [12]) have been proposed in the
past few years. Their rationale is to route TCP/UDP sessions through different
APs such that the traffic load splits across multiple broadband links, thereby
achieving a higher aggregated throughput. Yet, a single TCP/UDP connection
is assigned to a single AP, in which case the connection throughput cannot exceed
the single broadband link capacity. Since most uplink hogging applications such
as iCloud establish single transport layer connections for data transfer, cur-
rent AP aggregation solutions are not suitable for single session uplink scaling,
unless the application is redesigned to adapt to the AP aggregation technol-
ogy. Recently, Link-Alike [15] multiplexes single UDP flow across multiple APs.
However, Link-Alike’s design is specific to UDP file transfer, resulting pieces of
files to arrive in out-of-order sequence, which prohibits TCP based applications
(e.g., HD video streaming) that require a strictly in-order delivery and deadline
meeting. Besides, multiplexing single TCP sessions through multiple paths is a
challenging problem (and will be discussed later). Moreover, client modifications
are required to support TCP. In this work, we require a new AP aggregation
solution offering complete transparency on the client with generic support for
either TCP or applications.

1.2 Feasibility of AP Aggregation

While WiFi aggregation allows bypassing broadband limitations, it is yet unclear
whether aggregation is practical in reality. We now present our recent study
on urban WiFi and broadband resources, revealing several interesting insights
regarding the feasibility of AP aggregation in residential broadband.

Mostly Idle Broadband Uplinks: Since Feb. 2011, we have developed and
deployed a WiFi testbed in Boston’s urban area, aiming to monitor the usage
pattern of residential broadband. This testbed consists of 30 home WiFi APs
running customized OpenWRT firmware with two major broadband ISPs, Com-
cast and RCN. During a 18 month period, we have collected over 70 million
records. Figure 1 shows the uplink bandwidth usage during a 24 h time window.
Throughout the day, there is at least 50 % chance that uplink is completely idle.
Even during peak hours, there is over 90 % chance that the uplink bandwidth
usage is below 100 Kbps. Consequently, there exists a considerable amount of
idle uplink bandwidth, making AP aggregation a viable approach.

WiFi Densely Deployed in Residential Area: Our recently conducted
Wardriving measurements in 4 residential areas in Boston identify 22000 APs,
14.2% of which are unencrypted. As shown in Fig. 2, there are on average 17
APs available at each location, with an average 7 to 12 APs on each channel.
This enormous presence of WiFi justifies the feasibility of AP aggregation in
urban area.

WiFi Becoming Open and Social: Driven by the increasing demand of ubiq-
uitous Internet access, there is a new trend that broadband users share their
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usage.

bandwidth as public WiF1i signal to mobile users. Mainstream home WiFi APs,
e.g., LinkSys and D-Link, already offer a standard feature which hosts two SSIDs,
one encrypted for private use, the other unencrypted for public sharing. FON [9],
a leading company in this area, claims to have over 7 million social hotspots
worldwide. Given this trend of WiFi becoming social and cloud-powered, a soft-
ware solution on APs allows much easier progressive adoption of AP aggregation
technologies compared to a few years ago.

Based on this discussion, we present BAPU, a complete software solution
for WiFi APs allowing broadband uplink aggregation. BAPU features complete
transparency to client devices and high aggregated throughput for both TCP
and UDP, even in lossy wireless environment. Our major contributions are sum-
marized as follows:

Transparency to Client: BAPU does not require any modification to clients.
The client device conducts regular 802.11 communications with its home AP
while AP aggregation happens in a “transparent” way. Also, all legacy network
applications benefit from such transparency and seamlessly utilize BAPU.

Efficient Aggregation for Both TCP and UDP: Multiplexing a single TCP
flow through multiple paths raises many technical challenges, making efficient
aggregation non-trivial. We propose a novel mechanism called Proactive-ACK.
Through an in-depth analysis of TCP stack behavior, we show how Proactive-
ACK performs efficient TCP multiplexing. BAPU achieves high aggregated
throughput for both TCP and UDP.

Prototype with Commodity Hardware: We have prototyped our complete
BAPU system on commodity 802.11n WiFi APs with OpenWRT firmware.

Evaluation: We conduct an extensive set of experiments to evaluate BAPU
in various realistic network settings. Our results show that BAPU efficiently
achieves over 95 % and 88 % of total uplink bandwidth for UDP and TCP trans-

missions, respectively.

2 System Overview

For ease of understanding, we first introduce two typical application scenarios
that benefit from BAPU — see Fig. 3.
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Fig. 3. BAPU system architecture and example application scenarios. Scenario 1 (left):
Sender 1 shares an HD video with a remote end user. Scenario 2 (right): Sender 2 backs
up a large file to iCloud. The uplink aggregation is enabled via BAPU-enabled Home-
AP and Monitor-APs.

Scenario 1. Instant Sharing of HD Video: In order to retain the control
of personal content, Sender 1 streams his HD video in real time directly from
his hard drive to Destination 1. Both users are connected to their own Home-
APs. Sender 1’s uplink is throttled by his ISP to 1 ~ 3Mbps, preventing him to
handle the 8 Mbps HD video in real time. However with BAPU, the idle uplink of
the neighboring Monitor-APs are exploited to boost uplink throughput. BAPU-
Gateway, the Home-AP of Destination 1, aggregates and forwards multiplexed
traffic to Destination 1.

Scenario 2. Instant Backup of Large File: Sender 2 wishes to backup his
HD video clip to some cloud storage service such as iCloud. With the 3 Mbps
uplink rate, it takes over an hour to upload a 30 min HD video. With BAPU,
uploadingss time is greatly reduced by deloying a BAPU-Gateway in front (or
part) of the cloud storage servers for handling parallel uploads from Home-AP
and neighboring Monitor-APs.

BAPU Protocol Description. In BAPU, Sender is associated with its Home-
AP, and the uploading of data is aggregated via unencrypted wireless link.
The data, however, is protected with some end-to-end security mechanism (e.g.,
SSL/TLS). Home-AP and Monitor-AP are configured to run in both WiFi AP
mode and WiFi monitor mode'. The WiFi link between the Sender and its
Home-AP generally provides high bandwidth, up to hundreds of Mbps with
802.11n. The link between a BAPU-AP and the Destination, however, is throt-
tled by the ISP. At the remote end, we place a BAPU-Gateway immediately
before the Destination. The connection between the BAPU-Gateway and the
Destination is either wired or wireless high-speed link. Note that being in prox-
imity, unicasts between Sender and Home-AP (AP mode) can be overheard by
(some of) the Monitor-APs (monitor mode). At a high level, BAPU is a central-

! Modern WiFi drivers (e.g., ath9k) support multiple modes for one physical WiFi
interface.
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ized system with the controller residing at BAPU-Gateway, providing an uplink
aggregation carried out as follows (Fig. 4).

1. Sender starts a TCP/UDP upload to Destination through its Home-AP via
WiFi.

2. Home-AP and Monitor-AP overhear WiFi packets and identify “BAPU” ses-
sion by checking the destination IP and port.

3. BAPU-APs register themselves to BAPU-Gateway.

4. Home-AP and Monitor-AP capture Sender’s packets in monitor mode, and
collaborate to upload data for Sender, following a schedule determined by
BAPU-Gateway.

5. Home-AP and Monitor-AP send reports to BAPU-Gateway for each packet.

6. In an UDP session, BAPU-Gateway determines which BAPU-A P will forward
the captured packet, and broadcast a scheduling message to all BAPU-APs.

7. A TCP session is much more challenging to support than UDP. To properly
multiplex Sender’s single TCP flow through multiple paths, we devise a new
mechanism called Proactive-ACK: BAPU-Gateway sends spoofed TCP ACKs
to Sender as BAPU session goes on. Proactive-ACK is designed to make
BAPU work efficiently with legacy TCP congestion control.

8. The scheduled AP forwards packets to Destination tunnelled through BAPU-
Gateway.

3 Uplink Aggregation

In this section, we discuss technical challenges and describe our solutions for
BAPU system to achieve an efficient and practical aggregation system. We remark
that BAPU shares some similarities in the high-level architecture with previ-
ous work (e.g., Link-alike [15], FatVAP [17]). However, from pure practicality
aspects, the applicability of those systems is severely limited due to heavy mod-
ification of client devices or support for only specific applications (e.g., large
file transfer, UDP). Contrary, BAPU targets transparency and high-throughput
transmissions for both UDP and TCP applications.
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3.1 Network Unicast

First, the transparency goal requires that legacy transport protocols must be
usable for data transmission from Sender to Destination. Thus, Sender must
be able to transmit data to Destination via network unicast through its Home-
AP. Second, the network unicast is more reliable, because the MAC layer han-
dles retransmissions in case of 802.11 frame loss. Consequently, network unicast
between Sender and Home-AP is an essential requirement in BAPU, while prior
work [15] chose broadcast for simplicity.

Packet Overhearing: In WiFi networks, network unicast and broadcast differ
in the next-hop physical address in the MAC layer. This complicates the packet
overhearing capability at Monitor-APs, since the Sender uses its Home-AP’s
physical address as the next-hop address in the 802.11 header, while Monitor-
A Ps automatically discard the packet due to a mismatched physical address. To
allow Monitor-APs to capture overheard packets, BAPU’s solution is to configure
BAPU-APs to operate simultaneously in two modes: AP mode and monitor
mode. The former mode is used for serving clients in the AP’s own WLAN;,
whereas the latter is used for overhearing packets in raw format.

Packet Identification: Each packet sent from the Sender (BAPU protocol’s
step 1) contains the session information in the packet’s IP header such as the pro-
tocol, the source and destination IP addresses and ports. With this information,
Home-AP canuniquely identify the Sender (step 2). In contrast, Monitor-A Psmay
have ambiguity in identifying the Sender, as Senders from different WLANs may
(legally) use the same IP address. To resolve such conflict, we create a frame parser
for the packet’s MAC header to obtain the BSSID that identifies the WLAN the
session belongs to. Therefore, any session in BAPU is now uniquely determined by
the following 6-tuple < BSSID, proto,srcIP,dstIP, srcPort,dstPort >.

Duplicate Elimination: Unicasting a packet may involve a number of (MAC-
layer) retransmissions due to wireless loss between the Sender and its Home-AP.
This increases the transmission reliability. Nevertheless, it is possible that a nearby
Monitor-AP can overhear more than one (re)transmission of the same packet and
eventually forward unnecessary duplicates to Destination, flooding Monitor-AP’s
uplink. To identify the duplicate packets, we keep records of IPID field of each over-
heard IP packet. Since IPID remains the same value for each MAC-layer retrans-
mission, it allows Monitor-A Ps to identify and discard the same packet. It is worth
noting that in TCP transmission, the TCP sequence number (SEQ) is not a good
indicator to identify the duplicate packets, as it is unique for TCP retransmission,
but not for MAC-layer retransmissions.

3.2 Tunnel Forwarding

The transparency goals requires that the high-level application be unaware of the
aggregation protocol in BAPU. A seemingly straightforward solution is that
Home-AP and Monitor-APs forward the Sender’s packets with spoofed IP
addresses. It is, however, impractical for two reasons: (1) many ISPs block spoofed
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IP packets; (2) forwarded packets by Monitor-A Ps are unreliable, because they are
raw packets overheard from the air. Our approach is that each BAPU-A P conveys
the Sender’s data via a separate TCP tunnel. Since we support a transparency for
aggregation over multiple paths, the techniques for tunnelling and address resolv-
ing in each single path require a careful design at both BAPU-APs and BAPU-
Gateway.

Tunnel Connection: Once a BAPU-AP identifies anew Sender-Destination ses-
sion (step 2) based on the 6-tuple, it establishes a tunnel connection to BAPU-
Gateway. Regardless of the session protocol, a tunnel connection between the
BAPU-AP and BAPU-Gateway is always a TCP connection. The choice of TCP
tunnel is partially motivated by the TCP-friendliness. We desire to aggregate the
idle bandwidth of BAPU-A Ps without overloading the ISP networks. Besides, since
TCP tunnel can provide a reliable channel, it helps keep a simple logic for handling
a reliable aggregated transmission.

Forwarding: In the registration (step 3) to BAPU-Gateway, the BAPU-AP
receives an APID asits “contributor” identifier for the new session. The APID is used
in all messages in the protocol. Both control messages (registration, report, schedul-
ing) and data messages are exchanged via the reliable TCP tunnel. On reception of
ascheduling message with matching APID, the Monitor-A P encapsulates the corre-
sponding Sender’s packet in a BAPU data message and sends it to BAPU-Gateway
(step 8), which then extracts the original data packet, delivers to the Destination.
In BAPU, short control messages only introduce small overhead in the backhaul.

NAT: In WLAN, the Sender is behind the Home-AP, typically a NAT box. In
BAPU, the Sender’s data are conveyed to the Destination viaseparate tunnels from
each participating BAPU-A P, which carries out NAT translation with NAT map-
ping records obtained from BAPU-Gateway in step 3. Besides, since the downlink
capacity is enormous, we allow all reverse (downlink) traffic from Destination to
Sender to traverse along the default downlink path. In addition, as there might be
multiple tiers of NAT boxes in the middle, we must ensure that the NAT mapping
for a session is properly installed on all NAT boxes along the path, and the first few
packets of a new session are not tunnelled.

3.3 Scheduling

The bandwidth aggregation performance depends on the efficiency of multiplex-
ing data among BAPU-A Ps to best utilize the idle uplink bandwidth. In BAPU,
we adopt a centralized scheduler at BAPU-Gateway. There are two main factors
to select this design. First, it does not only simplify the implementation, but also
allows easy extension of the design with extra logic to further optimize the schedul-
ing strategy. Second, a scheduler usually requires complex processing and mem-
ory capability, which might overload the BAPU-APs with much lower capability
if scheduling decisions are distributedly performed by BAPU-A Ps. Our scheduling
strategy is based on received reports in steps 6 and 7 of the protocol. Each report
from a BAPU-AP contains a sending buffer size obtained from the Linux kernel
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(viaioctl). This value specifies how much a BAPU-A P can contribute to the aggre-
gation. Based on reports, BAPU-Gateway applies First-Come-First-Served strat-
egy to select a forwarder among BAPU-APs who have captured the same packet.
The rationale for choosing this approach are (1) Fairness: Sharing bandwidth takes
into account the available bandwidth of participating BAPU-A Psbecause AP own-
ers have different subscription plans. (2) Protocol independence: Scheduling deci-
sion is made based on the BAPU-APs’ sharing capability, not on the particular
transport protocol.

4 TCP with Proactive-ACK

4.1 TCP Issues with Aggregation

Brief Overview on TCP: TCP ensures successful and in-order data delivery
between Sender and Destination. The Sender maintains a CWND (congestion win-
dow) during the on-going session, which determines the TCP throughput. The Sen-
der’s CWND size is affected by acknowledgements from the Destination. First,
the growth rate of CWND depends on the rate of receiving acknowledgements,
i.e., the link latency. Second, missing acknowledgement within a RTO (retransmis-
sion timeout) causes the Sender to issue a retransmission. On reception of out-of-
order sequences, the Destination sends a DUPACK (duplicate acknowledgement)
to inform the Sender of missing packets. By default [3], the Sender will issue a fast
retransmission upon receiving 3 consecutive DUPACKSs. Both retransmission and
fast retransmission cause the Sender to cut off the CWND accordingly to adapt to
the congested network or slow receiver.

Performance Issues with Aggregation: TCP was designed based on the fact
that the out-of-order sequence is generally a good indicator of lost packets or con-
gested network. However, such assumption no longer holds in BAPU.

Out-of-order Packets: In BAPU, packets belonging to the same TCP session are
intentionally routed through multiple BAPU-APs via diverse backhaul connec-
tions in terms of capacity, latency, traffic load, etc. This results in serious out-of-
order sequence at BAPU-Gateway, which eventually injects the out-of-order pack-
ets to the Destination.

Double RTT: Also, due to the aggregation protocol, data packets in BAPU are
delivered to the Destination with a double round-trip-time (RTT) compared to a
regular link. This causes the Sender’s CWND to grow more slowly and peak at lower
values. Consequently, with an unplanned aggregation method, the TCP congestion
control mechanism is falsely triggered, resulting in considerably low throughput.
Asweshow later in Sect. 5, asimplified prototype of BAPU, which share similarities
with the system in [15], gives poor TCP throughput.

Simple Solution (SIMPLEBUFFER) Does not Work: To address the TCP
performance issue, we investigate a simple approach: data packets forwarded by
BAPU-APs are buffered at BAPU-Gateway until a continuous sequence is received
or a predefined buffering timeout is reached before delivering it to the Destination.
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This solution, however, encounters the following issues: (1) Optimality: Due to the
difference in capacity, latency, loss rate among backhaul uplinks, it is unclear how
to determine the optimal buffer size and timeout. (2) Suboptimal RTT: The buffer-
ing mechanism results in double RTT issue. (3) Performance: We implemented the
buffering mechanism at BAPU-Gateway, and verified that it does not help improv-
ing the TCP throughput (Sect. 5.2).

4.2 BAPU’s Solution

We introduce a novel mechanism called Proactive-ACK (step 7) to support TCP
with uplink aggregation. The principle is to actively control the exchange of
acknowledgements instead of relying on the default behaviour of the end-to-end ses-
sion. By Proactive-ACK, we solve both out-of-order packet and double RTT issues.
In the following paragraphs, we call acknowledgements actively sent by BAPU-
Gateway spoofed, while the ones sent by the Destination are real acknowledge-
ments.

Spoofing Proactive-ACK: In BAPU, most of out-of-order packets are caused
by the aggregation mechanism via multiple BAPU-A Ps. To avoid delivering out-
of-order packets to the Destination and the resulting cut-off of the CWND at the
Sender, we maintain a sequence map at BAPU-Gateway, indicating reported,
delivered or pending sequence numbers. Once BAPU-Gateway collects a contin-
uous range of reported sequence numbers, BAPU-Gateway sends a spoofed ACK
back to the Sender. The intuition is that all the packets that are reported by some
BAPU-APs are currently stored in their buffer. Due to the reliability of the TCP
tunnel, the reported packets will be eventually forwarded to BAPU-Gateway in
reliable manner. Therefore, immediately sending a spoofed Proactive-ACK back
to the Sender avoids false DUPACKSs and helps maintain a healthy CWND growth
at the Sender. Also, the RT'T is not doubled.

Eliminating DUPACKSs: Since spoofed ACKs keep the Sender’s CWND contin-
uously grow, BAPU-Gateway can take time and buffer all out-of-order data packets
forwarded from BAPU-APs, and deliver only in-order packets to the
Destination. Therefore, in BAPU, out-of-order packets and associated DUPACKSs
are eliminated from Destination.

Spoofing DUPACKSs: It is possible that some packets are actually lost in the air
between the Sender and BAPU-A Ps. Concretely, if the report for an expected TCP
sequence number is not received within a certain time, it is implied to be lost on all
participating BAPU-APs. Now that BAPU-Gateway sends a spoofed DUPACK
back to the Sender in order to mimic the TCP fast retransmission mechanism for
fast recovery.

Managing Real ACKs and TCP Semantics: Since BAPU-Gateway sends
spoofed ACKs to the Sender, on reception of real ACKs from the Destination,
BAPU-Gateway discards the real ACKs. However, BAPU-Gateway does save the
TCP header fields in the real ACKs, such as advertised receiver window and
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Table 1. Distance vs. Network RTT.

Regional: 500 - 1,000 mi 32ms [2]

Cross-continent: ~ 3,000 mi | 96 ms [2]

Sender
Linux PC

) - Destination
Traffic Shaping Box  BaPu-Gateway  linux PC " " N
(htb & netem) PC, NAT Box Multi-continent: ~ 6,000 mi | 192 ms [2]

7 BaPu-APs Inter-AP in greater Boston | 20ms ~ 80 ms
running OpenWRT

Inter-AP RTT are measured by our Open Infrastructure
Fig_ 5. BAPU experiment setup. WiFi testbed [1] in greater Boston, covering Comcast,
RCN, and Verizon.

timestamp, which maintains the TCP semantics and the state of the TCP connec-
tion. While BAPU-Gateway generates the spoofed ACKs, it uses the
latest header field values extracted from real ACKs to prepare the acknowledge
segment.

We have one important remark on TCP semantics. If an AP which has been
scheduled to forward a selected packet is suddenly offline, such packet lost would
not be recognized by Sender because it has received spoofed ACK. In this case, we
resort to Home-A P which carries out unicast between itself and Sender and should
have a backup copy. Despite the slight difference in TCP semantics, we verify that
Proactive-ACK gives a significantly improved TCP throughput. We present these
results in Sect. 5.

5 Evaluation

In this section, we evaluate the performance of BAPU for UDP and TCP in various
system settings. Our experiment setup is shown in Fig. 5. Our testbed consists of a
Sender, 7T BAPU-APs, a BAPU-Gateway, a Destination and a traffic shaping box.
All APs are Buffalo WZR-HP-G300NH 802.11n wireless routers. This model has a
400MHz CPU with 32 MB RAM. We reflashed the APs with OpenWRT firmware,
running Linux kernel 2.6.32 and ath9k WiFi driver. In our experiments, we select
one BAPU-AP as a Home-AP which the Sender is always associated to, the other
6 BAPU-APs act as Monitor-APs to capture the traffic in monitor mode. The
BAPU-Gateway runs on a Linux PC, and the Destination runs behind the BAPU-
Gateway. The Sender and the Destination are both laptops with 802.11n WiFi
card, running the standard Linux TCP /TP stack. To emulate traffic shaping as with
residential broadband, we use the traffic shaping box between the BAPU-A Ps and
BAPU-Gateway. We use Linux’ iptables and tc with the htb module to shape
the downlink bandwidth to 20 Mbps and the uplink to 2 Mbps. Also, to emulate
network latency between BAPU-APs and BAPU-Gateway, we use netem to shape
the RT'T with different values. The bandwidth and latency parameter are selected
to represent the typical bandwidth capacity and latency in residential cable broad-
band measured in Boston’s urban area (Table 1).

In our experiments, we issue long-lived 30 min iperf flows (both TCP and UDP)
from Sender to Destination. We choose 1350 Byte as TCP/UDP payload size to
make sure that the whole client IP packet can be encapsulated in one IP packet while
an BAPU-AP sends it through its TCP tunnel. All throughput values reported in
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BAPU vs. Regular TCP.

our experiment are the iperf throughput, which is the goodput. In the evaluation,
we compare throughput of UDP and TCP in a variety of scenarios: A. BAPU —
BAPU system without any buffering or Proactive-ACK mechanism; B. SIMPLE-
BUFFER — BAPU system without Proactive-ACK, but enhanced by buffering at
BAPU-Gateway; C. BAPU-PRO — this is the full BAPU system.

5.1 BAPuU: Efficient UDP, Poor TCP

System Efficiency with UDP Throughput: We now first measure BAPU’s
efficiency by the throughput with UDP, as it provides a light-weight end-to-end
transmission between Sender and Destination. Figure 6a shows the achieved aggre-
gated UDP throughput with numbers of participating BAPU-A Ps increasing from
1 to 7. We observe that the aggregated UDP throughput increases proportionally
with the number of BAPU-A Ps, and achieves 12.4 Mbps with 7 BAPU-A Ps. To put
this figure into perspective, note that related work by Jakubczak et al. [15] achieves
similar UDP throughput but without support for TCP or client transparency.

Low TCP Throughput: We conduct the same experiments also for TCP trans-
mission. Figure 6a shows that the aggregated TCP throughput does not benefit
much when the number of BAPU-A Ps increases. The TCP aggregated throughput
is always lower than the UDP’s in the same setup, and the gap between UDP and
TCP performance increases along with the number of BAPU-APs.
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Aggregation Efficiency: In addition to measuring aggregated throughput, we
evaluate our system based on another metric, aggregation efficiency. We define
aggregation efficiency as the ratio between practical throughput over the maxi-
mum theoretical goodput. Due to the TCP/IP header and BAPU protocol over-
head, the actual goodput is less than the uplink capacity. With all protocol header
overhead accounted, we derive the maximum theoretical goodput as the given back-
haul capacity of 2 Mbps. As shown in Fig. 6b, BAPU UDP can harness close to 100 %
idle bandwidth. Even if we consider the extra overhead incurred by BAPU proto-
col messages, UDP aggregation efficiency is still over 90 % in all cases. In contrast,
the aggregation efficiency for TCP degrades quickly as more BAPU-APs join the
cooperation. With 7 BAPU-A Ps, BAPU transforms only 50 % of idle bandwidth to
effective throughput.

Discussion on BAPU’s Poor TCP Performance: We can observe several
factors in Sect. 4 that decrease the aggregated TCP throughput. In this section, we
carry out an analysis on the Sender’s CWND size in BAPU. To justify our analysis,
we inspect the TCP behavior by examining the Linux kernel TCP stack variables.
We call getsockopt () to query the TCP_INFO data structure containing the system
time stamp, Sender’s CWND, number of retransmissions, etc. We also modified the
iperf code to log TCP_INFO for each call to send application data. Figure 7 shows
the CWND growth ina 120 s iperf test with 7 BAPU-A Ps (theoretical throughput
is 2Mbps x 7 = 14Mbps) in comparison with standard TCP through a single AP
with 14 Mbps uplink capacity. The Sender’s CWND remains at a very low level.
Our captured packet trace at the Sender shows that lots of DUPACK packets and
RTO incur a lot of retransmissions, resulting in low TCP throughput.
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5.2 Does SIMPLEBUFFER help TCP performance?

As discussed in Sect. 4, a simple buffering mechanism does not solve the TCP per-
formanceissue due to difference in BAPU-A P uplink characteristics (latency, packet
loss). In this section, we experimentally show that a buffering mechanism cannot
help in improving the TCP throughput. Figure 8 depicts the throughput compari-
son between BAPU and SIMPLEBUFFER. Surprisingly, the throughput is even
degraded with SIMPLEBUFFER. Our trace inspection shows a lot of TCP Time-
out Retransmissions due to the packets being buffered at BAPU-Gateway for too
long.

5.3 BAPU-PRO Performance

We now conduct a comprehensive set of experiments to evaluate the performance
of BAPU-PRo. First, we validate our Proactive-ACK mechanism by comparing
BAPU-PRro against BAPU. Second, we measure the performance of BAPU-PRO
under a variety of network settings (network latency, wireless link quality, etc.).
Finally, we demonstrate that BAPU-PRO is feasible for both, streaming and large
file transfer applications.

TCP Throughput — BAPU-PRO vs. BAPU: We carry out the same iperf
test as described in Sect. 5.1 with BAPU-PRO. As shown in Fig. 9a, the aggregated
TCP throughput of BAPU-PRO significantly outperforms the one of BAPU. With
7BAPU-APs, BAPU-PRO achieves 11.04 Mbps, i.e., 62 % improvement over BAPU.
Furthermore, Fig. 9b shows that BAPU-PRO achieves at least 88 % aggregation effi-
ciency in our setup, and it achieves at least 83 % of the upper limit of standard TCP
throughput. These results demonstrate that BAPU-PRO can achieve high aggre-
gated throughput with high aggregation efficiency for TCP in practical settings.

Proactive-ACK Benefit: To justify our Proactive-ACK mechanism, we adopt
the same method as in Sect. 5.1 to examine the TCP CWND growth. Figure 10
shows that BAPU-PRO allows the CWND to grow to very high values, contribut-
ing to the high throughput. For convenience, we also run a regular TCP session
with a throttled bandwidth 11 Mbps (similar to the BAPU-PRO’s resulted through-
put). The CWND growth for BAPU-PRrO and regular TCP shares a similar pattern,
which implies that our design and implementation can efficiently and transparently
aggregate multiple slow uplinks.

Impact of Network Latency: For TCP transmissions, RT'T is an important
factor that has impact on the throughput. We measure the performance of BAPU
with different network latency settings listed in Table 1. Besides fixed latency val-
ues for each typical setting, we also assign to each BAPU-AP arandom RTT value
between 20 ms and 80 ms. We carry out this test for 10 runs and report the average
throughput. As shown in Fig. 11a, BAPU-PRO throughput slightly declines as net-
work latency increases. In random latency setting, the resulted throughput shows
no significant difference.

Impact of Lossy Wireless Links: The wireless links in a real neighbourhood
can be very lossy for a variety of reasons, such as cross channel interference and
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Fig. 11. BAPU-PrO TCP throughput.

distant neighboring APs. Besides, since Monitor-A Ps switch between transmit and
receive mode, they cannot overhear all transmitted packets. To estimate the poten-
tial of BAPU highly lossy wireless environments, we emulate packet loss at Monitor-
APs by dropping received packets with a probability P. No losses were inflicted
on Home-AP, because Sender carries out unicast to Home-AP, and 802.11 MAC
already handles packet loss and retransmissions automatically. We conduct the
experiment with 3 values of P: 20 %, 40 %, and 60 %. As indicated in Fig. 11b, the
throughput reduction on lossy wireless links is very limited in all cases. The good
performance can be explained by the link diversity combined with the centralized
scheduling mechanisms. The probability of some packet not overheard by at least
one Monitor-AP is negligible small, especially in case of high number of partici-
pating APs. This also explains why 7 BAPU-A Ps achieve higher throughput with
P = 60% than with P = 20 %.

Streaming vs. Large File Transfer: One important goal in BAPU’s design