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Preface

This volume contains the papers presented at the 4th International Conference on the
Theory and Practice of Natural Computing (TPNC 2015), held in Mieres, Spain during
December 15–16, 2015.

The scope of TPNC is rather broad, containing topics of theoretical, experimental, or
applied interest. The topics include but are not limited to:

• Theoretical contributions to: amorphous computing; artificial chemistry; artificial
immune systems; artificial life; bacterial foraging; cellular automata; chaos and
dynamical systems-based computing; complex adaptive systems; computing with
DNA; computing with words; developmental systems; evolutionary computing;
fractal geometry; gene assembly in unicellular organisms; granular computation;
intelligent systems; membrane computing; nanocomputing; neural computing;
optical computing; physarum computing; quantum computing and quantum infor-
mation; reaction-diffusion computing; rough/fuzzy computing in nature;
self-organizing systems; swarm intelligence; synthetic biology.

• Applications of natural computing to: algorithms; bioinformatics; control; cryp-
tography; design; economics; graphics; hardware; human–computer interaction;
knowledge discovery; learning; logistics; medicine; natural language processing;
optimization; pattern recognition; planning and scheduling; programming; robotics;
telecommunications; Web intelligence.

There were 30 submissions. The committee decided to accept 12 papers, which
represents an acceptance rate of 40 %. The program of the conference also included
three invited talks.

Part of the success in the management of the submissions and reviews is due to the
excellent facilities provided by the EasyChair conference management system.

We would like to thank all invited speakers and authors for their contributions, the
Program Committee and the external reviewers for their cooperation, the European
Centre for Soft Computing for the excellent facilities put at our disposal, and Springer
for its very professional publishing work.

September 2015 Adrian-Horia Dediu
Luis Magdalena

Carlos Martín-Vide
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EvoSphere: The World of Robot Evolution

A.E. Eiben

VU University Amsterdam, The Netherlands
a.e.eiben@vu.nl

Abstract. In this paper I describe EvoSphere, a tangible realization of the
general Evolution of Things concept. EvoSphere can be used as a research
platform to study the evolution of intelligent machines for practical as well as
theoretical purposes. On the one hand, it can be used to develop robots that are
hard to obtain with traditional design and optimization techniques and it can
deliver original solutions that are unlikely to be conceived by a human designer.
On the other hand, EvoSphere forms an evolving ecosystem that enables fun-
damental research into evolution and embodied intelligence. The use of real
hardware is a pivotal feature as it avoids the reality gap and guarantees that the
evolved solutions are physically feasible. On the long term, EvoSphere tech-
nology can pave the way for robot populations that evolve ‘in the wild’ and can
adapt to unforeseen and changing circumstances.



Theory and Practice of Quantum Computing

John A. Smolin

IBM T.J. Watson Research Center, Yorktown Heights
801 Kitchawan Road, Yorktown, NY 10598, USA

Abstract. In 1982 Richard Feynman observed that though quantum systems are
extremely hard to simulate, perhaps a quantum computer could simulate them
efficiently. Inspired by this idea, quantum computation—wherein the full
computational power allowed by physics is exploited to solve hard problems—
was born. This has opened fascinating foundational questions such as what is the
nature of information in a quantum world, what are the ultimate limits of
computing imposed by reality itself? More practically, in 1994 Peter Shor gave
an algorithm for efficient factoring. I will explain how this works, and describe
some of the newer quantum algorithms it has spawned.

The actual implementation of quantum computers is comparatively in its
infancy, and building a working quantum computer is one of the grand tech-
nological endeavors of the twenty-first century. There are many candidate
physical systems for building quantum computers each with its own set of
advantages and challenges. I also give an overview of the beautiful theory of
fault-tolerance which will be essential for raising any of these implementations
from the exciting toys of today into the powerful new tools of tomorrow.
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EvoSphere: The World of Robot Evolution

A.E. Eiben(B)

VU University Amsterdam, Amsterdam, The Netherlands
a.e.eiben@vu.nl

Abstract. In this paper I describe EvoSphere, a tangible realization of
the general Evolution of Things concept. EvoSphere can be used as a
research platform to study the evolution of intelligent machines for prac-
tical as well as theoretical purposes. On the one hand, it can be used to
develop robots that are hard to obtain with traditional design and opti-
mization techniques and it can deliver original solutions that are unlikely
to be conceived by a human designer. On the other hand, EvoSphere
forms an evolving ecosystem that enables fundamental research into evo-
lution and embodied intelligence. The use of real hardware is a pivotal
feature as it avoids the reality gap and guarantees that the evolved solu-
tions are physically feasible. On the long term, EvoSphere technology
can pave the way for robot populations that evolve ‘in the wild’ and can
adapt to unforeseen and changing circumstances.

Keywords: Evolutionary robotics · Embodied evolution ·Artificial life ·
Evolution of things

1 Introduction

This paper corresponds to my keynote talk on the 2015 International Conference
on the Theory and Practice of Natural Computing. It builds upon a number of
earlier papers and presentations about the Evolution of Things, that is, artificial
evolutionary systems that work in populations of physical entities.

I started to publicise these ideas with my 2011 TED talk1 that presented the
vision of such systems to a broad audience and the 2012 paper in the Evolutionary
Intelligence journal that provided a professional discussion of the main concepts
[9]. This paper also introduced the name Evolution of Things (EoT). Several
talks and papers followed that addressed the subject from different angles. The
most important technical papers are those on the 2013 European Artificial Life
Conference, that outlined an appropriate algorithmic framework to build EoT
systems [11], and the one on the 2014 IEEE Conference on Evolvable Systems
that presented the first working implementation of this framework in a popu-
lation of robots that ‘live’ and reproduce in a simulated world [27]. The use of
a simulator here is ironic – after all, the vision entails evolving populations of
physical entities. However, the current technology lacks essential components

1 http://tedxtalks.ted.com/video/TEDxDanubia-2011-goston-Eiben-T.

c© Springer International Publishing Switzerland 2015
A.-H. Dediu et al. (Eds.): TPNC 2015, LNCS 9477, pp. 3–19, 2015.
DOI: 10.1007/978-3-319-26841-5 1
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4 A.E. Eiben

Fig. 1. The Evolution of Things concept illustrated and positioned from the perspective
of the underlying substrate.

to this end, in particular the mechanisms that enable that robots reproduce,
i.e., ‘have children’. Nevertheless, this paper is important because it provides a
proof-of-concept based on existing robots, the Roombots [23], and a high-fidelity
simulator, Webots2. Hence, the system is in principle constructible.

A different angle is taken by another set of papers that are less concerned
with implementation and actual experimentation, focussing on the conceptual
aspects instead. The keynote / paper on the 2014 Conference on Parallel Problem
Solving from Nature discussed the Why and the How of the Evolution of Things
in general, and elaborated on the specific challenges and opportunities it repre-
sents for the evolutionary computing community [8]. I received many enthusiastic
reactions for this – and not only compliments on the title. A sister paper aiming
at the robotics community in the Frontiers in Robotics and AI journal described
evolutionary robotics as “a test ground or experimental toolbox to study var-
ious issues arising on the road to intelligent and autonomous machines” and
presented three so-called grand challenges, including Self-Reproducing Robots
that Evolve in Real Time and Real Space and another one regarding Open-Ended
Robot Evolution.

Last but not least, the 2015 paper inNature foresees a fruitful cross-fertilization
of evolutionary computing with biology in the coming decade [12]. “Artificial evo-
lution implemented on real hardware, as in evolutionary robotics, offers a new
research instrument” that can provide “new insights into fundamental issues such
as the factors influencing evolvability, resilience, the rate of progress under vari-
ous circumstances, or the co-evolution of mind and body”. Furthermore, the paper
positions the Evolution of Things on a historical scale from the perspective of the
underlying substrate as illustrated in Fig. 1.

In the present paper I describe a particular realization of the general Evo-
lution of Things concept, dubbed EvoSphere. EvoSphere is a tangible design
template of a habitat for evolving robot populations. It identifies the principal
components of such evolving systems, thus it provides a basis for a real-world
implementation. I argue that EvoSphere can be used as a research instrument
to study the evolution of intelligent machines for practical as well as theoretical

2 https://www.cyberbotics.com.

https://www.cyberbotics.com
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purposes without the usual drawbacks of simulations [14]. Furthermore, advanced
future versions of EvoSphere technology can enable robot populations that evolve
‘in the wild’ and can adapt to unforeseen and changing circumstances.

2 The Evolution of Things

The defining property that distinguishes the Evolution of Things from other
evolutionary systems is the underlying substrate: the EoT is implemented in
physical artifacts. The physical distinguishes it from evolutionary computing
and the artifact sets it apart from natural evolution.

As explained in [8] it is useful to distinguish mindless or dumb things and
animate or smart artifacts (smartifacts) Objects in the first category, e.g., sun-
glasses, radio antennas, and pottery, can be designed and optimized by an evo-
lutionary process. This can take place in computer simulations as in traditional
evolutionary design [3,4]. Alternatively, the evolutionary process can be con-
ducted in hardware, but since the evolving individuals are dumb objects without
agency they will undergo this process passively. The active force will be an evolu-
tionary algorithm that drives the system by performing the principal operations,
selection, variation, and evaluation, cf. Figure 2. Hence, the only significant dif-
ference between this process and the traditional evolutionary design approach is
the evaluation of fitness: in an EoT framework individuals in the population are
physical objects that are evaluated in the physical space, in hardware, as opposed
to the traditional way of evaluating digital objects in software.3 Whether hard-
ware evaluations are preferable depends on the application specific details. The
most important factors are the costs and the accuracy of simulations. In gen-
eral, software trials are cheaper, they are often faster too, but simulations may
miss crucial aspects of the real world and contain errors. A low-fidelity simulator
can mislead the selection operators and drive the evolutionary process towards
suboptimal designs.

In the rest of this paper I will not consider the evolution of dumb things. I will
focus on smartifacts, that is, smart, animate objects with agency because they
are a more interesting substrate for evolution. Artifacts of this type (called robots
in the sequel) have the ability to sense, make decisions, and perform actions
autonomously. Thus, in principle, they can induce the evolutionary process ‘from
inside’ by playing an active part of the selection and/or variation operators of
the evolutionary algorithm. This opens up unprecedented opportunities for more
natural, autonomous evolutionary systems, that are not driven by a centralized
evolution manager and can operate without human intervention, for instance in
remote areas, such as other planets.

To prepare and motivate the design choices behind EvoSphere let me make
a few notes first.
3 There exist systems that mix the two in a certain way. The idea is that the principal

method is a traditional digital EA with simulated fitness evaluations, but every now
and then an individual in the population is physically constructed and evaluated in
the real world.
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Fig. 2. The generic scheme of evolutionary algorithms

Note 1. Robots have agency because they have a control system that processes
their sensory inputs and determines their actions. There are countless possi-
ble kinds of sensors, control systems and forms of actuation but with a useful
abstraction we can say that a robot is made up of two major constituents: a
body (morphology, hardware) and a mind (controller, software). In an EoT
system with smartifacts evolution affects both constituents, the bodies as
well as the minds.

Note 2. In an evolutionary system that affects the bodies as well as the minds
there must be reproduction mechanisms (mutation and crossover) for both.
The easy part is obviously the reproduction of the controller, the software
component. Creating an offspring only requires the creation of a new piece
of software code. This has been done within evolutionary computing for
decades. The hard part is the reproduction of the body, because it requires
the creation of a new piece of hardware. An additional challenge directly
implied by reproducing both bodies and minds is the alignment between the
two. Parents that survive long enough and get selected for reproduction are
fit by definition, i.e., they must have a well aligned body and mind. However,
in general we cannot assume that this will hold for the body and mind of
the ‘robot baby’ that results from (randomized) crossover and/or mutation.

Note 3. Fitness in an EoT system has a natural and an artificial component.
The fact that robots operate in the physical world implies that above all they
must be viable. That is, they must be able to sustain their integrity, replen-
ish their energy, avoid fatal accidents, etc. In evolutionary terms, this means
that the fitness of robots is primarily based on the environment. Addition-
ally, the fitness of robots can include artificial elements based on their utility
for the user. For instance, the utility of a robot can be equated to its task
performance and the system can be set up in such a way that utility influ-
ences selection mechanisms. Obviously, the laws of physics do not depend
on the application or user preferences. Hence, the environmental fitness
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cannot be ignored and evolution will always progress towards increased levels
of viability. In contrast, the details –and even the existence– of a utility-based
fitness component depends on the user. A (nonconventional) biologist may
just want to study open ended evolution without an explicit target, but
an industrial designer would want to evolve robots optimized for a specific
purpose.

The proverbial Cycle of Life revolves around birth and so does a system of
self-reproducing robots. To capture the relevant components of such a robotic life
cycle we need a loop that does not run from birth to death, but from conception
(being conceived) to conception (conceiving one or more children). To this end
we adopt the natural genotype-phenotype dichotomy. That is, we presume that
the physical robots are the phenotypes encoded by their genotypes. In other
words, the robots can be seen as the expression of a piece of code called the
genome. As part of this assumption we postulate that reproduction takes place
at the genotypic level. This means that mutation and crossover are applied to the
genotypes (the code that specifies the parent robots) and not to the phenotypes
(the parent robots themselves). The creation of new pieces of code by crossover
and mutation must then be followed by the physical production of the robot by
a birth or morphogenesis process. This is the most important feature of EoT
systems that distinguishes them from digital evolution: in digital evolutionary
systems genotypes and phenotypes are virtual (pieces of code), while in an EoT
system genotypes are digital, but phenotypes are physical.

Figure 3 exhibits a robotic life cycle after [11]. This triangular diagram –
dubbed the Triangle of Life (ToL)– can be perceived as the equivalent of one cycle
of an evolutionary algorithm, cf. Figure 2. Similarly to the general EA scheme
that does not specify the representation of candidate solutions, the ToL does not
make assumptions regarding the physical makeup of the robots. The robots can
have usual mechatronic bodies, be soft robots with nonconventional bodies and
forms of control, or the combination of the two.4 For the Evolution of Things, the
Triangle of Life represents a functional decomposition of an evolutionary robot
system. It captures the most important constituents, such as a component for
the physical construction of new phenotypes (essential for working with things)
and a component for aligning bodies and minds after birth (cf. Note 2 above).

To conclude this section let me note that birth should be implemented by a
centralized system component, by a ‘Birth Clinic’. In principle, an EoT system
can employ distributed mechanisms, such as the equivalents of ‘pregnancy’ or
‘eggs’. However, for reasons of safety such solutions must be avoided. Instead,
the reproductive system should have a single point of failure that can be used
by the user as a kill switch if the evolutionary process needs to be halted. The
reason for this is obvious, runaway evolution in a computer can only do limited
harm (memory overflow or computer crash), but consequences in the real world
4 The paper [11] illustrated the components of this framework one by one using the

modular robots of the Symbrion project. However, Symbrion was not aiming at
physically evolving morphologies and the components of the ToL have not been
integrated.
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Fig. 3. Robotic life cycle captured as a triangle after [11]. The pivotal moments that
span the triangle are: (1) Conception: A new genome is activated, construction of a new
robot starts. (2) Delivery: Construction of the new robot is completed. (3) Fertility:
The robot becomes ready to conceive offspring.

can be much more severe. I consider this an important issue and emphasize that
all physically embodied evolutionary systems of the future must be designed
with a shutdown guarantee, cf. Section 6.3 in [9].

3 Related Work

The Evolution of Things concept captures all artificial evolutionary systems that
work in populations of physical entities. Relevant scientific insights, algorithms,
and know-how can be found within different research areas, such as evolution-
ary computing, artificial life, robotics, multi-agent systems, machine learning,
and autonomous systems. This makes the identification of related work quite
challenging. For a better focus let me highlight three essential aspects and con-
centrate on these in this section.

1. PHYSICAL EVOLUTION
Evolution takes place in physical robots.

2. MORPHOLOGICAL EVOLUTION
Evolution concerns the morphologies of the robots. Implicitly, this implies
controller evolution as well.

3. ONLINE, AUTONOMOUS EVOLUTION
Robots evolve in an online fashion, during their operational time.5 Further-
more, it is the robots themselves that make the decisions needed for ‘having
children’ and not an external (centralized) evolution manager.

5 The alternative is offline evolution during the design stage of the robots. See [8] and
Chap. 17 in [10] for a discussion.
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The earliest work on evolution in physical robots I know of is from 1999 in
a population of five mobile robots [21]. The robots have collision and proxim-
ity sensors and neural network (NN) controllers, their task is to learn obstacle
avoidance. Evolution is applied to obtain appropriate NN parameters as well as
to learn which sensors are active. Each individual genome (NN weights) is eval-
uated for several minutes on the five robots and after the evaluation phase there
is a breeding phase in which each robot broadcasts its genome and fitness value.
The receiving robots select an incoming genome for crossover with their local
genome. Watson et al. developed a similar system, dubbed “embodied evolu-
tion” [26]. Their population consists of eight robots with a neural net controller
with four weights and evolution is employed to obtain appropriate weights for a
phototaxis task in a small rectangular arena. The essence of the system is that
robots periodically broadcast their genome (NN weights) to the other robots
in a rate proportional to their fitness and recipient robots can integrate these
into their own controllers. Other papers along the these lines include [24] that
presents an embodied evolution system for evolving neural network controllers
for obstacle avoidance in a group of six Khepera robots and [19] where two small
mobile robots evolve controllers for several different tasks (phototaxis, obstacle
avoidance and robot seeking) in collaboration.

In the above studies robots have a task with a quantifiable task performance
that is used to define an explicit fitness function. Bredeche et al. investigate
a group of 20 e-puck robots with no explicit fitness function or task to solve.
Evolution is purely environment driven, hence the name mEDEA: a minimal
Environment Driven Evolutionary Algorithm. Here again, robot controllers are
neural networks and genetic material consists of NN parameters. Robots broad-
cast their genome to other robots and after a certain operational period a robot
creates a new controller for itself by randomly selecting and mutating one of
these received genomes. The system is tested in an arena with a ‘sun’ (light
source) and although there is no specific reward for phototaxis the robots learn
to aggregate near the sun for easier spreading of their genomes.

As mentioned in the Introduction, current technology limitations confine
studies on evolving morphologies to software simulations. Although works based
purely on simulation fall outside the present overview, the classic experiments
of Sims deserve to be mentioned [22]. This system works through a traditional
EA that evaluates virtual creatures one by one in a simulator, assessed by dif-
ferent locomotion skills, such as walking, hopping, swimming, and for the task
of fighting over a block in between two organisms.6 The virtual organisms are
modular, consisting of blocks of different sizes which are connected through
actuators driven by neural network controllers. A couple of other papers follow
a similar approach: they evolve artificial organisms and their control structures
in simulation using evolutionary algorithms [2,6,15]. These creatures are not
very realistic, they cannot be directly manufactured in real hardware. The evo-
lutionary systems are not natural either (centralized, offline), but the papers
demonstrate the concept of morphology evolution.

6 http://www.karlsims.com/evolved-virtual-creatures.html.

http://www.karlsims.com/evolved-virtual-creatures.html
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Fig. 4. Generic scheme of offline robot evolution through a conventional EA that uses
a simulator for fitness evaluations.

The work of Auerbach and Bongard in [2] is especially interesting because it
casts morphological evolution in a broader context of the body-mind-environment
trichotomy. In particular, they study the relation between morphological, neural,
and environmental complexity in an evolutionary system. They use a simple and
a complex environment and evolve robots that comprise triangular meshes and
are driven by neural controllers. Comparing the evolution of morphological com-
plexity in different environments they find that “When no cost was placed on
morphological complexity, no significant difference in morphological complexities
between the two sets of robots evolved. However, when the robots were evolved
in both environments again, and a cost was placed on complexity, robots in
the simple environment were simpler than the robots evolved in the complex
environment” (quote from [5]).

Figure 4 illustrates the algorithmic scheme used in these papers and others
that employ offline evolution of robots or other virtual creatures. Evolution is
offline, because it does not run during the operational period of the robots.
In fact, robots only exist and operate for a short time when the simulator is
computing their fitness. Furthermore, robots do not induce the evolutionary
process ‘from inside’ as active participants. Everything is managed centrally by
a conventional EA that decides on survival and reproduction ‘from above’.

An interesting cluster of papers gets closer to reality by using simulations
for evolving morphologies and constructing the end result. Lipson and Pol-
lack used an EA and a simulator to evolve robotic organisms that consisted
of bars and actuators (but no sensors) driven by a neural net for the task of
locomoting over an infinite horizontal plane [16]. Three of the evolved designs
were fabricated afterwards by 3D-printing the complete morphology (bars and
joints) and snapping in motors by hand. Lund performed simple experiments of
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co-evolving robot controllers and robot body plans in a simulation of LEGO
robot body plans, built the LEGO MINDSTORMS robots afterwards accord-
ing to the evolved robot body plan, and transferred the evolved controller to
the LEGO MINDSTORMS controller, the so-called RCX [18]. Perhaps the most
interesting work in this cluster of papers is the recently developed RoboGen
system [1]. RoboGen works with modular robots encoded by artificial genomes
that specify the morphology and the controller of a robot, a simulator that can
simulate the behavior of one single robot in a given environment, and a classic
evolutionary algorithm that calls the simulator for each fitness evaluation. The
system is used to evolve robots in simulation and the evolved robots can be
easily constructed by 3D-printing and manually assembling their components.
RoboGen was not meant and is not being used for physical robot evolution, but
it could be the staring point for such a system after a number of extensions (e.g.,
crossover for both morphologies and controllers).

A crucial component of any EoT system is the reproduction mechanism
represented by the birth/morphogenesis arrow in Fig. 3. To this end, the self-
reproducing machines of Zykov et al. investigated in [28,29] are interesting.
The first paper defines a physical system self-reproducing if “it can construct
a detached, functional copy of itself” using a sufficient supply of material. The
authors demonstrate such a system in real hardware by using actuated robot
cubes with a microcontroller in each module that executes a hand-written pro-
gram. They show that a robotic organism constructed from four modules is
capable of making a copy of itself if the human experimenters add extra mod-
ules at particular “feeding locations”.

In [29] the hand-made design is replaced by evolved design. The core idea
is to define the relative replicability of a system over a period of time and use
this as fitness function. Then a two-stage evolutionary process can be conducted:
Stage One evolves morphologies of machines capable of reaching an area large
enough to contain a detached copy of themselves and Stage Two evolves con-
trollers to make a given morphology pick cubes from dispensers and place them
at the correct positions. Both evolutionary stages are done using a centralized
evolutionary algorithm in a 2D simulator. In the end, three physically plausible
self-replicating machines have been found.

While the name “self-reproducing machines” may suggest otherwise these
studies are not directly relevant for the EoT as discussed in this paper. First, repro-
duction in the EoT context requires a mechanism for constructing a new physical
robot from the genetic code created by recombining/mutating the genetic codes of
the parents. Having variations is essential for evolution and that is very different
from making exact copies of a machine. Second, machines that could reproduce
anywhere and everywhere would violate the requirement of a centralized Birth
Clinic.

4 EvoSphere

EvoSphere is a specific realization of the Evolution of Things concept. It is based
on the triangular decomposition of an evolutionary robot system as shown in
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Fig. 5. Artist impression of EvoSphere showing a population of soft robots, the red
entities. Note the correspondence between the three edges in the Triangle of Life in
Fig. 3 and the three main EvoSphere sections: the Birth clinic, the Nursery, and the
Arena.

Fig. 3. Compared to the abstract framework of the Triangle of Life, EvoSphere
is a tangible design template of a complete habitat; it provides a basis for a
real-world implementation, see Fig. 5. The system consists of three principal
components, the Birth Clinic, the Nursery, and the Arena. These can be extended
by a Recycling facility if a closed ecosystem is required. For experimental research
in a laboratory some additional Monitoring infrastructure is necessary to monitor
system behaviour and log the experimental data. This component is visualised
by the wall-mounted cameras in Fig. 5.

The Birth Clinic is where robot phenotypes are constructed based on a given
artificial genotype. Depending on the given robot morphology the Birth Clinic
will consist of ‘raw materials’ and a production facility. In case of modular robotic
organisms it should contain the parts (plenty of modules, joints, sensors, actu-
ators) and an assembler putting these together. Further to making the bodies,
the Birth Clinic also has to take care of the robot controllers. This requires the
availability of processing units (computer chips, logic boards) that can be ‘filled’
with software code and appropriate mechanisms to implement the individual
pieces of code that a newborn robot inherits from the parents.

It is important that the newborn robots start in a training arena, dubbed the
Nursery, where they are trained and tested. If they pass muster after training
they are declared fertile and enter the main arena; otherwise they are removed
and recycled. The Nursery represents a practicable approach to solving the align-
ment problem of inherited bodies and minds as described in Note 2 in Sect. 2.
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To this end it is essential to distinguish inheritable and learnable parts in the
robot controllers and assume that lifetime learning can fine tune the working of
inherited components, possibly even compensate for accidental deficiencies.7 The
condition that fertility can only be achieved after passing the Nursery test plays
an important evolutionary role: it prevents reproduction of poorly performing
robots. Furthermore, the Nursery can increase the chances of success in the main
Arena if equipped with appropriate training facilities in a good arrangement. For
instance, one could have a course for learning to locomote, followed by target
following and object manipulation.

The main Arena is the place where the robots have to survive, reproduce, and
perform user-defined tasks. A preprogrammed mate selection mechanism innate
to each robot regulates how two robots negotiate about parenting a child. Of
course, mate selection mechanisms can be made adaptable if required. If the
parents agree, they transmit their genomes to the Birth Clinic that executes
crossover and mutation and constructs the child; then the triangle of life can
start again.

In summary, EvoSphere represents an approach towards the Evolution of
Things since it forms the design template of (a certain type of) artificial evolu-
tionary systems that work in populations of physical entities. EvoSphere satisfies
all properties listed in Sect. 3: physical evolution, morphology evolution together
with controller evolution, online evolution, and autonomous evolution. It is easy
to imagine many different EvoSpheres depending on –among others– the type
of robots (what body, what controller), the learning process in the Nursery, the
details of the Arena, the presence or absence of user defined tasks, and last
but not least the evolutionary operators, for instance, the details of how mate
selection works.

EvoSphere brings the first real Evolution of Things system closer by repre-
senting a target installation. To this end it is relevant to recall the six main
challenges identified in [9]:

1. Body types: to find physical constructs that are suited to be the evolvable
objects forming the population. Technically this requires that they can be
produced and reproduced.

2. How to start, i.e., the birth problem: the implementation of birth (repro-
duction operators) for human engineered physical artifacts is a critical pre-
requisite.

3. How to stop, i.e., the need for a kill switch.
4. Need for speed, i.e., the need to have a sufficiently high rate of evolution

and to make good progress in real time.
5. Process control, in particular, on-line monitoring and steering of a system

that combines open-ended and directed evolution on-the-fly.
6. Body+mind and learning, i.e., to include a learning component in the

system to resolve the possible discrepancy between the inherited body and
mind.

7 A simple example is to use NN controllers with inheritable topology and learnable
weights.
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EvoSphere addresses challenge number 3 and 6 directly by the Birth Clinic
and the Nursery. It does not offer specific solutions for the other challenges,
but by providing details of the system it helps decompose and solve these. For
instance the birth problem can be broken down into assembling robot compo-
nents into a body, adding a CPU as the brain, and installing a controller.8 Fur-
thermore, by identifying the five main system components (Birth Clinic, Nursery,
Arena, Recycling, Monitoring) it defines the design space of EoT systems.

5 Are We There Yet?

At the time of writing (summer 2015) I am not aware of any robotic systems
that work by the principles of EvoSphere. However, there are two studies that
come close in some important aspects.

The paper published last year by our research group reports on a “Robotic
Ecosystem with Evolvable Minds and Bodies” that works in an online,
autonomous fashion without a centralized evolution manager ‘above’ the robot
population [27]. The system is a genuine implementation of the ToL, instanti-
ating all three stages, Birth, Infancy, and Mature life, in a simulated circular
habitat with a radius of 15m. Robots are not required to perform any specific
task and are free to move in any direction until they hit the border of the habi-
tat. The robots have a modular morphology constructed from Roombots and a
controller that is a set of parametrised cyclic splines describing the servo motor
angles in the Roombot joints as a function of time (Fig. 6). Body and mind are
encoded by a genome and there are appropriate crossover and mutation opera-
tors to create new genomes from given parents.

The Birth Clinic is a single facility in the middle of the habitat (Fig. 7).
It takes a newly created genome as input and produces a robot as output just
outside of the Clinic. Newborn robots immediately enter the Nursery which is an
inner circle around the Birth Clinic with a radius of 5m; robots become fertile if
they can pass its perimeter and enter the outer terrain in the habitat. Learning
in the Nursery is implemented by a reinforcement learning method to generate
good gaits. Learning is not restricted to the infancy period as robots continue
learning for their full lifetime. During their mature life robots can reproduce by
periodically sending messages within a limited range containing their genome.
Each robot within this range receives the genome and can decide to use it and
recombine it with its own genome. A new genome is sent to the Birth Clinic
that produces the new robot. It is important to notice that robots that do not
enter the mating range of any other robot cannot reproduce. Hence, the number
of offspring depends on how ‘active’ a robot is. Given that robots have a fixed
maximum lifetime, this implies that population sizes vary (between 1 and 20)
depending on the number of birth and death events.

8 These steps may need to be revised for radically different types of robots, for instance
soft robots with novel forms of control and actuation, but there will always be a list
of such steps.
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Fig. 6. Examples of a robotic organisms from [27]. A real robot (right) and a simulated
robot in Webots (left).

Recently, in june 2015, Brodbeck et al. published an experimental study
about “Morphological Evolution of Physical Robots through Model-Free Phe-
notype Development” [7]. The overall objective is to demonstrate a “model-free
implementation for the artificial evolution of physical systems, to stochastically
optimize the design of real-world machines”. Being model-free means that the
system does not employ simulations, all robots are physically constructed. As
noted by the authors this avoids the reality gap but raises two new problems:
the speed problem and the birth problem (challenge 4 and challenge 2 in [9]).
The system demonstrates a solution to the birth problem in real hardware based
on modular robot morphologies. Two types of cubic modules (active and pas-
sive) form the ‘raw material’ and robot bodies are constructed from a handful
of such modules. The robots do not have an onboard controller, they are driven
by an external PC and their task is to locomote. The evolutionary process is
conducted by a centralized evolutionary algorithm following the template shown
in Fig. 4. However, the robot phenotypes are constructed in real hardware for
fitness evaluation and not in a simulator. The EA runs on the external PC using
a generational scheme, populations of size 10, and fitness proportional selection
where fitness is the travelled distance in a given time interval. Robot genomes
encode the bodies implicitly by specifying the sequence of operations to build
them by a robotic arm, dubbed the mother robot. The system was designed to
construct new robots autonomously. Some experiments were indeed hands-free,
but in some others a human operator assisted the building process.

These papers represent important milestones towards the Evolution of Things.
They demonstrate the feasibility of such systems in a complimentary manner.
The first paper integrates all components of the Triangle of Life, but only in
simulation. Even though the use of an existing hardware platform (Roombots)
makes the system constructible, it has not been constructed in the real world.
The second paper showcases a genuine hardware implementation, where the
robotic manipulator (mother robot) and the given supply of modules form a
Birth Clinic. However, evolution is an offline, centrally managed process, the
robots do not have their own onboard controller, and evolution and learning of
controllers is not included.
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Fig. 7. Helicopter view of the whole environment in [27]. The habitat is a circle with
a radius of 15m. The sliced cylinder in the centre is the Birth Clinic. The Nursery
is an (invisible) inner circle with a radius of 5m, robots become fertile if they can
pass its perimeter and enter the Arena, the outer circle. This system forms the first
rudimentary example of EvoSphere, albeit in simulation.

Thus, the answer to the question in the title of this section is: No, but we
are getting closer. Ongoing work in research labs in Amsterdam, Cambridge,
Lausanne, and Zürich (just to mention the ones I know about) already delivered
promising systems and results, e.g., [1,7,27], and I am confident that these will
inspire further work also elsewhere.

6 Concluding Remarks and Outlook

Constructing, studying, and utilizing artificial evolutionary systems was made
possible by computer technology. The central thesis behind this paper/keynote
is that advances in robot technology are about to open a new era that features
artificial evolutionary systems that are physical, rather than digital. I think it
is safe to predict that autonomously evolving robot populations will be possible
in the future. To this end, many bits and pieces are already present and there
is much know-how in the evolutionary computing, artificial life, and robotics
communities. However, it will take much work in engineering as well as scientific
research before the Evolution of Things can actually be realized.

EvoSphere as outlined here can be of help, because it forms a design tem-
plate, i.e., a more or less tangible description of a system that can lead develop-
ment efforts. When built in the real world, EvoSphere can be used as a research
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platform to study the evolution of intelligent machines for practical as well as
theoretical purposes. On the one hand, it can be used to develop robots that
are hard to obtain with traditional design and optimization techniques and it
can deliver original solutions that are unlikely to be conceived by a human
designer – and that without the usual drawbacks of simulations. Furthermore,
advanced future versions of EvoSphere technology could be deployed outside of
research labs ‘in the wild’. This will enable evolving robot populations that are
able to adapt to unforeseen and/or changing circumstances in inaccessible areas
or uncharted territories, for instance in space.

On the other hand, EvoSphere forms an evolving ecosystem that enables
fundamental research. In this respect EvoSphere can be considered as a novel
scientific instrument. An analogy with cyclotrons may help explain this: while a
cyclotron is a complex instrument to do research in particle physics, EvoSphere
is a complex tool for research into evolution and embodied intelligence. For
instance, it can be used for studying the co-evolution of body and mind or
the relation between the complexity of the environment, robot morphologies,
and robot controllers. Paraphrasing Pfeifer and Bongard [20] we can say that
we already know how the body shapes the mind. In EvoSphere bodies become
‘shapeable’, hence we can also investigate how the mind shapes the body, or
rather, how the two shape each other in response to various environmental con-
ditions. In a broader context the evolving ecosystem in an EvoSphere represents
a physical model of biological evolution that is more realistic than the models
in related studies, e.g. [13,17,25]. By using real hardware EvoSphere can avoid
the reality gap [14], guarantee that the evolved solutions are physically feasible,
and ensure that the scientific findings are not grounded in simulation errors.
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Abstract. In this paper, we propose a content-based recommendation
approach in the domain of e-recruitment to recommend users with job
offers that suit the most their profile and learned preferences. In order
to present the best offers, we construct a semantic vocabulary of the
domain from the job offers corpus and initialize a profile for each user
based on his Curriculum Vitae. Our method is enriching the user profiles
using triggers and statistical methods following his actions regarding the
job offers. The approach we propose presents to the users job offers that
are the closest to their learned needs and interests which also can be
updated based on his daily actions regarding these offers.

Keywords: Profiling · Recommendation · User profile · Semantic
vocabulary · Triggers · E-recuitement

1 Introduction

The recent growth of the Online Web Recruitment Market has made traditional
recruitment methods all but obsolete. In a world where companies are in a con-
stant competition to hire the best profiles and increase incomes while decreasing
the risks. According to the Harvard business school, the cost of a bad hire is
three to five times an employee’s annualized compensation. In specialist func-
tions it reaches 10 times an annual salary1. Aware of these challenges, companies
today invest massively in the best e-recruitment technologies and platforms. We
have a plethora of online communities involving billions of people, and businesses
use them to get opinions, generate consumer insights...etc., They use the web

1 http://www.eremedia.com/ere/recruitment-5-0-the-future-of-recruiting-the-final-
chapter/.
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to scan and watch social trends and needs. We have an explosion of data, tril-
lions of information about customers, job seekers, employees...etc. From which
we can learn everything about people and their habits. The analysis of these
sets of data is the main point of the competition in recruiting. Recruiters today
want to receive the “ideal” shortlist of candidates, after analysing and weighting
job application based on data patterns in the cloud which regroup: skill sets,
experiences, behavioural patterns....etc.

The same objective is pursued by the candidates who want to receive the job
offers that correspond the best to their needs and deep interests. This is the chal-
lenge that e-recruitment faces today, it’s all about personalization and reduction
of mis-hire and gaining the loyalty of the users. Emploitic.com2 as the leader of
e-recruitment in Algeria wants to build a specific recommendation system that
will be integrated in their platform. In facts, their platform users, receive offers
that don’t correspond all the time to their interest because it is purely based
on a key-words research, and recruiters suffer from the same problem, as they
receive hundreds and thousands of job applications which generally do not fit
the offer, due to some aspects as the difficulty for some users to understand the
job description. So, to meet the needs of the users, we proposed a solution that
personalizes the results which are given by the search engine and also by the
suggestion and recommendation systems.

Recommendation systems are a specific form of information filtering which
aims to present information items that might be of interest to the user. In gen-
eral, a recommendation system allows you to compare a user profile to other
certain reference characteristics, and tries to predict the opinion of a user [1].
[12] explain the recommendation systems as systems that collect opinions of a
user’s community, about items (job offers, TV programs...etc.) in order to use
these opinions and likes to recommend interesting items to other users of this
community.

In this paper, we describe the approach that we built to answer the needs
of the users. We made a solution that creates a personalized profile for each
user of the platform then enriches it through the use of the job offers corpus
and the user’s actions monitoring. The body of this paper is organized as fol-
lows: Section 2 discusses the related work. Section 3 presents the approach built.
Section 4 presents the evaluation of the results obtained with the system. Finally,
Section 5 is about our perspectives and a conclusion to our work.

2 Related Work

Basically, recommendation systems are divided into 4 categories: The collabora-
tive filtering approach which predicts the interest of the user to an item by using
a database of a group of other users preferences. This approach is itself divided
into two subcategories: The Memory-based collaborative filtering which predicts
the interests of the user by assigning him first to a group of similar users,through
similarity or correlation measures, then it uses the weighted-notations of the
2 http://www.emploitic.com.

http://www.emploitic.com
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same-group users regarding the items [4]; Model-based collaborative filtering on
its side uses the predicted values of a user’s notation regarding an item, based
on the knowledge that the system has about the user. For example: using previ-
ous notations for other items [4], this model uses several different models as the
cluster model or the Bayesian networks.

The second approach is the content-based filtering, which focuses on the con-
tent similarity between an item and the other items that the user has previously
liked [2]. Systems that are based on this approach have a two-steps process: the
user’s profiling and the items representation. On one hand, they build the pro-
file through the extraction, gathering and representation of its characteristics
automatically through the monitoring of his actions regarding the items that
are of interest to him. On the other hand, the items representation is made
through structured data [2]. The third one is the knowledge based approach
which suggests to the user, items based on the inference of his needs and pref-
erences through the construction of a strong knowledge about the field [5], e.g.:
e-recruitment. Finally, the Hybrid approach is the combination of the three pre-
vious approaches by using different technologies, we can find among them the
weighted hybrid approach or meta-level hybrid systems....etc., [6].

Of course, as e-recruitment becomes more and more strategic and important,
several approaches have been used in e-recruitment platforms to build personal-
ized recommendation systems that provide better satisfaction to the user. Thus,
within the sphere of job recommendation systems, we can find a lot of work that
has been done using the different approaches listed above.

The common point between all the existing systems is the profile construc-
tion, an entity that represents the basis of every recommendation system. Some
systems use only personal information like abilities or academic and professional
experiences [9,15]. Other systems go even further and scan the users actions on
the platform e.g.: safeguard, application...etc, to detect his needs and interests
and save them in a re-usable way [7,10].

The collocation words to enrich the vocabulary, are used in many domains. In
the translation, it is exploited to build multilingual dictionaries [8]. In emotions
recognition, it is used to capture vocabularies of emotions [16]. Few works that
use the collocation words in the recommendation systems. [9] use it to enrich
the user profiles and update them regarding his actions and history.

3 Building a Recommendation Approach

This work is motivated by a willing to build a solution that would meet the needs
of the e-recruitment platform users, and the necessity to provide them with a
recommendation approach that analyses and explores their interests, infer their
needs and present them opportunities that suit the best their learned preferences.

Our recommendation solution uses a content-based approach and is struc-
tured as a two-parts process. It creates first a personalized profile for each user
then enrich it through the use of the job offers corpus and the user’s actions
monitoring.



26 O. Chenni et al.

Fig. 1. Architecture of the jobs recommender.

The second part, is the recommendation module, which uses similarity met-
rics between the users updated profile and the different job offers available. Our
solution is composed of two (02) modules:

Offline Module: Once the jobs indexed and the job profiles instantiated from
jobs corpus, we initialize the user profiles from users database and establish
the semantic vocabulary by searching relationships between words to enrich the
profiles.

Online Module: When a user applies to a job offer in the user interface this
module manages the enrichment of his profile and the recommendation of other
job offers that match his updated profile (see Fig. 1).

3.1 First Challenge: Constructing the Semantic Vocabulary

Words Listing. We pull from the jobs corpus all useful unigrams, and for
more efficiency we decided to consider the compound words, by using bigrams
and trigrams. Then, we extract all correct bigrams B and trigrams T. To avoid
redundancy, for each bigram b we take a subset T’ of all trigrams t in which b
is included, and tested if:

∑
Number of occurrences of t > α × Number of occurrences of b
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Table 1. Bigram/Trigram detection

Bigram “b” Occurrences Trigrams “t” Occurrences

Engineering Engineer 804 Electrical Engineering Engineer 309

Mechanical Engineering Engineer 204

Industrial Engineering Engineer 136

Energetic Engineering Engineer 89

Sum 738

where:
0 < α < 1: is a value to define.
t ∈ T ′: is a trigram that belongs to the subset.
The Table 1 is an example that illustrate the idea.
If we define α = 0, 8, we will find that: 804 × 0, 8 � 643 is the threshold

value, and 738 > 643 so we will assume that bigram b has no reason to exist and
should be a trigram t.

Collocations. Once the list of unigrams, bigrams and trigrams is created, we
build the semantic vocabulary. It is used to enrich the user profile. The idea is
to find interesting relationships among words, using the triggers concept.

The triggers focus on words that often appear together. A word will probably
trigger another if we can predict the second one when the first one occurs.
Finding the collocation words is based on text windows or discourse units, in our
case the text window is the job offer. The triggers are determined by calculating
for each word(unigram, bigram and trigram) its Chi-square measure with each
word(unigram, bigram and trigram) in the corpus. Then, only words with a high
chi-square are kept used as triggered words.

Chi−SquareX 2: Pearson’s chi-squared independence test is used in a text corpus
to compute collocations which are, couples of words that occur together more
than they should at random. It requires: a random sample and observations must
be independent of each other.

The null hypothesis refers to a default position which corresponds to an
absence of relationship between two words. Rejecting this hypothesis states that
there is a relationship between these two words [17]:

X 2 =
n∑

i=1

(Oi −Ei)2

Ei

where:
Oi: the number of observations of type i.
Ei = N × pi: the expected (theoretical) frequency of type i, asserted by the

null hypothesis that the fraction of type i in the population is pi
N : total number of observations
n: the number of cells in the contingency table.



28 O. Chenni et al.

To assess the significance of the calculated value of X 2, we refer to the stan-
dard chi-square table, with only one degree of freedom, which gives us a threshold
value of 3.841 to compare with.

3.2 Second Challenge: Modelling the User Profile

Profile Schema. To modelize the user profile we considered his resume, skills,
interests and activity fields. We have also modeled the job profile by its sector,
title and the most significant terms in the job offer extracted with the T F × IDF
model [14].

Considering that Vj is the vector representing the job profile, and Vu is the
one representing the user profile, we have:

V ector job =< Sector, Profession, Job T itle,Meta−data job > annotated
as Vj =< S,P, T,M >

V ector user =< Sector, Profession,Cv T itle, Skills,Meta − data user >
annotated as Vu =< S,P, T, S,M >

Each component of these vectors is itself a vector that represents a collection
of weighted words which are computed with the T F × IDF .

Typically, the T F × IDF weight is composed by two terms:
T F : Term Frequency, which measures how frequently a term occurs in a job

offer. Since every job offer is different in length, it is possible that a term appears
much more times in jobs with longer texts than those with shorter ones. To take
into consideration this feature the term frequency is divided by the job offer
text’s length to normalize [16]:

T F(t, d) = F (t, d)

where:
t: is a term
d: is a job offer
F : is the occurrence’s frequency of t in d
IDF : Inverse Document Frequency, which measures how important a term

is. While computing T F , all terms are considered equally important. However
it is known that some terms, like stop words, may appear more but have less
importance.

Thus we need to weigh down the frequent terms while scaling up the rare
ones, by computing the following [16]:

IDF(t,D) = log
N

|{d ∈ D : t ∈ d}|

where:
N : is the total number of job offers in the corpus
|{d ∈ D : t ∈ d}|: is the number of job offers in which the term t occurs.
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Initialisation. To provide recommendations from the beginning, an initial pro-
file can be used. This initial profile is automatically generated from the previously
filled resume. Users are asked to fill out the resume, containing various demo-
graphic, professional data and other relevant information. The added-value of
our initial profile, which uses the resume, is the fact that it allows us to avoid the
cold-start. It generates recommendations from the very beginning and enables
the recommender to suggest jobs according to the skills and Curriculum’s content
of the job seeker.

Update. Users are allowed to write applications for a specific job offer. The
company, which has published the job, receives an email with the application
and gains access to the user’s resume. A user who applies to an offer clearly
indicates an interest in this job offer. Meta-data of the user profile are updated
as a consequence of his application to a job offer. For each word among the
most significant ones in the job offer, we calculate its triggered terms using
the semantic vocabulary. With these terms we constitue a new group of words,
recompute their T F × IDF regarding the corpus, sort the results and take the
best words to enrich the user profile. If the word is a new one, we add it, but if
it is already included, we update its old value using the Moving Average [13]:

Rt = α.Wt + (1 − α).Rt−1

where:
Rt: is the word’s weight after update
Rt−1: is word’s weight before update
Wt: is the new weight to add pulled from T F × IDF
0 < α < 1: is a coefficient to define as: α = 2

N+1
N : is a a constant smoothing factor.
In our case, we take the average number of user visits per month which is

N = 7, so we put α = 0, 25.

3.3 Third Challenge: Matching and Recommendations

The user and job profiles are,with all their dimensions, represented by vectors.
After their construction, the cosine similarity, which is shown in the equation
below, is used to compute the distance between the user profile and job profiles
vectors [11]:

Cosine(Vu, Vj) =
∑n

i=1 Vui
× Vji√∑n

i=1 |Vui
|2.

∑n
i=1 |Vji |2

where:
Vu: is the user profile vector
Vj : is the job profile vector.
The smaller the angle is, the closer and more similar the job offer is to the

user profile. We use this measure to compute a similarity score between the user
profile and all the available offers, then we order the scores in a descending order.
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3.4 Corpus

To achieve all of the steps stated above, we used a corpus of 49000 job offers,
from which we removed approximatively 7000 offers written in English. We con-
centrated our work on the remaining 42140 offers written in French. We divided
these offers in two parts. We used 42000 to search for the triggers and the
remaining 140 to search for the experiments (see Table 2).

Table 2. Corpus details

Corpus size 83.238

Vocabulary size 5.032

Number of Unigrams 4.809

Number of Bigrams 169

Number of Trigrams 54

4 Evaluation

For the evaluation of our approach we proceed to a comparison between the
actual recommendations service and ours. The primary goal of the experiments
was to evaluate the performance of our recommendation approach, especially
the contribution of the profile enrichment with triggers.

The experiment corpus is made up of 140 job offers, divided into two sets.
The first one contains job offers distributed over four profiles (see Table 3). The
second set has been integrated to the test corpus, in order to evaluate the real
contribution of our method. It contains 48 job offers that have been randomly
collected.

Table 3. Profiles

Profession Sector Skills

Marketing Manager Assistantship, secretarial Interactions

HR Director IT, Telecom, Internet Legal Consulting

Networks/Systems Engineer Education, Teaching Cisco, Configuration

Communications Manager Telecommunications, Networks Communication

In order to evaluate the experiment results, we used three standard met-
rics: Recall, Precision and F-measure. Recall is the ability of the system to
return all relevant jobs, Precision is its ability to return only relevant jobs and
F-measure characterizes the combined performance of Recall and Precision.
Other performance metrics which are used in many fields, could measure the
system’s performance from its errors, namely the False Acceptance, where a job
is wrongly accepted, and the False Reject, where a job is wrongly rejected. All
those metrics are calculated as follows [3]:
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Recall =
Number of relevant jobs retrieved

Number of jobs to retrieve

Precision =
Number of relevant jobs retrieved

Number of jobs retrieved

F − measure = 2 × Precision × Recall
Precision + Recall

False Reject =
Number of False Rejects
Number of jobs to retrieve

False Acceptance =
Number of False Acceptances
Number of jobs retrieved

Table 4 summarizes job recommendation results obtained for the four pro-
files. These results show that the use of triggers have allowed to improve the
performance of recommendations. Indeed, the average F-measure has increased
from 53 % to 75 %.

Moreover, we obtained better Recall and Precision values, for all the profiles.
For “Marketing Manager”, all job offers are recommended (Recall = 100 %), thus
no job offer is wrongly rejected (False Reject = 0 %).

Table 4. Performances of the job recommendation

User Profile System Recall Precision F-measure F. rejects F. accepts.

Marketing Manager Emploitic 0,81 0,40 0,54 0,19 0,6

E-profiling 1,00 0,57 0,72 0,00 0,43

HR Director Emploitic 0,88 0,76 0,81 0,12 0,24

E-profiling 0,96 0,77 0,86 0,04 0,23

N/S Engineer Emploitic 0,58 0,26 0,36 0,42 0,74

E-profiling 0,85 0,71 0,77 0,15 0,29

Comm Manager Emploitic 0,65 0,32 0,43 0,35 0,68

E-profiling 0,90 0,50 0,64 0,10 0,50

Average Emploitic 0,73 0,43 0,53 0,27 0,57

E-profiling 0,93 0,64 0,75 0,07 0,36

5 Discussion and Conclusion

In this paper, we have described an approach using semantic vocabulary with
an indicator of interest to personalize information retrieval in an e-recruitment
environment. Our approach consists of the integration of user profile in the
recommendation process after catching implicit informations about him. The
user profile is described using vectors of weighted words that reflect interests
and preferences. This profile is constantly updated and exploited to compute
the matching with job offers. The results obtained show that our approach has
achieved a good performance, greatly increasing recall and precision. In the



32 O. Chenni et al.

perspectives, we propose to add other indicators of interest like: read-time of a
job offer, and saving a job offer ..., We want also to use this profiling solution
to optimize the search engine, and finally profile any simple visitor by creating
a short term profile session.
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Abstract. We propose a genetic algorithm (GA) to search for plateaued
boolean functions, which represent suitable candidates for the design of
stream ciphers due to their good cryptographic properties. Using the
spectral inversion technique introduced by Clark, Jacob, Maitra and
Stanica, our GA encodes the chromosome of a candidate solution as a
permutation of a three-valued Walsh spectrum. Additionally, we design
specialized crossover and mutation operators so that the swapped posi-
tions in the offspring chromosomes correspond to different values in the
resulting Walsh spectra. Some tests performed on the set of pseudo-
boolean functions of n = 6 and n = 7 variables show that in the former
case our GA outperforms Clark et al.’s simulated annealing algorithm
with respect to the ratio of generated plateaued boolean functions per
number of optimization runs.

Keywords: Evolutionary computing · Cryptography · Genetic
algorithms · Simulated annealing · Boolean functions · Walsh transform ·
Spectral inversion · Nonlinearity · Resiliency

1 Introduction

The security of a symmetric cryptosystem often depends on the choice of the
underlying boolean functions. For instance, in the combiner model for stream
ciphers the boolean function f : F

n
2 → F2 used to combine the outputs of n

Linear Feedback Shift Registers (LFSRs) should satisfy several cryptographic
criteria in order to resist to specific attacks. These properties include, among
others, balancedness, high algebraic degree and nonlinearity, and high order of
resiliency. When searching for good cryptographic boolean functions, a way to
overcome the combinatorial explosion resulting from increasing the number of
variables is to use heuristic techniques, such as Genetic Algorithms [7], Simulated
Annealing [4], Genetic Programming (both basic and Cartesian GP [9,10]) and
Particle Swarm Optimization [6]. These methods usually represent a candidate
boolean function by either its truth table or by a tree encoding one of its possible
algebraic expressions.

Clark, Jacob, Maitra and Stanica [3] proposed the spectral inversion tech-
nique for designing good cryptographic boolean functions, in which a candidate
c© Springer International Publishing Switzerland 2015
A.-H. Dediu et al. (Eds.): TPNC 2015, LNCS 9477, pp. 33–45, 2015.
DOI: 10.1007/978-3-319-26841-5 3
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solution is represented as a permutation of a Walsh spectrum that encodes a par-
ticular set of cryptographic properties. In general, by applying the inverse Walsh
transform to such a spectrum, a pseudoboolean function f : Fn

2 → R is obtained.
Thus, the objective function becomes the deviation of f from being a boolean
function, and in [3] Simulated Annealing (SA) was adopted to minimize it.

The goal of this paper is to investigate the application of permutation-based
Genetic Algorithms for evolving cryptographic boolean functions by spectral
inversion, a method which was conjectured to be more efficient than SA in [3].

In particular, we design a GA in which the chromosomes of the evolved solu-
tions are Walsh spectra of plateaued pseudoboolean functions. The motivation for
this choice is twofold. First, spectra of plateaued pseudoboolean functions are
three-valued, hence they have an easy combinatorial characterization. Second,
plateaued boolean functions are considered suitable candidates for cryptographic
applications, since they satisfy with equality the bounds on maximum achievable
algebraic degree and nonlinearity for a given resiliency order, respectively proved
by Siegenthaler [11] and Tarannikov [12]. Since our GA manipulates permuta-
tions of repeated values, we propose a crossover and a mutation operator which
ensure that the modified genes in the offspring correspond to different values in
the Walsh spectrum.

Let us note that, as the number of boolean functions of n variables is 22
n

,
exhaustively searching for plateaued boolean functions (or, more in general, cryp-
tographically relevant boolean functions) becomes unfeasible for n > 5. For this
reason, we assess the performance of our GA in generating plateaued boolean
functions of n = 6 and n = 7 variables. The results show that our GA out-
performs Simulated Annealing in finding plateaued boolean functions of n = 6
variables, while for n = 7 SA still yields better average fitness values, even if
neither technique was able to generate a plateaued boolean function in this case.
This would seem to suggest that combining the global search capabilities of
our GA and the local exploration of SA could lead to better results for higher
numbers of variables.

The remainder of this paper is organised as follows. Section 2 gives a
brief introduction about boolean functions and their cryptographic properties.
Section 3 describes our permutation-based Genetic Algorithm, defining the solu-
tion encoding, the fitness function and the adopted genetic operators. Section 4
presents the results obtained by our GA on the optimization of pseudoboolean
plateaued functions for n = 6 and n = 7 variables, and compares them with the
results achieved by the SA algorithm described in [3]. Finally, Sect. 5 summarises
the contributions of this paper and points out some possible future developments
on the subject.

2 Preliminaries on Boolean Functions

In this section, we recall some basic definitions and facts about boolean functions
and their cryptographic properties. For further details on the subject, we refer
the reader to Carlet [2].
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2.1 Representations of Boolean Functions

A boolean function of n variables is a mapping f : Fn
2 → F2, where F2 = {0, 1} is

the finite field of two elements. Once an ordering of the input variables x1, · · · , xn

has been fixed, the truth table representation of f is a vector Ωf ∈ F
2n

2 which
specifies for all i ∈ {0, · · · , 2n − 1} the value of f(bin(i)), where bin(i) denotes
the n-bit binary expansion of i. The algebraic normal form (ANF) represents a
boolean function f as a sum of products over F2. Specifically, given f : Fn

2 → F2,
N = {1, · · · , n} and P(N) the power set of N , the ANF of f is defined by the
following polynomial:

f(x) =
⊕

I∈P(N)

aI

(
∏

i∈I

xi

)
. (1)

The polar form f̂ : F
n
2 → {−1, 1} of f is the function defined as

f̂(x) = (−1)f(x) for all x ∈ F
n
2 . Denoting by ω · x = ω1x1 ⊕ · · · ⊕ ωnxn the

scalar product modulo 2 of the two vectors ω, x ∈ F
n
2 , the Walsh transform of

f : Fn
2 → F2 is the function F̂ : Fn

2 → R defined for all ω ∈ F
n
2 as

F̂ (ω) =
∑

x∈F
n
2

f̂(x) · (−1)ω·x. (2)

The vector of Walsh coefficients Sf =
(
F̂ (bin(0)), · · · , F̂ (bin(2n − 1))

)
∈ R

2n

of f is also called the Walsh spectrum of f , while the maximum absolute value
among all Walsh coefficients Wmax(f) is called the spectral radius of f . One
important property of the Walsh spectrum is Parseval’s identity, which states
that the sum of all squared Walsh coefficients is constant for every boolean
function f : Fn

2 → F2: ∑

ω∈F
n
2

F̂ (ω)2 = 22n. (3)

Given a spectrum Sf of a boolean function f , it is possible to recover the
original (polar) function by applying the inverse Walsh transform:

f̂(x) = 2−n
∑

ω∈F
n
2

F̂ (ω) · (−1)ω·x. (4)

Notice that not all possible real-valued Walsh spectra correspond to boolean
functions: in general, by applying the inverse Walsh transform to a random
spectrum S ∈ R

2n the outcome will be the polar truth table of a pseudoboolean
function f : Fn

2 → R.

2.2 Cryptographic Properties of Boolean Functions

The Walsh spectrum is used to characterize several cryptographic properties of
boolean functions. In particular, given f : Fn

2 → F2 along with is Walsh spec-
trum Sf and spectral radius Wmax(f), we considered the following cryptographic
properties for our optimization problem:
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– Balancedness: f is balanced if its truth table Ωf is composed of an equal
number of 0 s and 1s. Equivalently, f is balanced if and only if F̂ (0) = 0,
where 0 denotes the null vector of Fn

2 .
– Algebraic Degree: the algebraic degree d of f is defined as the degree of its

ANF. Functions of degree 1 are also called affine functions.
– Nonlinearity: the nonlinearity nl of f is the Hamming distance of f from

the set of all affine functions. Equivalently, the nonlinearity of f can also be
computed as nl = 1

2 (2n − Wmax(f)).
– Resiliency: function f is said to be m-resilient if, by fixing at most m input

variables, the resulting restrictions of f are all balanced. Equivalently, f is
m-resilient if and only if F̂ (ω) = 0 for all ω ∈ F

n
2 having Hamming weight at

most m, that is, the Walsh transform vanishes for all vectors ω ∈ F
n
2 which

have at most m nonzero coordinates. Notice that 0-resiliency corresponds to
balancedness.

In order to be suitable for cryptographic purposes (for instance, to be used in
the combiner model), a boolean function f should be balanced, have high alge-
braic degree and nonlinearity, and be resilient of high order. However, functions
which fully satisfy all these four criteria simultaneously do not exist. In partic-
ular, Siegenthaler’s bound [11] and Tarannikov’s bound [12] respectively limit
the reachable values of algebraic degree and nonlinearity for a given order of
resiliency:

– Siegenthaler’s Bound: d ≤ n − m − 1
– Tarannikov’s Bound: nl ≤ 2n−1 − 2m+1

In what follows, by (n,m, d, nl) we denote the profile of a balanced boolean
function of n variables having resiliency order m, algebraic degree d and nonlin-
earity nl.

Among the various classes of boolean functions which can be characterized
in terms of cryptographic properties, bent functions are the ones reaching the
highest possible values of nonlinearity. Specifically, f : F

n
2 → F2 is bent if

F̂ (ω) = ±2
n
2 for all ω ∈ F

n
2 . However, these functions exist only for even val-

ues of n, and moreover they are not balanced since F̂ (0) = ±2
n
2 . Hence, bent

functions are not suitable for cryptographic applications.
A broader class which includes bent functions is the set of plateaued functions,

originally introduced by Zhang and Zheng [14]. Formally, a boolean function
f : Fn

2 → F2 is plateaued if F̂ (ω) ∈ {−Wmax(f), 0, +Wmax(f)} for all ω ∈ F
n
2 .

Thus, Walsh spectra of plateaued functions take at most three values. Plateaued
functions are especially interesting for cryptography, since they satisfy with
equality both Siegenthaler’s and Tarannikov’s bounds, a feature which makes
them optimal with respect to all four properties mentioned above. The profile
of a plateaued boolean function is of the form (n, r − 2, n − r − 3, 2n−1 − 2r−1),
where r ≥ n

2 , from which it follows that Wmax(f) = 2r. Notice that if n is even
and r = n

2 , then a plateaued function is bent. In what follows, we will apply our
GA for evolving plateaued boolean functions.
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3 Our Genetic Algorithm

3.1 Chromosomes Encoding

The main idea underlying the chromosome encoding of our GA is to represent a
candidate solution as a permutation of a Walsh spectrum S ∈ R

2n . This spectral
inversion approach to heuristic design of cryptographic boolean functions was
originally introduced by Clark, Jacob, Maitra and Stanica in [3].

As a first observation, notice that representing the chromosome as a permu-
tation of the spectrum positions would allow us to employ classic permutation-
based GA, such as those designed for the Traveling Salesman Problem [5].
However, the Walsh spectrum is generally composed of repeated values. This
means that a position-based encoding would make the GA search into a space
which is bigger than what is actually needed, since several swaps performed by
permutation-based genetic operators would map to the same values in the Walsh
spectrum. Hence, we represent our candidate solution directly by its Walsh spec-
trum values. From the combinatorial point of view, this representation is equiv-
alent to performing permutations over a multiset M.

Recall from the previous section that, by Parseval’s identity, the sum of
the squared Walsh coefficients of any n-variable boolean function equals 22n.
Moreover, the values summed in the Walsh transform defined in Eq. (2) are
all integers, hence we can start to model a candidate solution as a vector of
2n integers which sum to 22n. Additionally, we are interested only in plateaued
boolean functions, so that each Walsh coefficient can only take its value in the set
V = {−2r, 0,+2r}. We thus need to determine the multiplicities of the elements
of V in order to characterise the multiset M required to build the spectrum.
Using the approach sketched in [3], these multiplicities can be derived from the
following observations:

(1) Since a plateaued boolean function is m-resilient with m = r−2, all positions
which correspond to input vectors having at most m nonzero coordinates
must be set to zero. Therefore, in order to meet the resiliency constraint there
must be at least #0res =

∑m
i=0

(
n
i

)
zero-valued positions in the spectrum.

(2) Each nonzero position in the spectrum contributes by a term of (±2r)2 = 22r

in Parseval’s identity. Thus, the total number of nonzero positions in the
spectrum is given by # ± 2r = 22n

22r .
(3) From (1) and (2) we deduce that there are #0add = 2n − ((# ± 2r) +

(#0res)) additional positions set to zero other than the ones used to satisfy
m-resiliency.

(4) By setting f̂(0) = 1, it follows that
∑

ω∈F
n
2

F̂ (ω) = 2n. Notice that this is an
arbitrary assumption, since we are considering only those functions mapping
the null vector to 0. However, this does not bias the final search space, since
by setting f̂(0) = −1 we would always get plateaued functions having the
same profile.
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(5) By combining observations (2) and (4), we finally obtain the number of
positions to be set to −2r and +2r by solving the following system:

{
(# + 2r) + (# − 2r) = 22n

22r

(# + 2r) − (# − 2r) = 2n

which gives {
# + 2r = 2n−1(2n−2r + 1)
# − 2r = 2n−1(2n−2r − 1)

In what follows, we denote by x[i] the element at position i of vector x.
Since there are #0res positions in the spectrum which are set to zero for the
resiliency constraint, we can restrict our representation only to those posi-
tions whose binary expansions have more than m nonzero coordinates. Let us
thus consider the restricted ordered spectrum Sro = (w1, · · · , wl) having length
l = 2n − #0res and whose first #0add positions are set to zero, the next # − 2r

are set to −2r and the final #+2r are set to +2r. Additionally, let us denote by
Pr = (j1, · · · , jl) the vector of positions ji such that hwt(bin(ji)) > m, where
hwt(·) denotes the Hamming weight of the binary string passed as argument.
Clearly, by permuting the components in Sro the resulting spectrum maintains
the desired cryptographic properties, since the multiplicities #0add, # − 2r and
# + 2r are permutation invariant. However, we are interested only in those per-
mutations which swap different values in the restricted spectrum. To address
this problem, we employ the following equivalence relation ∼p on the symmet-
ric group Sl: given two permutations π1, π2 ∈ Sl, define π1 ∼p π2 if and only
if wπ1(i) = wπ2(i) for all i ∈ {1, · · · , l}, where wπ1(i), wπ2(i) are components of
Sro. We can thus characterize the permutations which map different values in
the restricted spectrum as the representatives of the equivalence classes in the
quotient set Sl/∼p. With a little abuse of notation, in what follows we write
π ∈ Sl/∼p to directly denote the representative permutation π instead of the
equivalence class [π]∼p

.
The chromosome which encodes a candidate solution evolved by our GA is

a permutation c = (wπ(1), · · · , wπ(l)) of the restricted ordered spectrum Sro,
where π ∈ Sl/∼p. The decoding of chromosome c which yields the corresponding
pseudoboolean function f : Fn

2 → R, denoted by dec(c), is carried out using the
following procedure:

1. Initialize the Walsh spectrum Sf to the null vector (0, · · · , 0) ∈ R
2n .

2. For all i ∈ {1, · · · , l} set Sf [ji] = c[i], where ji = Pr[i].
3. Perform spectral inversion: apply to Sf the inverse Walsh transform defined

in Eq. (4) in order to obtain the polar form f̂ of function f .

3.2 Objective and Fitness Functions

In order to measure how good a pseudoboolean function is, the authors of [3]
proposed an objective function based on the distance from the nearest boolean
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function. Formally, given the polar form f̂ of f : Fn
2 → R, the polar truth table

of the nearest boolean function b̂ : Fn
2 → {−1,+1} is obtained for all x ∈ F

n
2 as

follows:

b̂(x) =

⎧
⎪⎨

⎪⎩

+1 , if f̂(x) > 0
−1 , if f̂(x) < 0
+1 or − 1 (chosen randomly) , if f̂(x) = 0

(5)

Given a chromosome c and the corresponding pseudoboolean function
f = dec(c), the objective function to be minimized proposed in [3] is defined as:

obj(f) =
∑

x∈F
n
2

(f̂(x) − b̂(x))2. (6)

This objective function measures the deviation of f from being a true boolean
function. Hence, an optimal solution to our problem is encoded by a chromosome
c such that obj(dec(c)) = 0. Given how we designed the Walsh spectrum, such
a solution corresponds to a plateaued boolean function.

The fitness function fit(·) maximised by our GA is simply defined as the
opposite of the objective function (6), that is, fit(f) = −obj(f).

3.3 Genetic Operators

Considering the chromosome encoding adopted for the candidate solutions, an
appropriate crossover operator for our GA has to preserve the multiplicities
#0add, # − 2r and # + 2r of the restricted spectrum, so that Parseval’s identity
and the other properties of plateaued functions are maintained. To this end, we
designed a crossover operator loosely inspired by the one proposed in [7].

The main idea is to work at the loci level, and to use counters in order
to keep track of the multiplicities of the three values 0, −2r and +2r inserted
in the offspring during the crossover phase. More precisely, given two parent
chromosomes c1 and c2, our crossover operator builds an offspring chromosome
o as follows:

1. Initialize to zero the three counters cnt z, cnt n and cnt p respectively asso-
ciated to the spectral values 0, −2r and +2r.

2. For all i ∈ {1, · · · , l} such that c1[i] = c2[i], copy either c1[i] or c2[i] in o[i].
Depending on the copied value, update the relevant counter.

3. For all i ∈ {1, · · · , l} such that c1[i] �= c2[i], determine the value to be copied
in o[i] as follows:
(a) If all three counters are below their maximum values (that is,

cnt z < #0add, cnt n < # − 2r and cnt p < # + 2r), randomly select
c1[i] or c2[i] with probability 1/2, and copy it in o[i]. Depending on the
copied value, update the relevant counter.

(b) If one of the three counters reached its maximum value, check if either
c1[i] or c2[i] is equal to the value associated to that counter. If so, copy
the gene of the other parent in o[i]. Otherwise, randomly select c1[i] or
c2[i] with probability 1/2, and copy it in o[i]. In both cases, depending
on the copied value, update the relevant counter.



40 L. Mariot and A. Leporati

(c) If two out of three counters reached their respective maximum values,
copy the value associated to the remaining counter in o[i].

4. Return the offspring chromosome o.

Concerning the mutation operator, we adopted a simple swap procedure
which checks that the swapped values are different. In particular, let us assume
that c is a chromosome of length l and that pos0, pos−2r and pos+2r are the
vectors specifying the positions of the 0s, −2rs and +2rs in c, respectively. Then,
our mutation operator is applied to each locus i ∈ {1, · · · , l} of c with probability
pμ ∈ [0, 1], and it performs the following steps:

1. Setting v = c[i], randomly select with probability 1/2 one of the two positions
vectors post or posu, where t �= v and u �= v.

2. Denoting by poss the selected positions vector, randomly draw with uniform
probability an index j of poss.

3. Swap the values c[i] and c[poss[j]].
4. Swap the occurrence of i in posv with poss[j].

Finally, for the selection operators we tested both roulette wheel selection
and deterministic tournament selection.

3.4 Overall GA Procedure

We can now summarise the overall procedure of our GA. The input parameters
for the algorithm are the number of variables n and the index r ≥ n

2 of the target
plateaued functions, the size of the population N (where N is even), the number
of generations G to be performed, the crossover and mutation probabilities pχ

and pμ, and the selection operator S.

1. Initialization: Compute the profile (n, r − 2, n − r − 3, 2n−1 − 2r−1) of the
target functions and the multiplicities #0res, #0add, # − 2r and # + 2r of
the Walsh spectrum.

2. Create Population: For i ∈ {1, · · · , N}, create a chromosome
c = (wπ(1), · · · , wπ(l)) of length l = 2n −#0res, where π is a random permu-
tation of Sl/∼p, and add it to the current population P.

3. Initial Fitness Evaluation: For each chromosome c ∈ P, decode its respective
pseudoboolean function f = dec(c) and compute the fitness value fit(f) =
−obj(f), where obj(·) is defined as in Eq. (6). Set the best solution B as the
individual scoring the highest fitness value.

4. Selection Phase: Apply N times the selection operator S on the current pop-
ulation P, thus creating a candidate population C of (eventually repeated)
N chromosomes which will produce the next generation.

5. Crossover Phase: For all i ∈ {1, 3, · · · , N − 1}, sample a random number
r ∈ [0, 1]. If r < pχ, apply the crossover operator twice to the pair ci, ci+1 ∈ C,
and copy the two offspring chromosomes (oi, oi+1) in the new population N .
Otherwise, set oi = ci and oi+1 = ci+1, and copy them in N .
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6. Mutation Phase: For each chromosome o ∈ N and for all j ∈ {1, · · · , l},
sample a random number r ∈ [0, 1]. If r < pμ, apply the mutation operator
to o[j].

7. Fitness Evaluation: For each chromosome o ∈ N , compute the fitness value
of f = dec(o), and find the current best individual Bc having the highest
fitness value in N .

8. Elitism: If fit(Bc) ≤ fit(B), replace a random individual in N with B.
Otherwise, update the best solution found so far by setting B = Bc.

9. Population Update: Set the current population P equal to N .
10. Termination Condition: If the best solution found is optimal (obj(B) = 0)

or the maximum number of generations G has been reached, output the best
solution B found by the GA. Otherwise, return to Step 4.

4 Experiments and Results

We tested our GA on the spaces of pseudoboolean functions of n = 6 and n = 7
variables, adopting in both cases index r = 4. This is the smallest integer value,
yielding maximum nonlinearity, such that the resulting functions are not bent
for n = 6. Table 1 reports the profiles and the multiplicities of the spectrum
values for the corresponding plateaued boolean functions.

Table 1. Cryptographic profiles and spectral multiplicities for plateaued functions of
n = 6 and n = 7 variables

(n, m, d, nl) #0res #0add # − 2r # + 2r

(6, 2, 3, 24) 22 26 6 10

(7, 2, 4, 56) 29 35 28 36

We limited our experimentation to these two problem instances in order to
compare our GA with Simulated Annealing. As a matter of fact, the basic SA
algorithm described in [3] was able to find only 5 plateaued functions with profile
(7, 2, 4, 56) out of 500 optimization runs, and a change of basis procedure [4]
had to be applied in order to convert some generated sub-optimal solutions into
actual boolean functions. Further, for n = 6 only bent functions were considered,
but not generic plateaued functions. On the other hand, for higher number of
variables the basic version of SA always failed to generate boolean functions,
hence the authors of [3] restricted their search space to the family of rotation
symmetric boolean functions, which we did not consider in this work.

For each value of n and selection operator considered, we performed R = 500
independent runs of our GA, using a population of N = 30 chromosomes evolved
for G = 500000 generations. Thus, each GA run consisted of F = 1.5 ·107 fitness
evaluations. The crossover and mutation probabilities were respectively set to
pχ = 0.95 and pμ = 0.05, while in the case where tournament selection was used
we adopted a tournament size of k = 3.
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Table 2. Statistics of the best solutions found by our GA and SA over R = 500 runs

n Stat GA(RWS) GA(DTS) SA(T1, α1) SA(T2, α2)

6 avgo 14.08 13.02 19.01 19.03

mino 0 0 0 0

maxo 16 16 28 28

stdo 5.21 6.23 4.89 4.81

#opt 60 93 11 10

avgt 83.3 79.2 79.1 79.4

7 avgo 53.44 52.6 45.09 44.85

mino 47 44 32 27

maxo 58 59 63 57

stdo 2.40 2.77 4.39 4.18

#opt 0 0 0 0

avgt 204.2 204.5 180.3 180.2

Concerning the comparison with Simulated Annealing, we implemented the
SA algorithm described in [3] and we tested it for n = 6 and n = 7 by setting the
number of inner loops MaxIL and moves within an inner loop MIL respectively
to MaxIL = 5000 and MIL = 3000, thus yielding the same number F = 1.5·107

of fitness evaluations performed by our GA. Since the authors of [3] did not
mention the initial temperature which they adopted for their experiments, we
tested the values T1 = 100 and T2 = 1000 with cooling parameter respectively set
to α1 = 0.95 and α2 = 0.99. As for our GA, for each combination of parameters
(n, T0, α) we performed 500 runs of the SA algorithm.

We performed all our experiments on a 64-bit Linux machine with a Core i5
architecture and a CPU running at 2.8 GHz. For n = 6, a set of 500 runs of GA
or SA took approximately 11.5 hours to complete, while for n = 7 it took about
28.3 hours and 25 hours for GA and SA, respectively. Table 2 reports the results
of the experiments.

By GA(RWS) and GA(DTS) we denote our GA respectively with roulette
wheel selection and deterministic tournament selection, while SA(Ti, αi) stands
for the SA algorithm run with initial temperature Ti and cooling parameter αi,
for i ∈ {1, 2}. For each parameters combination, Table 2 reports the average
(avgo), minimum (mino), maximum (maxo) and standard deviation (stdo) val-
ues of the objective function obj(·) computed on the best solutions found, along
with the numbers of optimal solutions generated (#opt) and the average time
per run in seconds (avgt).

For n = 6 it can be observed that both versions of our GA outperformed
SA with respect to the ratio of generated (6, 2, 3, 24) functions versus the total
number of optimization runs. In particular, the adoption of tournament selection
produced better results than roulette wheel selection, with 93 plateaued func-
tions achieved using the former operator against the 60 obtained using the latter
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one. On the other hand, changing the initial temperature and the cooling para-
meter α did not seem to influence the SA performances, with only 11 plateaued
functions generated by SA(T1, α1) and 10 functions generated by SA(T2, α2).
Notice also that the computational overhead introduced by our GA is not very
high: for example, using roulette wheel selection the average time per run of
our GA was 83.3 seconds, while with tournament selection a single run took on
average 79.2 seconds, which is in the same range as that employed by SA.

In the case of n = 7 variables, no version of our GA nor SA was able to gen-
erate a plateaued boolean function of profile (7, 2, 4, 56). However, it can be seen
that SA outperformed both versions of our GA. In particular, the GA obtained
slightly better results using tournament selection than roulette wheel selection,
but SA scored lower average objective function values than GA. The same differ-
ence can also be observed by comparing the minimum objective function values.

5 Conclusions and Directions for Further Research

In this paper, we proposed a genetic algorithm to evolve plateaued boolean func-
tions which satisfy good cryptographic properties. Instead of searching the space
of boolean functions (as it is usually done in the existing literature), we adopted
the spectral inversion approach set forth by Clark, Jacob, Maitra and Stanica
in [3], which represents a candidate solution as a Walsh spectrum already satis-
fying the desired cryptographic properties. The search space thus becomes the
set of all plateaued pseudoboolean functions, and the objective function to be
minimized is the distance of the candidate solution from the nearest boolean
function. The representation adopted for the chromosomes of our GA consists
in a permutation of a restricted Walsh spectrum, in which the positions related
to m-resiliency are not considered, being constantly set to zero. Since the coeffi-
cients in the spectrum of a plateaued boolean function can take only three val-
ues, the chromosome actually encodes a permutation on a multiset. The decoding
process first maps the loci of the chromosome to the positions in the Walsh spec-
trum having Hamming weight higher than m, and then the inverse Walsh trans-
form is applied to obtain the associated pseudoboolean function. We designed
a specialized crossover operator which employs counters in order to preserve
the multiplicities of the three values characterizing the spectrum of plateaued
functions, while for mutation we adopted a simple swap-based operator which
exchanges only those positions in the chromosome corresponding to different
spectral values.

The performed experiments show that in the case of n = 6 variables our GA
achieved better results than the Simulated Annealing algorithm proposed in [3]
with respect to the ratio of generated (6, 2, 3, 24) boolean functions per number
of optimization runs. In particular, our GA performed better when adopting
deterministic tournament selection instead of basic roulette wheel selection, while
modifying the initial temperature and the cooling parameter did not significantly
change the SA performances. On the other hand, for n = 7 no heuristic technique
was able to generate a (7, 2, 4, 56) plateaued boolean function, but SA scored on
average lower objective function values than GA.
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Extending the comparison to other direct heuristic methods (that is, heuris-
tics which directly explore the space of boolean functions) is not a straightfor-
ward task. The reason for this difficulty is twofold. First, there are no obvious
ways to compare the sub-optimal solutions found, due to the different representa-
tions adopted. In particular, in our GA a sub-optimal solution is a pseudoboolean
function which already satisfies the desired cryptographic properties, while in
direct methods it is a boolean function which do not satisfy these criteria. Sec-
ond, to our knowledge only two direct heuristic methods have been reported in
the literature to generate (6, 2, 3, 24) plateaued functions [1,4], but no informa-
tion on the ratio of optimal solutions found per number of optimization runs
are available. Nonetheless, these methods were also able to locate (7, 2, 4, 56)
functions.

The results presented in this paper, together with the above considerations
on direct heuristic methods, suggest that our GA does not scale well for n ≥ 7,
the likely reason being that it gets stuck in local optima. A possible way to
overcome this drawback is to combine the global search capabilities of GA with
a local search technique. A straightforward method to investigate this idea could
be the integration of our GA inside the SA algorithm of [3], using for example
the Genetic Annealing framework [13]. The obvious downside to this solution,
however, would be the significantly higher amount of computational resources
required to carry out a single optimization run.

An alternative solution could be to add a Hill Climbing optimization step
in our GA, similarly to the strategy adopted by Millan, Clark and Dawson
in [7]. In the context of our GA, a Hill Climbing optimization step would require
characterising the pairs of Walsh coefficients which, if swapped, would decrease
the deviation of the resulting pseudoboolean function. Further, one could also
consider substituting the classic GA by more refined evolutionary heuristics, such
as the Bacterial Evolutionary Algorithm (BEA) [8] which could allow achieving
better convergence.

An additional direction for further research would be to consider different
cryptographic properties other than nonlinearity, algebraic degree and resiliency.
The propagation criterion PC(l), for instance, can be characterized by the zeros
of the autocorrelation function, which is related to the Walsh transform by the
Wiener-Khintchine theorem [2]. Heuristic search of boolean functions satisfying
only PC(l) could be done using the same basic spectral inversion method of [3]:
in this case, it would suffice to evolve through our GA or SA autocorrelation
spectra instead of Walsh spectra. However, finding boolean functions satisfying
both Walsh-related and autocorrelation-related properties by spectral inversion
would require modifying the representation of the candidate solutions, since a
valid swap on the Walsh spectrum could induce an invalid swap on the autocor-
relation function (and vice versa), due to the aforementioned Wiener-Khintchine
theorem.
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Appendix: Source Code and Experiments Data

The Java source code for the GA described in this paper and the SA algorithm
proposed in [3] can be found at http://openit.disco.unimib.it/∼mariot/ga platbf,
together with the data of the experiments discussed in Sect. 4.
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Abstract. Microarray technology is one the most important advances in
bioinformatics which allows the study of the expression levels of a large number
of genes simultaneously. Data mining techniques have been widely applied in
order to infer useful knowledge from DNA microarray data. One of these
principle techniques is clustering which groups expressed genes according to
their similarity. Hierarchical clustering is one of the main clustering methods
which represents data in dendrograms. In a previous work the authors used the
genetic algorithms to optimize the hierarchical clustering quality based on dif-
ferent clustering measures. In this paper we propose another optimization
method based on a hybrid of differential evolution and bacterial foraging opti-
mization algorithm to handle the optimization problem of hierarchical clustering
of DNA microarray data. We show through experiments that this hybrid opti-
mization method is more appropriate to tackle this problem than the one which
uses the genetic algorithms, as this new method gives a better clustering quality
according to different clustering measures.

Keywords: Bacterial foraging optimization algorithm � Differential evolution �
DNA microarray data � Genetic algorithms � Hierarchical clustering

1 Introduction

Data mining is one of the major branches of computer science. It handles several tasks,
the most important of which are classification and clustering. In clustering the data are
partitioned into groups so that the data objects within a group are similar to one another
and dissimilar to the objects in other clusters [1]. The objective of clustering is to
segment the entire dataset into relatively homogeneous subgroups or clusters [2].

In general, clustering methods can be grouped in three classes: the first one is
Partitioning Methods. These methods divide n data objects into k partitions or clusters
according to some criterion. The second class is Hierarchical Methods. These methods
decompose the data in a top-down or a bottom-up approach, and the third class isModel-
Based Methods, which assume that the data follow a certain probabilistic model. □
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The quality of clustering is measured by the error resulting from applying a certain
clustering algorithm; the lower the error the higher the clustering quality, so clustering
can be formulated as an optimization problem.

Optimization can be defined as follow; given a function of nbp parameters, f :

U�R
nbp ! R which we call the fitness function, find the solution X��! ¼

x�1; x
�
2; . . .; x

�
nbp

h i
which satisfies f X��!� �

� f ~X
� �8~X 2 U.

There have been several paradigms to tackle optimization problems. Some of them
have been inspired by natural phenomena as a model or a metaphor. These bio-inspired
optimization algorithms can generally be divided into two classes. The first is Evolu-
tionary Algorithms (EA) which are population-based algorithms that use the mecha-
nisms of Darwinian evolution such as selection, crossover and mutation. Of this family
of optimization algorithms we mention Genetic Algorithm (GA), Genetic Programming
(GP), Evolution Strategies (ES), and Differential Evolution (DE). The second family is
Swarm Intelligence (SI). These algorithms are inspired by the collective intelligence of
natural agents. Of this family we mention Particle Swarm Optimization (PSO), Ant
Colony Optimization (ACO), Artificial Bee Colony (ABC), and Bacterial Foraging
Optimization Algorithm (BFOA).

Bio-inspired optimization has successfully been applied to solve data mining
problems such as clustering and classification [3, 4].

In [5] the authors propose using the genetic algorithms for the hierarchical clus-
tering of gene expression data. They conduct experiments to validate their method.

In this paper we propose a hybrid optimization algorithm which is more adapted to
handle this optimization problem. We show experimentally that the proposed method
gives better results in terms of clustering quality compared with the one based on
genetic algorithms.

The rest of the paper is organized as follows; in Sect. 2 we present related work. In
Sect. 3 we present the previous method and we introduce the new hybrid method in
Sect. 4. We conduct comparative experiments in Sect. 5, and we conclude in Sect. 6.

2 Background

Clustering, also called unsupervised learning, is one of the main data mining tasks. In
clustering the data are partitioned into groups, or clusters, so that the objects within a
cluster are similar to one another and dissimilar to the objects in other clusters [1]. In
the language of optimization, clustering aims, simultaneously, to maximize intra-cluster
similarity and to minimize inter-clusters similarity.

Clustering can be used as a tool to gain insight into the distribution of data, to
observe the characteristics of each cluster, and to focus on a particular set of clusters for
further analysis [1].

In computational biology and bioinformatics clustering has applications in tran-
scriptomics, where clustering is used to build groups of genes with related expression
patterns. It is also used in sequence analysis to group homologous sequences into gene
families [6].
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In general, clustering techniques can be divided into three main categories [7]:
Partition-Based Clustering, Model-Based Clustering, and Hierarchical Clustering.

2.1 Partition-Based Clustering

The basis of this category of clustering methods is to minimize a certain objective
function which is supposed to lead us to the discovery of the structure existing in the
dataset. Typically, in this category of methods, we predefine the number of clusters and
proceed with the optimization of the objective function [7].

Choosing the objective function is not an easy task as this function should reveal
the underlying structure hidden in the data.

Partition-based clustering methods create an initial partitioning. They then use an
iterative relocation technique that attempts to improve the partitioning by moving
objects from one group to another [1].

2.2 Model-Based Clustering

This category of clustering is based on the assumption that the data follow a certain
probabilistic model whose parameters are to be estimated. The structure assumes that
the data are a mixture of several sources which are thought of as clusters [7].

2.3 Hierarchical Clustering

Hierarchical clustering builds a hierarchy of clusters producing a graphical represen-
tation of data called dendrogram. The construction of hierarchical clustering is done in
three modes; the first is bottom-up mode in which each pattern is treated as a
single-element cluster, which is then successively merged with the closest clusters. This
process repeats until we get to a single cluster or reach a predefined threshold value.
The second mode is top-down mode. This mode starts by considering the entire set as a
single cluster, and then it keeps splitting it into smaller ones [7].

The third mode is conceptual mode. This mode consists in finding clusters that
share some common property or represent a particular concept, generating a concept
description for each generated class [6]. Figure 1 shows an example of hierarchical
clustering.

Fig. 1. Hierarchical clustering
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3 Applying the Genetic Algorithms to Cluster Microarray
Data

Optimization has a wide range of applications in engineering, economics, and science.
Bio-inspired optimization algorithms are a large family of stochastic optimization
methods inspired by nature. The largest family of bio-inspired optimization methods is
Evolutionary Algorithm (EA). EA uses mechanisms derived from the theory of evo-
lution. The most famous of the EA family is the Genetic Algorithm (GA). GA mimics
the rules of Darwinian selection in that weaker individuals have less chance of sur-
viving the evolution process than stronger ones. GA captures this concept by adopting
a mechanism that preserves the “good” features during the optimization process.

In GA a population of candidate solutions, also called chromosomes, explores the
search space and exploits this by sharing information. These chromosomes evolve
using genetic operations (selection, recombination, mutation, and replacement). GA
starts by randomly initializing a population of chromosomes inside the search space.
The fitness function of these chromosomes is evaluated. According to the values of the
fitness function new offspring chromosomes are generated through the aforementioned
genetic operations. The above steps repeat for a number of generations or until a
predefined stopping condition terminates the GA. □

Gene expression profiling is the process of determining when and where particular
genes are expressed. Whereas genes and their expressions were studied one at a time,
this method is not appropriate for the study of a complete genome because of the
interdependence among different genes. Microarray technology is a powerful tool that
allows parallel, high-throughput profiling of gene expression in a single hybridization
experiment [9].

Clustering of microarray data has been widely used to identify the sets of genes
which share similar expression profiles. Genes that are similarly expressed are often
co-regulated and involved in the same cellular processes. Therefore, clustering suggests
functional relationships between groups of genes [10].

Multi-objective optimization has been used for the fuzzy clustering of microarray
gene expression data [8].

In [5] the authors propose a genetic algorithm-based method for hierarchical
clustering of DNA microarray data where the chromosomes are dendrograms on a
given data set. These dendrograms are built in a bottom-up mode. The authors validate
their method experimentally in terms of certain cluster validity measures.

4 Using a Hybrid of Differential Evolution and Bacterial
Foraging to Cluster Microarray Data

Hybridization of different optimization algorithms has been extensively used to solve
different optimization problems. The main advantage that hybridization offers is that
the resulting hybrid method benefits from the strengths of the two methods that con-
stitute it, or it avoids their weaknesses.

GA has the advantage of quickly locating high performance regions of vast and
complex search spaces, but it is not well suited for fine-tuning solutions [11, 12].
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In order to overcome these limitations of GA we use a more powerful optimizer for
the hierarchical clustering of DNA microarray data. This optimizer is a hybrid of two
optimization algorithms; Differential Evolution and Bacterial Foraging Optimization
Algorithm.

4.1 Bacterial Foraging Optimization Algorithm (BFOA)

The foraging bahavior of the Escherichia coli (E. coli) bacteria has inspired an opti-
mization algorithm called Bacterial Foraging Optimization Algorithm (BFOA). The
motivation behind BFOA is that in order to perform social foraging, an animal needs
communication capabilities. Over a period of time this animal gains advantages which
exploit the sensing capabilities of the whole group. This helps the group to predate on a
larger prey, or it enables the individuals to get better protection against predators [13].

The basis of BFOA is that animals with poor foraging strategies tend to be elim-
inated by natural selection and they are either replaced by other individuals with better
foraging strategies or they are shaped into ones which have these desirable strategies
[14]. BFOA formulates this process as an optimization problem.

The E. coli bacterium moves by means of a set of flagella, each driven as a
biological motor. The two types of movements the E. coli bacteria perform are
swimming and tumbling. The former takes place when the flagella rotate in the
counterclockwise direction whereas the latter is achieved by rotating the flagella in the
clockwise direction. Figure 2 shows these two movement types. Together they are
known as chemotaxis (which we will define more formally later in this section). The
aim of chemotaxis is to help the bacterium approach or avoid nutrient or noxious
substance gradients. This chemotaxis progress can be destroyed by sudden environ-
mental changes that cause the elimination and dispersal of a group of bacteria.

BFOA finds the minimum of a function f hð Þ; h 2 R
nbp (nbp is the number of

parameters) by applying four mechanisms; chemotaxis, swarming, reproduction, and
elimination-dispersal.

 Flagella rotating counterclockwise: swimming

   Flagella rotating clockwise: tumbling

Fig. 2. The swimming and tumbling movements.
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The position of each member of the population of Nb bacteria at the jth chemotactic
step,kth reproduction step, and lth elimination-dispersal event is denoted by
P i; j; kð Þ ¼ hi j; k; lð Þji ¼ 1; 2; . . .;Nb

� �
We now describe the four mechanisms we mentioned earlier in this section:

• Chemotaxis: Let hi j; k; lð Þ be the ith bacterium at the jth chemotactic step, kth

reproduction step, and lth elimination-dispersal event, then the movement of the
bacterium can be represented by:

hi jþ 1; k; lð Þ ¼ hi j; k; lð ÞþC ið Þ D ið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DT ið ÞD ið Þ

q ð1Þ

where D is a vector in the random direction whose elements lie in the interval �1; 1½ �
• Swarming: E. coli bacteria demonstrate a swarming behavior as they travel in rings

which move up the nutrient medium when they are placed at the center of a
semisolid matrix with a single nutrient chemo-effecter. When simulated by a high
level of succinate the bacteria release an attractant aspartate which helps them
aggregate into groups and thus move as a swarm. The cell-to-cell signal in the swam
can be represented by the following function:

fcc h;P j; k; lð Þð Þ ¼
XNb

i¼1

fcc h; hi j; k; lð Þ� � ¼
XNb

i¼1

�dattractant:exp �xattractant

Xnbp
m¼1

hm � him
� �2 !" #

þ

XNb

i¼1

�hrepellant:exp �xrepellant

Xnbp
m¼1

hm � him
� �2 !" #

ð2Þ

where the coefficients dattractant, xattractant, hrepellant, xrepellant are control parameters.
The objective function fcc h;P j; k; lð Þð Þ is added to the original objective function to

represent a time varying objective function in that if many cells come close together
there will be a high amount of attractant and hence an increasing likelihood that other
cells will move towards the group. This produces the swarming effect [14].

• Reproduction: Through this process the least healthy bacteria die out and the
healthier ones will replicate themselves. This guarantees that the size of the bacterial
swam will remain constant.

• Elimination and dispersal: There might be a gradual or sudden change in the
environment where the bacteria live. As a result, a small percentage of the bacteria
in a certain region will be liquidated or a group might be dispersed into another
location. This has two effects on chemotaxis: the first is destroying the chemotactic
progress, and the second is that the new bacteria might be placed at locations with a
better food source, thus assisting chemotaxis.

Hierarchical Clustering of DNA Microarray Data 51



4.2 Differential Evolution (DE)

Differential Evolution is an evolutionary optimization algorithm which is particularly
adapted to solve continuous optimization problems.

DE starts with a population of popSize vectors each of which is of nbp dimensions,
where nbp is the number of parameters. In the next step for each individual ~Ti (called
the target vector) of the population three mutually distinct individuals ~Vr1,~Vr2,~Vr3 and

different from ~Ti are chosen randomly from the population. The donor vector D
!

is
formed as a weighted difference of two of ~Vr1,~Vr2,~Vr3 added to the third; i.e..

D
!¼ ~Vr1 þF ~Vr2 � ~Vr3

� �
. F is called the mutation factor.

The trial vector R
!

is formed from elements of the target vector ~Ti and elements of

the donor vector D
!

according to different schemes. In this paper we choose the
crossover scheme presented in [15]. In this scheme an integer Rnd is chosen randomly

among the dimensions 1; nbp½ �. Then the trial vector R
!

is formed as follows:

ti ¼ ti;r1 þF ti;r2 � ti;r3
� �

if randi;j 0; 1½ ½\Cr
� �W

Rnd ¼ ið Þ
ti;j otherwise



ð3Þ

where i ¼ 1; . . .; nbp. Cr is the crossover constant. In the next step DE selects which of
the trial vector and the target vector will survive in the next generation and which will

die out. This selection is based on which of ~Ti and R
!

yields a better value of the fitness
function. DE continues for a number of generations n.

4.3 A Hybrid of Differential Evolution and Bacterial Foraging

Compared with other bio-inspired optimization algorithms, BFOA possesses a poor
convergence behavior over multi-modal and rough fitness landscapes. Its performance
is also heavily affected with the growth of problem dimensionality [16]. On the other
hand, DE may suffer from stagnation; i.e. the inability of progressing towards global
optima. DE may also suffer from premature convergence. To overcome these problems
the authors of [17] proposed an optimization algorithm, called Chemotactic Differential
Evolution (CDE), which is based on hybridizing DE and BFOA by integrating some
features from both of these optimizers. This hybrid optimization is particularly
appropriate for our problem of hierarchical clustering in order to avoid converge to a
local optimum and reaching a global optimum.

In CDE each trial vector first undergoes an adaptive computational chemotaxis. The
trial vector is viewed as an E. coli bacterium. During chemotaxis, the bacterium which
is close to a noxious substance takes a larger chemotactic step to move towards nutrient
substances. Before each move, it is ensured that the bacterium moves in the direction of
increasing nutrient substance concentration; i.e. a region with smaller objective func-
tion value. After this, it is subjected to DE mutation. For the trial vector, three vectors,
other than the previous one, are selected, one of which is added to a scaled difference of
the remaining two. The produced vector probabilistically interchanges its components
with the original vector. Offspring vector replaces the original one if the objective
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function value is smaller for it. The process is repeated several times over the entire
population in order to obtain the optimal solution [17].

5 Experiments

The objective of our experiments is to compare the performance of CDE with that of
GA on hierarchically clustering DNA microarray data where clustering is handled as an
optimization problem whose outcome is the optimal hierarchical clustering of the data.

For the purpose of our experiments we use the same clustering validity measures
that were used in the original paper which are homogeneity, separation and the Sil-
houette index.

Definition-1: Homogeneity of a cluster Cp is defined as:

h Cp
� � ¼ 2

m m� 1ð Þ
Xm m�1ð Þ

2

i 6¼j

d i; jð Þ; i; j 2 Cp ð4Þ

Where d ;ð Þ is the distance function used in the clustering, and m ¼ Cp

�� ��
The homogeneity of a clustering C is defined as:

H Cð Þ ¼ 1
k

Xk
p¼1

h Cp
� � ð5Þ

Where k ¼ Cj j
The quality of clustering increases when the distances among data objects within a

cluster are minimal. In other words, the lower the homogeneity value the higher the
clustering quality.

We have to mention here that most researchers define homogeneity based on sim-
ilarity in (Eq. 4) hence they maximize it to get a better clustering quality. But in this
paper we compare our method with that presented in (3) where the authors defined
(Eq. 4) based on distances, so homogeneity is to be minimized in this case to get a
better clustering quality, which is what we did too in this paper.

Definition-2: Separation of a clustering C is defined as:

S Cð Þ ¼ 2
k k � 1ð Þ

Xk k�1ð Þ
2

p6¼q

dm Cp;Cq
� �

; p; q 2 1; k½ � ð6Þ

The quality of clustering increases when the distances among clusters are maximal.
In other words, the higher the separation value the higher the clustering quality.

Definition-3: The Silhouette index (SI) was proposed in [18]. It is defined as follows
[19]: given a dataset X1;X2; . . .;XNf g which is partitioned into k clusters
C1;C2; . . .;Ckf g. The silhouette width of the ith vector in cluster Cj is given by:
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S j
i ¼

b j
i � a j

i

max b j
i ; a

j
i

� � ð7Þ

Where

a j
i ¼

1
mj � 1

Xmj

k ¼ 1
k 6¼ i

d X j
i ;X

j
k

� �
; i ¼ 1; . . .;mj

And

b j
i ¼ min

n ¼ 1; . . .;K
n 6¼ j

1
mn

Xmn

k¼1

d X j
i ;X

j
k

� �( )
; i ¼ 1; . . .;mj

The silhouette of cluster Cj is then defined as:

Sj ¼ 1
mj

Xmj

i¼1

s ji ð8Þ

And the SI, the global Silhouette index, is given by:

SI ¼ 1
K

XK
j¼1

Sj ð9Þ

Greater values of SI indicate a better clustering quality. □
As for the fitness function of our hierarchical clustering optimization problem, we

use the same fitness function that was used in the original paper: the dendrogram fitness
function, which is defined as:

fd Dð Þ ¼ 1
Dj j
XDj j

p¼1

fc Cp
� � ð10Þ

Where

fc Cð Þ ¼ maxMþ S Cð Þ � H Cð Þ ð11Þ

Where M is the proximity matrix of the clustered data points.

The Data: The dataset we are using in the experiments is the same dataset used in [5]
and it is available at [20]. It is considered as a benchmark dataset for validating
different clustering algorithms. The expression matrix is composed of 384 genes
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evaluated on 17 conditions, labeled into 5 clusters of genes (ground truth) and it was
normalized with mean 0 and variance 1 [5].

We use the same protocol that was used in the original paper; i.e. we perform an
optimization process twice; once when the optimizer is GA and another when the
optimizer is CDE, to get the solutions with the highest value of the fitness function for
each optimizer. We calculate the clustering validity measures of these optimal solutions
in terms of homogeneity, separation and SI given in (Eqs. 5, 6 and 9), respectively,
taking into account that clustering quality increases with higher values of separation
and SI and with lower values of homogeneity.

In order to make an unbiased comparison, we run the optimization process five
times for each optimizer and we report the optimal solution of each run and for each
optimizer (S1,…,S5 in Table 1).

As we can see in Table 1, the performance of CDE is clearly better than that of GA
for the three clustering validity measures. Whereas the lowest homogeneity value of
GA was 6.15, four out of the five solutions of CDE gave a better (lower) value. Two of
the five solutions of CDE also gave better (higher) separation values than those of GA.
An interesting remark that we see in Table 1 is the difference of the separation values
given by GA which strongly indicates that the optimization algorithm converged
prematurely in several cases when GA was used as an optimizer.

As for SI, we also see that all the solutions given by CDE were higher than their
GA counterparts.

6 Conclusion

In this work we proposed a hybrid optimization method of differential evolution and
bacterial foraging optimization algorithm to optimize the hierarchical clustering quality
of DNA microarray data. This clustering quality was measured by using three
well-known clustering validity measures which are homogeneity, separation and the
Silhouette index. We compared the proposed hybrid method with one proposed in a
previous work which uses the genetic algorithms as an optimizer. We showed exper-
imentally how the new hybrid method gives better results on all three clustering
validity measures, which makes the hybrid method more adapted to solve this

Table 1. Comparison of homogeneity, separation and SI between the five best solutions given
by GA and those given by CDE

Clustering 
Quality 
Measure  

Optimization Algorithm 

GA CDE 

S1 S2 S3 S4 S5 S1 S2 S3 S4 S5 

Homogeneity 6.15 6.28 6.16 6.27 6.36 5.38 4.95 6.17 5.46 5.59 

Separation 15.99 17.02 11.57 28.87 10.37 31.38 23.74 24.59 22.29 30.48 

SI 36.29 36.33 36.32 37.36 36.40 39.82 38.19 40.73 38.90 38.28 
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optimization problem for its ability to avoid premature convergence and also in
approaching the global optimum.

In the future we plan to tackle this problem as a multi-optimization problem that
optimizes the three aforementioned clustering validity measures directly. We believe
that the main challenge of this multi-objective problem will be the high computational
cost.
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Abstract. Fault diagnosis and detection play a crucial role in every
system for its safe operation and long life. Condition monitoring is an
applicable and effective method of maintenance techniques in the fault
diagnosis of rotating machinery. In this paper two outstanding heuristic
classification approaches, namely Artificial Neural Network (ANN) and
Support Vector Machine (SVM) with four different kernel functions are
applied to classify the condition of a real centrifugal pump belonging to
petroleum industry into five different faults through six features which
are: flow, temperature, suction pressure, discharge pressure, velocity and
vibration. To increase the power of our classifiers, they are trained and
tuned by Genetic Algorithm (GA) which is an effective evolutionary
optimisation method. The experiments are done once with normal data
and another time with noisy data in order to examine how robust the
approaches are. Finally, the classification results of ANN-GA, SVM-GA,
pure ANN and SVM (without GA enhancements) along with other two
practical classification algorithms, namely K-Nearest Neighbours (KNN)
and Decisions Tree, are compared together in terms of different aspects.

Keywords: Artificial Neural Network (ANN) · Support Vector Machine
(SVM) · Genetic Algorithm (GA) · Fault diagnosis · Centrifugal pump

1 Introduction

The role of centrifugal pumps is of great importance in many industries. Hence,
condition monitoring of them is absolutely necessary to prevent early failure,
production line breakdown and to improve plant safety, efficiency and reliability.
Furthermore, pumps, compressors and piping are causes of the major equipment
failure in oil and gas plants. Centrifugal pumps are sensitive to: (1) variation
in liquid condition (i.e. viscosity, specific gravity, and temperature), (2) Suction
variation, such as pressure and availability of a continuous volume of fluid, and
(3) variation in demand. Some of failure reasons are induced by captivation,
c© Springer International Publishing Switzerland 2015
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hydraulic instability, or other system related problems. Others are the direct
result of improper maintenance, maintenance-related problems, improper lubri-
cation, misalignment, unbalance, seal leakage, and a variety of others in which
machine reliability is periodically affected.

In this research, we use the data of a real centrifugal pump used in a petro-
leum industry located in the south of Iran. The data consists of 7 columns, the
first six are features, i.e. flow, temperature, suction pressure, discharge pressure,
velocity and vibration. The last column i s the fault class related to those fea-
tures ranged from 1 to 5. Table 1 shows an example of the given data and our
problem of fault classification.

Table 1. A row of the given data sheet containing values of the six features and the
related fault type and under that a row of features without the fault type which should
be diagnosed by us.

Flow Temperature Suction pressure Discharge pressure Velocity Vibration Fault type

57 96 20 700 3.5 7.67 3

a b c d e f ?

Considering the above explanations, our problem is to devise precise intelli-
gent approaches which receive a number of data sheet’s rows, learn the pattern
behind the features and given fault types, and finally, are themselves able to
detect faults by giving them only the features’ values afterwards. Obviously,
approaches with less errors or misclassification are more favourable. Due to the
fact that failure diagnosis by human is time consuming and human errors may
happen, using artificial intelligence and machine learning classification methods
has gained popularity to develop a diagnostic scheme. Artificial Neural Net-
works (ANNs), which are inspired from the biological nervous systems, have
been widely used by researchers in the field of classification. Support Vector
Machine (SVM) presented by Vapnik 1995 [15] is a strong classification method
based on the Structural Risk Minimisation (RSM). The application of SVM in
classification is called Support Vector Classification (SVC). Hence, SVM and
SVC mean exactly the same in this paper.

The reminder of this paper is organised as follows: In Sect. 2 a review of the
related literature and different methods used for fault classification of pumps and
similar devices are presented. Our ANN and SVC approaches are described in
Sect. 3. Section 4 contains the results and comparisons of the all methods applied.
Finally, conclusions and a recommendation for future research are covered in
Sect. 5.

2 Related Work

In this section we aim at presenting an overview of the methods applied to
classifying and clustering faults in centrifugal pumps and the likes. Researchers of



60 A. Nourmohammadzadeh and S. Hartmann

this field have widely used Artificial Intelligence (AI) due to its applicability and
capability in learning complicated patterns and accurate classification. Sun et al.
2012 [13] review Computational Intelligence (CI) approaches for oil-immersed
power transformer maintenance by discussing historical developments and by
presenting state-of-the-art fault diagnosis methods.

ANNs, which are of prominent approaches in AI, have been chosen as classifier
in many papers. As some examples: Unal et al. 2014 [14] propose an ANN based
fault estimation algorithm verified with experimental tests and promising results.
Their ANN model was modified using a genetic algorithm providing an optimal
skilful fast-reacting network architecture with improved classification results.
In Azadeh et al. 2013 [2] a unique flexible algorithm is proposed for condition
monitoring of a centrifugal pump into two different states based on ANN and
SVM with hyper-parameters optimisation.

SVM has gained a considerable popularity among the surveys done in recent
years. In Bacha et al. 2012 [3] an intelligent fault classification with a SVM
approach is applied to power transformer Dissolved Gas Analysis (DGA). An
application of the SVM in multiclass gear-fault diagnosis is studied by Bansal
et al. 2013 [4]. Bordoloi & Tiwari 2014 [5] attempt the multi-fault classification
of gears by SVM learning technique using frequency domain data. Fai & Zhang
2014 [6] applied support vector machine with genetic algorithm to fault diagnosis
of a power transformer in which genetic algorithm is used to select appropriate
free parameters of SVM.

An improved Ant Colony Optimisation (IACO) algorithm is proposed in
Li et al. 2013 [9] to determine the parameters of SVM and then it is applied to
the rolling element bearing fault detection. Gryllias and Antoniadis [7] propose
a hybrid two stage one-against-all SVM approach for the automated diagnosis
of defective rolling element bearings. In Muralidharan et al. 2014 [12] the appli-
cation of SVM algorithm in the field of fault diagnosis and condition monitoring
are discussed. Wang et al. 2014 [16] develop a noise-based intelligent method for
Engine Fault Diagnosis (EFD), so-called HHT–SVM model based on the tech-
niques of Hilbert-Huang Transform (HHT) and Support Vector Machine (SVM).
Zhu et al. 2014 [19] train a multi-class SVM to achieve a prediction model by
using Particle Swarm Optimisation (PSO) to seek the optimal parameters.

Other methods are used in this area as well. For instance: The survey of
Lei et al. 2013 [8] summarises the recent research and development of Empirical
Mode Decomposition (EMD) in fault diagnosis of rotating machinery. Azadeh
et al. 2010 [1] provide a correct and timely diagnosis mechanism of pump failures
by knowledge acquisition through a fuzzy rule-based inference system which
could approximate human reasoning. The study of Muralidharan & Sugumaran
2013 [11] uses vibration signals for fault diagnosis of centrifugal pumps using
wavelet analysis. Zhang and Nadi 2007 [18] propose three Genetic Programming
based approaches for solving multi-class classification problems in roller bearing
fault detection.

At last it is worth mentioning that although rarely but clustering approaches
are used in the field of fault detection. Zogg et al. 2006 [20] is an example



Fault Classification of a Centrifugal Pump 61

that simplifies known clustering techniques and introduces new vector clustering
techniques for faults of heat pumps.

3 Description of the Applied Methods

In this section detailed explanations on the structure of our employed ANN and
SVC (SVM) methods are given. Afterwards, we describe how GA is combined
with these two classification approaches and illustrate the overall procedure of
the devised integrated ANN-GA and SVC-GA algorithms.

3.1 The ANN-GA Framework

In machine learning, Artificial Neural Networks are a family of statistical learn-
ing algorithms inspired by biological neural networks. They are mainly used for
function approximation, pattern recognition and classification. ANNs are pre-
sented as systems of interconnected “neurons” which can compute values and
the combination of them leads to a network that can learn a complicated pattern
between inputs and outputs. An ANN consists of nodes as neurons in different
layers. Each node transmits a final value to nodes of the next layer. This value
can be obtained by a function in the node called the activation function. The
first layer has neurons equal to the number of inputs, whereas the last layer
has neurons equal to the outputs. Between these two layers some hidden layers
may exist to boost the ability of the ANN. For our classification problem we
need an ANN that receives the values of six features as inputs and diagnoses
the fault type based on them. Figure 1 depicts the structure of the applied ANN
with nodes and the activation functions to convert a series of features to a fault
type. The Network is fed by the six inputs and send them to all of the 3 neurons
considered for the next layer. In each neuron i of the middle layer the weighted
sum of inputs plus a constant number bi is computed which is called Ti of the
neuron, Ti = wi1x1 +wi2x2 + ...+wi6x6 + bi. The three values resulted from this
layer are sent to the last layer consisted of only one neuron. This last neuron
acts exactly like the neurons of the previous layer and returns the weighted sum

of the received values added by a constant b4, E =
3∑

i=1

liTi + b4. Finally E goes

through a step function, which determines the final output of the network or the
fault class based on the amounts of ci.

We summarise the main parameters of this network, which have a crucial
effect on its performance in matrices:

W =

∣∣∣∣∣∣

w1,1 w1,2 w1,3

w2,1 w2,2 w2,3

w3,1 w3,2 w3,3

∣∣∣∣∣∣

B = [b1, b2, b3, b4] , L = [l1, l2, l3, ], C = [c1, c2, c3, c4].



62 A. Nourmohammadzadeh and S. Hartmann

Fig. 1. The structure of the applied ANN for fault classification

Choosing the best amounts for the above parameters can improve the classi-
fication performance of the ANN but it is a very difficult task to adjust them on
the best or optimal values. Hence, besides the conventional training methods,
we apply Genetic Algorithm, which is a powerful evolutionary optimisation algo-
rithm and is able to obtain solution of good qualities in real time. For detailed
explanation of GA, readers are referred to M.D.Vose 1999 [10]. Due the fact
that these parameters are continuous, we use the continuous version of GA in
which the values of the parameters are considered as genes and they constitute
a chromosome together. The initial population is generated by producing 200
chromosomes. The fitness of each chromosome is evaluated based on the below
function:

Fitness function = 1 − percentage of correct predicted classes = 1 − Nc

NT

Where Nc is the number of correct predicted faults and NT is the total
number of predictions. The algorithm seeks to minimise the above fit-
ness function iteration by iteration to reach a near optimal solution in
the end. The main characteristics of the applied GA are as follows:
Population size = 200, Crossover percentage = 0.7,Mutation percentage =
0.3,Maximum of Iterations = 100

Figure 2 illustrates the procedure of our combined ANN-GA algorithm.
According to the figure, firstly, the initial amounts of (W,B,L,C) are set. The
data sheet is divided to training data set and testing data set. GA begins to opti-
mise the amount of parameters by its selection, crossover and mutation oper-
ators. The algorithm terminates by reaching the maximum of iterations and
determines the best found values for ANN parameters. Then these values are
used for fault detections afterwards.

3.2 The SVM-GA Framework

In SVM (SVC), we have a set of training input D = {(x1, x2), ..., (xi, yi)}, where
x ∈ Rd and y ∈ {−1, 1} is the class label, i = 1, ..., l. The method seeks to find
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Fig. 2. The procedure of the applied ANN-GA algorithm

a separating hyper plane that maximises the distance to the nearest data points
of each class. This goal is met by minimising the following objective function:

Max
1
2
‖w‖2 + C

l∑

i=1

εi (1)

Subject to yi[WT .Φ(xi)] ≥ 1 − εi (2)

εi ≥ 0, i = 1, ..., l

This model is called soft margin SVM and εi handles misclassification, w is a
weight vector, b is bias and C is the misclassification penalty to trade-off between
the model complicity and training error. In equation (2), Φ(xi) is a non-linear
function and maps the input data to a high dimensional feature space where
data can be separated linearly. Considering necessary condition for optimality,
one can turn the above minimization problem into the following dual form:

Max
l∑

i=1

αi − 1
2

l∑

i=1

l∑

j=1

αiαjK(xi, xj) (3)

Subject to

l∑

i=1

αiyi = 0 (4)

0 ≤ αi ≤ C, i = 1, ..., l,
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where K(xi, xj) is a kernel function representing the inner product of
〈Φ(xi), Φ(xj)〉 and αi is a Lagrangian multiplier. Solving the dual problem leads
to the optimal separating hyper plane as following:

∑

SV

αiyiK(xi, xj) + b = 0. (5)

The optimal classifying rule is:

f = sgn(b + αi[yiK(xi, xj)]), (6)

where SV is the set of support vectors that the corresponding Lagrangian mul-
tipliers are positive for them. Figure 3 shows how a soft margin SVM with linear
separating hyper plane divides the data into two classes.

Fig. 3. Linear seperating hyper planes in soft margin SVM

We used the following kernel functions in our SVC for the fault diagnosis of
the centrifugal pump:

Polynomial : K(xi, xj) = (γ. < xi, xj > +s)d (7)

Gaussian basis function : K(xi, xj) = −γ.‖xi − xj‖2 (8)

Linear : K(xi, xj) =< xi, xj > (9)

Quadratic : K(xi, xj) = (< xi, xj > +1)2 (10)

As the parameters, i.e. C,γ,s, of SVM like those of ANN can strongly affect
its performance, properly adjusting them can considerably improve it. Hence,
other than conventional methods, these parameters are determined with the GA
used for ANN. Considering the fact that SVM can only divide the data into two
groups and there are 5 fault classes in our problem to be classified, we should
implement SVM four times after each other. Each run of SVM classifies one
fault from the remaining ones and has its own training process. Figures 4 and 5
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Fig. 5. The procedure of the applied SVM-GA

illustrate the framework of our SVM-GA algorithm. As it is shown by Fig. 5, the
initial parameters of SVM are set at first. Then the GA searches in the space
of parameter amounts for each of the 4 runs separately and as it terminates for
each, it begins with the parameter setting of the next one. Finally, when the
parameters have been tuned for all the runs, the procedures ends with the best
values found.

Figure 6 illustrates the fitness function values of SVM-GA with Gaussian
kernel function from the first up to the last iteration of GA.
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4 Results and Comparisons

In this section we present a brief overview of the achieved results. We have alto-
gether 100 rows of data. For feeding the algorithms, 70 % of data are randomly
considered for training and 30 % as testing data. To make the data noisy for
testing the robustness of the approaches, 0.1 is added to 30 % of columns 1, 3,
and 6 of the data sheet. Table 2 shows percentage of correct fault diagnosis of
pure GA and SVM methods without GA improvements and Fig. 7 depicts this
amounts visually. SVM-Gaussian has the best performance and a good robust-
ness. SVC-Linear is in the second position but it has the highest robustness
among all. SVC-Quadratic, ANN and SVC-Polynomial are in the next ranks. It
is worth mentioning that ANN has the worst robustness.

Table 2. Correct diagnosis proportion of the pure ANN and SVM

ANN SVM

Linear Quadratic Gaussian Polynomial

Normal 0.8 0.866 0.833 0.933 0.8

Noisy 0.7 0.8333 0.766 0.866 0.733

0,65

0,7

0,75

0,8

0,85

0,9

0,95

1

ANN SVC-Linear SVC-Quadratic SVC-Gaussian SVC-Polynomial

Normal

Noisy

Fig. 7. Correct diagnosis of the pure ANN and SVM with Normal and Noisy Data
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To show the superiority of our ANN-GA and SVM-GA, the diagnosis exper-
iments are also done with K-Nearest Neighbours (KNN) and Decision Tree,
which are of high rated classification methods. Table 3 and Fig. 8 show these
performance comparisons. According to the results, SVM-Gaussian has again
the best performance among all and GA enhancement has enabled it to detect
faults in all cases correctly both in normal and noisy environment. Therefore,
it is the most robust as well, together with SVM-GA-linear. ANN-GA performs
worse than SVM-GA with all the kernels in terms of correctness, and considering
robustness, SVM-GA is superior except for the case of polynomial function which
results almost the same as ANN-GA. Finally, the worst diagnosis performances
belong to KNN and Decision Tree.

Table 3. Correct diagnosis proportion of ANN-GA, SVM-GA, KNN and Decision Tree
with Normal and Noisy Data

ANN-GA SVM-GA KNN Decision Tree

Linear Quadratic Gaussian Polynomial

Normal 0.866 0.9 0.833 0.933 1 0.9 0.666

Noisy 0.733 0.9 0.866 1 0.766 0.533 0.5

Fig. 8. Correct diagnosis proportion of ANN-GA, SVM-GA, KNN and Decision Tree
with Normal and Noisy Data

To show the GA effects on ANN and SVM, the performance improvements
are depicted by Fig. 9. The largest improvement is for SVM-Gaussian in noisy
condition and lowest for SVM-Polynomial in noisy condition.

For Comparisons of the methods in detail, McNemar’s tests are executed
and the results are tabulated as Table 4 to examine which model outperforms
the others significantly. McNemar’s is a nonparametric statistical test for two
related nominal samples with a null hypothesis of marginal homogeneity in 2×2
contingency tables. A detailed explanation on McNemar’s test is provided in
Webb et al. 2011 [17]. If the significance level is set to 10 %, then a p-value
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Fig. 9. The improvement of methods by GA

less than 0.1 shows that models vary significantly. The tests for SVC and SVC-
GA are done with their best kernel function which is Gaussian according to the
accuracy results.

Table 4. MCNemar’s test results (p-values)

ANN-GA SVM ANN Decision Tree KNN

Normal environment

SVC-GA 0.1336 0.4795 0.0412 0.0044 0.0044

ANN-GA 0.6171 0.4795 0.0771 0.0412

SVC 0.1336 0.0133 0.0133

ANN 0.1138 0.0771

Decision Tree 0.7518

Noisy environment

SVC-GA 0.1333 0.1336 0.0077 0.0003 0.0003

ANN-GA 0.2207 1 0.0455 0.0771

SVC 0.1306 0.0026 0.0044

ANN 0.771 0.1824

Decision tree 1

At the end of this section, we perform 10-fold cross-validation to evaluate
the validity of models. For this sake, the data sheet is divided into 10 even
subsets, then each of them is once used as the test dataset and the other 9
as training dataset. Finally, the averages of models’ accuracies (proportion of
correct predicted fault types) are considered for models’ validity evaluation. The
average of models’ accuracies are presented in Table 5.

5 Conclusion

In this paper we presented fault classification algorithms by combination of two
intelligent machine learning methods, namely ANN and SVM, with Genetic
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Table 5. Average of accuracies in 10 fold

Normal environment Noisy environment

SVC-GA 0.95 0.95

SVC 0.9 0.85

ANN-GA 0.85 0.75

ANN 0.85 0.8

KNN 0.6 0.6

Decision tree 0.6 0.5

Algorithm. The results showed that GA can significantly improve the perfor-
mance of the classifiers. The performances of all employed algorithms, i.e. ANN,
ANN-GA, SVC, SVC-GA, KNN and Decision Tree, were compared by different
tests in normal and noisy condition. The comparisons showed that SVM with
Gaussian kernel function had the best accuracy in correct fault diagnosis and an
excellent robustness against noise. It was also observed that SVM is superior to
ANN in most of the cases. For future research in this direction, testing the ability
of other optimisation algorithms to improve ANN, SVM and other classification
methods is recommended.
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Abstract. The role of Boolean functions is prominent in several areas
like cryptography, sequences and coding theory. Therefore, various meth-
ods to construct Boolean functions with desired properties are of direct
interest. When concentrating on Boolean functions and their role in cryp-
tography, we observe that new motivations and hence new properties
have emerged during the years. It is important to note that there are
still many design criteria left unexplored and this is where Evolutionary
Computation can play a distinct role. One combination of design criteria
that has appeared recently is finding Boolean functions that have various
orders of correlation immunity and minimal Hamming weight. Surpris-
ingly, most of the more traditionally used methods for Boolean function
generation are inadequate in this domain. In this paper, we concentrate
on a detailed exploration of several evolutionary algorithms and their
applicability for this problem. Our results show that such algorithms are
a viable choice when evolving Boolean functions with minimal Hamming
weight and certain order of correlation immunity. This approach is also
successful in obtaining Boolean functions with several values that were
known previously to be theoretically optimal, but no one succeeded in
finding actual Boolean functions with such values.
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1 Introduction

One usual source (although not the only one) of nonlinearity in ciphers are
Boolean functions. In block ciphers, the nonlinearity often comes from Substitu-
tion Boxes or S-boxes which are actually a number of Boolean functions (hence,
also the name vectorial Boolean functions). On the other hand, in stream ciphers
the nonlinearity comes from Boolean functions. Both of those scenarios, while
not the only ones, show us the prominent role of Boolean functions in cryptog-
raphy. Finding Boolean functions fitting all the criteria and analyzing the best
possible trade-offs between these criteria are still crucial questions today.

Historically, Boolean functions have been dominantly used in conjunction
with Linear Feedback Shift Registers (LFSRs). Two commonly used models
are filter generators and combiner generators. In a combiner generator, several
LFSRs are used in parallel and their output is the input for a Boolean function.
On the other hand, in a filter generator, the output is obtained by a nonlinear
combination of a number of positions in a longer LFSR [3]. To be effective such
Boolean functions need to be balanced, have high nonlinearity, large algebraic
degree, large algebraic immunity, and high correlation immunity (in the case of
combiner generators).

To obtain such functions, there exist a number of construction methods.
Those methods can be roughly divided into algebraic constructions, random
search, heuristics and combinations of those methods [19]. In this paper, we
examine one branch of heuristics, more precisely Evolutionary Algorithms (EAs),
in order to evolve Boolean functions. It is worth mentioning that EAs can be
used either as the primary or the secondary construction method. In primary
constructions one obtains new functions without using known ones. In secondary
constructions, one uses already known Boolean functions to construct new ones
(either with different properties or sizes) [3].

We said that a Boolean function needs to be balanced (among other cri-
teria) to be suitable for cryptography. Indeed, this is true, but only when we
consider the role of Boolean functions in filter and combiner generators. How-
ever, recently one more application emerged where we are actually interested in
Boolean functions that have minimal Hamming weight and are therefore as far
as possible from being balanced. Such Boolean functions can be used to help
resist side-channel attacks.

Side-channel attacks do not rely on the security of the underlying algorithm,
but rather on the implementation of the algorithm in a device [13]. One class
of countermeasures against side-channel attacks are masking schemes. In mask-
ing schemes one randomizes the intermediate values that are processed by the
cryptographic device. One obvious drawback of such an approach is the masking
overhead which can be substantial in embedded devices or smart cards.

Correlation immune Boolean functions can reduce the masking overhead
either by applying leakage squeezing method [4,6] or with Rotating S-box mask-
ing [5]. We emphasize that a number of construction methods (primarily alge-
braic constructions) are not suitable for these design criteria since they produce
balanced Boolean functions.
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Up to now, there has been almost no work to examine how to evolve Boolean
functions with various orders of correlation immunity and minimal Hamming
weight. This is the gap this paper aims to rectify. In order to do so, we experiment
with several algorithms, both from the single objective and the multi-objective
optimization area. More precisely, we use Genetic Algorithms (GAs), Genetic
Programming (GP), Cartesian Genetic Programming (CGP), and NSGA-II. Our
investigation has a twofold impact since we offer a detailed examination of the
EAs performance on the aforementioned problem. Furthermore, we find values
previously completely unknown for certain Boolean function sizes and orders of
the correlation immunity property.

1.1 Related Work

There exist a number of works that examine Boolean functions in cryptography
and their generation with Evolutionary Computation (EC) techniques. Here, we
give only a small subset of works related to our investigation.

Millan et al. work with GAs in order to evolve Boolean functions with high
nonlinearity [15]. Burnett in her thesis uses GAs to evolve both Boolean func-
tions and Substitution boxes [2]. McLaughlin and Clark use simulated annealing
to evolve Boolean functions that have several cryptographic properties with opti-
mal values [14]. Picek, Jakobovic and Golub experiment with GP and GAs to
find Boolean functions that have several optimal properties [18]. Picek et al.
experiment with both heuristics and heuristics in conjunction with algebraic
construction to evolve Boolean functions with high nonlinearity [20]. Picek et al.
use CGP to evolve Boolean functions with eight inputs and high nonlinear-
ity [19]. Finally, Picek et al. investigate several EAs in order to evolve Boolean
functions with different values of the correlation immunity property. In the same
paper, the authors also discuss the problem of finding correlation immune func-
tions with minimal Hamming weight, but they experiment only with Boolean
functions that have eight inputs [17].

The remainder of this paper is organized as follows. In Sect. 2, we describe rele-
vant cryptographic properties and representations of Boolean functions. Section 3
represents the techniques for using Boolean functions in masking schemes as well
as our motivation for this research. In Sect. 4, experimental setup and the algo-
rithms we use are given. Section 5 presents the results and a short discussion.
Finally, Sect. 6 concludes and gives some suggestions for future work.

2 Introduction to Boolean Functions and Their
Properties

Let n,m be positive integers, i.e. n,m ∈ N
+. The set of all n-tuples of the

elements in the field F2 is denoted as F
n
2 where F2 is the Galois field with 2

elements. The inner product of two vectors a and b is denoted as a · b and
equals a · b = ⊕n

i=1aibi. Here, “⊕” represents addition modulo two (bitwise
XOR). The Hamming weight (HW) of a vector a, where a ∈ F

n
2 , is the number

of non-zero positions in the vector.
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An (n,m)-function is any mapping F from F
n
2 to F

m
2 . If m equals 1 then the

function f is called a Boolean function.
A Boolean function f on F

n
2 can be uniquely represented by a truth table

(TT), which is a vector (f(0), ..., f(1)) that contains the function values of f ,
ordered lexicographically, i.e. a ≤ b [3].

The support supp(a) of a vector a is the index set of the non-zero positions
in a, i.e. supp(a) = {i : ai �= 0}, and the support supp(f) of a Boolean function
f is the vector set of the non-zero entries in the truth table (TT) representation
of f , i.e. supp(f) = {x : f(x) �= 0} [3]. The HW of a Boolean function f is the
cardinality of its support.

The Walsh-Hadamard transform Wf is a second unique representation of
a Boolean function that measures the correlation between f(x) and the linear
function a · x [3]:

Wf (a) =
∑

x∈F
n
2

(−1)f(x)⊕a·x. (1)

A Boolean function f is correlation immune of order t (in brief, CI(t)) if the
output of the function is statistically independent of the combination of any t of
its inputs [21]. For the Walsh-Hadamard spectrum it holds equivalently [10]:

Wf (a) = 0, for 1 ≤ HW (a) ≤ t. (2)

3 Boolean Functions and Masking

Some applications manipulate sensitive data, such as cryptographic keys. Obvi-
ously, these should remain secret. However, skillful attackers might try to probe
bits within a processor or a memory; they often succeed, unless countermeasures
are implemented [9].

To protect secrets from probing attempts, it is customary to implement a
countermeasure known as masking. It consists in changing randomly the repre-
sentation of the key (and of any other data which depends on the key), so as
to deceive the attacker. For example, if each bit ki, 1 ≤ i ≤ n of a key k is
masked with a random bit mi, then an attacker could probe ki ⊕ mi. However,
provided mi is uniformly distributed, the knowledge of ki ⊕mi does not disclose
any information on bit ki, unless of course the attacker can also probe separately
mi, in which case a higher order masking would be necessary.

However, for implementation reasons, it is often impractical to mask each
bit individually. Indeed, the generation of random numbers is costly, thus it is
desirable to limit the number of random bits required. Furthermore, masking
each bit of a vector of length n would correspond to choosing the global mask
in the whole set of 2n possible masks, which may be too costly.

Specifically, on the example of the AES cipher, some key bytes are mixed
with plaintext bytes before entering a Substitution box. Generating all the 256
Substitution boxes suitable for all possible masks in F

8
2 is too expensive for

embedded systems. Hence, by restricting the number of possible masks, the
overhead incurred by the countermeasure becomes more affordable.
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Let us consider the simple example of masking one byte (n = 8). This can
be achieved by using two complementary masks, such as m0 = (00000000)2
and m1 = (11111111)2. An attacker who measures one bit of the masked byte
cannot derive any information about the corresponding unmasked bit. If we
define by f the Boolean function F

8
2 → F2 whose support is {m0,m1}, then f

plays its masking role as it is balanced: any bit can take value 0 and 1 with equal
probability. In general, any Boolean function which is CI(1) is a valid masking.

Let us now consider a stronger attacker who is able to probe two bits simul-
taneously. In this case, some information can be recovered. Typically, if the two
masked bits are equal, then so are the two unmasked bits. So, by testing all pairs
of bits, the attacker can recover the whole key (or its complement). It happens
that, against such “second-order attacker”, it would be desirable that the masks
be the support of a CI(2) Boolean function [6]. But clearly, this support must
have a cardinality strictly greater than 2. Hence, masking can be summarized as
the problem of finding Boolean functions whose support is a set of masks with
the two following constraints:

1. it should have small Hamming weight, for implementation reasons, and
2. it should have high correlation immunity t, in a view to resist an attacker

with multiple (≤ t) probes.

Clearly, there is a tradeoff. This motivates the research for low Hamming weight
high correlation immunity Boolean functions.

Some work on this topic has been summarized by Hedayat, Sloane and
Stufken in their book [11]. However, in this book, some entries (minimum
Hamming weight for a given pair (n, t)) are expressed as non-tight bounds.
Recently, the exact value for entries corresponding to (n = 9, t = 4), and
(n = 10, t ∈ {4, 5}) have been obtained by Carlet and Guilley in [6]. Still,
the exact values (n, t) ∈ {(11, 4 − 5), (12, 4 − 6), (13, 4 − 7)} that are of practical
interest, have remained unknown until this research.

4 Experimental Setup

In this section, we briefly present the algorithms we use as well as the experi-
mental setup and fitness functions.

4.1 Single Objective Optimization

Genetic Algorithm. The GA represents the individuals as strings of bits rep-
resenting truth tables of Boolean functions. We use a simple GA with elimination
tournament selection with size 3 [8]. A mutation is selected uniformly at random
between a simple mutation, where a single bit is inverted, and a mixed mutation,
which randomly shuffles the bits in a randomly selected subset. The crossover
operators are one-point and uniform crossover, performed uniformly at random
for each new offspring. For each of the fitness functions we experiment with pop-
ulation sizes of 50, 100, 500, and 1 000 and mutation probabilities of 0.1, 0.3,
0.5, 0.7, and 0.9.
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Genetic Programming. GP uses a representation where individuals are trees
of Boolean primitives which are then evaluated according to the truth table they
produce. The function set for GP in all experiments is OR, XOR, AND, XNOR,
and AND with one input inverted. Terminals correspond to n Boolean variables.
Boolean functions may be represented with only XOR and AND operators, but
it is quite easy to transform it from one notation to the other. GP uses a tourna-
ment selection with tournament size 3 [12]. We use a simple tree crossover with
90 % bias for functional nodes and a subtree mutation. We experiment with tree
depth sizes of 5, 7, 8, and 9 and population sizes of 100, 200, 500, 1 000, and
2 000.

Cartesian Genetic Programming. The function set nf for the CGP is the
same as for the GP. Setting the number of rows to be 1 and levels-back parameter
to be equal to the number of columns is regarded as the best and most general
choice [16]. We experiment with genotype sizes of 500, 1 000, 2 000, and 3 000 and
mutation rates of 1 %, 4 %, 7 %, 10 %, and 13 %. The number of input connections
nn for each node is two and the number of program output connections no

is one. The population size for CGP equals five in all our experiments. For
CGP individual selection we use a (1 + 4)-ES in which offspring are favored
over parents when they have a fitness better than or equal to the fitness of the
parent. The mutation operator is one-point mutation where the mutation point
is chosen with a fixed probability. The number of genes mutated is defined as
fixed percentage of the total number of genes. CGP solutions are directed graphs
with Boolean primitives as nodes, that are also evaluated using the truth table
they produce.

Fitness Function. The following fitness function for single objective optimiza-
tion is obtained after a set of experiments where we determined which one per-
formed best on average. The goal is maximization:

fitness = (MAX HW − supp) − MAX HW × |CI − TARGET CI|. (3)

Here, MAX HW represents the Hamming weight of a Boolean function that
has all ones in its truth table (i.e. HW = 2n, where n represents the number of
inputs of a Boolean function), TARGET CI represents the order of correlation
immunity we want to find and finally, supp represents the cardinality of the
support of a Boolean function. The function consists of two parts: the first part
rewards Boolean functions with smaller support, while the second part acts as
a penalty for solutions with a correlation immunity that differs from the target.
The penalty part is multiplied with maximum value of the reward part, so that
any solution with the right CI is always better than any other solution with
different CI. This way, the distance to the target CI is regarded as a constraint,
and the support as a secondary objective.
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4.2 Multi-Objective Optimization

Since the goal of the function design includes two criteria, it can be formulated as
a multi-objective optimization problem. The first objective is attaining a desired
target correlation immunity, and the second one is the minimization of the sup-
port. Following these criteria, a multi-objective problem can be formulated as:

fitnessA = |CI − TARGET CI|; (4)
fitnessB = MAX HW − supp, (5)

where the first criteria, fitnessA, is minimized, while the second criteria,
fitnessB , is maximized.

In our experiments we applied the well known NSGA-II algorithm for multi-
objective optimization [7]. Note that NSGA-II can be paired with any of the
Boolean representations (i.e. truth table in GA, tree in GP and graph in CGP),
but based on the performance in the initial round of experiments, we only present
the results of tree representation (GP) with multi-objective evolution.

4.3 Common Parameters

The number of independent runs for each experiment is 50. The function set
nf for both GP and CGP in all the experiments is OR, XOR, AND, XNOR,
and AND with one input inverted. For stopping condition we use the number of
evaluations which we set to 1 000 000.

5 Results and Discussion

We report the performance of the selected algorithms, and additionally present
the best obtained values in order to compare EC with the existing results. For the
first part, the evolutionary algorithms are compared with each other using basic
statistical indicators to assess their performance. The comparison between EAs
is carried out using the parameter combinations that fill the gaps in the recent
work [6], i.e. for functions with the number of bits n and correlation immunity
t in the set (n, t) ∈ {(11, 4 − 5), (12, 4 − 6), (13, 4 − 7)}.

For the second part, we only select the single best results obtained by any
algorithm and compare it with the values found in the related literature. Since
there is a large number of experiments, we conduct a parameter tuning phase for
a medium sized Boolean function of nine inputs and the correlation immunity
order of two. Parameter tuning phase has a stopping condition of 500 000 evalua-
tions. Later we use the best obtained set of parameters for all test scenarios. Due
to the lack of space, we do not present exhaustively the tuning phase results.

5.1 Genetic Algorithm

The results for GA in this application were very poor; in the tuning phase, where
we test different parameters for Boolean functions of 9 bits and target correlation
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immunity equal to the value of two, we were unable to obtain a single solution
with the desired correlation immunity for any of the parameter settings. The GA
with the truth table representation does succeed in finding the desired values,
but only for very small problem sizes (e.g. for up to six variables), where the size
of the solution is not large. However, since those cases are not representative to
the problem, we do not experiment with GA in the rest of the paper.

5.2 Genetic Programming

Based on the results of the parameter tuning phase, the best performance for GP
was obtained with a maximum tree depth of five, whereas there were practically
no differences with regards to the population size. Based on this, we continued
with depth five and the population size of 1 000.

However, since the tuning was performed on 9 bit functions, we note that for
larger sizes (e.g. 12 or 13 bits), the maximum depth of five may simply be not
enough to represent the desired behavior. Indeed, while with the depth of seven
and the same number of evaluations we obtain statistically worse solutions in
general, there were cases where a single best solution was reached with a depth
of 7. This is further explored in Sect. 5.5, while for the algorithm comparison we
remain with the depth of 5 where the results are given in Table 1.

Table 1. Results for GP (single objective, maximization)

n
t

4 5 6 7

11 1 830.4/1 920/15 1 643.52/1 792/21

12 3 840/3 840/50 3 507.2/3840/5 2 928.64/3 072/43

13 7 680/7 680/50 7 383.04/7 680/37 6021.12/6144/47 5 324.8/6 144/30

The results for each combination of n and t are reported in the form of
avg/max/#hits, where avg represents the average best fitness value over 50
runs, max is the single best fitness value, and #hits is the number of runs in
which the best value was reached. We chose this simple statistic because the
fitness often assumes negative values (due to the penalty part in the fitness
function) which are not very indicative, and since the observed algorithms often
reach the same maximum value.

5.3 Cartesian Genetic Programming

In the case of CGP, the best parameters after the tuning phase were mutation
probability of 13 % and the genotype size of 500. The results of CGP with the
obtained parameter settings are given in Table 2, with the same nomenclature
as in Table 1. Negative value means that on average most of the runs did not
succeed in finding any solutions with the TARGET CI value. This suggests that
the number of evaluations was too low for those problem instances.
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Table 2. Results for CGP (single objective, maximization)

n
t

4 5 6 7

11 1218.56/1 792/4 901.12/1 536/6

12 2 549.76/3 584/9 1 515.52/3 072/6 -532.48/2 048/28

13 4 587.52/7 168/2 1 638.4/6 144/8 -819.2/4 096/20 -3 604.48/4 096/3

5.4 Multi-objective Genetic Programming

In the last phase, we used NSGA-II multi-objective algorithm to try to reach the
desired output while regarding both correlation immunity and Hamming weight
as independent objectives. Although the name implies a genetic algorithm, in
this work the multi-objective approach is used with tree-based representation of
GP, since it exhibited the best performance.

The results for the multi-objective approach were disappointing; in most
cases, the algorithm was unable to reach the desired target CI value, while the
secondary objective was very bad even in the other cases. We found solutions
only in cases when n = 12 and CI = 4 where the support equals 2 048 and when
n = 13 and CI = 4 with the support equal to 4 096. In the first case the value
was found three times, and in the second, only once.

5.5 Discussion

Finally, we combine all the single best values we obtained with any evolutionary
algorithm and present them in Table 3. In this table the values are not repre-
sented with our fitness function, in which the expression (MAX HW − supp)
was maximized, but rather only as the resulting support (supp), since this form
was used in the existing work (note that in this case the smaller values are the
better ones). These best EC results are equal to those presented in Tables 1
and 2, with the exception of 13 bits and correlation immunity 6, where GP with
depth 7 obtained a better result.

This paper reports results for Boolean functions which were previously
unknown. These are indicated using gray cells in Table 3. When discussing the
optimality of those results, we follow the conjectures from [1].

Here, wn,t represents the lowest weight of CI(t) nonzero function of n vari-
ables. The conjecture was made in [1, Sec. C.2] that the values in each column
of Table 3 are non-decreasing. The values for (n, t) ∈ {(11, 4 − 5)} in Table 3
are interesting from this viewpoint: if the conjecture is true then they are opti-
mal since they cannot be smaller than for (n, t) ∈ {(10, 4 − 5)}, but the con-
jecture may be false; further investigations are needed to clarify this point. If
(n, t) ∈ {(11, 4 − 5)} represent the minimal possible values; then since it is
known from [1, Sec. C.1] that wn,t ≥ 2wn−1,t−1, then the solution for n = 12
and t ∈ {5, 6} has also a minimal Hamming weight. Finally, for n = 13, by follow-
ing the same reasoning, Hamming weights for t ∈ {6, 7} are again the optimal
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Table 3. Best obtained results.

n
t

1 2 3 4 5 6 7 8 9 10 11 12 13

5 2 8 16 16 32
6 2 8 16 32 32 64
7 2 8 16 64 64 128 128
8 2 16 16 64 128 128 256 256
9 2 16 32 128 128 256 256 512 512
10 2 16 32 128 256 512 512 x 1 024 1 024
11 2 16 32 128 256 512 1 024 1 024 x 2 048 2 048
12 2 16 32 256 256 1 024 1 024 x x x 4 096 4 096
13 2 16 32 256 512 1 024 2 048 4 096 4 096 x x 8 192 8 192

values, if the Hamming weight for n = 11 and t = 4, 5 is optimal. Actually,
the value w13,6 = 1024 was already known (see Table 12.1 at page 319 in [11]),
hence it does not appear as a gray cell in Table 3. However, there are cases in
which we were unable to obtain the target correlation immunity value, which
are denoted with an x. There are also instances in which none of the EAs we
implemented was able to reach a previously known optimal value, and those are
marked in italic. We note that some of those optimal values are actually trivial
to obtain and by slight adjustments in the fitness functions we could reach those
levels. However, we decided to follow a ‘black-box’ principle where we do not use
specifics about the problem. It is obvious that for some combinations of the num-
ber of bits and correlation immunity, the optimization problem as formulated
in this work, becomes very hard. In these cases the fitness function is unable to
lead the population in the desired direction, which merits further research on
both the design of the fitness function and properties of the underlying fitness
landscape, as well as the use of different representations and genetic operators.
Besides the comparisons based solely on the obtained results, it is also possible
to consider the speed of the procedure. Indeed, in [1], authors report that with
the SMT solver, the resolution of the problem can last several days. Obtaining
the optimal values for the largest Boolean function size of 13 inputs, with our
approach lasted on average 30 minutes.

The failure of a GA with a bit-string representation to reach any meaningful
results may be explained with two causes: the first one relates to the problem
size, and its rapid increase with the number of bits. While the size of the truth
table grows exponentially with the number of bits, the size of the search space
grows with an even larger rate, which quickly renders a standard GA unusable.
The second reason could be a high epistasis of the problem since the bits in the
truth table are not independent. This in the conjunction with the fact that the
correlation immunity property is concerned with the statistical independence
of the bits on the output/input, could lead to a reason why higher values of
correlation immunity present difficulty for GA in bitstring representation. This
phenomenon can be also observed on the results from [17].

The multi-objective approach has also failed to produce competitive results.
Although the nature of the problem suggests different criteria may be optimized
independently, the NSGA-II explores a large region in the search space that is of
no interest to the final goal. In this application, the stated objectives can clearly
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be regarded as a primary and a secondary one; first try to reach a desired cor-
relation immunity, and then reduce the Hamming weight as much as possible.
While the fitness function we presented may obviously be defined in many dif-
ferent ways, it is apparent that in the current form it is more effective than the
multi-objective approach. There are undoubtedly more applications in cryptog-
raphy where multi-objective optimization may prove useful, where a trade-off
between different properties is sought by the system designer.

6 Conclusion and Future Work

In this paper we investigated the evolution of Boolean functions with minimal
Hamming weight and various orders of the correlation immunity property. An
approach based on Genetic Programming proved to be very successful since we
obtained very good results for all Boolean function sizes from five to thirteen
inputs. We emphasize that this approach also yielded previously unknown values,
where for the most of those it is possible to show they represent global optima.
In our future work, we plan to concentrate on even larger Boolean functions in
an attempt to find more unknown values as well as the practical upper limit for
the use of EAs for the evolution of Boolean functions.
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Abstract. Automatic generation of natural language is a challenging
multidisciplinary research field. This paper presents some first results
in the NATCONSUMERS European project. The goal of this project is
the generation of natural language recommendations that are tailored
to each specific consumer characteristics for promoting more sustainable
behaviors of consumption.

Here, we present a multidisciplinary research that consists in merging
a classical architecture for natural language generator systems, proposed
in the field of Computational Linguistics, together with results of our
previous research in the field of Computing with Perceptions. We present
a general view of the architecture of the NATCONSUMERS natural
language generator system and we include an example of implementation.

Keywords: Linguistic description of data · Computing with percep-
tions · Computing with words · Fuzzy Logic

1 Introduction

Residential energy consumption represents the 28 % of all EU consumption and if
we consider commercial buildings this percentage increases to 40 % (36 % of EU
CO2 emissions). In this context, the reduction of consumption in the residential
sector should play an important role in energy efficiency programs and policies
as is stated in the recent Energy Efficiency Directive 2012/27/EU.

Inefficient everyday energy consuming behaviors are largely habitual and
therefore the potential of energy savings at home with actions focused in con-
sumer behavior are really promising.

A central goal of NATCONSUMERS [1] is the definition of a feedback frame-
work based in the provision of personalized recommendations in natural language
tailored to each consumer group for promoting more sustainable behaviors. Our
approach relies in the complete characterization of EU energy consumers, and
the design of specific personalized actions tailored to each detected consumer
pattern.
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Designing and developing natural language generators is a complex Software
Engineering project. An important component of this type of projects is the sys-
tem architecture. Currently, a definition of a computational architecture that is
suitable to NATCONSUMERS necessities is not available. Therefore it is needed
to analyze the scientific and technical literature to find some fundamentals and
extended these ideas to design it.

In Software Engineering, one well known methodology is the so called Unified
Process [3]. Unified Process is an iterative and incremental development process,
i.e., the project cycle of life is based in the development of use cases with increas-
ing complexity degree. In this methodology, the architecture has a central role
and it is one of the first elements that must be defined. In addition, the Uni-
fied Process requires the project team to focus on addressing the most critical
risks as soon as possible in the project life cycle. Although Unified Process pro-
vides a solid framework for developing the NATCONSUMERS architecture, the
methodology must be particularized to this specific family of projects.

Looking for solutions to the NATCONSUMERS architecture in the field of
Computational Linguistics, we have found that a good starting point is the clas-
sical book by Reiter and Dale, “Building Natural Language Generation Systems”
[6]. This book presents a general view of architecture for this type of computa-
tional systems but it must be strongly customized to each practical application,
as the authors explain.

In previous papers, we have described several computational systems for
generating linguistic descriptions of different phenomena, e.g., the beauty of
the double stars [2], the Mars planet surface [8] and, recently, the behavior of
electricity consumers [4]. Nevertheless, in these works we have not developed an
architecture so complete as the needed in NATCONSUMERS, e.g., these works
do not consider the need of identifying the communication goals and the need
of performing an important classification of types of user.

In this paper, we contribute to the field of Natural Language Generation by
describing an architecture for computational systems able to generate linguistic
advices aimed to modify the electricity consumers behavior.

We provide descriptions of all the components of the new architecture, but
since the Unified Process is an iterative and incremental methodology, this is
a first version that we will modify along the project scope by extending and
detailing these components along the project.

We include a first demonstration pilot using a small database of input data
and a first corpus analysis considering a first consumers classification.

The rest of this paper is organized as follows. Section 2 briefly introduces
the Reiter’s architecture for natural language generators. Section 3 presents our
approach to the NATCONSUMERS architecture. Sections 4 and 5 describe the
concepts of Granular Linguistic Model of Phenomena and Message Template that
are important elements in our approach. Section 6 contains the experimentation
and discussion of results. Finally, Sect. 7 contents the conclusions.
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Fig. 1. Basic architecture of a natural language generation system

2 Architectural Framework

Reiter and Dale [6] describe a methodology and architectural framework for
building natural language generation systems (NLGS). Here, we summarize the
main ideas of this architecture, focusing on the goal of our research. Figure 1
shows the main components.

The basic task in the requirements analysis for NLGS is the determination
of the inputs the system will be provided with, the output texts it is expected to
produce, and what information is needed to produce those outputs. This collec-
tion of input and output data is called Corpus. After the requirements analysis
task is finished, it will be an agreed-upon corpus of representative target texts
which contains the range of outputs that can be expected of the system. Many
times, including NATCONSUMERS project, the output text presents informa-
tion that has to be derived from the input data after some computation, involving
also other data sources.

After the development stage, we should obtain, from the Corpus analysis, a
data structure that contains all the possible linguistic messages organized as a
tree of choices. See Data structure based on Corpus in Fig. 1. The NLGS uses
the input data to choose the best suitable message among the set of available
possibilities, i.e., the generated message is an instance of these possibilities.

The set of input data elements are described by Reiter and Dale as follows:

Communicative goal. The production of a linguistic message can be viewed
as a goal-driven communication process. It can be seen as an attempt to
satisfy some communicative goal that the speaker has.

User Model is a characterization of the hearer or intended audience for whom
the text is to be generated. Among the many things that might be included
in a user model are information about the user’s expertise, task, and prefer-
ences.

Discourse history is a model of the previous interactions between the user
and the NLGS. In its simplest form, a discourse history may be no more than
a list of the entities that have been mentioned in the discourse so far, thus
providing a means of controlling the generation of anaphoric forms; more
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complex models will provide some characterization of the semantic content
of the discourse up to the current point in order to avoid repetition.

Knowledge source may be represented in very different ways depending on the
application: one system may use simple tables of numbers, whereas another
may use information encoded in some knowledge representation language.

In order to face the complexity of the whole NLGS, Reiter and Dale divide
the Text Generation Process in a pipeline with three components:

Document Planner that produces a document plan. This module must decide
what information should be communicated in the output text and also to
provide order and structure over the information to be conveyed.

Micro planner that produces a text specification. This module solves the prob-
lem of choosing content words, nouns, verbs, adjectives and adverbs for the
generated text. Also the linguistic aggregation that involves the use of lin-
guistic resources to build sentences which communicate several pieces of
information at once.

Surface realizer that produces the final text. Linguistic realization is generally
viewed as the problem of applying some characterization of the rules of
grammar to some more abstract representation in order to produce a text
which is syntactically and morphologically correct.

Fig. 2. Architecture for NATCONSUMERS

3 NATCONSUMERS Architecture

The architectural framework represented above provides a general view that
must be customized when we deal with implementing practical applications
(Fig. 2).

During a first analysis stage, we explored a set of possible communica-
tive goals, i.e., different ways of improving the efficiency in electrical energy
consumption. In a first approach we considered the following list:

– To use low consumption bulbs.
– To reduce the general consumption by comparing with similar householders.
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– To reduce the consumption in stand-by, e.g., switch off the computer during
nights.

– To move the time of the washing machine from a peak to a valley zone of
consumption.

– To change the old appliances by more efficient ones.
– To improve the building thermal isolation.

The problem of modeling (characterizing) the different types of European
electricity consumers is likely one of the hardest problems in NATCONSUMERS.
We have created our pilot prototype using a first classification of consumers
(user model) based on their attitudes as consumers of electricity, that can be
briefly described as follows:

– Consumption oriented users (Cluster 1): Averagely innovative. Not concerned
about the environment. Savings are not important. Very positive about shop-
ping.

– Modern and passive people (Cluster 2): Innovative. Concerned about the envi-
ronment, but only on opinion level. Non saver. Not concerned about their
energy usage.

– Modern and active people (Cluster 3): Innovative. Strongly concerned on envi-
ronmental issues, both attitudinal and behavioral level. Cost sensitive. Con-
cerned about their energy usage.

– Traditional savers (Cluster 4): Non innovative. Not concerned about the envi-
ronment. Saving is the most important for them. They are interested in their
energy consumption, but not the environmental issues.

Note that this is a first quite limited classification that must be improved by
considering additional data like the size of the household (1, 2, 3 and 4+), the
structure of the household (single pensioner/double pensioner/single adult/double
adult/family with children etc.), the housing type (block of flats/flats/semi-
detached house/detached house), etc.

The source of knowledge are the energy consumption data that are obtained
thanks to the recently installed electrical energy counters inmanyEuropeanhouse-
holds. These new energy meters provide us with:

– Profiles of consumption of householders, i.e., the receivers of messages.
– Profile of consumption of other householders to generate comparative descrip-

tions.
– Feedback about the obtained results, i.e., we could know if we are provoking

some modification of behavior.

For the sake of simplicity, in this first approach we have decided do not take
into account the discourse history.

In our approach, we have implemented the Natural Language Generator and
the Data structure based on Corpus using two modules with their associated
data structures. More specifically, the Document Planner is implemented by
using the Interpreter module that produces an instantiated Granular Linguistic
Model of Phenomena, that we relates with the Reiter’s document plan. The Micro
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planner and the Surface realizer are implemented by using the Text Generator
that produces an instance of the Text template.

In order to demonstrate how to apply this architecture, in the next sections
we describe all the elements that are needed for implementing a use case. Here, we
focused on generating reports addressed to modern and active people (cluster 3)
with the goal of achieving a general reduction of consumption, including specific
hourly consumption and consumption in standby.

4 Granular Linguistic Model of Phenomena

The Granular Linguistic Model of Phenomena (GLMP) is a useful paradigm for
developing computational systems able to generate linguistic descriptions of data
[7,8,10]. The main element of this structure is known as Computational Percep-
tion (CP), which is the computational model of a unit of information (granule)
acquired by the designer at certain granularity degree. It is based on the con-
cept of linguistic variable developed by Zadeh [11]. A CP is defined by the tuple
(A,W,R) = {(a1, w1, r1), (a2, w2, r2), . . . , (an, wn, rn)}. A represents the set of
natural language sentences that linguistically describes the perception (e.g., “Your
electrical consumption in the morning is {low | medium | high}”); W ∈ [0, 1] are
the validity degrees of each sentence in A to represent the current state of the
described phenomenon; and R ∈ [0, 1] are the relevancy degrees of each sentence
according with the user (the receiver of the linguistic message) interests.

The GLMP is a network of Perception Mappings (PMs), which are the ele-
ments used to create and aggregate CPs. Here, the designed GLMP is shown in
Fig. 3. It receives as input data the electrical consumption of the analyzed house-
hold, the electrical consumption of other households with similar characteristics
(cluster), and the curve of electricity consumption per hours. This information
is aggregated and combined by means of the corresponding PMs, obtaining the
following CPs:

– CPGC : compares the general consumption (hourly average load profile) of the
analyzed household with respect to the general consumption of its cluster.

– CPSB: compares the standby consumption of the household (the consumption
of electronic appliances, specially the fridge, when they are in standby mode)
with respect to the standby consumption of its cluster.

– CPHT : represents the specific consumption of the household attending to the
different parts of the day, i.e., dawning, morning, midday, afternoon, evening,
and night.

– CPCT : represents the specific consumption of the cluster attending to the
different parts of the day.

– CPSC : compares the specific consumption of the household with respect to
the specific consumption of its cluster.

– CPCS : represents the relevant shifts in the electrical consumption attending
to the electricity cost and the household consumption. Energy cost is different
depending on which part of the day it is consumed. The goal is to analyze
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Fig. 3. GLMP that linguistically describes the electrical consumption

the load profile and to suggest the user to shift the energy consumption from
some parts of the day to others with lower energy cost.

In order to explain how the information is aggregated by the PMs in the
GLMP, we will explain the details of PMGC as an example. The rest of PMs fol-
low the same procedure (for a more detailed information, please see our previous
works [9,10]).

4.1 General Consumption (PMGC)

A PM is a tuple (U, y, f, g, T ) where each component is explained as follows:

U is set of numerical values or input CPs. Here, it is a vector composed by two
inputs: the hourly energy consumption of the analyzed household and the
average hourly energy consumption of its cluster.

y is the output CPGC = (AGC ,WGC , RGC), where AGC = (Much lower (q1),
Considerably lower (q1), Slightly lower (q3), Similar (q4), Slightly higher (q5),
Considerably higher (q6), Almost double (q7), Double (q8), More than double
(q9)).

f is the validity function WGC = f(). We compute the ratio between the daily
household consumption and the average daily consumption of the cluster. We
obtain WGC by means of a set of trapezoidal membership functions forming a
strong fuzzy partition. The linguistic labels of AGC were uniformly distributed
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and they are defined by their vertices as follows: {Much lower (0, 0.25, 0.25,
0.5), Considerable lower (0.25, 0.5, 0.5, 0.75), Slightly lower (0.5, 0.75, 0.75,
1), Similar (0.75, 1, 1, 1.25), Slightly higher (1, 1.25, 1.25, 1.5), Considerably
higher (1.25, 1.5, 1.5, 1.75), Almost double (1.5, 1.75, 1.75, 2), Double (1.75, 2,
2, 2.25), More than double (2, 2.25, 2.25,∞)}. Note that Fuzzy Logic provides
many other forms of aggregation functions, e.g., we can aggregate the values
of several CP s using a set of fuzzy rules to generate a new CP based on them.

g is the function that calculates the matrix of relevance degrees Ry = g(). In
this case, the relevance values are set by the designer in function of the user
characteristics as follows: RGC =(1, 1, 0.8, 0.5, 0.5, 0.7, 0.8, 1, 1). Note that,
here, we have considered that the extreme values are more relevant than the
intermediate ones.

T is a basic text generation algorithm, a template, that produces linguistic
expressions as follows: “Your general consumption is {much lower | consid-
erably lower | slightly lower | similar | slightly higher | considerable higher |
almost double | double | more than double} than the general consumption of
your cluster”.

5 Report Template

The top of the report contains a linguistic description about the consumption
of the user attending to three different aspects: general, specific and standby
consumption (see, e.g., Fig. 4). As stated in Sect. 3, in this first demonstration
example, we generate reports addressed to modern and active people, so we
used everyday natural language and we have accompanied the text with the
image of a virtual agent that interacts with the user in a friendly and emo-
tional way, increasing the effectiveness and acceptance of the advices. The use
of emotions plays a significant role in the human decision-making process as an
important aspect of the human intelligence. Sensitivity and expressiveness are
very important in human interaction and transmit valuable information [5]. The
computational model of the emotions of the virtual agent used in this appli-
cation is explained in [4]. This virtual agent changes its mood, linguistic and
facial expressions according with the type of consumption in order to improve
the empathy with the user.

At the bottom, the Report Template contains two graphics that represents
the load profile of a household during the two analyzed months and a comparison
between his/her consumption in low, medium and high cost zones with respect
to the cluster.

6 Experimentation

In this first pilot, we analyzed the energy consumption of 12 households randomly
selected, that were previously classified in four groups or clusters, according to
the classification explained in Sect. 3. We work with two datasets. First one
contains the hourly consumption data of each household during one year, from
01.01.2014 to 31.12.2014. The second dataset contains the average consumption
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Fig. 4. Energy consumption report for user id.144283

data for the four clusters during one year, for the same period. Each household
was identified by an id. number.

6.1 Results and Discussion

Figures 4, 5 and 6 show the energy consumption reports for three households of
the same cluster, specifically, cluster 1. It represents the potential and adaptabil-
ity of the developed tool, since these households present three totally different
consumption profiles. We will explain each report in detail:

– Figure 4 represents the report of a household whose energy consumption is
considerably higher than the average consumption of its cluster. In this sense,
the avatar looks somewhat worried and sad, and it is reflected both in its
facial gesture and its expressions. In addition, we can see that this house-
hold consumes the most part of the electricity during those periods in which
the electricity cost is higher, so the avatar recommends to shift part of the
electrical consumption from morning to dawning.

– Figure 5 represents the report of a household whose energy consumption is
similar than the average consumption of its cluster. In this case, the avatar
looks neutral, since this report corresponds to the first report of the year and
it does not have historical data to compare trends.

– Finally, Fig. 6 represents the report of a household whose energy consump-
tion is much lower than the average consumption of its cluster. In addition,
the consumption in high cost zone is low. Here, the avatar looks happy and
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relaxed. Even so, the avatar gives some advices and recommendations to the
consumer, in order to keep the good habits and improve, even more, its energy
consumption.

Fig. 5. Energy consumption report for user id.146660

Fig. 6. Energy consumption report for user id.144502
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7 Conclusions

This paper presents our first results in NATCONSUMERS project. We describe
the first version of an architecture for computational systems able to generate
linguistic advices aimed to modify the electricity consumers behavior. It is a
multidisciplinary research where we merge ideas from two fields that currently
are not closely connected, namely, Computational Linguistics and Computing
with Perceptions.

It is a two years long project and many tasks are pending. With the collabo-
ration of all the partners, we need to develop a suitable model of the European
consumer of electricity. We need to elaborate a more complete list of communi-
cation goals than the presented here. We need to create a Corpus with as many
as possible examples of input data combinations and the expected linguistic
expression as output.

In this paper we contribute to the field of Natural Language Generation
by opening opportunities of collaboration between two currently isolated fields.
We provide very practical results that will be used as the kernel from where
developing the NATCONSUMERS natural language generation system.
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Abstract. In the conceptualization presented here, a possible scenario
concerned with the emergence of coded life in nature is inferred from
a model that merges computer science concepts with prebiotic chem-
istry. In this (“digital”) model, sets of strings composed of letters, such
that each letter represents a molecular building block, are located within
compartments. Some of the sets of strings (together with their reactions)
form “autocatalytic sets”. Some of the strings in the autocatalytic sets
play the role of catalysts of reactions and others play the role of tem-
plates for replication processes.

We find several unique sets of strings, comprised of two types of letters
(ri and pj) representing nucleotides and amino acids (respectively), with
some inherent asymmetry in their properties, that prompt the emergence
of a code. By identifying such “code prompting” autocatalytic sets, our
abstract model suggests novel models for artificial life, and a possible
explanation for the emergence and the fixation of the genetic code in life
as we know it.

Keywords: Self-organizing systems · Autocatalytic sets · Artificial life ·
Evolution · Origin of life · Universal replicator · Genetic code · System
biology · Translation

1 Introduction

There is still no standard definition of the term “Life” [19], and there is no
“standard model” of the origin of life [7,25]. Life as we now know it is too
complex to assume it had spontaneously emerged in a non-biological world. Yet,
there is a general agreement that RNA preceded DNA, and that “it all started”
from a prebiotic primordial soup of molecules. It is also generally accepted that
evolution occurred first in populations of complex molecules [28], and only later
in “proto-organisms”, the hypothetical ancestors of LUCA1.

When and how genetically-coded proto-organisms first appeared along the
line of evolution is not yet clear. Although various different models concerned
1 LUCA is the Last Universal Common Ancestor of all currently living organisms.
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with the emergence of life, e.g. [6,8,14,17,23,24,27,28,30], resulted in a signifi-
cant progress in the last few decades in understanding the possibilities regarding
the origin of life, none of the models presents a complete scenario for the emer-
gence of life. In particular, the emergence of the genetic code remained a major
open question (see for example [18,21,31]).

“Indeed2, it stands to reason that any scenario of the code origin and evo-
lution will remain vacuous if not combined with understanding of the origin of
the coding principle itself and the translation system that embodies it. At the
heart of this problem, is a dreary vicious circle: what would be the selective force
behind the evolution of the extremely complex translation system before there
were functional proteins? And, of course, there could be no proteins without a
sufficiently effective translation system.”

The contemporary genetic code is the set of rules by which information
encoded in genetic material (DNA or RNA sequences) is “translated” into pro-
teins (long sequences of amino acid) in living cells. The code-dictionary maps
tri-nucleotide sequences (called codons) to amino acids via a process called
“translation”. Every triplet of nucleotides in a nucleic acid sequence that has
a coding function specifies a single amino acid; e.g., the word CAG encodes the
amino acid glutamine [where U, A, C, G are the four letters, namely nucleotides,
building the RNA]. The contemporary genetic code is essentially common to
all living organisms, indicating that it must have preceded LUCA. Therefore,
clarifying its inception in the prebiotic world, and its fixation, are of critical
importance to our ability to shed light on the emergence of life.

Although there is currently no consensual definition of the term “Life”, it
is agreed that in order to be considered as “living”, the set of molecules must
allow for a stable replication of its constituents. Originally two methods, template
replication and Auto Catalytic Sets (ACS), were presented as competitive models
for basic evolution from the prebiotic soup, into a much richer organic prebiotic
environment. ACS was first suggested as a model for replication of peptides [15]
(peptides are short sequences of amino acids), while the template replication is a
model for replication of RNA. However, once ribozymes, i.e. molecular catalysts
made out of RNA, were found [9,20] ACS of RNA strings were also considered.
Additionally, variants of both models (e.g., [21]) explored a world in which RNA
and small peptides evolved together (see also [24]).

Here we present a model that outlines an evolutionary path that leads from
the prebiotic world to a code-prompting self-replicating set of molecules. Our
model is based on the notion of autocatalytic sets; see [12,13,15,28] and see some
references to experimental support in [16]. ACS are sets of food-molecules and
strings, along with reactions — reactions generating the strings and catalyzed
by them, such that no outside help is required for the strings replication from
the food-molecules that are assumed to be available whenever needed.

Our model follows the well established ACS model, and then goes one step
beyond it. First, as the ACS model, our model is also a “letters-and-strings”
abstraction that enables us to ignore almost all the physical and chemical details
2 This is a quote from Koonin and Novozhilov [18].
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of the molecules involved. Second, as in the ACS model [15], as well as in other
models [17], our letters and strings live and evolve inside compartments. We
then deal with the following question: under what circumstances could the sets
of letters and strings be thought of as extremely simplified “coded entities”,
that potentially preceded biological proto-organisms? We find such entities —
COde-Prompting ACS — COPACS. These may explain the emergence and the
fixation of the genetic code, while also proposing a candidate for the first code
word (the first peptide generated by the translation process).

The requirements established for this set (the COPACS) to be formed and
for the code to be fixated may apply also to the artificial life of nano-robots or
autonomous agents, or to the field of artificial cells.

In Sect. 2 we discuss the origin of life from computer science point of view.
In Sect. 3 we present the rules dictating the behavior of the letters and strings
in our model; We then present ACS, template replication and the conditions
under which the molecules involved in template replication form an ACS. We
also define the notion of universal replicators. Our models for the emergence of
a code, developed in Sect. 4, present three code-prompting autocatalytic sets of
strings. We also explicitly identify what could have been the first code word. We
finally provide some conclusions in the last section.

2 Modelling the Origin of Life – Computer Science
Point of View

Methods and concepts from computer science (and maybe also from information
theory) may be important for research into the origin of life. The main method
we use here is the “digital abstraction”. In general, “abstraction” is a method of
treating complex things at several different levels. In understanding and design-
ing complex communication and computing systems, such as the internet, or a
microprocessor, people commonly use the abstraction method; e.g. people use
the TCP/IP model for the internet.

For explaining how a computer works people use several levels of abstraction.
These include as the physical (the lowest level), the electronic (voltages, currents,
continuous time), the digital (bits, discrete times when the logical values “0” and
“1” are well defined, Boolean operations, etc.), the machine language, the high-
level language, and the algorithm levels. Levels that are not next to each other
should, in general, not be mixed.

Similarly we suggest to consider at least four levels of abstraction for the
concept of life, that may be useful (or even vital) for understanding life and
for deepening into its origins: the physical level (mainly quantum physics), the
molecular level (chemistry), the “digital” level which is what we consider here,
and the code level (the genotype and the related phenotype), which is only
relevant for understanding later stages leading to LUCA. [Clearly, the code level
cannot be relevant to the prebiotic stages of “life”/“proto-life”, prior to the
emergence of the genetic code]. For designing some types of artificial life the
chemistry level might be replaced by electronics as when designing a computer
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or a computer network system; Note however that artificial life in which one is
satisfied with making use of “man-made code”, will (probably) not benefit much
from the results of the current work as we do not assume the pre-existence of
a code.

Here, we use the letters and strings abstraction, and binary operations (a
yes/no for a reaction, etc.) — the digital level, to see how a code may have
emerged in a prebiotic world. We notice that it is actually vital to go beyond
strings: E.g., folding of strings and strings attachment into two dimensional or
three dimensional structures probably played an important role in the origin of
life. We fully ignore here the lowest level, (quantum) physics, and (as always is
done when using an abstraction), we do consider the middle level, chemistry, but
rather briefly, when needed, and mainly as a tool to define the set of character-
istics of our letters and rules for generating our strings.

Several other concepts from computer and information sciences are related
to the abstraction of the origin of life, and in particular to our COPACS model:

1. compartmentalization, leading to a subsystem having a distinct molecular
environment,

2. replication — autocatalytic sets of strings/molecules, and reactions catalyzed
by these molecules,

3. coding — giving meaning to meaningless combinations of basic building
blocks; in our case, strings (RNA) containing ordered triplets of nucleotides
lead to ordered strings of amino acids (peptides) and some of these RNA
strings and peptides are words that have an operational meaning,

4. evolutionary algorithms before, during and after the emergence of a code.
5. error correction, entropy reduction, active transport and related issues. [This

last item, involving “input/output” through the compartment walls, is only
relevant at stages of evolution much later than the ones discussed here].

In the journal paper we intend to give more details regarding the five concepts
enumerated above.

3 Autocatalytic Sets, Template Replication, and
Universal Replicators

We deal here with a simple abstract model in which two types of letters, ri and
pj , exist within a compartment3. We define the following characteristics for these
letters:

1. Both types of letters have the capability of being combined into directed
strings, Rk made of r letters, and Pm made of p letters. Both types of
letters have directionality which can be described as having a head and a
tail, such that while forming a string the head of one letter is connected

3 We assume a small number of different letters: there are four r letters and (for
example) just four [10,14] or just ten [22] p letters. See also [11].
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to the tail of a second letter of the same type. We shall call the connection
between neighboring letters along the strings “backbone connection” for both
types of strings. These connections are assumed to be strong, allowing the
sustainability of the one dimensional string. Within each R string, each r
letter can form backbone connections with any other r letter, such that the
sequence of ri’s in a string can be completely random. Similarly, the sequence
of pj ’s letters in each P string can be random too.

2. We assume that long random R strings of up to 100 ri’s can be found in the
environment. In contrast, P strings do not form easily and only single p letters
or very short strings (up to 2–3 p letters) are expected in the environment.

3. In addition to their ability to be combined into strings, the Rk and Pm strings
can generate more complex structures, by forming bonds perpendicular to
the string direction, namely perpendicular to the direction of the backbone
connections. These connections will be named “perpendicular connections”
and they are assumed to be weaker than the backbone connection. Thus, an
R string or a P string has the potential to form 2-dimensional (2D) and 3D
structures. Such structures are highly relevant here due to the requirement
to act as catalysts for specific chemical reactions.
– In contrast to the backbone connections, the perpendicular connections of

the r letters belonging to an R string are specific. Thus, an R string has
the potential to attract specific r letters or another R string to generate
a ladder-like structure; We shall examine two cases (Fig. 1): a. ri within
a string can form a perpendicular connection only with a single “com-
plementary letter” from the set of letters. b. ri within a string can form
perpendicular connections only with an identical ri.

– Non-specific perpendicular connections are assumed between p letters
belonging to different P strings.

4. Potentially there exists an attraction (called the stereochemical attraction [29])
between any pi letter and a specific triplet of rj letters. Such a triplet of rj
letters is the same coding triplet mentioned earlier, which is specific per the
letter pi.

5. A bond (a strong connection) can be form, with the help of a catalyst, between
any specific p letter and the last letter of a specific type of R strings (that we
call tR). The resulting string is called a “charged” tR string — a tR string
which carries at its end a p letter.

While long R strings and very short P strings with random composition
are assumed to naturally exist within the compartment, the appearance of non-
random R and P strings, have been explained mainly via two models: template
replication and the formation of autocatalytic sets.

Both template replication and ACS models rely on catalyzed reactions. A cat-
alyst is a substance which increases the rate of a “chemical reaction” (e.g. forming
a connection) by many (even 6–7) orders of magnitude, without being changed
by the reaction. Catalysis majorly enhances the rate of a reaction, thus essen-
tially abolishing the opposite process, i.e. from the product to the reactants.
We assume here that both types of strings, R and P , are capable of acting as



102 I. Agmon and T. Mor

Fig. 1. Two possible ladder structures formed by R strings: a. Cross templating:
Each ri recognizes only the complementary r in the perpendicular direction [in this
case (r1,r2) are complementary, and (r3,r4) are complementary]. b. Self templating:
Each ri recognizes only an identical ri in the perpendicular direction.

catalysts, if a specific 2D or 3D structure is formed, by their folding, stabilized
by the perpendicular connections.

3.1 Template Replication

We shall describe a model of “self-templating” of R strings in which each r
letter in a string R attracts from the environment an identical letter, to form a
perpendicular bond, and to build a ladder structure (see Fig. 1b). If these newly
added letters are bonded via backbone connections, a second string R, identical
to the original one, is obtained, that is – the string R acted as a self-template
to generate a copy of itself.

The string replication has a much higher probability of occurrence if it is
aided by a particular catalyst C. The catalyzed reaction is written as: R +
F

C−→ R + R. The letter F , which stands for Food, relates to all ri letters and
possibly to short R strings (e.g. various combinations of two-three ri letters)
which are assumed to be common in the environment. During the replication
process the template string (the original R string) does get modified, by forming
perpendicular bonds to new ri letters, yet by the end of the template replication,
once separated from the newly-generated string and “released” from being held
by the catalyst, the template string returns to its original form.

A second model for template replication is the “cross templating” based on
the ladder structure shown in Fig. 1a, where each letter in the original string R
specifically interacts with its complementary letter, and a string complementary
to R is formed. While in life as we know it, only cross-template replication exists,
we stick here to the self-template replication, for simplicity.

3.2 Autocatalytic Sets

ACS is a (complete) catalytic set of molecules and reactions. Intuitively speak-
ing, the set of molecules of an ACS includes some given food-molecules, and in
addition, some non-food molecules such that all of them are generated from that
given set of food-molecules, and such that no outside “help” is required for the
generation of all non-food molecules in the set. Non-catalyzed processes are com-
monly excluded from the set [15] (since catalysis increases the rate of processes
significantly), hence each reaction in the ACS must be catalyzed by at least one
molecule in the ACS. See [13] for more formal detail about ACS. Following [13,28]
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we present two basic examples of ACS4 in Fig. 2: item “a” shows a “single non-food
molecule ACS”, and item “b” shows “two non-food molecules ACS”. Such ACSs
potentially result in exponential growth of the products [28]. Note that the gen-
eral model of catalysis in ACS [12,13,15] is the “binary polymer model” where a
reaction is either catalyzed or not catalyzed by a given molecule.

Fig. 2. a. A single (non-food) molecule ACS, catalyzing its own formation. Black dots
are used here for molecules, empty dots for reactions. Full lines indicate input and
output of a reaction, and the dotted line – a catalytic process. b. molecules A and B
catalyze the formation of each other. This is the simplest non-trivial ACS. c. Template-
replication of R using R itself as a template, and C as a catalyst. Dash-dot-dash-dot
line indicates a templating process. Note that unless the molecule C is a food molecule,
this set is not autocatalytic.

Template Replication Viewed as ACS: The set of molecules and reactions
composing the process of templating is shown in Fig. 2c. Note that this set is
not sufficient for claiming that we obtain an ACS; if C is not a food-molecule
then another reaction, catalyzing the formation of C, must be added. To avoid
incorporating an additional molecule into the ACS, the catalytic capabilities of
a molecule that belongs to the ACS (namely by R, by C itself, or by a food-
molecule) must be used, e.g. via the reaction Fc

R−→ C.

3.3 Universal Catalysts and Replicators

Some catalysts may be universal. As an example, suppose that we have a family
of strings Rk, and suppose that one catalyst, say C, catalyzes the self-templating
process Ri + F

C−→ Ri + Ri, for template-replicating each of the Ri’s from the
relevant food F , using the already existing Ri.

Definition (informal): molecule C, in the above example is called a “universal
replicator” for the family of strings whose replication is catalyzed by it via
the (self) templating process.

4 As is clarified in [28], there are several non-identical definitions of the term ACS; We
use here the term ACS to mean precisely what is named “RAF-ACS” in [13].
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4 The Emergence of a Code

4.1 Toy Model 1: The Emergence of a Code

In this subsection we present the emergence of a code using a (non-realistic,
yet inspiring) toy model. Consider a world of R strings and P strings, such that
three strings are unique: First, a (universal catalyst) string P0 that catalyzes the
self-template replication of any R string that interacts with it. Second, a unique
string Rmes is assumed (for now) to be random. Last, there is a unique string R0
that plays a unique role: If a string Rmes passes through it, every coding triplet
in Rmes moves through a “reading” position in R0. When the triplet is in the
reading position, it can attract a relevant p letter from the environment. Once
this occurs, R0 catalyzes the bonding of this p letter to the previously attracted p
letters, to form (step by step) a string P . After the letter p is bonded, R0 enables
the string Rmes to move further, so that the next incoming triplet arrives at the
reading position.

The attraction that acts between each pi letter and a specifically assigned
triplet of ri letters is called the “stereochemical” attraction [29]. The P string
built by that “translation” process is random in sequence, but it is uniquely dic-
tated by the string Rmes (three letters after three, etc., in Rmes). In some sense,
the string Rmes acts as a template for building a specific string P , hence we name
it Rmes(P ). Let us refer to this type of templating operation as “translation”,
the term actually used in biochemistry for the same operation.

In most cases the strings Rmes(P ) (and hence also the resulting P strings)
are random. Suppose that just one time, by pure chance, the string Rmes had
a specific sequence, such that the resulting P string was P0 mentioned above.
Let’s call this Rmes string Rmes(P0) to keep track of the P string it encodes.

Fig. 3. Template replication via “translation” of P0 using Rmes as a template and R0
as a catalyst; if a specific Rmes that we call Rmes(P0) exists, a universal replicator for
all R strings (P0) is generated, resulting in a COPACS.
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This scenario now leads to the emergence of a code! Rmes(P0) is the code-word
that contains the information concerned with the sequence of the pi letters in
the P0 string. The set P0, R0, and that unique Rmes(P0), form an autocatalytic
set (see Fig. 3): P0 will be generated by R0 and Rmes(P0), while the replication
of these R strings will be catalyzed by P0, as these two R strings are expected
to be in the vicinity of P0. Once such a COPACS is built, it becomes more and
more prevalent [28], inside the compartment; by diffusion [5], the environment as
well as neighboring compartments, can be potentially enriched with these three
strings.

The biochemical equivalents of P0, Rmes and R0 are the (proto-)polymerase
[26] the messenger RNA and the (proto-)ribosome [1,2,4], respectively; We
extend the description of those molecules in the journal version of this paper [3],
where we suggest that our last two models (once modified to be using cross-
template replication of R strings) could be related to the real prebiotic chemistry
relevant for the emergence of proto-life.

4.2 The Main Idea – The (More Realistic) Emergence of a Code:
Toy Model 2

Toy model 1 relies on the possibility that pi letters, attracted by their assigned
triplets in Rmes and then accommodated in a specific location in R0, can interact
with each other to form backbone connections, resulting in the formation of a
P string. Although toy model 1 provides a feasible COPACS, the biochemical
equivalents do not comply with the suggested mechanism.

A more realistic scenario relies on the perpendicular weak bonds described
in the self-template process in addition to the stereochemical attraction. A new
type of players is introduced, R-p strings that bridge between the p letter and
Rmes. These strings are formed from several r letters plus exactly one letter p

Fig. 4. Model 2, simplified to make use of just two tR strings — Rt1 and Rt2.
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located at the end of the string. Each R string is assigned to a particular pi,
by having at a specific location along the string, a triplet of r letters that is
identical to the triplet assigned to the pi letter on Rmes. As an example let us
assume that there are four r letters in the compartment, and that the triplet
in Rmes coding for a specific pi, is (r2r4r1). The R-pi string is then composed
of an R string which at a particular place displays the triplet (r2r4r1), and pi
attached to its end.

The full set of strings in our second model now contains, in addition to the
strings described in toy model 1, also a specific set of R strings and a related set
of R-p strings. We will term these specific R strings tR and those attached to
the matching p letter, pi-tRi. While being attached to its assigned coding triplet
on Rmes, the pi at the end of the R string still has the freedom to interact with
other p letters, which are specifically attached via tR strings to the neighboring
triplets on Rmes. If this interaction occurs (e.g., at a dedicated site on R0), and
R0 catalyzes the formation of a backbone connection between p letters, a P
string, which is a translation of the information in Rmes, can be formed.

The above model is not complete yet, it does not form an ACS, hence also
not a COPACS: While the addition of the tRi to the ACS is easy — they are
generated via self-template replication process (catalyzed by P0), the attachment
of the letter pi to each tRi must also be catalyzed. To resolve this, let a special
R string named sR catalyze the attachment of each pi letter to its specific
tRi string. The attachment process generates a string p-tR which we call a
“charged tR string”. As with the other R strings, the string sR is also self-
template replicated by P0. This completes an ACS, which includes a code string
Rmes(P0), thus also a COPACS.

We assume that sR is non-specific, but it accommodates pi and tRj only if
they arrive together, “combined” by the stereochemical attraction of the pi to
its coding triplet in tRj — hence i = j. The string sR is therefore a univer-
sal catalyst for the bonding of a p letter to a tR string. In Fig. 4 we present
the COPACS describing model 2, but with just two tR strings; Both charging
processes are catalyzed by the single sR string. Note that when several charged
tR strings are involved in the translation process of building P0, we need to clar-
ify that the buildup of P0 potentially does not require all of them, in contrast
to all other processes (denoted by empty circles) in all figures till now and here
as well, where two (or more) lines defining a process are always needed together.
To denote that difference we use grey circle for the generation of P0 in that case.

4.3 Toy Model 3: The Emergence of a Fixated Code

Let us assume that the single (universal catalyst) string sR has been gradually
replaced, due to evolution of the COPACS, by a set of non-universal catalyst
strings sRj, such that each sRj selectively catalyzes only the attachment of
the letter pj to the string tRj . The resulting COPACS now includes a single P
catalyst, P0, that copies all the R strings in the set via template replication,
and an R catalyst, R0, which translates Rmes(P0) into P0. The COPACS also
includes a set of sR strings, such that each of them catalyzes the formation of a
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specific p-tR string. R0 then catalyzes the formation of P0: it accommodates the
relevant charged string (according to the coding triplets in Rmes(P0)), catalyzing
the formation of a backbone connection between each incoming p letter and the
already formed portion of P0.

Let us now describe the fixation of the code-dictionary. The emergence of the
COPACS in toy models 1 and 2 relied on the stereochemical attraction between
specific pi and the relevant triplets of r letters. Then, after sR evolved into a set
of selective string sRj, the importance of the stereochemical attraction ceases
to exist: Each Rp molecule pj-tRj can, in toy model 3, be formed even if there
is no attraction between pj and tRj! This leads to the following outcome: The
resulting set remains a COPACS even if now it migrates and is captured in a
compartment with somewhat different internal conditions and stereochemical
attraction — the code-dictionary got fixated.

5 Summary and Conclusions

We presented here two COPACSs that may be related to the origin of life: In
toy model 2, the COPACS constituted of a single peptide (or a protein) —
the proto-polymerase (P0), along with several RNA components; the proto-
ribosome (R0), mRNApolymerase (Rmes(P0)), aa-proto-tRNAs (pi-tRi) and a
non-specific proto-synthetase (sR). Further evolution (presented in our model 3)
of the non-specific proto-synthetase (sR) into specific catalysts (sRi), would have
detached the ACS from possible environmental dependence, leading to a fixated
code-dictionary that could have migrated into other compartments, potentially
eliminating any previous code that might have existed there.

We leave for the journal version of the paper deeper analyses of the involved
molecules. We leave for future examination the identity of the second code word.
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Abstract. Card-based cryptographic protocols can perform secure com-
putation of Boolean functions. Cheung et al. recently presented an ele-
gant protocol that securely produces a hidden AND value using five
cards; however, it fails with a probability of 1/2. The protocol uses an
unconventional shuffle operation called unequal division shuffle; after a
sequence of five cards is divided into a two-card portion and a three-
card portion, these two portions are randomly switched. In this paper,
we first show that the protocol proposed by Cheung et al. securely pro-
duces not only a hidden AND value but also a hidden OR value (with a
probability of 1/2). We then modify their protocol such that, even when
it fails, we can still evaluate the AND value. Furthermore, we present
two five-card copy protocols using unequal division shuffle. Because the
most efficient copy protocol currently known requires six cards, our new
protocols improve upon the existing results.

Keywords: Cryptography · Card-based protocols · Card games · Cryp-
tography without computers · Real-life hands-on cryptography · Secure
multi-party computations

1 Introduction

Suppose that Alice and Bob have Boolean values a ∈ {0, 1} and b ∈ {0, 1},
respectively, each of which describes his/her private opinion (or something simi-
lar), and they want to conduct secure AND computation, i.e., they wish to know
only the value of a ∧ b. In such a situation, a card-based cryptographic protocol
is a convenient solution. Many such protocols have already been proposed (see
Table 1), one of which can be selected by them for secure AND computation. For
example, if they select the six-card AND protocol [6], they can securely produce
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a hidden value of a∧b using six playing cards, e.g., ♣ ♣ ♣ ♥ ♥ ♥ , along with
a “random bisection cut.”

Recently, Cheung et al. presented an elegant protocol that securely produces
a hidden AND value using only five cards ( ♣ ♣ ♣ ♥ ♥ ); however, it fails
with a probability of 1/2 [2] (we refer to it as Cheung’s AND protocol in this
paper). The protocol uses an unconventional shuffling operation that we refer
to as “unequal division shuffle”; after a sequence of five cards is divided into
a two-card portion and a three-card portion, these two portions are randomly
switched. The objective of this paper is to improve Cheung’s AND protocol and
propose other efficient protocols using unequal division shuffle.

This paper begins by presenting some notations related to card-based
protocols.

Table 1. Known card-based protocols for secure computation

# of
colors

# of
cards

Type of
shuffle

Avg. #
of trials

Failure
rate

◦ Secure AND in a non-committed format
den Boer [1] 2 5 RC 1 0

Mizuki-Kumamoto-Sone [5] 2 4 RBC 1 0

◦ Secure AND in a committed format
Crépeau-Kilian [3] 4 10 RC 6 0

Niemi-Renvall [8] 2 12 RC 2.5 0

Stiglic [10] 2 8 RC 2 0

Mizuki-Sone [6] 2 6 RBC 1 0

Cheung et al. [2] (§2.3) 2 5 UDS 1 1/2

◦ Secure XOR in a committed format
Crépeau-Kilian [3] 4 14 RC 6 0

Mizuki-Uchiike-Sone [7] 2 10 RC 2 0

Mizuki-Sone [6] 2 4 RBC 1 0

RC = Random Cut, RBC = Random Bisection Cut,
UDS = Unequal Division Shuffle

1.1 Preliminary Notations

Throughout this paper, we assume that cards satisfy the following properties.

1. All cards of the same type (black ♣ or red ♥ ) are indistinguishable from
one another.

2. Each card has the same pattern ? on its back side, and hence, all face-down
cards are indistinguishable from one another.
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We define the following encoding scheme to deal with a Boolean value:

♣ ♥ = 0, ♥ ♣ = 1. (1)

Given a bit x ∈ {0, 1}, when a pair of face-down cards ? ? describes the value
of x with encoding scheme (1), it is called a commitment to x and is expressed
as

? ?︸ ︷︷ ︸
x

. (2)

For a commitment to x ∈ {0, 1}, we sometimes write

?︸︷︷︸
x0

?︸︷︷︸
x1

instead of expression (2), where x0 := x and x1 := x. In other words, we some-
times use a one-card encoding scheme, ♣ = 0, ♥ = 1, for convenience.

Given commitments to players’ private inputs, a card-based protocol is sup-
posed to produce a sequence of cards as its output. The committed protocols
listed in Table 1 produce their output as a commitment. For example, any AND
protocol outputs

? ?︸ ︷︷ ︸
a∧b

from input commitments to a and b. On the other hand, non-committed protocols
produce their output in another form.

Hereafter, for a sequence consisting of n ∈ IN cards, each card of the sequence
is sequentially numbered from the left (position 1, position 2, . . . , position n),
e.g.,

1

?
2

♣
3

♥ · · ·
n

? .

1.2 Our Results

As mentioned above, given commitments to Alice’s bit a and Bob’s bit b together
with an additional card ♣ , Cheung’s AND protocol produces a commitment
to a ∧ b with a probability of 1/2; when it fails, the players have to create their
input commitments again. This paper shows that in the last step of Cheung’s
AND protocol, a commitment to the OR value a ∨ b is also obtained when the
protocol succeeds in producing a commitment to a∧ b. Next, we show that, even
when the protocol fails, we can still evaluate the AND value (more precisely, any
Boolean function) by slightly modifying the last step of the protocol. Thus, the
improved protocol never fails to compute the AND value.

Furthermore, we present two five-card copy protocols using unequal division
shuffle. Because the most efficient copy protocol currently known requires six
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Table 2. Protocols for making two copied commitments

# of # of Type of Avg. # of Failure

colors cards shuffle trials rate

Crépeau-Kilian [3] 2 8 RC 1 0

Mizuki-Sone [6] 2 6 RBC 1 0

Ours (§4) 2 5 UDS 2 0

cards [6], our new protocols improve upon the existing results in terms of the
number of required cards, as shown in Table 2. Note that our protocols require
an average of two trials.

The remainder of this paper is organized as follows. Section 2 first introduces
Cheung’s AND protocol along with known shuffle operations and then presents
a more general definition of unequal division shuffle. Section 3 describes our
slight modification to the last step of Cheung’s AND protocol to expand its
functionality. Section 4 proposes two new copy protocols that outperform the
previous protocols in terms of the number of required cards. Finally, Sect. 5
summarizes our findings and concludes the paper.

2 Card Shuffling Operations and Known Protocol

In this section, we first introduce a random bisection cut [6]. Then, we give
a general definition of unequal division shuffle. Finally, we introduce Cheung’s
AND protocol [2].

2.1 Random Bisection Cut

Suppose that there is a sequence of 2m face-down cards for some m ∈ IN:

◦︷ ︸︸ ︷
? ? · · · ?︸ ︷︷ ︸

m cards

•︷ ︸︸ ︷
? ? · · · ?︸ ︷︷ ︸

m cards

.

Then, a random bisection cut [6] (denoted by [·|·])
[

? ? · · · ?
∣∣∣ ? ? · · · ?

]

means that we bisect the sequence and randomly switch the two portions (of
size m). Thus, the result of the operation will be either

◦︷ ︸︸ ︷
? ? · · · ?

•︷ ︸︸ ︷
? ? · · · ? or

•︷ ︸︸ ︷
? ? · · · ?

◦︷ ︸︸ ︷
? ? · · · ? ,

where each occurs with a probability of exactly 1/2.
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The random bisection cut enables us to significantly reduce the number of
required cards and trials for secure computations. See Table 1 again; the four-
card non-committed AND protocol [5], the six-card committed AND protocol [6],
and the four-card committed XOR protocol [6] all employ random bisection cuts.
Using random bisection cuts, we can also construct a six-card copy protocol
[6] (as seen in Table 2), adder protocols [4], protocols for any three-variable
symmetric functions [9], and so on.

Whereas the most efficient committed AND protocol [6] currently known
(that always works) uses a random bisection cut and requires six cards as stated
above, Cheung et al. introduced unequal division shuffle whereby they con-
structed a five-card committed AND protocol that works with a probability
of 1/2. Its details are presented in the next two subsections.

2.2 Unequal Division Shuffle

Here, we present a formal definition of unequal division shuffle, which first
appeared in Cheung’s AND protocol [2].

Suppose that there is a sequence of � ≥ 3 (� ∈ IN) face-down cards:

? ? · · · ?︸ ︷︷ ︸
� cards

.

Divide it into two portions of unequal sizes, say, j cards and k cards, where
j + k = � , j �= k, as follows:

� cards︷ ︸︸ ︷
? ? · · · ?︸ ︷︷ ︸

j cards

? ? · · · ?︸ ︷︷ ︸
k cards

.

We consider an operation that randomly switches these two portions of unequal
sizes; we refer to it as unequal division shuffle or (j, k)-division shuffle (denoted
by [·|·]):

[
? ? · · · ?︸ ︷︷ ︸

j cards

∣∣∣ ? ? · · · ?︸ ︷︷ ︸
k cards

]
.

Thus, the result of the operation will be either

? ? · · · ?︸ ︷︷ ︸
j cards

? ? · · · ?︸ ︷︷ ︸
k cards

or ? ? · · · ?︸ ︷︷ ︸
k cards

? ? · · · ?︸ ︷︷ ︸
j cards

,

where each case occurs with a probability of exactly 1/2.
We demonstrate an implementation of unequal division shuffle in

Appendix A.
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2.3 Cheung’s AND Protocol

In this subsection, we introduce Cheung’s AND protocol. It requires an addi-
tional card ♣ to produce a commitment to a ∧ b from two commitments

? ?︸ ︷︷ ︸
a

? ?︸ ︷︷ ︸
b

placed by Alice and Bob, respectively. As mentioned in Sect. 2.2, the protocol
uses unequal division shuffle, specifically (2, 3)-division shuffle, as follows.
1. Arrange the cards of the two input commitments and the additional card as

?︸︷︷︸
a0

?︸︷︷︸
♣

?︸︷︷︸
a1

?︸︷︷︸
b0

?︸︷︷︸
b1

.

2. Apply (2, 3)-division shuffle:
[

? ?
∣∣∣ ? ? ?

]
.

3. Reveal the card at position 1.
(a) If the card is ♣ , then the cards at positions 2 and 3 constitute a com-

mitment to a ∧ b:

♣ ? ?︸ ︷︷ ︸
a∧b

? ? .

(b) If the card is ♥ , then Alice and Bob create input commitments again to
restart the protocol.

This is Cheung’s AND protocol. As seen from step 3, it fails with a probability
of 1/2 (in this case, we have to start from scratch). We verify the correctness of
the protocol in the next section.

3 Improved Cheung’s AND Protocol

In this section, we discuss Cheung’s AND protocol and change its last step to
develop an improved protocol.

Here, we confirm the correctness of Cheung’s AND protocol. As discussed
in Sect. 2.3, the input to Cheung’s AND protocol consists of commitments to
a, b ∈ {0, 1} along with an additional card ♣ . There are two possibilities due
to the outcome of (2, 3)-division shuffle:

?︸︷︷︸
a0

?︸︷︷︸
♣

?︸︷︷︸
a1

?︸︷︷︸
b0

?︸︷︷︸
b1

and ?︸︷︷︸
a1

?︸︷︷︸
b0

?︸︷︷︸
b1

?︸︷︷︸
a0

?︸︷︷︸
♣

.

We enumerate all possibilities of input and card sequences after step 2 of the
protocol in Table 3 (recall encoding scheme (1)). Looking at the cards at positions
2 and 3 when the card at position 1 is ♣ in Table 3, we can easily confirm the
correctness of the protocol, i.e., the cards at positions 2 and 3 surely constitute
a commitment to a ∧ b.

In the remainder of this section, we analyze Cheung’s AND protocol further
to obtain an improved protocol.
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Table 3. All possibilities of input and card sequences after step 2

Input Card sequences

(a, b) a0 ♣ a1 b0 b1 a1 b0 b1 a0 ♣
(0, 0) ♣ ♣ ♥ ♣ ♥ ♥ ♣ ♥ ♣ ♣
(0, 1) ♣ ♣ ♥ ♥ ♣ ♥ ♥ ♣ ♣ ♣
(1, 0) ♥ ♣ ♣ ♣ ♥ ♣ ♣ ♥ ♥ ♣
(1, 1) ♥ ♣ ♣ ♥ ♣ ♣ ♥ ♣ ♥ ♣

3.1 Bonus Commitment to OR

When we succeed in obtaining a commitment to a ∧ b, i.e., when the card at
position 1 is ♣ in the last step of Cheung’s AND protocol, we are also able to
simultaneously obtain a commitment to the OR value a ∨ b. Thus, as indicated
in Table 3, if the card at position 1 is ♣ , then the cards at positions 4 and 5
constitute a commitment to a ∨ b.

3.2 In Case of Failure

Suppose that the card at position 1 is ♥ in the last step of Cheung’s AND
protocol. This means that the AND computation failed and we have to start
from scratch, i.e., Alice and Bob need to create their private input commitments
again. However, we show that they need not do so: they can evaluate the AND
value even when Cheung’s AND protocol fails, as follows.

From Table 3, if the card at position 1 is ♥ , the sequence of five cards

♥ ? ? ? ? (3)

is one of the four possibilities shown in Table 4, depending on the value of (a, b).

Table 4. Possible sequences when Cheung’s AND protocol fails

Input (a, b) Sequence of five cards

(0, 0) ♥ ♣ ♥ ♣ ♣
(0, 1) ♥ ♥ ♣ ♣ ♣
(1, 0) ♥ ♣ ♣ ♣ ♥
(1, 1) ♥ ♣ ♣ ♥ ♣

Therefore, the card at position 4 indicates the value of a ∧ b, i.e., if the card
at position 4 is ♣ , then a ∧ b = 0, and if the card is ♥ , then a ∧ b = 1. Note
that opening the card does not reveal any information about the inputs a and b
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besides the value of a∧b. Thus, Cheung’s AND protocol does not fail to compute
the AND value.

Actually, we can compute any Boolean function f(a, b) in a non-committed
format, given the sequence (3) above, as follows. Note that, as seen in Table 4,
the position of the face-down card ♥ (which is between 2 and 5) uniquely deter-
mines the value of the input (a, b). We shuffle all cards at positions corresponding
to f(a, b) = 1 (possibly one card as in the case of f(a, b) = a ∧ b) and reveal
all these cards. If ♥ appears anywhere, then f(a, b) = 1; otherwise, f(a, b) = 0.
Thus, we can evaluate the desired function (in a non-committed format).

3.3 Improved Protocol

From the discussion above, we have the following improved protocol.

1. Arrange the five cards as follows:

?︸︷︷︸
a0

?︸︷︷︸
♣

?︸︷︷︸
a1

?︸︷︷︸
b0

?︸︷︷︸
b1

.

2. Apply (2, 3)-division shuffle:
[

? ?
∣∣∣ ? ? ?

]
.

3. Reveal the card at position 1.
(a) If the card is ♣ , then the cards at positions 2 and 3 constitute a com-

mitment to a ∧ b; moreover, the cards at positions 4 and 5 constitute a
commitment to a ∨ b:

♣ ? ?︸ ︷︷ ︸
a∧b

? ?︸ ︷︷ ︸
a∨b

.

(b) If the card is ♥ , then we can evaluate any desired Boolean function
f(a, b). Shuffle all cards at positions corresponding to f(a, b) = 1 and
reveal them. If ♥ appears, then f(a, b) = 1; otherwise, f(a, b) = 0.

4 Five-Card Copy Protocols

In this section, we focus on protocols for copying a commitment.
From Table 2, using the six-card copy protocol [6], a commitment to bit

a ∈ {0, 1} can be copied with four additional cards:

? ?︸ ︷︷ ︸
a

♣ ♣ ♥ ♥ → ? ?︸ ︷︷ ︸
a

? ?︸ ︷︷ ︸
a

♣ ♥ .

This is the most efficient protocol currently known for copying. In contrast, we
prove that three additional cards (two ♣ s and one ♥ ) are sufficient by propos-
ing a five-card copy protocol using unequal division shuffle. We also propose
another copy protocol that has fewer steps by considering a different shuffle.
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4.1 Copy Protocol Using Unequal Division Shuffle

Given a commitment

? ?︸ ︷︷ ︸
a

together with additional cards ♣ ♣ ♥ , our protocol makes two copied com-
mitments, as follows.

1. Arrange the five cards as

?︸︷︷︸
♣

?︸︷︷︸
a0

?︸︷︷︸
♥

?︸︷︷︸
a1

?︸︷︷︸
♣

.

2. Apply (2, 3)-division shuffle:
[

? ?
∣∣∣ ? ? ?

]
.

3. Rearrange the sequence of five cards as

.
4. Reveal the card at position 5.

(a) If the card is ♣ , then we have two commitments to a as follows:

? ?︸ ︷︷ ︸
a

? ?︸ ︷︷ ︸
a

♣ .

(b) If the card is ♥ , then we have

? ?︸ ︷︷ ︸
a

? ? ♥ .

Swap the cards at positions 1 and 2 to obtain a commitment to a. After
revealing the cards at positions 3 and 4 (which must be ♣ ♣ ), return
to step 1.

After step 3, there are two possibilities due to the shuffle outcome: the
sequence of five cards is either ♣ ♥ ♣ a1 a0 or ♥ ♣ a0 ♣ a1. Table 5 enumerates
all possibilities of input and card sequences after step 3 of the protocol. As can
be easily seen in the table, we surely have two copied commitments in step 4(a).
Note that opening the card at position 5 does not reveal any information about
the input a. Thus, we have designed a five-card copy protocol that improves
upon the previous results in terms of the number of required cards. It should be
noted that the protocol is a Las Vegas algorithm with an average of two trials.
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Table 5. Possible sequences after step 3 of our first copy protocol

Input Card sequences

a ♣ ♥ ♣ a1 a0 ♥ ♣ a0 ♣ a1

0 ♣ ♥ ♣ ♥ ♣ ♥ ♣ ♣ ♣ ♥

4.2 Copy Protocol Using Double Unequal Division Shuffle

In this subsection, we reduce the number of steps for achieving copy computation
by modifying the unequal division shuffle approach.

Remember that (2,3)-division shuffle changes the order of the two portions:

1

?
2

?
...

3

?
4

?
5

? →
3

?
4

?
5

?
...

1

?
2

? .

Here, we consider a further division of the three-card portion:

3

?
4

?
...

5

?
1

?
2

? →
5

?
...

3

?
4

?
1

?
2

? .

Thus, given a sequence of five cards

1

?
2

?
3

?
4

?
5

? ,

a shuffle operation resulting in either

1

?
2

?
3

?
4

?
5

? or
5

?
3

?
4

?
1

?
2

?

is called double unequal division shuffle.
Using such a shuffle, we can avoid rearranging the cards in step 3 of the

protocol presented in Sect. 4.1.

1. Arrange the five cards as

?︸︷︷︸
a0

?︸︷︷︸
♣

?︸︷︷︸
♥

?︸︷︷︸
♣

?︸︷︷︸
a1

.

2. Apply double unequal division shuffle:

[
? ?

∣∣ ?
... ? ?

]
.

3. Reveal the card at position 1.
(a) If the card is ♣ , then we have two commitments to a:

♣ ? ?︸ ︷︷ ︸
a

? ?︸ ︷︷ ︸
a

.
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(b) If the card is ♥ , then we have

♥ ? ?︸ ︷︷ ︸
a

? ? .

Swap the cards at positions 2 and 3 to obtain a commitment to a. After
revealing the cards at positions 4 and 5, return to step 1.

This protocol has two possibilities after step 2: the sequence of five cards
is either a0♣ ♥ ♣ a1 or a1 ♥ ♣ a0 ♣ . Table 6 confirms the correctness of the
protocol.

Table 6. Possible sequences after step 2 of our second protocol

Input Card sequences

a a0 ♣ ♥ ♣ a1 a1 ♥ ♣ a0 ♣
0 ♣ ♣ ♥ ♣ ♥ ♥ ♥ ♣ ♣ ♣

Although this protocol requires fewer steps, we are not sure whether double
unequal division shuffle can be easily implemented by humans.

5 Conclusion

In this paper, we discussed the properties of the AND protocol designed by
Cheung et al. and proposed an improved protocol. Although their original pro-
tocol produces only a commitment to the AND value with a probability of 1/2,
our improved protocol either produces commitments to the AND and OR values
or evaluates any Boolean function. Thus, the improved protocol does not fail
at all.

Furthermore, we proposed two five-card copy protocols that can securely
copy an input commitment using three additional cards. Each of our protocols
uses unequal division shuffle. Because the most efficient copy protocol currently
known requires six cards, our new protocols improve upon the existing results
in terms of the number of required cards.

An open problem is whether unequal division shuffle enables us to compute
any other function using fewer cards than the existing protocols.

Acknowledgments. This work was supported by JSPS KAKENHI Grant Numbers
25289068 and 26330001.
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A How to Perform Unequal Division Shuffle

Here, we discuss how to implement unequal division shuffle. We consider the card
cases shown in Fig. 1. Each case can store a deck of cards and has two sliding
covers, an upper cover and a lower cover. We assume that the weight of a deck
of cards is negligible compared to the case. To apply unequal division shuffle, we
stow each portion in such a case and shuffle these two cases. Then, the cases are
stacked one on top of the other. Removing the two middle sliding covers results
in the desired sequence.

Fig. 1. Card cases suited for unequal division shuffle
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Abstract. We propose two efficient quantum schemes performing quan-
tum bit commitment, which is a simple cryptographic primitive involved
with two parties, called a committer and a verifier. Our schemes are non-
interactive with no supplemental shared information and they are built
directly from two efficiently generated ensembles of reduced quantum
states. The security conditions of our schemes come from an indistin-
guishability assumption of those ensembles. The first scheme achieves
perfect hiding and computational binding, whereas the second scheme
does computational hiding and statistical binding. It is known that the
computational hardness of distinguishing between those two ensembles
implies the existence of quantum one-way functions and that the exis-
tence of such functions leads to quantum bit commitment. Nonetheless,
our schemes merit the simple and direct construction of quantum bit
commitment schemes from those ensembles without bypassing the con-
struction of quantum one-way functions but explicitly by exploiting spe-
cific features of the ensembles, which are interesting in their own right.

1 Introduction

Bit commitment is a fundamental cryptographic primitive between two parties
and its schemes (or protocols) have been applied to build other useful crypto-
graphic protocols, including secure coin flipping, zero-knowledge proofs, secure
multiparty computation, signature schemes, and secret sharing. A scheme for bit
commitment consists of two specific phases, in which two security conditions are
ensured by the both parties. In a committing phase, Alice (committer) commits
to a single bit and sends to Bob (verifier) its encrypted information, from which
Bob cannot decipher her committed bit. In an opening phase, she reveals her bit;
however, Bob must detect her wrongdoing if she presents the bit different from
what she had committed to in the earlier phase. Those security conditions are
known as hiding and binding, which may be met computationally, statistically,
or even perfectly. Their detailed explanation will be given in Sect. 2.

Whereas the unconditional security of a quantum key distribution scheme [1]
is well-known, no quantum bit commitment scheme has been proven to be

c© Springer International Publishing Switzerland 2015
A.-H. Dediu et al. (Eds.): TPNC 2015, LNCS 9477, pp. 121–133, 2015.
DOI: 10.1007/978-3-319-26841-5 10
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unconditionally secure [7,12] (namely, both statistically hiding and statistically
binding). Nevertheless, this fact does not prevent us from constructing practical
quantum bit commitment schemes with weak hiding and weak binding. Spekkens
and Rudolph [13], for example, studied bounds on the degrees of hidingness and
bindingness of any quantum bit commitment scheme. More recently, Chailloux
and Kerenidis [2] argued that no scheme for quantum bit commitment achieves
a cheating probability of less than 0.739. These results immediately prompt us
to seek a reasonable means to build practically durable schemes for quantum bit
commitment. In this direction, technological limitations of the existing quantum
device, on one hand, have been used to design feasible protocols in, e.g., [4,5].
Dumais, Mayers, and Salvail [6], on the other hand, used a computationally
difficult problem to construct a (non-interactive) scheme for perfectly-hiding
quantum bit commitment. Their scheme requires the total communication cost
of O(n) qubits, where n is a security parameter agreed on by both parties, and
the security of the scheme solely relies on an unproven assumption of the exis-
tence of quantum one-way permutation (namely, a function that permutes a given
set of strings with the one-way property that the function is easy to compute
but hard to invert). Koshiba and Odaira [11] later reduced this assumption to
the existence of quantum one-way functions for statistically-hiding quantum bit
commitment.

Lately, Kawachi, Koshiba, Nishimura, and Yamakami [9,10] studied a compu-
tational problem of distinguishing between two efficiently-generated ensembles of
(reduced) quantum states and demonstrated how to construct from this distinc-
tion problem a quantum trapdoor one-way function as well as a secure public-key
quantum cryptosystem. As a result, the existence of a secure quantum bit com-
mitment scheme naturally follows. The purpose of this paper is, nonetheless, to
describe explicitly how to build two efficient and natural schemes for quantum
bit commitment from those two ensembles of quantum states without bypass-
ing the construction of quantum one-way functions but by exploiting directly
the ensembles’s useful properties (Sect. 3.1), which are interesting in their own
right. In short, our paper merits (1) a direct, simple construction of the schemes
and (2) a clear exhibition of the use of the ensembles for the schemes.

As described in details in Sect. 3.2, our schemes are non-interactive with no
use of auxiliary information to share by two parties. The first scheme achieves
perfect hiding and computational binding at communication cost of O(n log n)
qubits. The computational security of this scheme follows directly from our basic
assumption on the computational difficulty of distinguishing between the afore-
mentioned two ensembles of quantum states. From the same ensembles, we also
construct another scheme whose security conditions are, in contrast, computa-
tional hiding and statistical binding. An advantage of our scheme is its concrete,
explicit descriptions, independent of the correctness of the assumption.

Omitted or abridged proofs in this extended abstract are found in its complete
version [14].
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2 Two Main Theorems

We wish to describe two main theorems (Theorems 3 and 4), in which we claim
the existence of two schemes for quantum bit commitment whose security con-
ditions are guaranteed by the assumption on the computational hardness of dis-
tinguishing between two efficiently generated ensembles of quantum states. Let
N

+ denote the set of all positive integers and set N = {0} ∪ N
+. Given k ∈ N

+,
we denote by Hk a k-dimensional Hilbert space; e.g., H2 = span{|0〉, |1〉}. The
security against a verifier requires the following notion of hiding. In a commit-
ting phase, Alice (committer) starts with |0〉 and commits to a certain bit a
(a ∈ {0, 1}). She applies a quantum transformation, say, U1 in order to encrypt
a and then she sends Bob (verifier) a subsystem, say, Hcom. Let χa be the
(reduced) quantum state that Bob receives from Alice. We use the next defini-
tion for the computationally/perectly hiding condition given in [6].

Definition 1 (hiding condition) [6]. A non-interactive quantum bit commitment
scheme A is computationally hiding if, for any positive polynomial p, there is no
polynomial-time quantum algorithm that outputs a from instance χa with success
probability at least 1/2 + 1/p(n) for any length n ∈ N

+. On the contrary, the
scheme A is called perfectly hiding if χ0 = χ1.

In an opening phase (or a revealing phase), Bob asks Alice to reveal her
committed bit. Suppose that Alice changes her mind and plans to deceive him by
revealing a willfully chosen bit, say, b. For this purpose, she must apply a certain
unitary operator, say, U

(b)
2 secretely at the beginning of the opening phase.

Therefore, we can model Alice’s cheating strategy U by a triplet (U1, U
(0)
2 , U

(1)
2 ).

Let T
(U)
b (n) denote the probability that Bob convinces himself that b is her

committed bit after she applies U
(b)
2 , provided that Bob faithfully follows the

scheme. Note that 0 ≤ 1
2 (T (U)

0 (n)+T
(U)
1 (n)) ≤ 1. For the security against Alice,

this paper takes the following definition of binding. Other definitions are also
possible and found in, e.g., [3].

Definition 2 (binding condition) [6]. A non-interactive quantum bit commit-
ment scheme is computationally (resp., statistically) binding if there exists a
negligible1 function ε(n) such that, for any polynomial-time computable (resp.,
time-unbounded) cheating strategy U = (U1, U

(0)
2 , U

(1)
2 ) of Alice, the average suc-

cess probability 1
2 (T (U)

0 (n) + T
(U)
1 (n)) is at most 1

2 + ε(n) for every n ∈ N
+.

Our main theorems concern the notion of indistinguishable ensembles of
(reduced) quantum states, which are generated efficiently in a simple, explicit
manner. Let us first recall special quantum states defined in [10]. Let n be
any number in N

+, which is used as a security parameter; for our purpose, we
implicitly demand that n is even and n/2 is odd. Let Sn denote the set of all

1 A function μ : N → [0, 1] is called negligible if, for any positive polynomial p, μ(n) ≤
1/p(n) holds for all but finitely many numbers n ∈ N.
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permutations σ : [n] → [n], where [n] = {1, 2, 3, . . . , n}. Since |Sn| = n!, every
element in Sn can be expressed using O(n log n) qubits. The special set Kn is
composed only of all permutations π ∈ Sn satisfying ππ = id and π(i) �= i for
each element i ∈ [n].

Given three elements s ∈ {0, 1}, σ ∈ Sn, and π ∈ Kn, we define a useful quan-
tum state |φ(π)

σ,s(n)〉 = (1/
√

2)(|σ〉 + (−1)s|σπ〉). For each fixed permutation π ∈
Kn, we partition Sn into two arbitrarily fixed subsets Ŝ0 and Ŝ1, which must sat-
isfy the following condition: for each index a ∈ {0, 1} and for all elements σ ∈ Sn,
σ ∈ Ŝa implies σπ ∈ Ŝ1−a. Let S

(π)
n denote either Ŝ0 or Ŝ1 that contains the iden-

tity id. Notice that π �∈ S
(π)
n . the choice of such S

(π)
n is not important; however,

for practicality, we assume that there is an efficient method of deciding whether
σ belongs to S

(π)
n or not. The set B(π) = {|φ(π)

σ,s(n)〉 | σ ∈ S
(π)
n , s ∈ {0, 1}} forms

a computational basis for the Hilbert space HSn
= span{|σ〉 | σ ∈ Sn}. Any

quantum state |γ〉 in HSn
can be expressed as

∑
a∈{0,1}

∑
σ∈S

(π)
n

αa,σ,π|φ(π)
σ,a(n)〉

for each fixed π ∈ Kn, where αa,σ,π’s are appropriate amplitudes. Two notable
properties of |φ(π)

σ,a〉’s are: |φ(π)
σ,0〉 = 1

2 [|φ(κ)
σ,0〉 + |φ(κ)

σ,1〉 + |φ(κ)
σπ,0〉 + |φ(κ)

σπ,1〉] and

|φ(π)
σ,1〉 = (1/(|Kn| − 1))

∑
κ∈Kn

(|φ(κ)
σ,0〉 − |φ(κ)

σπ,0〉).
Hereafter, we fix n ∈ N

+ and π ∈ Kn, and we omit the parameter
“n” whenever “n” is clear from the context. For each bit s ∈ {0, 1}, define
ρ
(π)
s = (1/|Sn|)

∑
σ∈Sn

|φ(π)
σ,s〉〈φ(π)

σ,s |. Note that ρ
(π)
0 and ρ

(π)
1 are respectively

denoted by ρ+
π and ρ−

π in [10]. Let |Φ(π)
s 〉 indicate |Sn|−1/2

∑
σ∈Sn

|σ〉|φ(π)
σ,s〉, which

is a purification of ρ
(π)
s because ρ

(π)
s = tr1(|Φ(π)

s 〉〈Φ(π)
s |).

Let us recall the computational distinction problem QSCDff introduced in
[10]. Since we need only a restricted form of this problem, we re-formulate the
problem in the following fashion. Let k be any fixed constant in N

+.
k-Quantum State Computational Distinction Problem k-QSCD:

◦ Instance: 1n and ρ⊗k with ρ ∈ {ρ
(π)
0 (n), ρ(π)

1 (n)} for a certain fixed (but
hidden) permutation π ∈ Kn, depending only on n ∈ N

+.
◦ Output: YES, if ρ = ρ

(π)
0 (n); NO, otherwise.

Given a function p : N → [0, 1], we say that a quantum algorithm A solves
k-QSCD with advantage p(n) if A distinguishes2 between {ρ

(π)
0 (n)⊗k}n∈N+ and

{ρ
(π)
1 (n)⊗k}n∈N+ with advantage p(n). For each constant γ ∈ [0, 1], we also say

that A solves k-QSCDwith average advantage γ for length n if γ equals the
expectation, over all π ∈ Kn chosen uniformly at random, of the advantage
with which A distinguishes between {ρ

(π)
0 (n)⊗k}n∈N+ and {ρ

(π)
1 (n)⊗k}n∈N+ . It

is known in [10] that efficiently distinguishing between ρ
(π)
0 and ρ

(π)
1 on average

is as hard as efficiently distinguishing between them in the worst case.
Our first main theorem is now stated formally as follows.

2 An algorithm A distinguishes between two ensembles {ρ(n)}n∈N+ and {χ(n)}n∈N+

with advantage p(n) if, for every n ∈ N
+, p(n) equals |Prob[A(1n, ρ(n)) = 1] −

Prob[A(1n, χ(n)) = 1]|, where A(1n, ρ(n)) is formally expressed as A(|1n〉〈1n|⊗ρ(n)).
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Theorem 3 (first main theorem). There exists a scheme for non-interactive
quantum bit commitment for which the scheme is polynomial-time exe-
cutable and has an explicit, direct construction from the ensembles
{ρ

(π)
0 (n), ρ(π)

1 (n)}n∈N,π∈Kn
. Moreover, if no quantum algorithm solves k-QSCD

in polynomial time with non-negligible average advantage for a certain k ≥ 2,
then the scheme achieves prefect hiding and computational binding.

It is also possible to strengthen the above binding condition by way of weak-
ening the hiding condition. More precisely, under the same assumption as in the
first main theorem, we can construct another scheme that achieves computa-
tional hiding and statistical binding.

Theorem 4 (second main theorem). As in Theorem 3, there is also another
scheme for quantum bit commitment that achieves computational hiding and
statistical binding.

We stress that our schemes have concrete, explicit descriptions, independent
of the correctness of the assumption, and potentially it might be applied to
other fields of primary interest. The detailed construction of those schemes will
be given in Sect. 3.

3 Quantum Bit Commitment

3.1 Three Key Procedures

Before giving the desired schemes, we shall quickly discuss three key quantum
procedures, which are important ingredients of the construction of our quantum
bit commitment schemes in Sect. 3.2.

The Hadamard transform H acts on the quantum system H2 as H|s〉 =
(1/

√
2)(|0〉 + (−1)s|1〉) for every index s ∈ {0, 1}. Given n ∈ N

+ and π ∈ Kn,
the controlled-π operator Cπ acts on H2 ⊗ HSn

as Cπ|a〉|σ〉 = |a〉|σπ〉 if a = 1,
and |a〉|σ〉 otherwise.

[Procedure 1] Let κ ∈ Kn. The procedure P1,κ generates the quantum
state |0〉|σ〉|π〉|φ(π)

κσ,0〉 in the system H2 ⊗ HSn
⊗ HSn

⊗ HSn
from |0〉|σ〉|π〉|id〉

if π �= id. Whenever κ = id, we often drop “κ” from P1,κ. Similarly, we can
generate |0〉|π〉|Φ(π)

0 〉 from |0〉|π〉|id〉|id〉. Call this procedure by P̃1.

[Procedure 2] The procedure P2 transforms |σ〉|φ(π)
σ,s〉 to |σ〉|φ(π)

σ,1−s〉 without
knowing (s, π). See [10] for details.

[Procedure 3] The procedure PSPA tries to “partition” a given quantum
state χ in the system HSn

into two orthogonal states χ0 and χ1 so that χ = χ0+
χ1 holds, where χs is of the form

∑
σ∈S pσ,s|φ(π)

σ,s〉〈φ(π)
σ,s | with certain amplitudes

pσ,s ∈ R for each index s ∈ {0, 1}. This PSPA is formally described as follows.
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State Partition Algorithm: PSPA

(S1) Take an instance of the form χ′ = |π〉〈π| ⊗ χ in the system HSn
⊗ HSn

.
Prepare |0〉〈0| ⊗ χ′ in H = H2 ⊗ HSn

⊗ HSn
.

(S2) Apply H ⊗ I⊗2 in the system H. Apply Cπ to the third register condi-
tioned on the first register. Finally, apply H ⊗ I⊗2 to H.

(S3) The state |0〉〈0|⊗χ′ changes into |0〉〈0|⊗ |π〉〈π|⊗χ0 + |1〉〈1|⊗ |π〉〈π|⊗χ1.

3.2 Two New Schemes

Here, we shall describe in details two schemes for quantum bit commitment. For
those schemes, we shall use the following quantum system. A quantum system
Hall between Alice and Bob is HA,private ⊗ Hbit ⊗ Hopen ⊗ Hcom ⊗ HB,private,
where HA,private is a system used only by Alice, Hopen = Hopen1 ⊗Hopen2 holds
a secret key produced by Alice, Hbit is a 1-qubit system for a committed bit by
Alice, Hcom is used to produce encrypted information regarding a committed
bit, and HB,private is a system used only by Bob.

In what follows, n denotes the security parameter on which Alice and Bob
initially agree.

[First Scheme] For the first scheme, we need to make a crucial modification of
Φ

(π)
s ’s and ρ

(π)
s ’s defined in Sect. 2. Let κ0 = id and let κ1 ∈ Kn be a properly

selected element with κ0 �= κ1. For each index s ∈ {0, 1}, we define a new
quantum state Φ̃

(π)
s = (1/

√
|Sn|)

∑
σ∈Sn

|σ〉|φ(π)
κsσ,1〉 and also a new reduced state

ρ̃
(π)
s = |Sn|−1

∑
σ∈Sn

|φ(π)
κsσ,1〉〈φ

(π)
κsσ,1|. To help simplify its analysis in Sect. 4, the

following description contains a detailed account of the scheme. In a committing
phase, Alice commits to a certain bit and sends its encrypted (reduced) quantum
state to Bob.

Committing Phase Protocol Acom:

(C1) Initially, Alice owns the system H(C1)
A = HA,private ⊗ Hbit ⊗ Hopen ⊗ Hcom

and Bob owns H(C1)
B = HB,private. Let a be a bit to which Alice commits.

Let Hopen = Hopen1 ⊗ Hopen2. Starting with |0〉 in Hall, she randomly
chooses her secret key π ∈ Kn in Hopen2.

(C2) She prepares |id〉|id〉 in Hopen1 ⊗ Hcom, generates (1/
√

|Sn|)
∑

σ∈Sn
|σ〉

from |id〉, and then creates |Φ̃(π)
0 〉 in Hopen1 ⊗ Hcom by applying P1,κ0 .

(C3) She places |a〉 into Hbit. She then transforms |a〉|Φ̃(π)
0 〉 in Hopen1 ⊗ Hcom

into |a〉|Φ̃(π)
a 〉 by applying P1,κ1 and P2 only when a = 1.

(C4) She sends the system Hcom to Bob. Bob then receives the reduced state
ρ̃
(π)
a , which is called a commitment state. Bob should protect it from deco-

herence until an opening phase. In the end, Alice’s system becomes H(C4)
A =

HA,private ⊗ Hbit ⊗ Hopen and Bob’s becomes H(C4)
B = Hcom ⊗ HB,private.
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In an opening phase, Alice reveals her secret bit a together with additional
information. Bob then tests whether a is actually the bit committed to by her
in the committing phase.

Opening Phase Aopen:

(R1) Alice’s current system is H(R1)
A = HA,private ⊗ Hbit ⊗ Hopen and Bob’s

system is H(R1)
B = Hcom ⊗HB,private. Alice sends the system Hbit ⊗Hopen

to Bob.
(R2) Alice now owns the system H(R2)

A = HA,private and Bob owns H(R2)
B =

Hopen ⊗ Hbit ⊗ Hcom ⊗ HB,private. Note that the registers Hbit ⊗ Hopen2

contain (a, π) in superposition. If π �∈ Kn, then Bob declares that Alice
has deceived him. In what follows, we assume that π ∈ Kn.

(R3) Assume that, in the committing phase, Bob had received a reduced state χ
in Hcom from Alice. Bob runs PSPA on input |0〉〈0|⊗χ in HB,private⊗Hcom,
provided that HB,private is a 2-dimensional system.

(R4) Measure the system HB,private. If the bit in HB,private does not match
a in Hbit, then Bob declares that Alice has deceived him. Now, assume
otherwise.

(R5) Whenever a = 1, first apply P1,κ1 and P2 to change |Φ̃(π)
1 〉 to |Φ̃(π)

0 〉. Apply
P̃−1

1 to H2 ⊗Hopen ⊗Hcom. Observe Hbit and obtain a. Moreover, measure
the system Hopen1 ⊗ Hcom in state |0〉|id〉. If (0, id) is observed, then Bob
accepts a as Alice’s committed bit. Otherwise, Bob declares that Alice has
deceived him.

[Second Scheme] Unlike the first scheme, Alice generates {Φ
(π)
0 , Φ

(π)
1 } and

sends Bob an element in {ρ
(π)
0 , ρ

(π)
1 }. The committing phase and opening phase

work as below. Since this protocol looks similar to the first scheme, we omit the
detailed account of qubit transformations.

Committing Phase Protocol A′
com:

(C1′) Let π ∈ Kn be a random element and let a be a bit to which Alice commits.
(C2′) Similarly to the first scheme, transform |id〉|id〉 to |Φ(π)

0 〉 by P1.
(C3′) Transform |a〉|Φ(π)

0 〉 into |a〉|Φ(π)
a 〉 by applying P2 if a = 1.

(C4′) Alice sends the system Hcom to Bob and he then receives ρ
(π)
a .

Opening Phase Protocol A′
open:

(R1′) Alice sends the system Hbit ⊗ Hopen to Bob.



128 T. Yamakami

(R2′)–(R4′) Let χ be a reduced state that Bob had received in the committing
phase. Follow Steps (R2)–(R4) in the first scheme on his system H(R2′)

B =
Hopen ⊗ Hbit ⊗ Hcom ⊗ HB,private.

(R5′) Follow Step (R5) except that, when a = 1, he changes |Φ(π)
1 〉 to |Φ(π)

0 〉 by
applying P2.

4 Proof of the Main Theorems

To prove our main theorems, let us examine the schemes presented in Sect. 3.2
and prove their security conditions under the computational hardness assump-
tion of k-QSCD for any number k ≥ 2.

We first wish to prove that the second scheme indeed achieves the desired
conditions of computational hiding and statistical binding. Because of page con-
straint, we omit this proof. See [14] for the detailed proof.

Next, we shall show that the first scheme achieves perfect hiding (Sect. 4.1)
and computational binding (Sect. 4.2).

4.1 Perfect Hiding

Let π ∈ Kn. Recall that, in Step (C4), Alice faithfully sends Bob a reduced state
ρ̃
(π)
a associated with her committed bit a. Since Sn = {κ0σ | σ ∈ Sn} = {κ1σ |

σ ∈ Sn}, we can conclude that
∑

σ∈Sn
|φ(π)

κ0σ,1〉〈φ
(π)
κ0σ,1| =

∑
σ∈Sn

|φ(π)
κ1σ,1〉〈φ

(π)
κ1σ,1|.

This yields ρ̃
(π)
0 = ρ̃

(π)
1 , which leads to the perfectly hiding condition. This hiding

condition holds without any assumption on {ρ
(π)
0 (n), ρ(π)

1 (n)}n∈N+,π∈Kn
.

4.2 Computational Binding

We want to assert that our first scheme achieves the computationally binding
condition, assuming the computational hardness of k-QSCD. For later conve-
nience, we state this assertion as a proposition.

Proposition 5. Let k ≥ 2. If no polynomial-time quantum algorithm solves
k-QSCD with non-negligible average advantage, then our first quantum bit com-
mitment scheme is computationally binding.

To prove Proposition 5, we consider a new problem, called the hidden permu-
tation search problem (HPSP), in which we search for π from input (1n, ρ

(π)
0 (n)).

Hidden Permutation Search Problem (HPSP):

◦ Instance: 1n (n ∈ N
+) and ρ

(π)
0 (n) with hidden permutation π ∈ Kn.

◦ Output: π.
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In Lemma 6, we connect the violation of computationally binding condition
to the efficient solvability of HPSP. We say that a quantum algorithm A solves
HPSP with average probability γfor length n if, over all permutations π ∈ Kn

chosen uniformly at random, A takes instance (1n, ρ
(π)
0 (n)) and outputs π with

probability exactly γ.

Lemma 6. Assume that there exist a positive polynomial p and a polynomial-
time cheating strategy U of Alice satisfying 1

2 (T (U)
0 (n)+T

(U)
1 (n)) ≥ 1/2+1/p(n)

for infinitely many lengths n. Then, there exists a polynomial-time quantum algo-
rithm that solves HPSP with average probability at least 1/2p(n)2 for infinitely
many lengths n.

Since the proof of Lemma 6 is quite involved, it will be given in Sect. 5.
Lemma 7 further makes a bridge between HPSP and 2-QSCD.

Lemma 7. If there are a positive polynomial p and a polynomial-time quantum
algorithm that solves HPSP with average probability at least 1/p(n) for infinitely
many lengths n, then there are a positive polynomial q and a polynomial-time
quantum algorithm that solves 2-QSCD with average advantage at least 1/q(n)
for infinitely many lengths n.

As shown in [6], it suffices to consider only the case of U
(1)
2 = I for Alice’s

cheating strategy U = (U1, U
(0)
2 , U

(1)
2 ). In the rest of this paper, we always set

U = (U1, U
(0)
2 , I).

Proof of Proposition 5. Proposition 5 We shall show the contrapositive of
the theorem. First, assume that there exist a positive polynomial p and Alice’s
polynomial-time cheating strategy U = (U1, U

(0)
2 , I) satisfying 1

2 (T (U)
0 (n) +

T
(U)
1 (n)) ≥ 1/2 + 1/p(n) for infinitely many lengths n. By Lemmas 6 and 7,

we conclude that 2-QSCD can be solved by a certain polynomial-time quan-
tum algorithm with average advantage at least 1/2p(n)2 for infinitely many n.
Therefore, we have completed the proof.

5 Proof of Lemma 6

Let us provide the missing proof of Lemma 6 by constructing in Sect. 5.2 an
appropriate quantum algorithm AHPSP that efficiently solves HPSP with non-
negligible probability, provided that the computationally binding condition does
not hold. This algorithm AHPSP tries to output π from input instance (1n, ρ

(π)
0 )

with average probability at least 1/2p(n)2.
Hereafter, let U = (U1, U

(0)
2 , I) be Alice’s polynomial-time cheating strategy

and assume the existence of a positive polynomial p for which 1
2 (T (U)

0 + T
(U)
1 ) ≥

1/2 + 1/p(n) for all but finitely many numbers n. Throughout the subsequent
subsections, for readability, we tend to drop scripts “n” and “U”; for example,
we write T1 for T

(U)
1 (n).
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5.1 Distillation Algorithm

Firstly, we shall present an important subroutine that makes up of the desired
quantum algorithm AHPSP for HPSP. Conventionally, we say that Alice unveils
a (with probability p) if, in the opening phase, when Bob conducts a measure-
ment and observes a and convinces himself that this is her committed bit (with
probability p).

At the beginning of the committing phase, adversarial Alice starts with |0〉
in the quantum system H(C1)

A = HA,private ⊗ Hbit ⊗ Hopen ⊗ Hcom. Instead of
taking Steps (C1)–(C3), she applies the unitary operator U1 to |0〉 in H(C1)

A and
generates a quantum state

|η(C1)〉 = U1|0〉 =
∑

a∈{0,1}

∑

σ∈Sn

∑

π∈Kn

|ξa,π,σ〉|a〉|π〉|σ〉|γa,π,σ〉

satisfying
∑

a,σ,π ‖|ξa,π,σ〉‖2 = 1. Since |γa,π,σ〉 ∈ HSn
= span{|φ(π)

τ,s 〉 | τ ∈
S

(π)
n , s ∈ {0, 1}}, it holds that |γa,π,σ〉 =

∑
τ,s α

(a,π,σ)
τ,s |φ(π)

τ,s 〉 for appropriate

amplitudes α
(a,π,σ)
τ,s ’s. Hence, we obtain

|η(C1)〉 =
∑

π∈Kn

∑

σ∈Sn

∑

τ∈S
(π)
n

∑

a,s∈{0,1}
|ξ(τ,s)

a,π,σ〉|a〉|π〉|σ〉|φ(π)
τ,s 〉,

where |ξ(τ,s)
a,π,σ〉 = α

(a,π,σ)
τ,s |ξa,π,σ〉.

We define Na ≡
∑

π∈Kn
M

(a)
bit ⊗ M

(π)
open1 ⊗ N

(a,π)
mix , where N

(a,π)
mix projects

Hopen1 ⊗ Hcom onto span{|φ(π)
κaσ,0〉 | σ ∈ Sn}. Note that T1 equals ‖(I ⊗

N1)|η(C1)〉‖2. We want to define |η(C1)
ideal〉 to be an ideal quantum state for adver-

sarial Alice so that, from this quantum state, Alice can unveil 1 with cer-
tainty. This is done by taking the normalized state of (I ⊗ N1)|η(C1)〉; that
is, |η(C1)

ideal〉 = (1/
√

T1)(I ⊗ N1)|η(C1)〉. We can assume that |η(C1)
ideal〉 has the

form
∑

π∈Kn
|ξ1,π〉|1〉|π〉|Φ̃(π)

1 〉 for an appropriate set {|ξ1,π〉}π∈Kn
satisfying∑

π∈Kn
‖|ξ1,π〉‖2 = 1.

Next, we shall demonstrate how to implement I ⊗ N1 algorithmically and to
distill |η(C1)

ideal〉 from |η(C1)〉 with probability T1 by a projective measurement.

Distillation Algorithm Adis:

(D1) Prepare an additional register in state |0〉 in H2. Given |0〉|η(C1)〉 in H2 ⊗
H(C1)

A , where |η(C1)〉 = |ξ(τ,s)
a,π,σ〉|a〉|π〉|σ〉|φ(π)

τ,s 〉, measure the second register
in state |1〉. The state |η(C1)〉 collapses to |ξ(τ,s)

1,π,σ〉|1〉|π〉|σ〉|φ(π)
τ,s 〉.

(D2) Transform |0〉|π〉|φ(π)
τ,s 〉 in H2 ⊗ Hopen2 ⊗ Hcom to |s〉|π〉|φ(π)

τ,s 〉 by apply-
ing PSPA. Measure the first register in state |1〉 and then obtain
|ξ(τ,1)

1,π,σ〉|1〉|π〉|φ(π)
τ,1 〉.
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(D3) Change |φ(π)
τ,1 〉 to |φ(π)

τ,0 〉 by applying P2. Prepare |id〉 and transform

|π〉|id〉|φ(π)
τ,0 〉 in Hopen1 ⊗ HSn

⊗ Hcom to |π〉|τ〉|id〉 by applying P−1
1 . This

yields
|ξ(τ,1)

1,π,σ〉|π〉|τ〉|id〉.

Measure the fourth register in state |σ〉 and obtain |ξ(σ,1)
1,π,σ〉|π〉|σ〉|id〉.

(D4) Apply P1,κ1 to |π〉|σ〉|id〉 in Hopen ⊗Hcom to obtain |π〉|σ〉|φ(π)
κ1σ,0〉 and then

change |φ(π)
κ1σ,0〉 to |φ(π)

κ1σ,1〉 by applying P2.

The above algorithm Adis transforms |η(C1)〉 into
√

T1|η(C1)
ideal〉, which equals√

T1/|Sn|
∑

σ,π |ξ1,π〉|1〉|π〉|σ〉|φ(π)
κ1σ,1〉. Let π′ ∈ Kn be a (hidden) permutation of

an input instance ρ
(π′)
0 given to HPSP. Note that span{|φ(π′)

σ,0 〉 | σ ∈ Sn} is com-

pletely specified by a basis B(π′)
0 = {|φ(π′)

σ,0 〉 | σ ∈ S
(π′)
n }. Let N

(a,σ,π)
com be an oper-

ator projecting this space onto |φ(π)
κaσ,0〉. First, we measure Hcom in states |φ(π′)

κ0σ,0〉
for an arbitrary permutation σ ∈ S

(π′)
n by applying Ñπ′ ≡

∑
σ∈S

(π′)
n

N
(0,σ,π′)
com ,

which projects Hcom onto span{|φ(π′)
κ0σ,0〉 | σ ∈ Sn}. Let |η(π′)〉 = (I⊗Ñπ′)|η(C1)

ideal〉.
Denote by |η(π′)

norm〉 the normalized state of |η(π′)〉.

Lemma 8. Given any permutation π′ in Kn, the quantum state |η(π′)
norm〉 coin-

cides with ω′
n

∑
σ∈Sn

∑
π∈Kn

|ξ1,π〉|1〉|π〉|φ(π)
κ1σ,1〉|φ

(π′)
κ0σ,0〉, where

ω′
n = (

√
|Sn|(1 − ‖|ξ1,π′〉‖2))−1.

This lemma comes from the fact that, for each fixed permutation π′ in Kn,
the quantum state |η(π′)〉 equals ωn

∑
σ∈Sn

∑
π∈Kn

|ξ1,π〉|1〉|π〉|φ(π)
κ1σ,1〉|φ

(π′)
κ0σ,0〉,

where ωn = |Kn|+1√
2|Sn|(|Kn|−1)

.

5.2 HPSP Algorithm

Finally, using the distillation algorithm Adis as a subroutine, we describe the
desired quantum algorithm AHPSP , which efficiently solves HPSP with average
advantage at least 1/2p(n)2 for infinitely many n.

HPSP Algorithm AHPSP :

(M1) Let ρ = ρ
(π′)
0 be an input with unknown permutation π′ ∈ Kn. Starting

with |0〉, we apply U1 ⊗ I and then run Adis. We then obtain
√

T1/|Sn|
∑

σ,π

|ξ1,π〉|1〉|π〉|σ〉|φ(π)
κ1σ,1〉 ⊗ (1/

√
|Sn|)

∑

τ

|τ ∈ Kn〉|φ(π′)
κ0τ,0〉

since κ0 = id.
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(M2) Transform |π〉|σ〉|φ(π)
κ1σ,1〉 into |π〉|σ〉|id〉 by running P2 and P−1

1,κ1
. We

obtain
√

T1/|Sn|
∑

σ,π |ξ1,π〉|1〉|π〉|σ〉|id〉 ⊗ (1/
√

|Sn|)
∑

τ |τ〉|φ(π′)
κ0τ,0〉.

(M3) Swap two registers containing |σ〉|id〉 and |τ〉|φ(π′)
κ0τ,0〉 to obtain

√
T1/|Sn|

∑

τ,π

|ξ1,π〉|1〉|π〉|τ〉|φ(π′)
κ0τ,0〉 ⊗ (1/

√
|Sn|)

∑

σ

|σ〉|id〉.

(M4) Transform |π〉|τ〉 into |π〉|φ(π)
κ1τ,1〉 by applying P1,κ1 as well as P2. Moreover,

transform (1/
√

|Sn|)
∑

σ |σ〉|id〉 into |id〉|id〉. The current state must be of
the from

√
T1/|Sn|

∑
τ,π |ξ1,π〉|1〉|π〉|φ(π)

κ1τ,1〉|φ
(π′)
κ0τ,0〉⊗|id〉|id〉, which equals

√
T1(1 − ‖|ξ1,π′〉‖2)|η(π′)

norm〉 ⊗ |id〉|id〉 by Lemma 8.
(M5) Apply U

(0)
2 ⊗I to the subsystem H(R1)

A ⊗H(R1)
B , simulating Alice’s strategy.

(M6) Observe the subsystem Hbit ⊗Hopen1. If we obtain (a, π) with a �= 0, then
reject. Otherwise, output π.

To complete the proof of Lemma 6, it suffices to show that the success prob-
ability pπ′ of obtaining π′ from ρ

(π′)
0 by running AHPSP , over all π ∈ Kn chosen

uniformly at random, is at least 2(1 − 2
|Kn|+1 )2 · 1

p(n)2 ≥ 2 · ( 1
2 )2 · 1

p(n)2 ≥ 1
2(n)2 .

This is immediate from the following claim.

Claim. 1. For any fixed permutation π′ ∈ Kn, the success probability pπ′ of
obtaining π′ from input ρ

(π′)
0 by running the quantum algorithm AHPSP is

at least 2(1 − 2
|Kn|+1 )2‖(I ⊗ N0)(U

(0)
2 ⊗ I)(I ⊗ N1)|η(C1)〉‖2.

2. ‖(I ⊗ N0)(U
(0)
2 ⊗ I)(I ⊗ N1)|η(C1)〉‖2 ≥ 1/p(n)2.

In the end, we have completed the proof of Lemma 6, as requested.
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Abstract. This paper proposes a dynamical notion of discrete geodes-
ics, understood as straightest trajectories in discretized curved space-
time. The proposed notion is generic, as it is formulated in terms of a
general deviation function, but readily specializes to metric spaces such
as discretized pseudo-riemannian manifolds. It is effective: an algorithm
for computing these geodesics naturally follows, which allows numerical
validation—as shown by computing the perihelion shift of a Mercury-
like planet. It is consistent, in the continuum limit, with the standard
notion of timelike geodesics in a pseudo-riemannian manifold. Whether
the algorithm fits within the framework of cellular automata is discussed
at length.

Keywords: Discrete connection · Parallel transport · General relativ-
ity · Regge calculus

1 Introduction

Three reasonable hypotheses—bounded velocity of propagation of information,
homogeneity in time and space, and bounded density of information—lead to
the thesis that natural phenomena can be described and simulated by cellular
automata. This implication has in fact been formalized into a theorem both in
the classical [9] and the quantum case [1], albeit in flat space. Further evaluating
this thesis leads to the project of selecting specific physical phenomena, such as
gravitation, and attempting to describe them as cellular automata. A first step
in this direction is to build discrete models of the phenomena. In the case of
gravitation, this leads to the main question we address in this paper: what is a
discrete geodesics?

Geodesics generalize the flat space notion of line, to curved spaces. A line is
both the shortest, and the straightest path between two points, but in curved
space the two criteria do not coincide [12]. In computer graphics and discrete
geometry, discrete geodesics as shortest path between two given point have been
studied extensively [13,14]. This is not the case of geodesics as straightest path
given an initial point and velocity—with the noticeable exception of [15], in the
framework of simplicial complexes. Yet, it is this criterion that one must adopt
in order to describe and simulate the timelike geodesics trajectories of particles.
c© Springer International Publishing Switzerland 2015
A.-H. Dediu et al. (Eds.): TPNC 2015, LNCS 9477, pp. 137–149, 2015.
DOI: 10.1007/978-3-319-26841-5 11
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In this paper we adopt the dynamical, spacetime view on geodesics which is typi-
cal of numerical relativity [16], but with one key difference. Instead of discretizing
geodesics as defined by partial differential equations in a continuous spacetime,
we define discrete geodesics as a native notion on discretized spacetimes—for
instance on a grid endowed with a metric.

More precisely, the paper proposes both a notion of discrete-spacetime geo-
desics and a notion of discrete-time continuous-space geodesics (Sect. 2). Both
are generic, that is formulated in terms of a general deviation function, but
readily specialize for metric spaces (Sect. 4). They are effective: an algorithm for
computing timelike geodesics naturally follows (Sect. 3), which allows us to vali-
date the notions numerically: as an example we compute the perihelion shift of a
Mercury-like planet (Sect. 5). They are consistent with one another: the former
is clearly a discretization the latter. Moreover, the latter is proven to have the
standard notion of continuous-spacetime geodesics in a Riemanian space as its
limit, which validates both notions as legitimate discrete counterparts (Sect. 9).
Whether the algorithm fits within the framework of cellular automata is dis-
cussed at length, as well as how this impacts on precision (Sects. 6, 7 and 8).

The proposed notion naturally applies to natively discrete formulations of
General Relativity such as Regge calculus [4,17]. For instance, this discrete geo-
desics definition yields perihelion shift computations of the right order, an issue
in [17] pointed out in [4]. We discuss how our approach differs from [15] and why
it fixes this issue. More generally we believe that this approach can be applied
in any inherently discrete geometrical setting, as may arise in computer vision
and graphics [14] including computer anatomy [10].

Finally, an often underestimated contribution is the pedagogical: the simple
discrete model summarized in Fig. 1 has continuum limit the complicated, well-
known Eqs. (9) and (10).

2 Discrete Geodesics

Consider a discrete-time continuous-space spacetime Z × R
n where Z is the

discrete timeline and R
n a continuous space. We consider a deviation function w

from (Z × R
n)3 to R

+, the number w(E,F,G) measuring how the path E,F,G
deviates from “going straight ahead”. In this setting, we define a geodesic to be a
sequence of points in Z×R

n (Ei)i such that for any i, w(Ei−1, Ei, Ei+1) = 0. Such
a property can be read as a condition on Ei+1: if the points Ei−1 and Ei are given,
the geodesics must continue with a point Ei+1 such that w(Ei−1, Ei, Ei+1) = 0.

Consider now a discrete spacetime M = Z × Z
n where Z is the discrete

timeline and Z
n a discrete space and a deviation function w from M3 to R

+

which, as above, measures how the path E,F,G deviates from going straight
ahead. In this setting we cannot demand w(Ei−1, Ei, Ei+1) to be exactly zero,
and so we demand that it be a minimum with respect to spatial local variations
of Ei+1. In this sense we depart from [11].

Spatial local variations can be defined as follows. Let us write 〈x0, x1, ..., xn〉,
the coordinates of a point E in M , where x0 is the time coordinate and x1, ..., xn
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the space coordinates. Two points of M , 〈x0, x1, ..., xn〉 and 〈x′
0, x

′
1, ..., x

′
n〉 are

said to be spatial neighbors if x0 = x′
0 and for all i ≥ 1, |x′

i − xi| ≤ 1.
Thus, we define a discrete geodesics in M to be as a sequence of points in

M , (Ei)i such that for any i, the deviation w(Ei−1, Ei, Ei+1) is a local minimum
with respect to spatial local variations of Ei+1, that is for any spatial neighbor
G of Ei+1, we have

w(Ei−1, Ei, G) ≥ w(Ei−1, Ei, Ei+1) (1)

Notice how this condition may be understood as a discrete counterpart of the
Euler-Lagrange equation, in the spirit of [11].

3 An Algorithm to Compute a Geodesic

We now give a gradient descent-like algorithm to compute such a discrete
geodesic, 〈t0, A0〉, 〈t1, A1〉, 〈t2, A2〉 given a deviation function w, a timeline
t0, t1, t2, ..., and two starting points A0 and A1.

Assume, Ai−1 and Ai are computed. To compute Ai+1 start with a point
〈ti+1, C〉. Compute w(〈ti−1, Ai−1〉, 〈ti, Ai〉, 〈ti+1, C

′〉) for all 3n spatial neighbour
C ′ of C. If they are all larger than w(〈ti−1, Ai−1〉, 〈ti, Ai〉, 〈ti+1, C〉) take C for
Ai+1. Otherwise chose a C ′ which minimizes w(〈ti−1, Ai−1〉, 〈ti, Ai〉, 〈ti+1, C

′〉)
and iterate, starting from this C ′.

Whether this iteration will eventually end depends, in general, on w(., ., .).
For instance, say that w(〈ti−1, Ai−1〉, 〈ti, Ai〉, 〈ti+1, C

′〉) increases as soon as
AiC

′ > ti+1 − ti. Then Ai+1 will have to lie within distance ti+1 − ti of Ai,
thereby imposing a bounded velocity c = 1, as well as enforcing termination.

4 Distance Induced Deviation Function

Most of the times, the idea of deviating from going straight is induced from a
notion of distance. Here is how. Suppose a distance function d, and define the
three point distance function

l(E,F,G) = d(E,F ) + d(F,G).

Intuitively, FG is understood to deviate from EF if it “leans” in some spatial
direction FF′, as witnessed by the fact that

l(E,F ′, G) < l(E,F,G)

for F ′ some neighbour of F .
In a continuous-space discrete-time setting this would be formalized by letting

w(E, 〈x0, . . . , xn〉, G) be

∂0l(E, 〈x0, . . . , xn〉, G))2 + . . . + (∂nl(E, 〈x0, . . . , xn〉, G))2. (2)
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E

F F ′

G

Fig. 1. Discrete geodesics seek to find G such that FG minimizes its deviation rel-
ative to EF. In the case of metric spaces, FG is understood to “deviate towards FF′

relative to EF”, whenever l(E, F ′, G) < l(E, F, G)—such deviations must be mini-
mized.

Thus, for continuous-space discrete-time geodesics (Ei)i each point Ei is a local
extremum for l(Ei−1, Ei, Ei+1).

In the discrete spacetime case, w(E, 〈x0, . . . , xn〉, G) is simply obtained by
replacing partial derivatives with finite differences in Eq. (2): ∂μl(E, 〈x0, . . . ,
xn〉, G) becomes

(l(E, 〈x0, . . . , xμ − 1, . . . , xn〉, G) − l(E, 〈x0, . . . , xμ + 1, . . . xn〉, G))/2. (3)

And, for discrete spacetime geodesics (Ei)i each point Ei minimizes the possibly
non-zero w(Ei−1, Ei, Ei+1).

5 Discrete Schwarzschild Spacetime

In this section, we give an example of discrete spacetime, which is a discretization
of the Schwarzschild spacetime of General Relativity.

Discretize spacetime down to Δ = 1 cm. Consider a star of mass
M = 2.1030 kg—alike the Sun. Its Schwarzschild radius is m = 2GM/c2 =
3km = 3.105 cm. In order to evaluate distances, consider the metric tensor

g(〈t, x, y〉) =

⎛

⎜⎝
1 − m

r 0 0
0 − x2

r(r−m) − y2

r2 − mxy
r2(r−m)

0 − mxy
r2(r−m) −x2

r2 − y2

r(r−m)

⎞

⎟⎠

where r =
√

x2 + y2, and let the distance function d be defined by

d(E,F ) =
√

EF†g(E)EF.

We study the geodesics trajectory of a planet, with respect to a timeline 0,
rΔ, 2rΔ, 3rΔ, ... with r = 107. Thus rΔ = 107 cm = 3.33.10−4s. The fake
planet has parameters chosen so as to maximize relativistic effects: its first point
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Fig. 2. The computed trajectory of a planet.

is E = 〈x0 = 0, x1 = 108 cm = 1000 km, x2 = 0〉, and its initial velocity is
vx = 0, vy = 2.10−2c = 6000 km.s−1.

We compute the geodesics with respect to the w(., ., .) induced by d(., .) as
in Sect. 4, and following the algorithm of Sect. 3. Recall that in this algorithm
at iteration i the point Ai+1 is found by gradient descent starting from some
point C. In the context of planetary movement, a good guess for C is obtained
as follows. Define velocity Si = Ai − Ai−1 and acceleration Ri = Si − Si−1,
and make the guess that acceleration will remain constant, that is Ri+1 = Ri.
This would entail that Ai+1 = Ai + Si + Ri, thus take C = Ai + Si + Ri as the
first guess and start exploring for the real Ai+1. Within reasonable ranges other
heuristics—for instance, C = Ai + Si—lead to the same trajectories, but may
require longer computation times.

A run of the simulation is shown in Figs. 2 and 3. Computation time is a
few seconds. The code is available in [2]. The code is easily augmented to detect
aphelion, typically a = 1000 km, and perihelion, typically p = 150 km.

The perihelion shift is visible on Fig. 2. A well-known formula [8] states that
perihelion shift in radians per revolution should roughly be

σ =
24π3L2

T 2c2(1 − e2)
=

6πGM

c2L(1 − e2)
=

3πm

P

where T is the revolution period of the planet, L is the semi-major axis of the
trajectory of the planet, e its eccentricity, and P = L(1 − e2) its parameter—
recall that, by Kepler’s third law, T 2 = 4π2L3/(GM), and m = 2GM/c2. Then
an easy geometrical relation is

P =
2

1/a + 1/p

hence
σ = (3/2)πm(1/a + 1/p)

which typically is 6.17 deg. The observed shift is indeed around 6.2 deg, based
on a few hundreds of rounds, without observed divergence, see Fig. 3.
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Fig. 3. Numerics of the computed trajectory of a planet.

6 Cellular Automata in Mechanics

As suggested in the Introduction, one motivation for discretizing General Rela-
tivity is to describe the motion of a planet in a cellular automaton.

Recall that, in the cellular automata vocabulary, a configuration σ is a func-
tion which associates, to each cell C of the grid Z

n, some internal state σ(C)
taken in the set Σ. A cellular automaton is a function F from configurations to
configurations, which has the following physics-inspired symmetries:

– bounded velocity of propagation of information;
– homogeneity time and space;
– bounded density of information, that is Σ is finite.

The state of a cell can be used to express the presence or the absence of a
particle in this region of space. This way cellular automata can describe particle
motions. For instance the simplest n-dimensional cellular automata—2 states,
radius 1—can describe one particle motion among 3n, as in each dimension, it
could have velocity −1, 0, or 1.
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To describe more complex motions, we must increase the number of states.
For instance in a 1-dimensional automaton with radius 1, we can describe the
motion of a particle that goes to the right at velocity 1/2, by alternating states
s1—stay still—and s2—step—, but also the motion of a particle that goes to the
right at velocity 1, staying in the state s3.

Another option is to increase the radius of the automaton. For instance, in a
1-dimensional automaton, with radius 2 we can describe the motion of a particle
that goes on the right at velocity 1 staying in a state s1 or at velocity 2 staying
in a state s2. Notice that modulo changing the units, the former behaviour can
be obtained from the latter just by cell grouping.

We want to address the following question: to what extent is the algorithm
of Sect. 3 just a cellular automaton?

7 Geodesics as Cellular Automata

Whether the algorithm of Sect. 3 enforces a bounded velocity of propagation of
information c = 1 depends, in general, on the properties of w(., ., .). If such a
velocity bound is enforced, then the motion of the body can be described in a
cellular automaton of radius r. It is well-known that the velocity of a particle in
a continuous Schwarzschild spacetime is bounded by c = 1. We conjecture that
this is also the case for the discretized Schwarztchild spacetime.

If w(., ., .) does not depend on space and time, then the algorithm clearly acts
the same everywhere and everywhen, so that homogeneity is also enforced. In
the important case where it depends upon a space-dependent metric, then this
metric field has to be carried by the internal state of the cells, even if it does not
contain a particle, so that homogeneity is still enforced.

Let us evaluate whether bounded density of information holds. Even when
w(., ., .) does not depend on space and time, it is still the case that if a particle is
at Ei, we need its velocity Ei−1Ei to compute its next position Ei+1. But thanks
to bounded velocity of propagation, and the fact that positions are discrete, the
number of possible velocities is bounded above by b = (2r+1)n, so that bounded
density of information is preserved. In the important case of a space-dependent
metric carried by the internal state of the cells, whether bounded density holds
depends upon whether we can assume that the metric field can be given with
bounded precision. Even if this is not the case, notice that for a given cell, all that
matters is to distinguish, for each input velocity of the particle, between b output
candidate target cells. This map is a discrete counterpart to the connection
associated to the metric. It contains just the finite amount of information that
needs to be attached to the cell in order to compute geodesics. It could in fact
be pre-compiled into each cell, thereby yielding a cellular automaton with b + 1
internal states to code for presence and velocity, times bb to code for the discrete
connection.
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8 Time Versus Space, Precision

Geodesics have been popularized by General Relativity. General Relativity likes
to put space and time on an equal footing. Numerical schemes for General Rel-
ativity ought to pursue that path, in particular it would be nice if the timeline
of the computed geodesic were just 0, Δ, 2Δ, 3Δ, ... that is if r was equal to
1. In the scheme of Sect. 3, this choice leads to a cellular automaton of radius
1, which is appealing, but it also restricts to b = 3n the number of possible
velocities. As we discussed in Sect. 6, this severely limits the number of motions
that can be described. In the quantum setting, superpositions of basic velocities
may compensate for this [3,6,7]. Classically, this is dramatic loss in precision.
This is why, in Sect. 5, we took r = 107.

However, we also saw that a radius of r′ = 1 can be obtained from a cellular
automaton of arbitrary radius r simply by grouping each rn hypercube of cells
into one supercell. Each supercell now has an internal state in Σ′ = Σrn

. Notice
that keeping the position of the single particle within the hypercube is crucial.
Otherwise, all the velocities of norm less than one supercell are rounded up to
the center of the supercell—and so the increased precision in the velocities is
not much use. Hence, Σ′ is really just coding for a velocity amongst b possibili-
ties, which is appealing. . . but also for the position of the single particle within
the hypercube, which perhaps is not so satisfactory. After all, what this space
grouping has done is really just to hide the discrepancy between the discteti-
zation step Δ and the computed geodesics timeline step rΔ, by hiding some of
spatial precision within the internal space of the supercells.

Hence, r � 1 appears to be fundamental requirement for precision. Notice
that large values for r are better obtained by diminishing the discretization
step Δ rather than augmenting the timeline step rΔ, as we cannot hope to
achieve a pseudo-elliptic trajectory with just a handful of velocity changes per
revolution. Running the simulations, it was indeed observed that r large, for
instance r = 107, yields increased stability. But only to some extent: after a
while the number of possible velocities b = (2r +1)n exceeds those which can be
stored as a vector of machine-sized integers.

It also helps to fine-grain the discretization step Δ, keeping r constant. Run-
ning the simulations, it was indeed observed that this yields increased stability
and convergence—at the expense of (reasonably) longer computation times. At
some point, however, the finite-differences of (3) can become unstable, due to
very small differences between l(E,F,G) and l(E,F ′, G) when FF ′ = 1, again
hitting bounded machine floating point-arithmetic precision—but this can eas-
ily be fixed by evaluating these derivatives with FF ′ a fraction of l(E,F,G)
independent of Δ.

9 Recovering Continuous Spacetime Geodesics

The algorithm of Sect. 3 is successful in computing geodesics in discrete time
and space Z × Z

n, in a way which is consistent with continuous-space discrete-
time geodesics. We now explain how continuous-space discrete-time geodesics
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are themselves consistent with the standard geodesics of the fully continuous
setting. For this question to make sense, we place ourselves in the case of Sect. 4:
a distance-induced deviation function.

As in Fig. 4, consider three points E, F , G. Say that the distance EF is
measured according to g(E), and that the distance FG is measured according to
g(F ). We said that trajectory EFG is a continuous-space discrete-time geodesics
if and only if it minimizes the distance EF + FG, with respect to infinitesimal
changes of F into F ′. Let us take EF = εv with v normalized with respect
to g(E), and FG = εv′ with v′ normalized with respect to g(F ). Let us take
FF ′ = δd with d normalized with respect to g(F ).

E

F
F ′

G

εv

g(E)

εv′

g(F )

δd

Fig. 4. The continuum limit is obtained for ε and δ tending to zero.

The distance EF ′ + F ′G is given by:
√

(εv + δd)†g(E)(εv + δd) +
√

(εv′ − δd)†g(F ′)(εv′ − δd)

Consider the first term. Its derivative with respect to δ is

d†g(E)(εv + δd) + (εv + δd)†g(E)d
2
√

(εv + δd)†g(E)(εv + δd)

Taken at δ = 0 and using the symmetry of g(E) we get:

d†g(E)(εv)√
(εv)†g(E)(εv)

= d†g(E)v

Consider the second term. If g(F ′) was just g(F ), the same process would yield
−d†g(F )v′. We would then just have d†g(E)v − d†g(F )v′ = 0, yielding v′ =
g(F )−1g(E)v. This is the equation derived in [17], and is in the same spirit as
that obtained [15] in the framework of simplicial complexes. Unfortunately it
does not yield accurate predictions for perihelion shift, as pointed out in [4,17]
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and confirmed by our simulations. This is because one has to take into account
that the variations of g(F ) around F yield a third term:

(εv′)†(∂g(F ).d)(εv′)
2
√

(εv′)†g(F )(εv′)
=

ε

2
v′†(∂g(F ).d)v′

Let us emphasize that straightest geodesics on simplicial complexes [15] do not
see this term either: quite simply because a path EFG between two adjacent
simplices sees the geometry of the first simplex—that is the term g(E)—and the
geometry of the second simplex—that is the term g(F )—, but ignores the varia-
tions of the geometry in some arbitrary direction FF ′. In other words, simplices
are usually thought of as polyhedrons of constant metric—but in order to be
consistent with the continuum they must be interpreted as surfaces of constant
metric derivatives. Altogether, we get that trajectory EFG is a geodesics if and
only if

d† (g(F )v′ − g(E)v) =
ε

2
v′†(∂g(F ).d)v′ (4)

in every directions d. Unfortunately, this is still inconvenient to solve for v′. At
this stage the traditional, continuous approach to geodesics follows two simpli-
fying steps, which in the discrete setting translate into two approximations. The
first step is to evaluate the condition for d only along the coordinate directions:

(g(F )λ.v
′ − g(E)λ.v) =

ε

2
v′†(g(F ),λ)v′ (5)

for all λ. The second step is to neglect the difference between v and v′ on the
right-hand side, as it yields only second order terms. We get:

g(F )λ.v
′ = g(E)λ.v +

ε

2
v†(g(F ),λ)v (6)

v′ = g(F )−1
·λ

(
g(E)λ·v +

ε

2
v†g(F ),λv

)
(7)

Notice that this provides another explicit discrete scheme for geodesics: it suffices
to evaluate each g,λ as (g(F (λ)) − g(F ))/ε, where F (λ) is point F moved by ε
along coordinate λ.

Another useful form is obtained letting g = g(F ) and using g(E) = g−ε∂g.v.
We get:

gλ· v′ = gλ· v − εgλ·,μvμv +
ε

2
v†g,λv

gλ· (v′ − v) =
ε

2
(
v†g,λv − 2gλν,μvμvν

)

gλ· (v′ − v) =
ε

2
(gμν,λvμvν − gλν,μvμvν − gλμ,νvμvν)

(v′ − v) = −εΓμνvμvν (8)
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where

Γμν = g−1
·λ (gλν,μ + gλμ,ν − gμν,λ) /2 (9)

Let us study the continuum limit ε → 0. We have ẍ = limε→0(v′ − v)/ε, ẋ =
limε→0 v, and hence

ẍ = −Γμν ẋμẋν (10)

which is your traditional geodesics equation.

10 Conclusion

Summarizing, we have introduced a generic notion of discrete geodesics as
straightest trajectories in discretized spacetime, which are such that any three
successive points E,F,G must minimize the deviation function w(E,F,G). Given
E and F , G is implicitly determined: this can be viewed as a dynamical system
and computed via a gradient descent algorithm. For a metric space, the canonical
choice for w(., ., .) measures how the length EF+FG varies with small variation
of F . This was validated numerically, by computing the trajectory of a planet
in discretized Schwarzschild spacetime, and recovering a perihelion shift of the
right order. This was also validated by taking the continuum limit and recovering
the standard geodesics equations on pseudo-riemannian manifolds.

Part of our motivations were to evaluate the strength and limits of cellular
automata. Recall that three well-accepted postulates about physics—bounded
velocity of propagation of information, homogeneity in time and space, and
bounded density of information—necessarily imply that physics may be cast
in the framework of cellular automata—both in the classical and quantum set-
tings [1,9]. Both theorems, however, rely on the implicit hypothesis of a flat
spacetime. To which extent can cellular automata account for relativistic trajec-
tories, that is geodesics? This paper shows that discrete geodesics can be cast in
the framework of cellular automata, provided that a few extra assumptions are
met: that the metric can be given with bounded precision, and that it has the
property of fixing a velocity limit. These extra assumptions do not contradict
the three postulates: they are but instances of them.

Yet, this paper shows that a large discrepancy between the time discretiza-
tion step the space discretization step is necessary in order to maintain a good
precision on the velocity of particles. Namely, the number of particle velocities
varies in (2r + 1)n, with n the dimension of space and the radius r of the cel-
lular automaton, which is therefore inherently large. Thus, computing discrete
geodesics—and straight lines in euclidean space, for that matter—is local. . . but
not that local. This may come as a surprise, and suggest that geodesics equations
are better-behaved in the continuum. An alternative is to live with imprecise
velocities. A planet is a collection of particles, and so it may be the average of
their imprecise velocities which grants it a precise averaged velocity. In fact, a
single particle is itself quantum, and may thus be in a superposition of these
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imprecise velocities, yielding a precise averaged velocity—as is made formal in
the eikonal approximation [5]. This is in fact precisely what happens in quantum
cellular automata models of quantum particles in curved spacetime, as shown
in [3,6,7]. All of these considerations suggest that nature’s way of working out
timelike geodesics trajectories may in fact be emergent, from the simpler and
more local behaviour of spinning particles.

Hence, for future work, it may be interesting to look for discrete models
based on spinning particles, oscillating along a few, cardinal, light-like direc-
tions. These may in fact be closer to mimicking the real behaviour of fermions
in curved spacetime, with the hope to recover the Mathisson-Papapetrou-Dixon
equation—a generalization of the geodesics equation to spatially extended mas-
sive spinning bodies—as emergent, in analogy with the continuum [5]. Such dis-
crete models may be more local. Another approach is to work directly in terms
of a discrete connection [10]. In the continuum, the Levi-Civita connection is
axiomatized as being the unique metric-compatible and torsion-free connection.
That given in Eq. (9) is exactly torsion-free, but interpreted as a discrete con-
nection, as in Eq. (8), it is metric-compatible only to first order. One can ask for
both properties to be met exactly even in the discrete setting, this specifies the
intersection of two ellipses. In 2-dimensions the number of solutions is finite, but
this is not even the case in higher-dimensions: the axiomatization suggested by
the continuum breaks down and demands fixing.
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tion Processing in Medical Imaging, pp. 463–474. Springer, Heidelberg (2011)

11. Marsden, J.E., West, M.: Discrete mechanics and variational integrators. Acta
Numer. 2001 10, 357–514 (2001)

12. Mart́ınez, D., Velho, L., Carvalho, P.C.: Computing geodesics on triangular meshes.
Comput. Graph. 29(5), 667–675 (2005)

13. Mitchell, J.S.B., Mount, D.M., Papadimitriou, C.H.: The discrete geodesic prob-
lem. SIAM J. Comput. 16(4), 647–668 (1987)
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Abstract. Aesthetic evaluation of computer generated patterns is a
growing filed with several challenges. This paper focuses on the quanti-
tative evaluation of order and complexity in multi-state two-dimensional
(2D) cellular automata (CA). CA are known for their ability to generate
highly complex patterns through simple and well defined local interac-
tion of rules. It is suggested that the order and complexity of 2D patterns
can be quantified by using mean information gain. This measure, also
known as conditional entropy, takes into account conditional and joint
probabilities of the elements of a configuration in a 2D plane. A series of
experiments is designed to demonstrate the effectiveness of the mean
information gain in quantifying the structural order and complexity,
including the orientation of symmetries of multi-state 2D CA configu-
rations.

Keywords: Symmetry · Complexity · Entropy · Information gain ·
Cellular automata · 2D patterns

1 Introduction

The quantitative evaluation of order and complexity of patterns in two dimen-
sional (2D) plane which conforms with human intuitive perception of visual
structures is of a great importance in computational aesthetics. Various models
have been suggested based on Shannon’s information theory to address this prob-
lem, however, it is shown that entropic measures fails to discriminate accurately
structurally different patterns in 2D plane [9,10,12].

In this paper, following our previous studies [9,10,12], we examine informa-
tion gain model, in detecting symmetries, as a measure of order, and randomness
of 2D patterns. We use a multi-state 2D cellular automaton as our test-bed since
they are capable of generating a diverse number of structurally and perceptu-
ally distinct 2D patterns from the iteration of simple rules. Although classical
one-dimensional cellular automata (CA) with binary states can exhibit complex
c© Springer International Publishing Switzerland 2015
A.-H. Dediu et al. (Eds.): TPNC 2015, LNCS 9477, pp. 150–160, 2015.
DOI: 10.1007/978-3-319-26841-5 12
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behaviours, experiments with multi-state 2D CA reveal a very rich spectrum
of symmetric and asymmetric patterns [11,13]. The main aim of this paper is
to demonstrate the effectiveness of information gain as a measure of order and
complexity in a 2D plane.

This paper is organised as follows. Section 2 provides formal definition of
CA. Section 3 demonstrates that Shannon entropy is not an adequate measure
for evaluating order and complexity in a 2D plane. Considering human intuitive
perception of visual structures, a spatial complexity spectrum is formulated and
the potential of information gain as a structural complexity measure is discussed.
Section 4 gives details of experiments that examine the effectiveness of informa-
tion gain. The paper closes with a discussion and results.

2 Cellular Automata

CA are one of the early bio-inspired systems invented by von Neumann and
Ulam in the late 1940s to study the logic of self-reproduction in a material-
independent framework. CA are known to exhibit complex behaviour from the
iterative application of simple rules. The popularity of Conway’s Game of Life [8]
drew the attention of a wider community of researchers and digital artists to
the unexplored potential of CA applications and especially in their capacity to
generate complex behaviour [5], often with aesthetic qualities [20].

Definition 1. A cellular automaton is a regular tiling of a lattice with uniform
deterministic finite state automata.

A cellular automaton A is specified by a quadruple 〈L, S,N, f〉 where:

1. L is a finite square lattice of cells (i, j).
2. S = {1, 2, . . . , k} is set of states. Each cell (i, j) in L has a state s ∈ S.
3. N is neighbourhood, as specified by a set of lattice vectors {ea}, a =

1, 2, . . . , N . The neighbourhood of cell r = (i, j) is {r+e1, r+e2, . . . , r+eN}.
A a cell is considered to be in its own neighbourhood so that one of {ea} is
the zero vector (0, 0). With an economy of notation, the cells in the neigh-
bourhood of (i, j) can be numbered from 1 to N ; the neighbourhood states of
(i, j) can therefore be denoted (s1, s2, . . . , sN ). Periodic boundary conditions
are applied at the edges of the lattice so that complete neighbourhoods exist
for every cell in L.

4. f is the update rule. f computes the state s1(t + 1) of a given cell
from the states (s1, s2, . . . , sN ) of cells in its neighbourhood: s1(t + 1) =
f(s1, s2, . . . , sN ). A quiescent state sq satisfies f(sq, sq, . . . , sq) = sq.

There are two common neighbourhoods; (1) a five-cell von Neumann neigh-
bourhood {(0, 0), (±1, 0), (0,±1)} and (2) a nine-cell Moore neighbourhood
{(0, 0), (±1, 0), (0,±1), (±1,±1)}. The collection of states for all cells in L is
known as a configuration (C). The global rule F maps the whole automaton



152 M.A.J. Javid et al.

forward in time; it is the synchronous application of f to each cell. The behav-
iour of a particular A is the sequence c0, c1, c2, . . . , cT−1, where c0 is the initial
configuration (IC) at t = 0.

CA behaviour are sensitive to the IC and to L, S,N and f . The behaviour is
generally nonlinear and sometimes very complex; no single mathematical analysis
can describe, or even estimate, the behaviour of an arbitrary cellular automaton.
The vast size of the rule space, and the fact that this rule space is unstructured,
mean that knowledge of the behaviour a particular cellular automaton, or even
of a set of CA, gives no insight into the behaviour of any other CA. In the lack
of any practical model to predict the behaviour of a cellular automaton, the only
feasible method is to run simulations.

3 Measuring Order and Complexity in 2D

The introduction of information theory provided a quantitative model to mea-
sure the order and complexity of systems. Shannon’s information theory was
an attempt to address reliable communication over an unreliable channel [17].
Entropy is the core of this theory [6]. Let X be discrete alphabet, X a discrete
random variable, x ∈ X a particular value of X and P (x) the probability of x.
Then the entropy, H(X), is:

H(X) = −
∑

x∈X
P (x) log2 P (x). (1)

The quantity H is the average uncertainty in bits, log2(
1
p ) associated with

X. Entropy can also be interpreted as the average amount of information needed
to describe X. The value of entropy is always non-negative and reaches its max-
imum for the uniform distribution, log2(|X |):

0 � H � log2(|X |). (2)

The lower bound of relation (2) corresponds to a deterministic variable (no
uncertainty) and the upper bound corresponds to a maximum uncertainty asso-
ciated with a random variable. Another interpretation of entropy is as a measure
of order and complexity. A low entropy implies low uncertainty so the message
is highly predictable, ordered and less complex. And high entropy implies a high
uncertainty, less predictability, highly disordered and complex.

Moles [15], Bense [4] and Arnheim [2] were pioneers of the application of
entropy to quantify order and complexity by adapting statistical measure of
information in aesthetic objects. Since then entropy is commonly used to mea-
sure order and complexity in most of aesthetic evaluation functions [7,14,16,18],
however entropy fails to discriminate accurately structurally different patterns
in two-dimensions. The main reason for this drawback is that it only reflects on
the distribution of the symbols, and not on their ordering [9,10,12].

This fact is illustrated in Fig. 1 where the entropy of 2D patterns with dif-
ferent structural characteristics is evaluated. Both of the patterns have a lattice
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)b()a(
H = 1.58496 H = 1.58496

Fig. 1. Measurements of H for ordered and random 2D patterns with equally probable
distribution of elements (Color figure online).

size of 18 × 18 consisting of three elements (white, blue and orange). The dis-
tribution of elements are equally probable ( 1

108 ). Figure 1(a) is a pattern with
ordered structure, a complete symmetry and Fig. 1(b) is a fairly structureless
(random) pattern.

As it is clear from the comparison of the above patterns with their corre-
sponding entropy value, despite their structural differences, both of the patterns
have the same entropy value. This is in contrast to our intuitive perception of
the order and complexity of patterns in 2D plane.

If the human perception of visual structures are taken into account in per-
ceiving order and complexity in a 2D plane, any potential measure of order and
complexity must be bounded by two extreme points of complete order and dis-
order. It is reasonable to assume that regular structures, irregular structures and
structureless patterns lie along between these extremes, as illustrated in Fig. 2.

A complete regular structure is a pattern of full symmetry, an irregular struc-
ture is a pattern with some local structural orders but not as regular as a fully
symmetrical pattern and finally a structureless pattern is a random arrangement
of elements.

A measure introduced in [1,3,19] and known as information gain, has been
suggested as a means of characterising the complexity of dynamical systems and
of patterns in 2D plane. It measures the amount of information gained in bits
when specifying the value, x, of a random variable X given knowledge of the
value, y, of another random variable Y ,

Gx,y = − log2 P (x|y). (3)

P (x|y) is the conditional probability of a state x conditioned on the state y.
Then the mean information gain, GX,Y , is the average amount of information
gain from the description of the all possible states of Y :

order
regular structure | irregular structure | structureless←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ disorder

Fig. 2. The spectrum of spatial complexity.
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GX,Y =
∑

x,y

P (x, y)Gx,y = −
∑

x,y

P (x, y) log2 P (x|y) (4)

where P (x, y) is the joint probability, prob(X = x, Y = y). G is also known
as the conditional entropy, H(X|Y ) [6]. Conditional entropy is the reduction in
uncertainty of the joint distribution of X and Y given knowledge of Y , H(X|Y ) =
H(X,Y ) − H(Y ). The lower and upper bounds of GX,Y are

0 � GX,Y � log2 |X |. (5)

Definition 2. A structural complexity measure G, of a cellular automaton con-
figuration is the sum of the mean information gains of cells having homoge-
neous/heterogeneous neighbouring cells over 2D lattice.

For a cellular automaton configuration, G can be calculated by considering
the distribution of cell states over pairs of cells r, s,

Gr,s = −
∑

sr,ss

P (sr, ss) log2 P (sr, ss) (6)

where sr, ss are the states at r and s. Since |S| = N , Gr,s is a value in [0, N ].
The vertical, horizontal, primary diagonal (�) and secondary diagonal (�)

neighbouring pairs provide eight Gs; G(i,j),(i−1,j+1), G(i,j),(i,j+1), G(i,j),(i+1,j+1),
G(i,j),(i−1,j), G(i,j),(i+1,j), G(i,j),(i−1,j−1), G(i,j),(i,j−1) and G(i,j),(i+1,j−1).

The relative positions for non-edge cells are given by matrix M :

M =

⎡

⎣
(i − 1, j + 1) (i, j + 1) (i + 1, j + 1)

(i − 1, j) (i, j) (i + 1, j)
(i − 1, j − 1) (i, j − 1) (i + 1, j − 1)

⎤

⎦. (7)

Correlations between cells on opposing lattice edges are not considered. The
result of this edge condition is that Gi+1,j is not necessarily equal to Gi−1,j . In
addition the differences between the horizontal (vertical) and two diagonal mean
information rates reveal left/right (up/down), primary and secondary diagonals
of 2D patterns. So the sequence of generated configurations by a multi-state
2D cellular automaton can be analysed by the differences between the vertical
(i, j ± 1), horizontal (i ± 1, j), primary diagonal (Pd) and secondary diagonal
(Sd) mean information gains by

ΔGi,j±1 = |Gi,j+1 − Gi,j−1|, (8a)

ΔGi±1,j = |Gi−1,j − Gi+1,j |, (8b)

ΔGPd
= |Gi−1,j+1 − Gi+1,j−1|, (8c)

ΔGSd
= |Gi+1,j+1 − Gi−1,j−1|. (8d)

The mean information gains of the sample patterns in Fig. 1 are presented in
Fig. 3. The merits of ΔGs in discriminating structurally different patterns, the
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(a) (b)
H = 1.58496 H = 1.58496

ΔGi,j±1 = 0 ΔGi,j±1 = 0.00078

ΔGi±1,j = 0 ΔGi±1,j = 0.00009

ΔGPd = 0 ΔGPd = 0.00052

ΔGSd = 0 ΔGSd = 0.00109

Fig. 3. The comparison of H with ΔGs for ordered and random 2D patterns with
equally probable distribution of elements.

full symmetrical (Fig. 3a), the structureless and random (Fig. 3b), are clearly
evident.

4 Experiments and Results

A series of experiments was designed to investigate the effectiveness of ΔGs
in quantifying order (i.e. symmetry) and complexity of patterns generated by
a multi-state 2D cellular automaton. A cellular automaton considered for the
purpose of experimentations is specified in Table 1. The update rule maps four
states, represented by red, blue, orange and white; the quiescent state is white.

The experiments are conducted with three different ICs: (1) all white cells
except for a single blue cell at the centre of 65 × 65 lattice (Fig. 4a), (2) a 6 cell
configuration (Fig. 4b) and (3) a random configuration with 2957 white quiescent
states, 417 orange, 403 blue and 448 red cells (Fig. 4c). The update rule has been

Table 1. The update rule of experimental cellular automaton.

L = 65 × 65 (4225 cells).
S = {0, 1, 2, 3} ≡ {�, �, �, �}
N : Moore neighbourhood
f : S9 �→ S

f(si,j)(t) = si,j(t + 1) =

⎧
⎪⎪⎨

⎪⎪⎩

1 if s(i,j)(t) = 0 and σ = 1, 3
2 if s(i,j)(t) = 1 and σ = 1 − 8
3 if s(i,j)(t) = 2 and σ = 0 − 8
0 otherwise

⎫
⎪⎪⎬

⎪⎪⎭

where σ is the sum total of the neighbourhood states.
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(a) (b) (c)

Fig. 4. The three different ICs (Color figure online).

iterated synchronously for 100 successive time steps. The sequence of generated
configurations are analysed by Eqs. 8a, b, c and d. Figures 5, 7 and 9 illustrate the
space-time diagrams for a sample of time steps starting from the three ICs.

The behaviour of cellular automaton starting from the single cell IC is a
sequence of symmetrical patterns (Fig. 5). The measurements of ΔGs are con-
stant for the 100 time steps (ΔGi,j±1 = ΔGi,j±1 = ΔGPd

= ΔGSd
= 0) (Fig. 6).

This indicates the development of full symmetrical patterns along the up/down,
left/right, primary diagonal and secondary diagonal directions.

The behaviour of cellular automaton from the 6 cell IC is a sequence of sym-
metrical patterns with primary diagonal orientations (Fig. 7). The measurements
of ΔGs, and especially ΔGPd

are reflecting the orientation of symmetries (Fig. 8)
where ΔGPd

= 0 for 100 time steps.
The behaviour of cellular automaton starting from the random IC is a

sequence of irregular structures with local structures (Fig. 9). ΔGs rates for
random IC are plotted in Fig. 10. The measurements of ΔGs are different for all

t = 0 t = 20 t = 40

t = 60 t = 80 t = 100

Fig. 5. Space-time diagram of the experimental cellular automaton for sample time
steps starting from the single cell IC.
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Fig. 6. Measurements of ΔGs for 100 time steps starting from the single IC.

t = 0 t = 20 t = 40

t = 60 t = 80 t = 100

Fig. 7. Space-time diagram of the experimental cellular automaton for sample time
steps starting from the 6 cell IC.

Fig. 8. Measurements of ΔGs for 100 time steps starting from the 6 cell IC.
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t = 0 t = 20 t = 40

t = 60 t = 80 t = 100

Fig. 9. Space-time diagram of the experimental cellular automaton for sample time
steps starting from the random IC (Fig. 4c).

Fig. 10. Measurements of ΔGs for 100 time steps starting from the random IC.

the directional measurements (ΔGi,j±1 �= ΔGi,j±1 �= ΔGPd
�= ΔGSd

). This is
an indicator of the development of irregular structures.

The measurements of H rates for three ICs are plotted in Fig. 11. It is clear
that entropy fails to discriminate structural variations in the three set of patterns
generated by experimental cellular automaton rule. These experiments demon-
strate that a cellular automaton rule seeded with different ICs leads to the for-
mation of patterns with structurally different characteristics. The gradient of the
ΔGs rate along lattice axes is able to detect the symmetrical patterns, including
their orientation from the unstructured random configuration generated by this
particular multi-state 2D cellular automaton.
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Fig. 11. Measurements of H for 100 time steps starting from the three ICs.

5 Conclusion

One of the earliest and most well-known bio-inspired models of self-replicating
systems is cellular automata (CA). Multi-state two dimensional (2D) CA are
capable of generating complex and often aesthetically pleasing configurations.
The focus of this work, is an information-theoretic classification of order and
complexity in these patterns.

Among the most used statistical measures in the field is entropy which fails
to provide a comprehensive picture on the structure of a given input pattern.
Mean information gain, on the other hand, is based on correlations between
homogeneity and heterogeneity of elements which takes into account conditional
and joint probabilities between pairs of elements in 2D plane. Using different
initial conditions of a multi-state 2D cellular automaton, this paper presents
a set experiments to investigate the behaviour of mean information gain and
demonstrate its efficiency in distinguishing structurally different configurations.
As shown in the paper, mean information gain presents a particularly competi-
tive behaviour in distinguishing symmetries and their orientation.

Acknowledging that CA are one of the generative tools used in computer art,
exploring techniques to evaluate the aesthetic qualities of CA generated patterns
plays a significant role in enriching the automation of CA art. Furthermore,
since information gain measure is based on correlations between homogeneity
and heterogeneity of elements, it exhibits a promising application for pattern
classification.
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Abstract. The firing squad synchronization problem (FSSP) on cellu-
lar automata has been studied extensively for more than fifty years, and
a rich variety of synchronization algorithms has been proposed. Here we
consider the FSSP from a view point of state-change-complexity that
models the energy consumption of SRAM-type storage with which cel-
lular automata might be built. In the present paper, we construct an
n − 2 + max(k, n − k + 1) minimum-time, Θ(n log n) minimum-state-
change generalized FSSP (GFSSP, for short) algorithm for synchroniz-
ing any one-dimensional (1D) cellular automaton of length n, where the
synchronization operations are started from any position k (1 ≤ k ≤ n)
in the array. The realized minimum-time GFSSP algorithm can be
implemented on a cellular automaton with 215 internal states and 4077
state-transition rules and has a minimum-state-change complexity. The
algorithm is optimum not only in time but also in state-change com-
plexity. The implemented minimum-time GFSSP algorithm is the first
one having the minimum-state-change complexity. In addition, we also
present a six-state 145-rule non-minimum-time, minimum-state-change
GFSSP algorithm. The implemented GFSSP algorithm is a smallest one,
known at present, in number of states of the finite state automaton.

Keywords: Cellular automaton · Firing squad synchronization prob-
lem · FSSP · State-change complexity

1 Introduction

We study a synchronization problem that gives a finite-state protocol for
synchronizing large-scale cellular automata. The synchronization in cellular
automata has been known as a firing squad synchronization problem (FSSP)
since its development, in which it was originally proposed by J. Myhill in Moore
(1964) to synchronize some/all parts of self-reproducing cellular automata. The
problem has been studied extensively for more than fifty years, and a rich variety
of synchronization algorithms has been proposed.

Here we consider the FSSP from a view point of state-change-complexity
that models the energy consumption of SRAM-type storage with which cellu-
lar automata might be built. In the present paper, we construct an n − 2 +
c© Springer International Publishing Switzerland 2015
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max(k, n − k + 1) minimum-time, Θ(n log n) minimum-state-change generalized
FSSP (GFSSP, for short) algorithm for synchronizing any one-dimensional (1D)
cellular automaton of length n, where the synchronization operations are started
from any position k (1 ≤ k ≤ n) in the array. The realized minimum-time GFSSP
algorithm can be implemented on a cellular automaton with 215 internal states
and 4077 state-transition rules and has a minimum-state-change complexity.
The algorithm is optimum not only in time but also in state-change complex-
ity. The implemented minimum-time GFSSP algorithm is the first one having
the minimum-state-change complexity. Some snapshots for the generalized syn-
chronization processes are also given. In addition, we present a six-state 145-rule
non-minimum-time, minimum-state-change GFSSP algorithm. The implemented
GFSSP algorithm is a smallest one, known at present, in number of states of the
finite state automaton.

In Sect. 2 we give a description of the 1D FSSP and review some basic results
on FSSP algorithms. Sections 3 and 4 give new implementations and generaliza-
tions to the GFSSP algorithms having minimum-state-change complexities.

2 Firing Squad Synchronization Problem

2.1 Definition of Firing Squad Synchronization Problem

The firing squad synchronization problem (FSSP, for short) is formalized in
terms of a model of cellular automata. Consider a 1D array of finite state
automata. All cells (except the end cells) are identical finite state automata. The
array operates in lock-step mode such that the next state of each cell (except
the end cells) is determined by both its own present state and the present states
of its right and left neighbors. All cells (soldiers), except one general cell, are
initially in the quiescent state at time t = 0 and have the property whereby
the next state of a quiescent cell having quiescent neighbors is the quiescent
state. At time t = 0 the general cell is in the fire-when-ready state, which is
an initiation signal to the array. The FSSP is stated as follows: given an array
of n identical cellular automata, including a general on the left end which is
activated at time t = 0, we want to give the description (state set and next-state
transition function) of the automata so that, at some future time, all of the cells
will simultaneously and, for the first time, enter a special firing state. The initial
general is on the left end of the array in the original FSSP.

C1 C2 C4 Cn

...
C3

Fig. 1. A one-dimensional (1D) cellular automaton.

Figure 1 shows a finite 1D cellular array consisting of n cells, denoted by Ci,
where 1 ≤ i ≤ n. The set of states and the next-state transition function must
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be independent of n. Without loss of generality, we assume n ≥ 2. The tricky
part of the problem is that the same kind of soldiers having a fixed number of
states must be synchronized, regardless of the length n of the array.

A formal definition of the FSSP is as follows: A cellular automaton M is a
pair M = (Q, δ), where

1. Q is a finite set of states with three distinguished states G, Q, and F. G is an
initial general state, Q is a quiescent state, and F is a firing state, respectively.

2. δ is a next state function such that δ : Q∪{∗}×Q×Q∪{∗} → Q. The state
* /∈ Q is a pseudo state of the border of the array.

3. The quiescent state Q must satisfy the following conditions: δ(Q, Q, Q) =
δ(∗, Q, Q) = δ(Q, Q, ∗) = Q.

A cellular automaton of length n, Mn consisting of n copies of M is a 1D
array of M, numbered from 1 to n. Each M is referred to as a cell and denoted
by Ci, where 1 ≤ i ≤ n. We denote a state of Ci at time (step) t by Sti, where
t ≥ 0, 1 ≤ i ≤ n. A configuration of Mn at time t is a function Ct : [1, n] → Q and
denoted as St1S

t
2 .... Stn. A computation of Mn is a sequence of configurations

of Mn, C0, C1, C2, ...., Ct, ..., where C0 is a given initial configuration. The
configuration at time t + 1, Ct+1, is computed by synchronous applications of
the next transition function δ to each cell of Mn in Ct such that:

St+1
1 = δ(∗, St1, S

t
2), S

t+1
i = δ(Sti−1, S

t
i, S

t
i+1), and St+1

n = δ(Stn−1, S
t
n, ∗).

A synchronized configuration of Mn at time t is a configuration Ct, Sti = F, for
any 1 ≤ i ≤ n.

The FSSP is to obtain an M such that, for any n ≥ 2,

1. A synchronized configuration at time t = T (n), CT (n) =

n︷ ︸︸ ︷
F, · · · , F can be

computed from an initial configuration C0 = G

n−1︷ ︸︸ ︷
Q, · · · , Q.

2. For any t, i such that 1 ≤ t ≤ T (n) − 1, 1 ≤ i ≤ n, Sti �= F.

The generalized FSSP (GFSSP) is to obtain an M such that, for any n ≥ 2
and for any k such that 1 ≤ k ≤ n,

1. A synchronized configuration at time t = T (n), CT (n) =

n︷ ︸︸ ︷
F, · · · , F can be

computed from an initial configuration C0 =

k−1︷ ︸︸ ︷
Q, · · · , Q G

n−k︷ ︸︸ ︷
Q, · · · , Q.

2. For any t, i, such that 1 ≤ t ≤ T (n) − 1, 1 ≤ i ≤ n, Sti �= F.

No cells fire before time t = T (n). We say that Mn is synchronized at time
t = T (n) and the function T (n) is a time complexity for the synchronization.

2.2 Some Related Results

Here we summarize some basic results on FSSP algorithms. See Umeo (2009)
for a survey on FSSP algorithms.



164 H. Umeo et al.

t = t0
Time

1/1

1/3

1/7

1/15

Fire
t = t0 + 2n-2 + Δt

half

quarterquarter

1/1

1/3

1/7

t = t1= t0 + n-1

t = t2 = t0 + n-1+Δt

Thawing 
  signal

n1    2    3

Frozen

Wake-up signal

t = 0

1 2 3 4 5 6 7 8 9 10 11 12

0 L L L L L L L L L L L L
1 L L L L L L L L L L L L
2 L L L L L L L L L L L L
3 M L L L L L L L L L L L
4 M C L L L L L L L L L L
5 M C C L L L L L L L L L
6 M C R C L L L L L L L L
7 M C R B C L L L L L L L
8 M C C B R C L L L L L L
9 M C C R R B C L L L L L

10 M C C R B B R C L L L L
11 M C C C B R R B C L L L
12 M C R C R R B B R C L L
13 M C R C R B B R R B C L
14 M C R C C B R R B B R FM
15 M C R B C R R B B R R FM
16 M C C B C R B B R R R FM
17 M C C B C C B R R R R FM
18 M C C B R C R R R R R FM
19 M C C R R C R R R R R M
20 M C C R R C R R R R Q M
21 M C C R R C R R R Q Q M
22 M C C R R C R R Q L Q M
23 M C C R R C R Q A L Q M
24 M C C R R C Q L A Q Q M
25 M C C R R M M L L Q Q M
26 M C C R Q M M C L Q Q M
27 M C C Q Q M M C C Q Q M
28 M C M M Q M M C M M Q M
29 M M M M M M M M M M M M
30 F F F F F F F F F F F F

Freezing 
 signal

Freezing 
 signal

Thawing 
  signal

Δt

Fig. 2. Space-time diagram for delayed firing squad synchronization scheme based on
the freezing-thawing technique (left) and delayed (for Δt = 5) configuration on n = 12
cells (right).

• Minimum-time FSSP algorithm with a general at one end
The FSSP problem was first solved by J. McCarthy and M. Minsky who pre-
sented a 3n-step algorithm for n cells. In 1962, the first minimum-time, i.e.
(2n − 2)-step, synchronization algorithm was presented by Goto (1962), with
each cell having several thousands of states. Waksman (1966) presented a
16-state minimum-time synchronization algorithm. Afterward, Balzer (1967)
and Gerken (1987) developed an eight-state algorithm and a seven-state syn-
chronization algorithm, respectively, thus decreasing the number of states
required for the synchronization. In 1987, Mazoyer (1987) developed a six-
state synchronization algorithm which, at present, is the algorithm having
the fewest states. Yunès (2008c) gave a new Goto-type minimum-time FSSP
algorithm using minimum-time 4-state partial solutions in Yunès (2008b).

Theorem 1 Goto (1962), Waksman (1966). There exists a cellular automaton
that can synchronize any 1D array of length n in minimum 2n−2 steps, where
the general is located at a left (or right) end.

• Generalized minimum-time FSSP algorithm
The generalized FSSP (GFSSP, for short) has been also studied, where an
initial general can be located at any position in the array. The same kind of
soldiers having a fixed number of states must be synchronized, regardless of
the position k of the general and the length n of the array. Moore and Langdon
(1968) first considered the problem and presented a 17-state minimum-time
GFSSP algorithm, i.e. operating in n−2+max(k, n−k+1) steps for n cells with
the general on the kth cell from left end of the array. See Umeo, Kamikawa,
Nishioka and Akiguchi (2010) for a survey on GFSSP algorithms and their
implementations. Concerning the GFSSP, it has been shown impossible to
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synchronize any array of length n less than n − 2 + max(k, n − k + 1) steps,
where the general is located on Ck, 1 ≤ k ≤ n.

Theorem 2 Moore and Langdon (1968) (Lower Bounds). The minimum-time
in which the generalized firing squad synchronization could occur is no earlier
than n − 2 + max(k, n − k + 1) steps, where the general is located on the kth
cell from left end.

Theorem 3 Umeo et al. (2010). There exists an 8-state cellular automaton
that can synchronize any 1D array of length n in minimum n−2+max(k, n−
k + 1) steps, where the general is located on the kth cell from left end.

• Delaying synchronization steps
We introduce a freezing-thawing technique that yields a delayed synchroniza-
tion for 1D arrays. The technique was developed by Umeo (2004) for designing
several fault-tolerant FSSP algorithms for 1D arrays. The freezing-thawing
technique will be employed efficiently in the next section for the design of a
minimum-time minimum-state-change GFSSP algorithm.

Theorem 4 Umeo (2004). Let t0, t1, t2 and Δt be any integer such that
t0 ≥ 0, t1 = t0 + n − 1, t1 ≤ t2 and Δt = t2 − t1. We assume that a usual
synchronization operation is started at time t = t0 by generating a special
signal which acts as a general at the left end of 1D array of length n. We also
assume that the right end cell of the array receives another special signals
from outside at time t1 = t0 + n − 1 and t2 = t1 + Δt, respectively. Then,
there exists a 1D cellular automaton that can synchronize the array of length
n at time t = t0 + 2n − 2 + Δt. (Fig. 2)

The array operates as follows:
1. Start a minimum-time FSSP algorithm at time t = t0 at the left end

of the array. A 1/1 speed, i.e., 1 cell per 1 step, signal is propagated
towards the right direction to wake-up cells in quiescent state. We refer
the signal as wake-up signal. A freezing signal is given from outside at
time t1 = t0+n−1 at the right end of the array. The signal is propagated
in the left direction at its maximum speed, that is, 1 cell per 1 step, and
freezes the configuration progressively. Any cell that receives the freezing
signal from its right neighbor has to stop its state-change and transmit
the freezing signal to its left neighbor. The frozen cell keeps its state as
long as no thawing signal will arrive.

2. A special signal supplied with outside at the right end at time t2 = t1+Δt
is used as a thawing signal that thaws the frozen configuration progres-
sively. The thawing signal forces the frozen cell to resume its state-change
procedures immediately. See Fig. 3 (left). The signal is also transmitted
toward the left end at speed 1/1.

The readers can see how those three special signals work. We can freeze the
entire configuration during Δt steps and delay the synchronization on the array
for Δt steps. Figure 3 (right) shows some snapshots of delayed (for Δt = 5)
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configurations for minimum-time synchronization algorithm on 12 cells. In
this example, note that the wake-up signal is supplied with the array at time
t0 = 3. We refer the scheme as freezing-thawing technique.

• State-change complexity
Vollmar (1982) introduced a state-change complexity in order to measure the
efficiency of cellular automata, motivated by energy consumption in certain
SRAM-type memory systems. The state-change complexity is defined as the
sum of proper state changes of the cellular space during the computations. A
formal definition is as follows: Consider an FSSP (GFSSP) algorithm operating
on n cells. Let T (n)(T (k, n)) be synchronization steps of the FSSP (GFSSP)
algorithm. We define a matrix C of size T (n) × n (T (n) rows, n columns)
(T (k, n) × n (T (k, n) rows, n columns)) over {0, 1}, where each element ci,j
on ith row, jth column of the matrix is defined:

ci,j =

{
1 Sji �= Sj−1

i

0 otherwise.
(1)

The state-change complexity SC(n)(SCg(n)) of the FSSP (GFSSP) algorithm
is the sum of 1’s elements in C defined as:

SC(n) =
T (n)∑

j=1

n∑

i=1

ci,j . (2)

SCg(n) = 1/n

n∑

k=1

T (k,n)∑

j=1

n∑

i=1

ci,j . (3)

Vollmar (1982) showed that Ω(n log n) state-changes are required for synchro-
nizing n cells in (2n − 2) steps.

Theorem 5 Vollmar (1982). Ω(n log n) state-change is necessary for synchro-
nizing n cells in minimum-steps.

Gerken (1987) presented a minimum-time, Θ(n log n) minimum-state-change
FSSP algorithm with a general at one end.

Theorem 6 Gerken (1987). Θ(n log n) state-change is sufficient for synchro-
nizing n cells in 2n − 2 steps.

3 A Minimum-Time, Minimum-State-Change GFSSP
Algorithm

3.1 A General Methodology for Designing Minimum-Time GFSSP
Algorithms

In this section we develop a general methodology for designing a minimum-
time GFSSP algorithm based on freezing-thawing technique. We can construct
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Fig. 3. Space-time diagram for the construction of generalized minimum-time FSSP
algorithm.

a minimum-time GFSSP algorithm from any minimum-time FSSP algorithm
with a general at one end.

Consider a cellular array C1, C2, ..., Cn of length n with an initial general
on Ck, where 1 ≤ k ≤ n. At time t = 0 the general sends a unit speed (1 cell/1
step) signal to both ends. The cell Ck keeps its state to indicate its position
on the array. The signal reaches at the left and right ends at time t = k − 1
and t = n − k, respectively, and generates a new general, denoted as GL and
GR at each end. In Fig. 3, we illustrate a space-time diagram for the GFSSP
construction. Each general, GL and GR, starts minimum-time synchronization
operation for the cellular space where the general is at its end by sending out
a wake-up signal. At time t = n − 1 the two signals collide with each other on
the cell Cn−k+1 and the cellular space is divided into two parts by the collision.
First, we consider the case where the initial general is in the left half of the given
cellular space, i.e. k ≤ n − k + 1. The wake-up signal generated by GL reaches
Ck at time t = 2k − 2, then collides with the wake-up signal generated by GR.
The larger part (left one in this case) is synchronized by a usual way, however,
the small one is synchronized with time delay Δt = n − 2k + 1. The wake-up
signal for the larger part splits into two signals on Ck, one is an original wake-up
signal and the other is a new slow signal which follows the wake-up signal at 1/2-
speed. Note that the wake-up signal for the smaller part (right one in this case)
never reaches Ck. As for the synchronization for the smaller part, a freezing-
signal is generated at time t1 = n − 1 on Cn−k+1 and the state configuration
in the smaller part is frozen by the propagation of the 1/1-speed right-going
freezing signal. At time t2 = 2n − 2k, the split slow signal reaches Cn−k+1

and there a thawing signal is generated. The thawing signal thaws the frozen
configuration progressively. Theorem 4 shows that the smaller part of length k
is synchronized at time t = 2n − k − 1. The larger part is also synchronized
at time t = 2n − k − 1. Thus, the whole space can be synchronized at time
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t = 2n − k − 1 = n − 2 + max(k, n − k + 1). Similar discussions can be made in
the case where the initial general is in the right half of the cellular space. It is
seen that any minimum-time FSSP algorithm with a general at one end can be
embedded as a sub-algorithm for the synchronization of divided parts. Thus, we
have:
Theorem 7. The schema given above can realize a minimum-time GFSSP algo-
rithm by implementing two minimum-time FSSP algorithms with a general at
one end.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

0 Q Q Q Q Q Q G Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
1 Q Q Q Q Q -< GM>- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
2 Q Q Q Q -< -< GM>- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
3 Q Q Q -< -< Q GM Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
4 Q Q -< -< Q Q GM Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
5 Q -< -< Q Q Q GM Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
6 )- -< Q Q Q Q GM Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
7 !! >- Q Q Q Q GM Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
8 !! 1- >- Q Q Q GM Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
9 !! 2- Q >- Q Q GM Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

10 !! Q 1- Q >- Q GM Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
11 !! 3- 2- Q Q >- GM Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q
12 !! 4- \| 1- Q Q >G Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q Q
13 !! 5- |- 2\ Q Q *2- ]- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q Q
14 !! 6- |- Q 1\ Q Q *1- ]- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q Q
15 !! 7- |- Q 2- |\ Q *2- Q ]- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q Q
16 !! Q 3| Q Q 1- |- Q *1- Q ]- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q Q
17 !! Q 4| Q Q 2- |- Q *2- Q Q ]- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q Q
18 !! Q 5| Q Q /- 1| Q Q *1- Q Q ]- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q Q
19 !! Q 6| Q /- Q 2| Q Q *2- Q Q Q ]- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q Q
20 !! Q 7| /- Q Q |- 1- Q Q *1- Q Q Q ]- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q Q
21 !! Q |- 3\ Q Q |- 2- Q Q *2- Q Q Q Q ]- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q Q
22 !! Q |- 4- \- Q |- Q 1- Q Q *1- Q Q Q Q ]- Q Q Q Q Q Q Q Q Q Q >- >- Q Q Q
23 !! Q |- 5- Q \- |- Q 2- Q Q *2- Q Q Q Q Q ]- Q Q Q Q Q Q Q Q Q Q >- >- Q Q
24 !! Q |- 6- Q Q \| Q Q 1- Q Q *1- Q Q Q Q Q ]- Q Q Q Q Q Q Q Q Q Q >- >- Q
25 !! Q |- 7- Q Q |- \- Q 2- Q Q *2- Q Q Q Q Q Q ]- Q Q Q Q Q Q Q Q Q Q >- -(
26 !! Q |- Q 3- Q |- Q \- Q 1- Q Q *1- Q Q Q Q Q Q ]- Q Q Q Q Q Q Q Q Q -< !!
27 !! Q |- Q 4- Q |- Q Q \- 2- Q Q *2- Q Q Q Q Q Q Q ]- Q Q Q Q Q Q Q -< -1 !!
28 !! Q |- Q 5- Q |- Q Q Q \- 1- Q Q *1- Q Q Q Q Q Q Q ]- Q Q Q Q Q -< Q -2 !!
29 !! Q |- Q 6- Q |- Q Q Q Q 2\ Q Q *2- Q Q Q Q Q Q Q Q ]- Q Q Q -< Q -1 Q !!
30 !! Q |- Q 7- Q |- Q Q Q Q Q 1\ Q Q *1- Q Q Q Q Q Q Q Q ]- Q -< Q Q -2 -3 !!
31 !! Q |- Q Q 3- |- Q Q Q Q Q 2- |\ Q *2- Q Q Q Q Q Q Q Q Q G> Q Q -1 |/ -4 !!
32 !! Q |- Q Q 4- |- Q Q Q Q Q Q 1- |- Q *1- Q Q Q Q Q Q Q -(*GM*)- Q /2 -| -5 !!
33 !! Q |- Q Q 5- |- Q Q Q Q Q Q 2- |- Q *2- Q Q Q Q Q Q -( Q*GMQ *!] Q -| -6 !!
34 !! Q |- Q Q 6- |- Q Q Q Q Q Q /- 1| Q Q *1- Q Q Q Q -( Q Q*GMQ *]! *)- -| -7 !!
35 !! Q |- Q Q 7- |- Q Q Q Q Q /- Q 2| Q Q *2- Q Q Q -( Q Q Q*GMQ *]! Q *!< Q !!
36 !! Q |- Q Q Q 3| Q Q Q Q /- Q Q |- 1- Q Q *1- Q -( Q Q Q Q*GMQ *]! Q *!< Q !!
37 !! Q |- Q Q Q 4| Q Q Q /- Q Q Q |- 2- Q Q *2- -( Q Q Q Q Q*GMQ *]! Q *!< Q !!
38 !! Q |- Q Q Q 5| Q Q /- Q Q Q Q |- Q 1- Q -( *1- Q Q Q Q Q*GMQ *]! Q *!< Q !!
39 !! Q |- Q Q Q 6| Q /- Q Q Q Q Q |- Q 2- :[ Q *2- Q Q Q Q Q*GMQ *]! Q *!< Q !!
40 !! Q |- Q Q Q 7| /- Q Q Q Q Q Q |- Q -[ !- Q Q *1- Q Q Q Q*GMQ *]! Q *!< Q !!
41 !! Q |- Q Q Q |- 3\ Q Q Q Q Q Q |- <] -1 !! >- Q *2- Q Q Q Q*GMQ *]! Q *!< Q !!
42 !! Q |- Q Q Q |- 4- \- Q Q Q Q Q -! Q -u !! 1- >- Q *1- Q Q Q*GMQ *]! Q *!< Q !!
43 !! Q |- Q Q Q |- 5- Q \- Q Q Q -< !! Q -u !! 2- Q >- *2- Q Q Q*GMQ *]! Q *!< Q !!
44 !! Q |- Q Q Q |- 6- Q Q \- Q -< -1 !! Q -u !! Q 1- Q >- *1- Q Q*GMQ *]! Q *!< Q !!
45 !! Q |- Q Q Q |- 7- Q Q Q -< Q -2 !! Q -u !! 3- 2- Q Q *2> Q Q*GMQ *]! Q *!< Q !!
46 !! Q |- Q Q Q |- Q 3- Q -< Q -1 Q !! Q -u !! 4- \| 1- Q Q *1> Q*GMQ *]! Q *!< Q !!
47 !! Q |- Q Q Q |- Q 4- -< Q Q -2 -3 !! Q -u !! 5- |- 2\ Q Q *2- >-*GMQ *]! Q *!< Q !!
48 !! Q |- Q Q Q |- Q -< -) Q -1 |/ -4 !! Q -u !! 6- |- Q 1\ Q Q *1- (G Q *]! Q *!< Q !!
49 !! Q |- Q Q Q |- )- Q Q -) /2 -| -5 !! Q -u !! 7- |- Q 2- |\ Q *(2*GMQ *]! Q *!< Q !!
50 !! Q |- Q Q Q -! Q )- Q /1 -) -| -6 !! Q -u !! Q 3| Q Q 1- <g Q>GMQ *]! Q *!< Q !!
51 !! Q |- Q Q -< !! Q Q ]: -2 Q )| -7 !! Q -u !! Q 4| Q Q -< :! Q*GM)- *]! Q *!< Q !!
52 !! Q |- Q -< -1 !! Q Q -! ]- Q |3 -) !! Q -u !! Q 5| Q -< -1 !- Q*GMQ ]! Q *!< Q !!
53 !! Q |- )- Q -2 !! Q -< !! 1- [> |4 Q )! Q -u !! Q 6| )- Q -2 !! >-*GM-< !! [> *!< Q !!
54 !! Q -! Q ]! Q !! )- -1 !! u- -( !- Q !! )- -u !! Q -! Q ]! Q !! 1- (G) -1 !! Q !< Q !!
55 !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !!
56 F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

0 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q G Q Q Q Q Q Q Q Q Q Q Q Q

1 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q -< GM >- Q Q Q Q Q Q Q Q Q Q Q

2 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q -< -< GM >- >- Q Q Q Q Q Q Q Q Q Q

3 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q -< -< Q GM Q >- >- Q Q Q Q Q Q Q Q Q

4 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q -< -< Q Q GM Q Q >- >- Q Q Q Q Q Q Q Q

5 Q Q Q Q Q Q Q Q Q Q Q Q Q Q -< -< Q Q Q GM Q Q Q >- >- Q Q Q Q Q Q Q

6 Q Q Q Q Q Q Q Q Q Q Q Q Q -< -< Q Q Q Q GM Q Q Q Q >- >- Q Q Q Q Q Q

7 Q Q Q Q Q Q Q Q Q Q Q Q -< -< Q Q Q Q Q GM Q Q Q Q Q >- >- Q Q Q Q Q

8 Q Q Q Q Q Q Q Q Q Q Q -< -< Q Q Q Q Q Q GM Q Q Q Q Q Q >- >- Q Q Q Q

9 Q Q Q Q Q Q Q Q Q Q -< -< Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q >- >- Q Q Q

10 Q Q Q Q Q Q Q Q Q -< -< Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q Q >- >- Q Q

11 Q Q Q Q Q Q Q Q -< -< Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q Q Q >- >- Q

12 Q Q Q Q Q Q Q -< -< Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q Q Q Q >- -(

13 Q Q Q Q Q Q -< -< Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q Q Q Q -< !!

14 Q Q Q Q Q -< -< Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q Q Q -< -1 !!

15 Q Q Q Q -< -< Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q Q -< Q -2 !!

16 Q Q Q -< -< Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q Q -< Q -1 Q !!

17 Q Q -< -< Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q Q -< Q Q -2 -3 !!

18 Q -< -< Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q Q -< Q Q -1 |/ -4 !!

19 )- -< Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q Q -< Q Q Q /2 -| -5 !!

20 !! >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q Q -< Q Q Q /1 Q -| -6 !!

21 !! 1- >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q Q -< Q Q Q /| -2 Q -| -7 !!

22 !! 2- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM Q -< Q Q Q -| -1 Q Q |3 Q !!

23 !! Q 1- Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q Q GM -< Q Q Q Q -| -2 Q Q |4 Q !!

24 !! 3- 2- Q Q >- Q Q Q Q Q Q Q Q Q Q Q Q Q G< Q Q Q Q Q |1 -\ Q Q |5 Q !!

25 !! 4- \| 1- Q Q >- Q Q Q Q Q Q Q Q Q Q Q -[ *-2 Q Q Q Q Q |2 Q -\ Q |6 Q !!

26 !! 5- |- 2\ Q Q Q >- Q Q Q Q Q Q Q Q Q -[ *-1 Q Q Q Q Q -1 -| Q Q -\ |7 Q !!

27 !! 6- |- Q 1\ Q Q Q >- Q Q Q Q Q Q Q -[ Q *-2 Q Q Q Q Q -2 -| Q Q /3 -| Q !!

28 !! 7- |- Q 2- |\ Q Q Q >- Q Q Q Q Q -[ Q *-1 Q Q Q Q Q -1 Q -| Q -/ -4 -| Q !!

29 !! Q 3| Q Q 1- |- Q Q Q >- Q Q Q -[ Q Q *-2 Q Q Q Q Q -2 Q -| -/ Q -5 -| Q !!

30 !! Q 4| Q Q 2- |- Q Q Q Q >- Q -[ Q Q *-1 Q Q Q Q Q -1 Q Q |/ Q Q -6 -| Q !!

31 !! Q 5| Q Q /- 1| Q Q Q Q Q <G Q Q Q *-2 Q Q Q Q Q -2 Q -/ -| Q Q -7 -| Q !!

32 !! Q 6| Q /- Q 2| Q Q Q Q *-( *GM )- Q *-1 Q Q Q Q Q -1 Q -/ Q -| Q -3 Q -| Q !!

33 !! Q 7| /- Q Q |- 1- Q Q *-( Q *GM Q )- *-2 Q Q Q Q Q -2 -/ Q Q -| Q -4 Q -| Q !!

34 !! Q |- 3\ Q Q |- 2- Q *-( Q Q *GM Q *-1 )- Q Q Q Q -1 -/ Q Q Q -| Q -5 Q -| Q !!

35 !! Q |- 4- \- Q |- Q *[! Q Q Q *GM Q *-2 Q )- Q Q Q /2 Q Q Q Q -| Q -6 Q -| Q !!

36 !! Q |- 5- Q \- |- *-( *![ Q Q Q *GM*-1 Q Q Q )- Q /1 Q Q Q Q Q -| Q -7 Q -| Q !!

37 !! Q |- 6- Q Q *(| Q *![ Q Q Q *GM*-2 Q Q Q Q ]: -2 Q Q Q Q Q -| -3 Q Q -| Q !!

38 !! Q |- 7- Q *-( |- Q *![ Q Q Q GM< Q Q Q Q Q -! ]- Q Q Q Q Q -| -4 Q Q -| Q !!

39 !! Q |- Q *<) Q |- Q *![ Q Q -( *GM Q Q Q Q -< !! 1- ]- Q Q Q Q -| -5 Q Q -| Q !!

40 !! Q |- Q *<) Q |- Q *![ Q -( Q *GM Q Q Q -< -1 !! 2- Q ]- Q Q Q -| -6 Q Q -| Q !!

41 !! Q |- Q *<) Q |- Q *![ -( Q Q *GM Q Q -< Q -2 !! Q 1- Q ]- Q Q -| -7 Q Q -| Q !!

42 !! Q |- Q *<) Q |- Q ![ Q Q Q *GM Q -< Q -1 Q !! 3- 2- Q Q ]- Q |3 Q Q Q -| Q !!

43 !! Q |- Q *<) Q |- <] !! >- Q Q *GM -< Q Q -2 -3 !! 4- \| 1- Q Q [> |4 Q Q Q -| Q !!

44 !! Q |- Q *<) Q -! Q !! 1- >- Q G) Q Q -1 |/ -4 !! 5- |- 2\ Q [- -( !- Q Q Q -| Q !!

45 !! Q |- Q *<) -< !! Q !! 2- Q >- *GM )- Q /2 -| -5 !! 6- |- Q [v -( Q !! >- Q Q -| Q !!

46 !! Q |- Q <) -1 !! Q !! Q 1- Q (G Q ]! Q -| -6 !! 7- |- [- ![ Q Q !! 1- >- Q -| Q !!

47 !! Q |- )- Q )2 !! Q !! 3- 2- :[ *GM -< !! [> -| -7 !! Q y| <] !! >- Q !! 2- Q -( -| Q !!

48 !! Q -! Q ]! Q )! Q !! 4- -< !- G) -1 !! Q !< Q !! Q y! Q !! 1- -( !! Q ![ Q !- Q !!

49 !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !! !!

50 F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F

Fig. 4. Snapshots of configurations for minimum-time, minimum-state-change GFSSP
algorithm developed on n = 32 cells with a general on C7 (left) and C20 (right),
respectively.

3.2 A Minimum-Time, Minimum-State-Change GFSSP Algorithm

In order to get a minimum-time, minimum-state-change GFSSP algorithm, we
embed Gerken’s FSSP algorithms with a general at left/right end. The state-
change complexity for the right and left parts are O((n − k + 1) log(n − k + 1))
and O(k log k), thus the total state-change-complexity of the constructed GFSSP
algorithm is O((n − k + 1) log(n − k + 1)) + O(k log k) ≤ O(n log n).
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Thus, we have:
Theorem 8. There exists a minimum-time, minimum-state-change GFSSP algo-
rithm.

Figure 4 shows some snapshots for the constructed GFSSP algorithm on
32 cells. We also show a comparison of state-change complexities among sev-
eral GFSSP algorithms in Fig. 5.
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Fig. 5. A comparison of state-change complexities among several minimum-time
GFSSP algorithms (Color figure online).

4 A 6-State Non-minimum-time, Minimum-State-Change
GFSSP Algorithm

4.1 3n-Step FSSP Algorithms

A class of 3n-step algorithms is an interesting class of synchronization algorithms
among many variants of FSSP algorithms due to its simplicity and straightfor-
wardness and it is important in its own right in the design of cellular algorithms.
Figure 6 (left) shows a space-time diagram for the well-known 3n-step firing
squad synchronization algorithm with a general at left end. The synchronization
process can be viewed as a typical divide-and-conquer strategy that operates in
parallel in the cellular space. An initial general G, located at left end of the
array of size n, generates two signals, referred to as a-signal and b-signal, which
propagate in the right direction at a speed of 1/1 and 1/3, respectively. The
a-signal arrives at the right end at time t = n − 1, reflects there immediately,
and continues to move at the same speed in the left direction. The reflected sig-
nal is referred to as r-signal. The b- and the r-signals meet at one or two center
cells of the arry, depending on the parity of n. In the case where n is odd, the
cell C�n/2� becomes a general at time t = 3	n/2
− 2. The general is responsible



170 H. Umeo et al.
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Fig. 6. A space-time diagram for thread-like 3n-step firing squad synchronization algo-
rithm.

for synchronizing both its left and right halves of the cellular space. Note that
the general is shared by the two halves. In the case where n is even, two cells
C�n/2� and C�n/2�+1 become the next general at time t = 3	n/2
. Each general
is responsible for synchronizing its left and right halves of the cellular space,
respectively.

Thus, at time t = tcenter:

tcenter =

{
3	n/2
 − 2 n: odd
3	n/2
 n: even,

(4)

the array knows its center point and generates one or two new general(s) G1. The
new general(s) G1 generates the same 1/1- and 1/3-speed signals in both left
and right directions simultaneously and repeat the same procedures as above.
Thus, the original synchronization problem of size n is divided into two sub-
problems of size 	n/2
. In this way, the original array is split into equal two,
four, eight, ..., subspaces synchronously. Note that the first general G1 itself
generated at the center is synchronized at time t = tcenter, and the second
general G2 are also synchronized, and the generals generated after that time on
are also synchronized. In the last, the original problem of size n can be split into
many small sub-problems of size 2. In this way, by increasing the synchronized
generals step by step, most of the 3n-step synchronization algorithms developed
so far. It can be seen that, from the path of the b-signal with or without 1 step
delay at the center points at each halving iteration, the time complexity T (n)
for synchronization scheme above is T (n) = 3n ± O(log n). A survey on a class
of 3n-step FSSP algorithms can be seen in Umeo et al. (2015).

Figure 6 (right) illustrates a space-time diagram for a generalized 3n-step
FSSP algorithm that can synchronize the array from any position in the array.
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Right State
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* D A A C

Fig. 7. A 6-state transition table of the new algorithm.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0 A Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

1 C C Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

2 A B Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

3 A C B Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

4 C D D B Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

5 C A Q D B Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

6 D A C Q D B Q Q Q Q Q Q Q Q Q Q Q Q Q Q

7 Q C D Q Q D B Q Q Q Q Q Q Q Q Q Q Q Q Q

8 Q C A Q Q Q D B Q Q Q Q Q Q Q Q Q Q Q Q

9 Q D A C Q Q Q D B Q Q Q Q Q Q Q Q Q Q Q

10 Q Q C D Q Q Q Q D B Q Q Q Q Q Q Q Q Q Q

11 Q Q C A Q Q Q Q Q D B Q Q Q Q Q Q Q Q Q

12 Q Q D A C Q Q Q Q Q D B Q Q Q Q Q Q Q Q

13 Q Q Q C D Q Q Q Q Q Q D B Q Q Q Q Q Q Q

14 Q Q Q C A Q Q Q Q Q Q Q D B Q Q Q Q Q Q

15 Q Q Q D A C Q Q Q Q Q Q Q D B Q Q Q Q Q

16 Q Q Q Q C D Q Q Q Q Q Q Q Q D B Q Q Q Q

17 Q Q Q Q C A Q Q Q Q Q Q Q Q Q D B Q Q Q

18 Q Q Q Q D A C Q Q Q Q Q Q Q Q Q D B Q Q

19 Q Q Q Q Q C D Q Q Q Q Q Q Q Q Q Q D B Q

20 Q Q Q Q Q C A Q Q Q Q Q Q Q Q Q Q Q D B

21 Q Q Q Q Q D A C Q Q Q Q Q Q Q Q Q Q Q B

22 Q Q Q Q Q Q C D Q Q Q Q Q Q Q Q Q Q B D

23 Q Q Q Q Q Q C A Q Q Q Q Q Q Q Q Q B D Q

24 Q Q Q Q Q Q D A C Q Q Q Q Q Q Q B D Q Q

25 Q Q Q Q Q Q Q C D Q Q Q Q Q Q B D Q Q Q

26 Q Q Q Q Q Q Q C A Q Q Q Q Q B D Q Q Q Q

27 Q Q Q Q Q Q Q D A C Q Q Q B D Q Q Q Q Q

28 Q Q Q Q Q Q Q Q C D Q Q B D Q Q Q Q Q Q

29 Q Q Q Q Q Q Q Q C A Q B D Q Q Q Q Q Q Q

30 Q Q Q Q Q Q Q Q D A B D Q Q Q Q Q Q Q Q

31 Q Q Q Q Q Q Q Q Q A A Q Q Q Q Q Q Q Q Q

32 Q Q Q Q Q Q Q Q C B B C Q Q Q Q Q Q Q Q

33 Q Q Q Q Q Q Q Q B A A B Q Q Q Q Q Q Q Q

34 Q Q Q Q Q Q Q B C A A C B Q Q Q Q Q Q Q

35 Q Q Q Q Q Q B D D C C D D B Q Q Q Q Q Q

36 Q Q Q Q Q B D Q A C C A Q D B Q Q Q Q Q

37 Q Q Q Q B D Q C A D D A C Q D B Q Q Q Q

38 Q Q Q B D Q Q D C Q Q C D Q Q D B Q Q Q

39 Q Q B D Q Q Q A C Q Q C A Q Q Q D B Q Q

40 Q B D Q Q Q C A D Q Q D A C Q Q Q D B Q

41 B D Q Q Q Q D C Q Q Q Q C D Q Q Q Q D B

42 B Q Q Q Q Q A C Q Q Q Q C A Q Q Q Q Q B

43 D B Q Q Q C A D Q Q Q Q D A C Q Q Q B D

44 Q D B Q Q D C Q Q Q Q Q Q C D Q Q B D Q

45 Q Q D B Q A C Q Q Q Q Q Q C A Q B D Q Q

46 Q Q Q D B A D Q Q Q Q Q Q D A B D Q Q Q

47 Q Q Q Q A A Q Q Q Q Q Q Q Q A A Q Q Q Q

48 Q Q Q C B B C Q Q Q Q Q Q C B B C Q Q Q

49 Q Q Q B A A B Q Q Q Q Q Q B A A B Q Q Q

50 Q Q B C A A C B Q Q Q Q B C A A C B Q Q

51 Q B D D C C D D B Q Q B D D C C D D B Q

52 B D Q A C C A Q D B B D Q A C C A Q D B

53 B Q C A D D A C Q B B Q C A D D A C Q B

54 D A D C Q Q C D A D D A D C Q Q C D A D

55 Q C B C Q Q C B C Q Q C B C Q Q C B C Q

56 Q B A B Q Q B A B Q Q B A B Q Q B A B Q

57 B C A C B B C A C B B C A C B B C A C B

58 A D C D A A D C D A A D C D A A D C D A

59 C B C B C C B C B C C B C B C C B C B C

60 A A A A A A A A A A A A A A A A A A A A

61 F F F F F F F F F F F F F F F F F F F F

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0 Q Q Q Q Q Q Q Q Q Q Q Q Q Q A Q Q Q Q Q

1 Q Q Q Q Q Q Q Q Q Q Q Q Q C C C Q Q Q Q

2 Q Q Q Q Q Q Q Q Q Q Q Q Q B C B Q Q Q Q

3 Q Q Q Q Q Q Q Q Q Q Q Q B D A D B Q Q Q

4 Q Q Q Q Q Q Q Q Q Q Q B D Q C Q D B Q Q

5 Q Q Q Q Q Q Q Q Q Q B D Q Q C Q Q D B Q

6 Q Q Q Q Q Q Q Q Q B D Q Q Q C Q Q Q D B

7 Q Q Q Q Q Q Q Q B D Q Q Q Q C Q Q Q Q B

8 Q Q Q Q Q Q Q B D Q Q Q Q Q C Q Q Q B D

9 Q Q Q Q Q Q B D Q Q Q Q Q Q C Q Q B D Q

10 Q Q Q Q Q B D Q Q Q Q Q Q Q C Q B D Q Q

11 Q Q Q Q B D Q Q Q Q Q Q Q Q C A D Q Q Q

12 Q Q Q B D Q Q Q Q Q Q Q Q Q D C Q Q Q Q

13 Q Q B D Q Q Q Q Q Q Q Q Q Q A C Q Q Q Q

14 Q B D Q Q Q Q Q Q Q Q Q Q C A D Q Q Q Q

15 B D Q Q Q Q Q Q Q Q Q Q Q D C Q Q Q Q Q

16 B Q Q Q Q Q Q Q Q Q Q Q Q A C Q Q Q Q Q

17 D B Q Q Q Q Q Q Q Q Q Q C A D Q Q Q Q Q

18 Q D B Q Q Q Q Q Q Q Q Q D C Q Q Q Q Q Q

19 Q Q D B Q Q Q Q Q Q Q Q A C Q Q Q Q Q Q

20 Q Q Q D B Q Q Q Q Q Q C A D Q Q Q Q Q Q

21 Q Q Q Q D B Q Q Q Q Q D C Q Q Q Q Q Q Q

22 Q Q Q Q Q D B Q Q Q Q A C Q Q Q Q Q Q Q

23 Q Q Q Q Q Q D B Q Q C A D Q Q Q Q Q Q Q

24 Q Q Q Q Q Q Q D B Q D C Q Q Q Q Q Q Q Q

25 Q Q Q Q Q Q Q Q D B A C Q Q Q Q Q Q Q Q

26 Q Q Q Q Q Q Q Q Q A B D Q Q Q Q Q Q Q Q

27 Q Q Q Q Q Q Q Q C D A Q Q Q Q Q Q Q Q Q

28 Q Q Q Q Q Q Q Q C B B C Q Q Q Q Q Q Q Q

29 Q Q Q Q Q Q Q Q B A A B Q Q Q Q Q Q Q Q

30 Q Q Q Q Q Q Q B C A A C B Q Q Q Q Q Q Q

31 Q Q Q Q Q Q B D D C C D D B Q Q Q Q Q Q

32 Q Q Q Q Q B D Q A C C A Q D B Q Q Q Q Q

33 Q Q Q Q B D Q C A D D A C Q D B Q Q Q Q

34 Q Q Q B D Q Q D C Q Q C D Q Q D B Q Q Q

35 Q Q B D Q Q Q A C Q Q C A Q Q Q D B Q Q

36 Q B D Q Q Q C A D Q Q D A C Q Q Q D B Q

37 B D Q Q Q Q D C Q Q Q Q C D Q Q Q Q D B

38 B Q Q Q Q Q A C Q Q Q Q C A Q Q Q Q Q B

39 D B Q Q Q C A D Q Q Q Q D A C Q Q Q B D

40 Q D B Q Q D C Q Q Q Q Q Q C D Q Q B D Q

41 Q Q D B Q A C Q Q Q Q Q Q C A Q B D Q Q

42 Q Q Q D B A D Q Q Q Q Q Q D A B D Q Q Q

43 Q Q Q Q A A Q Q Q Q Q Q Q Q A A Q Q Q Q

44 Q Q Q C B B C Q Q Q Q Q Q C B B C Q Q Q

45 Q Q Q B A A B Q Q Q Q Q Q B A A B Q Q Q

46 Q Q B C A A C B Q Q Q Q B C A A C B Q Q

47 Q B D D C C D D B Q Q B D D C C D D B Q

48 B D Q A C C A Q D B B D Q A C C A Q D B

49 B Q C A D D A C Q B B Q C A D D A C Q B

50 D A D C Q Q C D A D D A D C Q Q C D A D

51 Q C B C Q Q C B C Q Q C B C Q Q C B C Q

52 Q B A B Q Q B A B Q Q B A B Q Q B A B Q

53 B C A C B B C A C B B C A C B B C A C B

54 A D C D A A D C D A A D C D A A D C D A

55 C B C B C C B C B C C B C B C C B C B C

56 A A A A A A A A A A A A A A A A A A A A

57 F F F F F F F F F F F F F F F F F F F F

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0 Q Q Q Q A Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

1 Q Q Q C C C Q Q Q Q Q Q Q Q Q Q Q Q Q Q

2 Q Q Q B C B Q Q Q Q Q Q Q Q Q Q Q Q Q Q

3 Q Q B D A D B Q Q Q Q Q Q Q Q Q Q Q Q Q

4 Q B D Q C Q D B Q Q Q Q Q Q Q Q Q Q Q Q

5 B D Q Q C Q Q D B Q Q Q Q Q Q Q Q Q Q Q

6 B Q Q Q C Q Q Q D B Q Q Q Q Q Q Q Q Q Q

7 D B Q Q C Q Q Q Q D B Q Q Q Q Q Q Q Q Q

8 Q D B Q C Q Q Q Q Q D B Q Q Q Q Q Q Q Q

9 Q Q D A C Q Q Q Q Q Q D B Q Q Q Q Q Q Q

10 Q Q Q C D Q Q Q Q Q Q Q D B Q Q Q Q Q Q

11 Q Q Q C A Q Q Q Q Q Q Q Q D B Q Q Q Q Q

12 Q Q Q D A C Q Q Q Q Q Q Q Q D B Q Q Q Q

13 Q Q Q Q C D Q Q Q Q Q Q Q Q Q D B Q Q Q

14 Q Q Q Q C A Q Q Q Q Q Q Q Q Q Q D B Q Q

15 Q Q Q Q D A C Q Q Q Q Q Q Q Q Q Q D B Q

16 Q Q Q Q Q C D Q Q Q Q Q Q Q Q Q Q Q D B

17 Q Q Q Q Q C A Q Q Q Q Q Q Q Q Q Q Q Q B

18 Q Q Q Q Q D A C Q Q Q Q Q Q Q Q Q Q B D

19 Q Q Q Q Q Q C D Q Q Q Q Q Q Q Q Q B D Q

20 Q Q Q Q Q Q C A Q Q Q Q Q Q Q Q B D Q Q

21 Q Q Q Q Q Q D A C Q Q Q Q Q Q B D Q Q Q

22 Q Q Q Q Q Q Q C D Q Q Q Q Q B D Q Q Q Q

23 Q Q Q Q Q Q Q C A Q Q Q Q B D Q Q Q Q Q

24 Q Q Q Q Q Q Q D A C Q Q B D Q Q Q Q Q Q

25 Q Q Q Q Q Q Q Q C D Q B D Q Q Q Q Q Q Q

26 Q Q Q Q Q Q Q Q C A B D Q Q Q Q Q Q Q Q

27 Q Q Q Q Q Q Q Q D B A Q Q Q Q Q Q Q Q Q

28 Q Q Q Q Q Q Q Q Q A D C Q Q Q Q Q Q Q Q

29 Q Q Q Q Q Q Q Q C B B C Q Q Q Q Q Q Q Q

30 Q Q Q Q Q Q Q Q B A A B Q Q Q Q Q Q Q Q

31 Q Q Q Q Q Q Q B C A A C B Q Q Q Q Q Q Q

32 Q Q Q Q Q Q B D D C C D D B Q Q Q Q Q Q

33 Q Q Q Q Q B D Q A C C A Q D B Q Q Q Q Q

34 Q Q Q Q B D Q C A D D A C Q D B Q Q Q Q

35 Q Q Q B D Q Q D C Q Q C D Q Q D B Q Q Q

36 Q Q B D Q Q Q A C Q Q C A Q Q Q D B Q Q

37 Q B D Q Q Q C A D Q Q D A C Q Q Q D B Q

38 B D Q Q Q Q D C Q Q Q Q C D Q Q Q Q D B

39 B Q Q Q Q Q A C Q Q Q Q C A Q Q Q Q Q B

40 D B Q Q Q C A D Q Q Q Q D A C Q Q Q B D

41 Q D B Q Q D C Q Q Q Q Q Q C D Q Q B D Q

42 Q Q D B Q A C Q Q Q Q Q Q C A Q B D Q Q

43 Q Q Q D B A D Q Q Q Q Q Q D A B D Q Q Q

44 Q Q Q Q A A Q Q Q Q Q Q Q Q A A Q Q Q Q

45 Q Q Q C B B C Q Q Q Q Q Q C B B C Q Q Q

46 Q Q Q B A A B Q Q Q Q Q Q B A A B Q Q Q

47 Q Q B C A A C B Q Q Q Q B C A A C B Q Q

48 Q B D D C C D D B Q Q B D D C C D D B Q

49 B D Q A C C A Q D B B D Q A C C A Q D B

50 B Q C A D D A C Q B B Q C A D D A C Q B

51 D A D C Q Q C D A D D A D C Q Q C D A D

52 Q C B C Q Q C B C Q Q C B C Q Q C B C Q

53 Q B A B Q Q B A B Q Q B A B Q Q B A B Q

54 B C A C B B C A C B B C A C B B C A C B

55 A D C D A A D C D A A D C D A A D C D A

56 C B C B C C B C B C C B C B C C B C B C

57 A A A A A A A A A A A A A A A A A A A A

58 F F F F F F F F F F F F F F F F F F F F

Fig. 8. Snapshots of the synchronization process of the 6-state algorithm for 20 cells
with a general on the 1st, 5th, and 15th cells, respectively.

The initial general generates two unit-speed signals, each propagating to the left
and right ends. Each signal reflects at each end and continues to move towards
the center of the array. Depending on the position of the initial general in the
array, the right or left reflected signal arrives at the cell where the initial general
was. Then, the reflected signal reduces its propagating speed to 1/3 and continues
to move in the same direction at 1/3 speed. The 1/3-speed signal meets the other
reflected signal at a center point of the array at time t = tcenter:
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tcenter =

{
3	n/2
 − min(k, n − k + 1) − 1 n: odd
3	n/2
 − min(k, n − k + 1) + 1 n: even,

(5)

A new general G1 is generated at time t = tcenter. The synchronization oper-
ations afterwards are the same as in the case of the initial general at left end.
The time complexity T (k, n) for the generalized synchronization scheme above
is T (k, n) = 3n − min(k, n − k + 1) ± O(log n).

4.2 A 6-State Non-minimum-time, Minimum-State-Change GFSSP
Algorithm

Yunès (2008a) presented a 6-state implementation for the 3n-step FSSP algo-
rithm with a general at one end. Our 6-state GFSSP implementation is based
on Yunès (2008a). The set Q of the internal states for the constructed GFSSP
algorithm is Q={A, Q, B, C, D, E}, where the state A is the initial general state,
Q is the quiescent state, and E is the firing state, respectively.

The following Fig. 7, consisting of 145 rules, is the transition table. The time
complexity for synchronizing any array of length n is 2n+max(k, n−k)+O(log n).
Figure 8 shows some snapshots of the synchronization process of the algorithm
on 20 cells with a general on 1st, 5th and 15th cells, respectively.

Thus, we have:
Theorem 9. There exists a 6-state, non-minimum-time, minimum-state-change
GFSSP algorithm.

5 Summary

We have constructed two Θ(n log n) minimum-state-change GFSSP algorithms
on a cellular automaton. One is a minimum-time GFSSP algorithm that can be
implemented on a cellular automaton with 215 internal states and 4077 state-
transition rules. The algorithm is minimum not only in time but also in state-
change complexity. The other is the 6-state 145-rule non-minimum-step GFSSP
algorithm. Both the implemented GFSSP algorithms are the first ones having
minimum-state-change complexity.
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