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Abstract. To ensure the protection of computer networks from attacks,
an intrusion detection system (IDS) should be included in the security
architecture. Despite the detection of intrusions is the ultimate goal,
IDSs generate a huge amount of false alerts which cannot be properly
managed by the administrator, along with some noisy alerts or outliers.
Many research works were conducted to improve IDS accuracy by reduc-
ing the rate of false alerts and eliminating outliers. In this paper, we
propose a two-stage process to detect false alerts and outliers. In the
first stage, we remove outliers from the set of meta-alerts using the best
outliers detection method after evaluating the most cited ones in the lit-
erature. In the last stage, we propose a binary classification algorithm to
classify meta-alerts whether as false alerts or real attacks. Experimental
results show that our proposed process outperforms concurrent methods
by considerably reducing the rate of false alerts and outliers.

Keywords: Clustering · Binary classification · False positives · Intru-
sion detection systems · Outliers

1 Introduction

The ultimate goal of computer security is to protect networks against criminal
activities such as violation of privacy, corruption of data and access to unautho-
rized information. In fact, computers are in need for powerful security technolo-
gies to secure the information system and to prevent hackers from destroying it.
In fact, intrusion detection systems (IDS)s are considered as essential compo-
nents for the protection of computer networks. Therefore, their accuracy depends
on their ability to detect real threats on the network and to alarm the admin-
istrator about them. Despite the major role of an IDS as a component of the
security infrastructure, it is still far from perfection since it tends to generate
a lot of noisy alerts and a high rate of false alerts. A false alerts is defined as
a signal triggered by an IDS reporting an attack but in reality it is just a nor-
mal network traffic. An outlier is defined as a noisy and inconsistent data point
characterized by its dissimilarity from other observations in a given data set.
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To enhance the accuracy of IDSs, we propose a two-stage process to eliminate
outliers and to reduce the rate of false alerts. First, we clean the set of alerts by
removing noisy meta-alerts or outliers. In fact, we evaluate the most cited out-
liers detection methods and then we select the best one to be integrated in our
proposed process. Four outliers detection approaches are commonly used in the
literature: the clustering-based, the density-based, the distance-based and the
distribution-based approaches. In the second stage, we begin by clustering the
set of cleaned alerts into a set of meta-alerts based on several attributes extracted
from the alert database. Then, a binary classification algorithm (BCA) is pro-
posed to identify false positives (FPs). The remainder of this paper is organized
as follows. Section 2 gives an overview of the related works. Section 3 describes
the proposed method for outliers detection and FPs reduction. Experimental
results and performance comparisons are given in Sect. 4. Finally, conclusion
and future work are given in Sect. 5.

2 Related Works

Many research works were conducted to reduce the rate of false alerts gener-
ated by intrusion detection systems. Reference [1] introduced a new alert cor-
relation technique to extract attack strategies based on the causal relationship
between alarms. This technique is based on two approaches: Multilayer percep-
tron (MLP) and support vector machine (SVM). In the experimental study they
used DARPA 2000 to test their proposed technique. In fact MLP and SVM
algorithm require a training set to build a model that will be used to predict
the right decision for a new observation. Using elementary alerts from the train-
ing set is not valuable since one event may produce multiple alert signature. In
order to improve the accuracy of an IDS, [2] proposed a two-stage alarm cor-
relation and filtering technique. The first stage aims to classify the generated
alerts based on the similarity of some attributes to form partitions of alerts
using SOM with k-means algorithm. The second one aims to classify the meta-
alerts created in the first stage into two clusters: true alarms and false ones. The
binary classification is based on the collection of seven features extracted from
the set of meta-alerts using SOM with k-means to cluster the input set. In the
experimental study, they used DARPA 1999 to test their proposed technique.
Unfortunately the use of SOM with k-means in the second stage is not efficient
since the administrator should manually determine which cluster contains the
true alarms by examining the two attributes: alarm frequency and time interval.
Reference [3] introduced a network detection technique based on neural net-
works. First the detected network traffic is clustered using SOM. The partitions
are displayed to the administrator so he can recognize attacks clusters. Then,
MLP algorithm is applied to the output of SOM to efficiently model the net-
work traffic. In the experimental study they used DARPA 1999 training data
set along with three types of attacks to test their proposed technique: denial
of service attacks, portscans attacks, and distributed denial of service attacks.
Unfortunately, this technique requires a well experienced network administrator
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to recognize the attacks. Moreover, this technique represents a real challenge if
other attacks are added. Reference [4] developed a network detector based on
SOM algorithm called NSOM. It allows the classification of real time network
traffic. Once the detected alerts are normalized and the classification features
are extracted, alarms that represent a normal behaviour will be grouped in one
or more clusters and attacks will be placed outside. In fact, results show that
NSOM allows the classification of normal traffic and attacks graphically and
dynamically. But if there are different types of attacks NSOM will face a serious
problem since it has to cluster each type of attack distinctly. Reference [5] intro-
duced the decision support classification (DSC) alert classification. It collects the
alerts generated in an attack-free environment. So, all alarms are considered as
FPs in this environment and the recorded patterns in this case define the normal
behavior and are called patterns of FPs. Then, DSC removes FPs based on these
patterns. Reference [6] used a knowledge-based evaluation for the proposed post-
processor for IDS alarms. This system uses background information concerning
the hosts available in the network and generates a score for each alarm based
on the exploited vulnerability. This score measures the importance of each alert.
Then, based on the value of score threshold, a binary classifier groups the alert as
real attacks or FPs. Reference [7] proposed a correlation framework that reduces
the number of processed alerts in the first phases by removing the inconsistent
and false alerts. Reference [8] proposed a Beysian network model for classifying
the alerts generated by IDSs as attacks or false alarms. Reference [9] used a
Genetic Fuzzy Systems within a pairwise learning framework to improve IDSs.
Reference [10] developed a novel approach called the cluster center and nearest
neighbor (CANN) where two distance measures are computed then summed.

3 The Proposed Method

This work aims to improve the accuracy of IDSs by eliminating inconsistent
alerts and false ones. To achieve this goal, we propose a two-stage process that
begins with a cleaning the set of alerts to remove outliers. Once only consistent
alerts remain, a clustering step is performed by applying k-means algorithm.
Then, we propose a BCA that aims to identify FPs by comparing the similarity
of meta-alerts with a labeled training set used as a classification model.

3.1 Outliers Detection

Outlier detection methods aim to clean databases from unusual objects. This
helps building consistent data sets that can be used to extract knowledge in
different domains. Four outliers detection approaches are commonly used in the
literature. Distribution-based approach introduced by [11], consists of developing
statistical models from a given data set for the normal behavior and then perform
statistical tests to decide if an observation belongs to this model or not. This
approach assumes that each data set has a distribution. [12] proposed the active
outlier method (AO). AO invokes a selective sampling mechanism which is based
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on active learning. However, this approach is not appropriate in multidimensional
scenarios since they are univariate in nature and a prior knowledge about the
data distribution is needed. Also, the construction of a probabilistic model based
on empirical data is a difficult computational task and the chosen sample is not
guaranteed to match the distribution law.

The Clustering-based approach introduced by [13], considers clusters of small
sizes as clustered outliers. But if the separation between clusters is large enough,
then all clusters are considered as outliers. So, the clustering approach by itself
is not sufficient to detect outliers efficiently.

The distance-based approach introduced by [14], considers an object O in a
data set as an outlier if there are less than M object, within the distance d from
O. The major limitation of this approach is that it is difficult to set the values of
M and d. An extended method based on the distance of an observation O from its
kth nearest neighbor (KNN) is proposed by [15]. It sorts the top k vectors based
on the distance between it and its KNN. Besides, [16] propose an algorithm that
computes the outlier factor of each object as the sum of distances from its KNN.
For large data sets, KNN-based methods are very time-consuming. Reference
[17] introduced neighborhood approximation properties. Reference [18] proposed
a new method called neighborhood outlier detection (NED) to detect outliers
based on neighborhood rough set. But, the efficiency of this method depends on
the appropriate selection of the neighborhood parameters.

The density-based approach originally proposed by [19], gives to each object
a factor called the local outlier factor (LOF) to measure the degree of an object
being an outlier.

To remove outliers from the set of meta-alerts, we use four methods, one from
each approach, AO, k-means, NED and LOF. We evaluate them on different data
sets and then based on the overall results of the proposed process, we select the
best method in the context of intrusion detection.

3.2 False Positives Reduction

In this final stage, our interest is to reduce the rate of false alarms generated
by IDSs. As an input set, we use the cleaned set of alerts which is generated by
the previous stage. Then, we reduce the huge number of alerts by clustering the
testing sets and finally a BCA is applied to identify the set of FPs.

The Clustering Step. The clustering step aims to reduce the number of gen-
erated alerts by correlating the similar ones together. The correlation is based on
the similarity-based technique. It is based on maximizing the degree of similarity
between objects in the same cluster and minimizing it between clusters. There-
fore, the classification is based on the similarity of some selected attributes. Four
attributes are used. In fact, IP addresses represent the identity of the hacker in
the network and the timestamp define the time frame of a given event while the
protocol defines its nature.
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– Source IP address
– Destination IP address
– Timestamp
– Protocol

Before clustering the alerts, we normalize all the attributes to ensure having
reliable clustering results. As a clustering algorithm, we propose to use k-means
algorithm since it is a simple unsupervised learning method. K-means defines
k centroids, one for each cluster and then clusters all data into the pre-defined
k clusters. The grouping is done by computing the sum of squared Euclidean
distances from the mean of each cluster. Moreover, k-means is very appropriate
to ensure having reliable results from the next stages of our proposed process
since it aims to maximize the distance between the clusters and to minimize the
dispersion within them.

Since the detection of FPs requires wide knowledge about the network traffic
and expertise in the domain, we use a training set to generate a model for the
network traffic. But, the generated alerts are not valuable in the creation of the
model since a single event may produce multiple alerts. So, the aforementioned
attributes are used to cluster the training set. First, we split the training set on
two big pre-clusters, the first one clusters the false alarms and the second one
groups real attacks. Second, inside each pre-cluster we apply k-means algorithm
to group similar alerts together. Therefore, the training set is transformed from
a set of elementary insignificant alerts into a set of labeled clusters.

The Binary Classification Algorithm. The binary classification aims to
identify FPs from the set of meta-alerts created by the clustering step. The
attributes list is extracted from each consistent cluster. Four attributes are
judged useful for the binary classification, namely

– Number of alerts in each cluster
– Signature type
– Protocol number
– Alert priority

Based on these extracted attributes, we propose a BCA to classify each meta-
alert from the testing set whether as true alert or a false one. In fact, there is
two labeled training clusters. The first one F includes the false meta-alerts and
the second one T includes the true meta-alerts. Based on the aforementioned
attributes, we compute the Euclidean distance between each meta-alert (MA)
from the testing set and the centroid C1 and C2 of the two clusters F and T
respectively. If the distance between MA and C1 (Dist(MAi,C1)) is lower than
MA and C2 (Dist(MAi,C2)), then the probability that MA is a false alerts is
high. To ensure that MA is correctly classified as a false alert, we propose to test
its similarity with each false meta-alert (MT) inside F. Therefore, if the distance
between MA and MT is lower than the maximum distance between false meta-
alerts inside F, then MA is a false meta-alert otherwise it is a real attack. The
proposed algorithm is detailed as follows.
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Algorithm 1. Proposed classification algorithm
Input: meta-alerts of the testing set, training clusters
Output: False alarms
Begin
N is the number of meta-alerts
F is the set of training false positives
T is the set of training true alerts
FN : number of clusters inside F
TN : number of clusters inside T
C1 : centroid of the set F
C2 : centroid of the set T
For each meta-alert (MA) i from N

If Dist(MAi,C1) � Dist(MAi,C2)
For each meta-alert (MT) j from FN

If Dist(MAi,MTj) � AVG(Dist(MTj in F)
insert MAi in the cluster F
FN=FN+1

End For
C1 is the new centroid of cluster F

End IF
End For
End

4 Experimental Results

To test the efficiency of the proposed technique, we used a public data set named
DARPA 1999, commonly used for the evaluation of computer network sensors.
Our experiments are based on the off-line evaluation sets:

– As a training set, we use the first and third weeks of the training data which
are attacks free and the second week of the training data which contains a
selected subset of attacks. The primary purpose of this training set is the
detection of false alerts from the testing set.

– A selected sample from the fourth week is used as our first testing data set in
order to evaluate our proposed process.

– A selected sample of the fifth week is used as our second testing data set.

4.1 The First Stage

To remove outliers from the clusters generated by the first stage, we use four
methods namely, AO, K-means, NED and LOF.

Tables 1 and 2 give the number of outliers generated by each method for the
first and second testing sets respectively.

We create four different subsets for each testing set. In the first one, we
remove the outliers detected by LOF and then we apply BCA to evaluate its
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Table 1. Number of outliers in testing set 1

Outliers detection methods Detection rate

LOF 81

k-means 66

AO 52

NED 79

Table 2. Number of outliers in testing set 2

Outliers detection methods Detection rate

LOF 72

k-means 66

AO 44

NED 81

performance with LOF. The second one includes the consistent alerts after elim-
inating the outliers detected by NED. In the third one we remove the noisy
alerts identified by AO and the final one contains the alerts after removing the
outliers defined by K-means. For each testing set, we evaluate the performance
of the proposed BCA based on those four subsets and the best outlier detection
method is used for our proposed process. The overall process is also compared
to the methods SOM with k-means and DSC proposed by [2,5] respectively.

4.2 The Second Stage

The Clustering Step Evaluation. In this step, we follow the approach used
by [3] to select the appropriate k value because we don’t know the exact number
of clusters. The system performs 500 randomised trials and the best classifica-
tions are selected based on the minimal sum of squared errors and the highest
frequency.

To ensure having the best clustering solution, we test the different values of
k generated from the randomized trials until we get the optimal partitioning of
the data. The latter is based on several validity measures to test the quality of
the partitions. The first validity measure, separation index (SI), determines the
average number of data and the square of the minimum distances of the cluster
centers. Indeed, a small value of SI indicates an optimal portioning. The second
validity measure, Dunns index (DI), is used to identify whether clusters are well
separated and compact or not. A big value of DI implies a good clustering.
The third validity measure, Xie and Benis index (XB), quantifies the ratio of
total variation within cluster and the separation of clusters. To have an optimal
number of partitions, the value of XB index should be minimized.

Table 3 values of SI, DI, and XB for different values of k using the two testing
sets. As illustrated, we notice that the best solution is when k is equal to 85
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Table 3. Clustering evaluation of testing set 1

Testing set Pairs of clusters SI DI XB

1 k=66 5.6814e-004 0.0149 4.2338

1 k=85 4.5002e-004 0.0274 3.6083

2 k=79 5.8351e-004 0.0236 4.7062

2 k=77 3.6143e-004 0.0285 3.1397

for the first testing set. However, for the second testing set the best clustering
solution is provided when k is equal to 77.

The BCA Evaluation. The effectiveness of our proposed technique is evalu-
ated using true positives rate (TPR) which represent the false meta-alerts suc-
cessfully classified as FPs. TPR is given by:

TPR =
number of detected false alerts

Real number of false alerts
(1)

Table 4. TPR for testing set 1

TPR

LOF, K-means and BCA 72.5

k-means, Kmeans and BCA 68.9

AO, K-means and BCA 54.8

NED, K-means and BCA 88.7

SOM with K-means 79.3

DSC 75.3

Rates are given in percentages

Table 4 illustrates the TPR for the first testing set respectively. As shown the
combination of NED, K-means and BCA outperforms concurrent methods for FPs
reduction since it generates better results than SOM with K-means and DSC.

In fact, we notice that NED is the best outliers detection approach among
the others in the context of intrusion detection.

As illustrated in Table 5 which summarizes TPR for the second testing set,
the process AO, k-means and BCA has the lowest TPR for the two testing sets.

In fact, we deduce that AO is not efficient for outliers detection in the con-
text of intrusion detection. Our proposed process NED, K-means and BCA out-
performs concurrent methods since it generates the best TPR. In addition, it
outperforms the method SOM with k-means and DSC for the second testing set.
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Table 5. TPR for testing set 2

TPR

LOF, K-means and BCA 74.2

k-means, Kmeans and BCA 66.3

AO, K-means and BCA 60.2

NED, K-means and BCA 79.1

SOM with K-means 75

DSC 70.3

Rates are given in percentages

4.3 Time Performance Evaluation

To evaluate the time performance of our proposed process, we compare its
running times with competitor methods using the aforementioned testing sets.
Table 6 shows the experimental results of running times for the three FPs detec-
tion methods. It is clear that the running time of our method is only a little
higher than SOM with k-means. However, DSC has the highest running time
among all other methods.

Table 6. Experimental results of running times

Methods Testing set 1 Testing set 2

NED, K-means and BCA 0.22 0.28

DSC 0.35 0.40

SOM with K-means 0.20 0.25

5 Conclusion

An IDS is an essential part of any security package since it ensures the detection
of intrusive activities if the information system has been hacked. However, an
IDS tends to generate large databases where the majority of detected alerts are
false alarms along with many outliers. In this work we propose a two-stage alarm
correlation technique to improve the accuracy of an IDS. The aim of the first
stage is to remove outliers from the set of alerts and the second one begins by
a clustering step to reduce the cardinality of the testing set and ends by the
identification of FPs. As our technique is tested using off-line data sets, it will
be of interest to extend this work to study alarm correlation for multiple sensors.
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