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Abstract The chapter outlines general principles of fluorescence spectroscopy.

Basic principles of radiative and nonradiative transitions (including the Jablonski

diagram and Franck–Condon principle) are described and explained. The funda-

mentals of important fluorescence techniques, such as the steady-state and time-

resolved measurements, fluorescence anisotropy, solvent relaxation method, fluo-

rescence quenching, and nonradiative energy transfer, are discussed in detail.

Special attention is devoted to the fast dynamics of individual transitions and

processes influencing them at the molecular level. The end of the chapter focuses

on excimers and exciplexes and mainly on the weakly bound complexes (so-called J

and H aggregates), because the literature describing their behavior is relatively rare

and pertinent pieces of information are not easy to find.
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1 Introduction

Fluorescence spectroscopy is a technique that is frequently used for studying the

conformation and dynamics of natural and synthetic macromolecules. This is a very

versatile experimental method, which has been used in both macromolecular and

colloid science and in biomedical research and also in a number of studies of low-

molar-mass compounds. At present, various sophisticated fluorometers can be

found among the equipment of a number of laboratories that perform polymer,

biopolymer, and biomedical research (not only standard high-resolution steady-

state and time-resolved apparatuses, but also fluorescent microscopes equipped

with detectors and software packages that enable monitoring and analysis of

multicolor time-resolved emissions from tiny polymeric nanodomains or individual

organelles in living cells, etc.). The widespread use of hi-tech and simultaneously

user-friendly fluorescence techniques offers new possibilities for research in vari-

ous fields, but simultaneously leads to the danger of misinterpretation of the results

of advanced fluorescence techniques in routine studies. Fluorescence spectroscopy

is an indirect technique. The emission characteristics are influenced by an intricate

interplay of different factors and should be interpreted with care and precaution.

Plausible and unambiguous conclusions not only depend on profound knowledge of

fluorescence principles, but almost always require additional information on the

studied system provided by independent methods.

In addition to the complicated response of the fluorophore to various stimuli,

one more aspect should be borne in mind. Only a small number of systems

contain intrinsic fluorophores and are inherently fluorescent. Such systems (e.g.,

tryptophan-containing proteins) can be studied directly and reliable information on

the positions, mobility, and accessibility of tryptophan residues for different mol-

ecules can be relatively easily obtained. In a majority of cases, a successful

fluorescence study requires the addition of a low content of an extrinsic fluorescent

probe, which modifies not only optical but also other properties of the studied

system. An extrinsic probe “feels” only the effect of its immediate microenviron-

ment, which has undoubtedly been altered by its insertion. Even though the change

in the system is negligible at a macroscopic level, most fluorescence methods report

the behavior of the tiny perturbed part of the system. Therefore, the extent and

nature of possible perturbation of the system must also be investigated to enable

description of the behavior of the unperturbed system.

The broad applicability of various fluorescence methods for investigation of both

the static and the dynamic properties of different systems is based on two pillars:
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1. Fluorescence is a spontaneous spin-allowed emission of a photon from the

excited state, accompanied by the transition of the fluorophore to the ground

state. It is a phenomenon that concerns energetically rich species (excited

fluorophores) that strongly interact with the surrounding molecules and their

properties (including the fluorescence characteristics) are influenced by interac-

tions with the microenvironment. Therefore, fluorescence measurements pro-

vide useful (even though indirect) information on the host system. Because only

the immediately neighboring molecules interact with the fluorophore, fluores-

cence techniques can be used for probing micro- and nanodomains, in which the

fluorescent probe is embedded, over very short distances.

2. The excitation (absorption of a photon) and the red-shifted emission are two

distinct events that are separated by a time window ranging from units to

hundreds of nanoseconds depending on the fluorophore and the host system.

This enables monitoring fast kinetics, because a number of molecular processes

proceed on this timescale in small volumes delimited by distances comparable

with the range of intermolecular interactions and affect the time-dependent

emission characteristics. They include translational and rotational diffusion of

the fluorophore, reorientation of molecules in the solvation shell, segmental

dynamics of flexible macromolecules, and nonradiative excitation energy

transfer, etc.

2 The Jablonski Diagram and Characteristics

of Time-Dependent Fluorescence

It is common and convenient to discuss radiative and nonradiative transitions, as

well as other processes that either lead to photochemical reactions or influence

emission on the basis of the Jablonski diagram (Fig. 1), which provides a scheme of

the energy levels of the electronic and vibrational states of a molecule and outlines

possible routes between the states [1]. The vertical axis corresponds to increasing

energy of different stable states with optimum geometry (i.e., with a minima on the

energy hypersurfaces). The horizontal axis does not have any physical meaning. It

is used to provide sufficient space for inclusion and description of the relevant

processes. When discussing the spectroscopic characteristics of single molecules,

the lines usually represent energies that can be obtained by quantum chemistry

calculations in vacuum, while in condensed systems, e.g., in solutions, they repre-

sent the Gibbs free energies (i.e., potentials of the mean force) of the solvated

fluorophores. The arrows (straight and curved) indicate possible transitions between

different states. Typical values of the rate constants of the relevant processes are

given next to the arrows.

The observation and investigation of a spontaneous emission of photons from a

macroscopic sample assumes the excitation of a certain fraction of molecules to

higher electronic energy states. Excitation can be achieved by different means

(absorption of light, excitation energy transfer, chemical reaction, etc.). This part
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of the review focuses on the spectroscopic process (absorption of photons), which

assumes irradiation of the sample by incident light of an appropriate wavelength.

Under the current conditions of spectroscopic measurements, which employ fairly

weak excitation light intensity, only a low fraction of the molecules of the

fluorophore (less that 10�6) interact (collide) with passing photons, absorb them,

and become excited. Before discussing emission from a macroscopic sample, we

will analyze all the processes that can occur at the level of a single molecule.

We will concentrate on the behavior of common fluorophores at ambient tem-

peratures, i.e., on molecules with fully paired spin only of the valence electrons, i.e.,

we will not discuss the photophysical behavior of radicals, biradicals, etc. Under

ambient conditions, the fluorophore occurs in the lowest vibrational state of the

lowest electronic state (ground state, S0). The probability of absorption of a photon

is proportional to the square of the transition dipole moment (which, to a first

approximation, represents the difference between the dipole moments in the excited

and ground states). It is convenient to formulate the optical selection rules which

summarize the roles of several important factors [3–5]. The most severe restriction

concerns the spin. Within the Born–Oppenheimer approximation, which postulates

that the slow motion of nuclei can be (from a mechanistic point of view) separated

Fig. 1 Jablonski diagram: the energies of the ground electronic singlet state S0, excited singlet S1,

and triplet T1 (together with relevant vibrational states) are depicted by horizontal lines; the most

important optical and nonradiative transitions are depicted by arrows and wavy lines, respectively;
the typical values (in orders of magnitudes) of rate constants of the processes have been also

included. Adapted from Springer, Self Organized Nanostructures of Amphiphilic Block

Copolymers I, 241, 2011, 187–249, figure 1, [2]. Copyright 2011. With kind permission from

Springer Science and Business Media
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from the fast motion of electrons, the spin must be conserved. In the opposite case,

the transition is strictly forbidden. In reality, the spin–orbit interaction in molecules

containing atoms with several valence electrons (carbon, nitrogen, oxygen, etc.)

relaxes this selection rule and, in addition to spin-allowed transitions (fluores-

cence), also singlet–triplet and triplet–singlet transitions (intersystem crossing)

can be observed in some systems. In the latter case, the radiative transition is called

phosphorescence. However, the probability of intersystem crossing is very low. It is

weakened by a factor of ca. 10�5–10�7 in comparison with a fully allowed

transition. The second restriction concerns the symmetry of the wave functions of

states involved in the transition. As the transition dipole moment operator is

antisymmetric and its product with the wave functions of both states must be

symmetric to yield a nonzero value after 3D integration over the space, a strictly

symmetry-allowed transition can occur only between two states described by

symmetric and antisymmetric wave functions (or vice versa). Nevertheless, anti-

symmetric vibrations can relax the symmetry selection rule and various “forbidden”

transitions (weakened only by a factor of 10�1 to 10�3) can be observed in a number

of systems (e.g., some strong bands in the fluorescence spectra of condensed

aromatic molecules, such as naphthalene, anthracene, etc., are, strictly speaking,

symmetry-forbidden transitions and occur only thanks to antisymmetric vibrations).

The last condition concerns the overlap of wave functions: a large value of the

transition dipole moment (difference between the dipole moments in the two states)

requires the redistribution of the cloud of electrons during the transition, but the

electronic wave functions of both states should acquire nonzero (preferentially

large) values in the same places, i.e., the wave functions must overlap reasonably

in space to yield a nonzero value after the integration of their product with the

transition dipole moment operator. The overlap of the ground and exited wave

functions differs from one fluorophore to another and the weakening factor ranges

from 10�1 to 10�5; e.g., the n! π* transition (absorption) in compounds containing

an aliphatic carbonyl group involves a transition from the non-bonding orbital

localized on the oxygen atom to the antibonding orbital localized mainly on the

carbon atom—in this particular case, the overlap is small and the absorption is weak

in spite of considerable redistribution of electrons.

The transition of a molecule to a higher excited state due to the absorption of a

photon is one of the fastest processes on Earth. It is accomplished in times shorter

than 10�15 s. No chemical process can proceed with a comparable speed and only a

few nuclear processes, which occur over extremely short length scales of 10�15 m,

are faster. This means that the transition proceeds adiabatically without interaction

of the fluorophore with the microenvironment and there is no change in either the

positions of the nuclei of atoms forming the fluorophore or in the arrangement of the

surrounding molecules. It follows that the molecule retains the ground-state geom-

etry immediately upon excitation. The consequences of the high transition speed

can be easily illustrated for a diatomic molecule (see Fig. 2). In this case, the energy

of the states depends only on the distance between the two nuclei and can be

expressed by the Morse function. A detailed energy scheme can be appropriately

depicted in 2D representation and individual photophysical processes can be
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comprehensively discussed and simply explained. The lowest curve shows the

energy of the ground state (vertical axis) as a function of the separation of the

two nuclei (horizontal axis). The horizontal wave lines depict several selected

vibrational states. The grey curves show the corresponding wave functions (note

that the geometry of the molecule with a given separation of nuclei is proportional

to the square of the corresponding wave function value for this distance). The curve

corresponding to the bonding excited state is shifted to the right because the excited

(energetically richer) bimolecular molecule is generally larger.

At ambient temperatures, the ground-state molecule occurs in the lowest vibra-

tional state and the most probable distance between the nuclei rE lies close to the

position of the minimum of the lowest Morse curve. As the distance of the nuclei

does not change during excitation, it is evident that the absorption of a photon

generates not only electronically, but also vibrationally excited states (to satisfy the

condition of sufficient overlap of the vibrational wave functions of the two states—

the Franck–Condon principle [6, 7]—see Fig. 2).

The most probable transitions are depicted by the upward pointing vertical

arrows. Upon excitation, the molecule tries to get rid of the excess energy as fast

as possible. The fastest process possible in condensed media (although slower by

several orders of magnitude than the absorption) is vibrational relaxation. This is a

nonradiative process and it proceeds in most nonviscous solutions on timescales of

10�14 to 10�12 s. The excess energy (of excited vibrations) is rapidly and efficiently

transferred to the surrounding medium during collisions with neighboring mole-

cules, because the masses of the colliding particles are comparable and the fre-

quency coincides with the frequency of intermolecular collisions. After the

Fig. 2 The Franck–Condon

principle: the energies of the

ground and the first excited

singlet states, S0 (lower
curve) and S1 (upper curve),
respectively, of a diatomic

molecule are presented as

functions of the distance

between atoms, r. Several
vibration wave functions

(note: the probabilities of
interatomic distances are

proportional to the square of

the corresponding wave

functions) are also depicted.

The vertical arrows stand
for the most probable

absorption and emission.
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vibrational relaxation, the excited molecule ends up in the lowest vibrational state

of the electronic excited state and then the emission of a photon, i.e., radiative

transition to the ground state (fluorescence) can occur. However, a number of fast

nonradiative processes compete with fluorescence. They will be discussed later.

The probability of the spin-allowed S1! S0 emission of a photon (fluorescence)

depends, similarly to the absorption probability, on a change in the dipole moment

during the transition and on the energy difference between the states. For a fully

(spin, symmetry, and overlap) allowed transition, the quantum mechanics calcula-

tion yields a rate constant of about 109 s�1. This means that the natural mean

lifetimes of the excited state of common fluorophores are nanoseconds. The real

lifetimes of a number of important fluorophores can be longer (tens to hundreds of

nanoseconds) if the transition is not fully allowed, but it can be much shorter (in the

picosecond range) if nonradiative processes efficiently deplete the excited state. In

both cases, the normalized fluorescence intensity (number of photons emitted per

second from a unit volume of a macroscopic ensemble of fluorophores normalized

by a number of incident photons passing this volume) is weaker than expected. In

an overwhelming majority of cases (flexible molecules strongly interacting with the

surrounding medium), the nonradiative depletion of the excited state quenches the

fluorescence completely and only a small number of rigid molecules (e.g., con-

densed aromatic rings) are fluorophores of practical use. It is necessary to realize

that, regardless of the actual lifetime of the excited state, the single act of emission

of a photon and the S1! S0 transition proceed in times of ca. 10�15 ns and the

ground-state fluorophore ends up in a vibrationally excited state (see Fig. 2, where

the emission is depicted by the downward pointing arrows). Then a fast vibrational

relaxation takes place on a ps timescale and the fluorophore returns to its lowest

possible energetic state, which (together with vibrational relaxation after the exci-

tation) explains the intrinsic Stokes shift of the emission towards the red part of the

spectral region with respect to the absorption wavelength [8].

Because both the absorption and emission proceed between states S0 and S1 and

their probabilities depend on the same dipole moments, it is not surprising that there

is (in most cases) a linear relationship between the molar absorption coefficient and

the rate constant of the spontaneous emission (the higher the absorption probability,

the higher the emission intensity). However, because the competing processes often

deplete the excited state faster than fluorescence, the observed emission intensity is

usually considerably weaker than expected. The relationship between the absorp-

tion coefficients of S0! Si excitations (i� 2) and the rate of S1! S0 emission is

not straightforward. If the molecule is excited to higher electronic states S2, S3, etc.,

in an overwhelming majority of cases, the excited molecule reaches the lowest

vibrational level of the lowest excited S1 state by a cascade of vibrational relaxation

processes on a ps timescale before the emission of a photon occurs. There are only a

few exceptions from the rule postulating that the emission always proceeds from S1,

e.g., azulene [9] exhibits fluorescence from S2.

So far we have considered various processes at the level of only one molecule.

However, fluorescence spectroscopy is used for studying macroscopic samples.

Thus, the emission of photons from a large number of excited fluorophores is
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monitored and analyzed (except for single-molecule fluorescence spectroscopy and

fluorescence-correlation spectroscopy). Under current spectroscopic conditions, the

concentration of fluorophores is usually low (typically 10�6–10�5 mol L�1) and the

intensity of the irradiation is fairly weak. Hence, only a small fraction of the

fluorophore molecules are excited, typically less than 10�6, but this still represents

a large ensemble of 109 excited molecules per milliliter. Therefore, it is necessary to

discuss the kinetics of depletion of excited states in a large (macroscopic) ensemble

of fluorophores. The depletion of excited states is a stochastic process that involves

a number of independent competing contributions (internal conversion, intersystem

crossing, etc.). The probabilities of the individual processes depend on the chemical

nature of the fluorophore and on its interaction with its microenvironment [10]. Indi-

vidual processes will be discussed later.

First, we will describe the fluorescence kinetics after excitation with an ultrafast

excitation pulse that can be approximated by a δ-pulse in the absence of

nonradiative processes that could deplete the excited state (idealized case of time-

resolved fluorescence decay measurements) [11, 12]. In a system of equivalent

fluorophores (embedded in a homogeneous medium and interacting equally with

the microenvironment), all the excited molecules have the same probability of

emission of a photon but, due to the stochastic nature of the spontaneous emission,

only the relationships concerning large numbers of fluorophores can be formulated.

It is obvious that the number of photons released per unit time (rate of emission, or

fluorescence intensity, F/ dNF/dt) in the system without competing nonradiative

processes equals the total rate of de-excitation (depletion of the excited state),

�dN/dt, which is proportional to the number of fluorophores excited at a given

time, N(t). Hence, we can write: � dN/dt¼ kR N(t), where kR is the rate constant of

the radiative transition (in this case, it is the rate constant of fluorescence, kF).
Integration yields kinetics that obeys the single exponential decay (first-order

kinetics), i.e.,

N tð Þ ¼ N0exp �kR tð Þ, or F tð Þ ¼ F0exp �kR tð Þ; ð1Þ

where N0 or F0 is the number of excited molecules or fluorescence intensity,

respectively, immediately upon excitation. In a great majority of practically impor-

tant cases, the experimental decay is not single exponential because either the

underlying photophysics is more complicated or the fluorophores embedded in a

nonhomogeneous medium are not equivalent (individual fluorophores interact

differently with their microenvironment). In almost all cases, some nonradiative

processes compete to a certain extent with fluorescence. They contribute to the

depletion of the excited state upon excitation and the fluorescence is weaker and

decays faster. In this case, the experimental rate constant kexp is the sum of the rate

constants ki of all the processes depleting the excited state (including the radiative

process), kexp¼Σki. The fluorescence quantum yield (the ratio of the number of

emitted photons NF to the number of absorbed photons Nabs),ΦF¼NF/Nabs, is lower

than one (given by the relationship ΦF¼ kR/Σki) and the fluorescence intensity is

weaker; it is attenuated (with respect to the ideal value) by the same factor kR/Σki.
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The fluorescence lifetime is defined as the time at which the intensity of emission

decays to 1/e of its initial value, i.e., τF¼ 1/kexp.
As was explained above, a number of nonradiative processes can deplete the

excited state and quench the fluorescence. The first common process is internal

conversion, IC. Its probability depends on the structure and properties of the

molecule and on interaction with the surrounding molecules, and its rate varies

over a wide range of orders of magnitude. For flexible and strongly interacting

molecules, IC can proceed on a picosecond timescale and can efficiently deplete the

excited state before considerably slower emission takes place. This process actually

means that most molecules are nonfluorescent and only a relatively small number of

rigid molecules are strong fluorophores. This also explains why the fluorescence

intensity decreases with increasing temperature, with increasing polarity of the

solvent and with its decreasing viscosity.

The second important nonradiative process is S1!T1 intersystem crossing, ISC,

which is strictly forbidden by the spin selection rule at the level of the Born–

Oppenheimer approximation, but the selection rule is relaxed in real systems by

spin–orbital interaction for almost all the molecules that contain atoms with more

electrons. The easiness of ISC depends on the energy difference between states S1
and T1 and, for molecules with energetically close S1 and T1 states, this process can

be very fast and efficient (kICS ca. 1012 s�1) due to the resonance effect and

intermixing of the S1 and T1 states, while it practically does not come into account

for molecules with a large energy difference. If the S1!T1 transition takes place,

the molecule occurs in an unenviable situation. The probability of the radiative

T1! S0 transition (phosphorescence) is low because the process is spin forbidden

and the energy difference between the states is large. The molecule contains a

considerable amount of excess energy and therefore is very reactive and on average

remains in the reactive state for quite a long time and undergoes a number of

collisions with the surrounding molecules. Therefore, the probability of photo-

chemical reaction (i.e., the transformation of the original molecule in another

one) is high and most photochemical reactions involve molecules (reactants or

photosensitizers) in the excited T1 state. Because the energy of the T1 state is lower

than that of the S1 state, the phosphorescence is red shifted with respect to the

fluorescence. Its intensity is very low due, in part, to its low natural rate (rate

constant kP ca. 10
�3 to 103 s�1) and to competitive depletion of the excited state by

vibrational relaxation, collision energy transfer, etc.

If states S1 and T1 are energetically close, the molecule can “escape” from the T1

state and return to the S1 state. It is obvious that the T1 molecule must gain some

energy to reach the level where the energies of states T1 and S1 overlap. The

required excess energy can be generated by intermolecular collisions with the

surrounded molecules or by triplet–triplet annihilation, which requires interaction

of two excited species. In both cases, delayed emission from S1 occurs. The first

mechanism is called delayed fluorescence of type E (because eosin is an important

molecule which exhibits this type of delayed fluorescence) and the second mech-

anism is referred as type P (according to pyrene). In both cases, it is a slow radiative
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process with low intensity. In the first case, the rate constant equals that of

phosphorescence, i.e., kP; in the second case it equals ½kP.
The advantage of fluorescence measurement for studying the dynamic behavior

of various systems follows from the fact that a number of processes can occur in the

time window between absorption and emission. Either the fluorophore itself can

undergo some changes (transition between electronic states, conformational

changes, changes in position due to rotational or translational diffusion) or the

surrounding molecules can reorganize (solvent relaxation, close approach of

quenchers, etc.). Figure 3 gives a survey of practically important dynamic processes

that proceed at rates comparable with fluorescence, affect the fluorescence

Fig. 3 The outline of fast dynamic processes that proceed at rates comparable with that of the

radiative depletion of the excited state and can be studied by time-resolved fluorescence tech-

niques (TRF): the rate of the polymer chain dynamics (vibrational motion and relaxation) strongly

overlaps that of electronic relaxation and can be studied by TRF. Adapted from Springer, Self

Organized Nanostructures of Amphiphilic Block Copolymers I, 241, 2011, 187–249, figure

3, [2]. Copyright 2011. With kind permission from Springer Science and Business Media
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characteristics (position, width and shape of the fluorescence spectra, quantum

yield, decay time, etc.), and can be studied by time-resolved fluorescence spectros-

copy (TRFS). Some of them, which play an important role in fluorescence studies of

polymer dynamics, conformations, and assembly, will be discussed in detail in the

following text.

3 Fluorescence Quenching

All nonradiative processes that contribute to the depletion of the excited state

shorten the fluorescence lifetime and weaken the emission intensity. Some of

them arise as inherent features of the fluorophore (e.g., internal conversion) and

their effect depends on its interaction with solvent and on temperature. They

predetermine the natural fluorescence lifetime, τF0, which is defined as the lifetime

in the absence of additional components that can quench the fluorescence.

Compounds that strongly interact with an excited fluorophore and quench its

fluorescence are called “quenchers.” Efficient quenching requires close approach of

the quencher to the fluorophore, which means that a fluorescence quenching study

yields information on a tiny volume element in which the fluorophore is embedded

and on the processes that proceed in its vicinity. Hence, it can be used for probing

tiny nanodomains of the system. Fluorescence quenching experiments are usually

not difficult from the experimental point of view and they have often been used in

biochemistry and polymer science since the early 1950s [13]. In homogeneous bulk

solutions, the time-resolved data provide information on the rate of diffusion; in

nanoheterogeneous systems with specifically embedded probes (e.g., covalently

attached to the polymer chain), they can answer the question of whether a particular

domain is accessible to the particular (polar or nonpolar) quencher, i.e., if the

domain itself is polar or nonpolar.

Fluorescence quenching processes can be divided into two main categories:

(1) dynamic (collision) and (2) static quenching. In the first case, the quencher

(usually a transition or heavy metal ion or its complex, a molecule containing a

heavy atom, or just oxygen dissolved in the solution) collides with the fluorophore

and the excitation energy is transferred to the quencher and later dissipated in the

surrounding medium. This quenching mechanism contributes to the depletion of the

excited state, shortens the fluorescence lifetime, and weakens the fluorescence

intensity. Both the fluorescence intensity F and lifetime τF obey the well-known

Stern–Volmer relation [14].

F0

F
¼ τF,0

τF
¼ 1þ KSVcQ ð2Þ

where the symbols without and with subscript 0 apply to the system with and

without quencher, respectively, KSV is the Stern–Volmer quenching constant

which can be expressed as a product of the dynamic quenching rate constant kq
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and the fluorescence lifetime in the absence of the quencher, τF,0, and cQ is the

concentration of the quencher. Detailed mechanism is relatively complicated and

involves several steps. If we assume only free diffusion of both the fluorophore and

quencher in the bulk solution and neglect the transient terms, kq is a product of the
quenching efficiency, which depends on the fluorophore–quencher pair, and the

diffusion-limited bimolecular collision rate constant, k (defined by the

Smoluchowski equation, k¼ 4πDsRsNA, where Ds and Rs are the sum of the

effective diffusion constants and the molecular radii of the components, respec-

tively, and NA is the Avogadro number).

Static quenching does not assume diffusion of components. It is a result of the

reversible formation of a nonfluorescent fluorophore–quencher complex in the

ground state. A fraction of the fluorophore is bound in a complex and makes no

contribution to the emission, but the remaining fraction is not affected and exhibits

fluorescence with the natural lifetime, τF,0. The emission intensity is weaker and

obeys the Stern–Volmer plot

F0

F
¼ 1þ KAcQ ð3Þ

where KA is the association constant describing the reversible formation of the

complex and where the fluorescence lifetime is not affected by the presence of the

quencher. A combination of steady-state and time-resolved measurements allows

unambiguous discrimination between the different types of quenching. Moreover,

the static and dynamic quenching mechanisms differ significantly in the tempera-

ture dependence of their efficiency. Increasing temperature accelerates diffusion

and amplifies dynamic quenching but promotes the dissociation of the complex and

restricts static quenching. Hence KSV (and the slope of Stern–Volmer plot)

increases and KA (and the slope) decreases with temperature.

In some real systems, it is possible to encounter a combination of both types of

quenching. The Stern–Volmer plots are frequently not linear because various

transient effects may cause the upward curvature of the plot. On the other hand,

downward curvature and leveling-off of the plots can be a result of uneven

(hindered) accessibility of a fraction of fluorophores in micro-heterogeneous

media. A number of specific models for analyzing fluorescence decays affected

by quenching have been proposed in the literature [8, 15].

4 Resonance Energy Transfer

The fluorescence resonance energy transfer (FRET), also called nonradiative exci-

tation energy transfer (NRET) or direct energy transfer (DET), is one of the

processes that quench the fluorescence of an excited fluorophore. In contrast to

collision quenching, the excitation energy of the donor is transferred to another

molecule (acceptor) over nanometer distances and the underlying mechanism does

102 Z. Limpouchová and K. Procházka



not require the close contact of interacting species. When the energy is transferred,

the originally excited donor returns nonradiatively to the ground state and the

acceptor becomes excited. The acceptor can be a practically important fluorophore,

which then exhibits its characteristic fluorescence, or a molecule that is efficiently

deactivated by a nonradiative internal conversion. Analogously to collision

quenching, NRET is a widely used fluorescence variant that has been employed

in polymer and colloid science since the middle of the twentieth century. The FRET

mechanism was first elucidated by F€orster more than 60 years ago. It assumes a

“long-range” interaction of the dipole moment of the excited donor with the dipole

moment of the ground-state acceptor (in the nanometer range). The orbitals of the

two species do not overlap and the resonance mechanism of weakly coupled dipoles

controls the rate of the transfer. Efficient energy transfer requires approximately the

same or slightly lower energy of the excited acceptor than that of the donor, because

some excess energy can be dissipated in vibrational energy. From the spectroscopic

point of view, the condition of total energy conservation means that the absorption

spectrum of the acceptor has to overlap with the emission spectrum of the donor.

The greater the overlap, the more efficient and faster is the energy transfer. The

theory [16–18] predicts a steep dependence of the transfer rate constant, kT, on the

distance between the donor and the acceptor

kT ¼ 1

τD

r0
r

� �6

ð4Þ

where τD is the fluorescence lifetime of the donor in the absence of the acceptor and

r0 is the F€orster radius, defined as the critical donor–acceptor distance for which the
rate of fluorescence emission of photons (in a macroscopic sample) and energy

transfer are the same. At the level of a single donor–acceptor pair, this means that, if

the molecules are separated by r0, the probability of emission of a photon from an

excited donor is the same as that of resonant energy transfer. As already indicated,

r0 depends on the overlap of the emission and absorption spectra of the donor and

acceptor, respectively. The normalized overlap integral J is defined by the follow-

ing formula

J ¼

ð
FD λð ÞεA λð Þλ4dλð

FD λð Þdλ
ð5Þ

where FD(λ) and εA(λ) are the emission spectrum of the donor and molar absorption

coefficient of the acceptor as functions of the wavelength λ, respectively. However,
the F€orster radius also depends on the mutual orientation of the dipoles (expressed

by the orientation factor, κ) and on the fluorescence quantum yield of the donor in

the absence of the acceptor, QD. The complete formula reads
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ðr0Þ6 ¼ 9ðln10Þκ2QDJ

128π5n4NA

ð6Þ

where n is the refractive index and NA is the Avogadro number. This formula shows

that the larger the overlap, the larger is the region of efficient interaction and longer is

r0. If the current chemical units are used, i.e., (mol/L)�1 cm3 for the absorption

coefficient, and cm for the wavelength, then the value of (r0)
6 can be enumerated

(in Å) using the following mathematical prescription: r0¼ 9.78� 103(n�4QDκ
2J)1/6.

The transfer efficiency, E, is defined as the ratio of the transfer rate constant, kT,
to the sum of rate constants, ki, of all the processes that deplete the excited state

(radiative and nonradiative, i.e., including the rate of unaffected fluorescence and

that of FRET, kT and kF, respectively), E¼ kT/∑ki. Experimentally, E can be

determined by measurement of the quantum yields (or fluorescence intensities of

the donor in the presence and absence of the acceptor, FDA and FD, respectively, or

by time-resolved measurement of the corresponding fluorescence lifetimes, τDA and

τD). If the acceptor is fluorescent (which is not a necessary condition), its emission

can also be used for evaluation of E. However, the latter approach is not often used

and its precision is usually lower (because the acceptor intensity can be affected by

a number of complicating factors and also direct acceptor excitation contributes to

its emission):

E ¼ 1� FDA

FD

¼ 1� τDA
τD

¼ εAD λ1ð Þ
εDA λ1ð Þ

FAD λ2ð Þ
FA λ2ð Þ � 1

� �
ð7Þ

where εAD(λ1) and εDA(λ1) are the absorption coefficients of the donor and acceptor,
respectively, at the wavelength of the absorption, λ1, in the sample containing both

donor and acceptor and FA(λ2) and FAD(λ2) are the fluorescence intensities of the

same concentrations of acceptor at λ2 in the absence and presence of the donor,

respectively, both excited at λ1 and monitored at λ2.
The orientation factor between fixed dipoles is given by

κ2 ¼ cos ϑT � 3 cos ϑD cos ϑAð Þ ð8Þ

where ϑT is the angle between the donor emission dipole and the acceptor absorp-

tion dipole, and ϑD and ϑA are the angle between the vector joining the donor and

the acceptor and the corresponding dipoles, respectively. The factor κ2 ranges from
0 for perpendicular orientation to 4 for parallel orientation of the dipoles. However,

in solutions, the fluorophores are randomly oriented and undergo fairly rapid

rotational diffusion. For very fast rotation in an isotropic, low viscosity solvent,

when the molecules assume all mutual orientations with equal probability, time and

ensemble averaging yields the “fast dynamic random limit” κ2 ¼ 2=3.
Nonradiative excitation energy transfer affects the time-resolved fluorescence

decay and shortens the experimental values of the average fluorescence lifetime of

the donor. In a macroscopic system, the shape of the decay curve depends on the
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spatial distribution of the quenchers with respect to the donors and the time-

resolved measurements can be used for studying the distribution and motion of

the quenchers in complex systems. Early theoretical works [16, 19] were focused on

isotropic systems with randomly distributed fluorophores and quenchers. In such

systems, all fluorophores are influenced evenly by surrounding quenchers and the

average number of quenchers in a thin spherical layer with radius r around each

donor is proportional to r2. The decay rate in a macroscopic system of fluorophores

and quenchers can be generally obtained as the solution of the stochastic master

equation which describes the time derivative of the average probability hρ(t)i that
the excitation at time t is still localized at the same fluorophore which was excited at

time t¼ 0. The derivative gives the rate of deactivation of the excited fluorophores

and (similarly to other common stochastic processes) is proportional to the number

of excited fluorophores at a given time, i.e.,d ρ tð Þh i=dt ¼� kexp ρ tð Þh i. The effective
rate constant depends on the spatial distribution of the quenchers with respect to the

fluorophores

kexp ¼ 1

τD
þ 1

τD

XN
k¼1

r0
rk

� �6

¼ 1

τD
þ 1

τD

ð
W rð Þ r0

r

� �6

dr ð9Þ

where rk are the distances of the quenchers from a randomly chosen fluorophore and

W(r) is the distribution function of the numbers of quenchers at a distance r (in

a random mixture proportional to r2). Solution of the differential equation

� dN/dt¼ kexp·N(t), or �dFDA/dt¼ kexp·FDA(t), with kexp given by Eq. (9) and

W(r) proportional to r2 yields the following time-resolved decay of the fluorescence

intensity, FDA(t):

FDA tð Þ ¼ F0exp � t

τD

� �
� 2

c

c0

� � ffiffiffiffiffiffiffiffi
t

τD

r� �
ð10Þ

where c0 is the critical concentration, c0¼ 3000/(2π3/2NAr0
3). The derived equation

has been checked experimentally and was found to describe the experimental

decays reasonably well. When the fluorophores and quenchers are embedded in

small volumes, the decays must be described by more complicated relationships.

The complication derives from the fact that individual fluorophores, which are

located at different places with respect to the center of the closed volume element or

in volumes differing in size, are surrounded by different numbers of quenchers and

cannot be considered to be equivalent probes, e.g., those located close to the walls

are affected only from one side, while those in the middle are affected on average

by a spherically symmetrical set of quenchers (see Fig. 4). The NRET effect in

small volumes was studied by Fayer and independently also by Winnik and

appropriate formulas have been proposed and tested [20–25] and they will be

discussed in the next chapters.

Fluorescence quenching and FRET belong among very popular and frequently

employed fluorescence variants. They have been widely used in various fields
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including polymer and biopolymer research. FRET has been used in studies of

polymer miscibility [26, 27] and polymer chain conformations [28–30]. Collision

quenching, which provides information on the accessibility of fluorophores embed-

ded in heterogeneous materials for different quenchers, has been used to study the

properties of nanodomains, etc. [2, 31–34]. Both methods represent classical

“benchmark” fluorescence techniques in polymer science. Their specific use for

studies of polymer conformations, dynamics, and self-assembly will be discussed in

detail in the following chapters.

5 The Solvent Relaxation Method

The solvent relaxation method (SRM) belongs to specific, fairly advanced variants

of time-resolved fluorescence measurements. It has been used less in polymer

science than fluorescence depolarization, quenching, or FRET, but it provides

unique information on the polarity and microviscosity of the solvate shell of the

probe (or more precisely on the mobility of molecules in the solvate shell) and

interesting papers on the systems of low-molar-mass compound and also on self-

assembled colloid and polymer systems have appeared in recognized journals in

recent years [35–43]. Before discussing the use of SRM for the investigation of

polymer systems, we will outline the principle of the method for a dilute solution of

fluorophores in an isotropic polar solvent. We would like to point out that the

probes used in SMR should be polarity dependent, i.e., they should exhibit a large

shift in the emission band with polarity, but their photophysics should be simple

(see the later discussion); otherwise interpretation of the data becomes complicated

and specific for a given system—without the possibility of formulating general

conclusions.

The principle of the solvent relaxation method is depicted in Fig. 5 for a

fluorophore immersed in a polar solvent (with equilibrium ground-state relative

Fig. 4 Distribution of acceptors around a donor in small restricted volumes; the figure shows the

importance of the location of the donor in confined and spatially restricted systems
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permittivity, ε) and a higher dipole moment μ1 in its excited state than that in the

ground state μ0. The vertical axis corresponds to the Gibbs free energy of the

solvated fluorophore. As already mentioned, a necessary condition for the absorp-

tion, as well as for the emission of a photon, is a change in the dipole moment. Prior

to excitation, the orientation of the polar solvent molecules in the solvation shell

minimizes the Gibbs free energy, G, of the ground-state system. In this case, it is

related mainly to the electrostatic interaction of the dipole moment of the

fluorophore with the dipole moments of close solvent molecules. The fluorophore

undergoes fairly rapid translational and rotational diffusion, but the solvent mole-

cules are smaller than the fluorophore and the optimum structure of the solvate shell

catches up with the random motion of the fluorophore and the time fluctuations in

G are small.

As the absorption of a photon and a consequent redistribution of the “electron

cloud” occur in less than 10�15 s, the change in the dipole moment, Δμ¼ μ1–μ0, of
the fluorophore (to be exact, the part corresponding to the redistribution of elec-

trons) is almost instantaneous compared with the rate of motion of the nuclei and

Fig. 5 Solvent relaxation: energies of the electronic states of a solvated fluorophore are depicted

by bold lines, vibrational states by thin lines; the long arrows and wavy lines show individual

processes; the changes of the dipole moment and geometry of the fluorophore upon excitation and

emission are depicted by different orientations of the short arrow and the ellipsoidal prolongation.

The changes in the arrangement and orientation of polar solvent molecules are indicated by bicolor
circles. Adapted from Springer, Self Organized Nanostructures of Amphiphilic Block

Copolymers I, 241, 2011, 187–249, figure 4, [2]. Copyright 2011. With kind permission from

Springer Science and Business Media
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the surrounding molecules. Therefore, immediately upon excitation, the geometry

of the fluorophore (bond lengths and angles) and the arrangement of molecules in

the solvate shell still correspond to the ground state. The solvation is not optimum

and the Gibbs free energy soon after the excitation is higher than that of the properly

equilibrated excited system. Two processes contribute to the minimization of G in

the excited state: vibrational relaxation (which recovers the equilibrium geometry

of the excited probe on a timescale of ca. 10�12 s) and slightly slower reorganiza-

tion of the solvate shell (the rate of which depends on the solvent viscosity and

temperature), which proceeds on a sub-nanosecond scale at ambient temperatures

in nonviscous solvents). While the first process occurs in all the systems and causes

the inherent Stokes red shift of the fluorescence with respect to the absorption

regardless of the polarity of the probe and of the solvent, the second one takes place

only in polar solvents and adds a polarity-dependent contribution to the Stokes

shift. The extent of solvent relaxation depends on the strength of the dipole–dipole

interactions between the fluorophore and molecules in the solvate shell (i.e., on the

change in the dipole moment and on the local polarity of the microenvironment)

and its rate depends on the mobility of the solvated molecules (i.e., on the local

viscosity of the microenvironment). In nonviscous solvents, it proceeds quite

rapidly and it can partially overlap with the vibrational relaxation. In this case,

complete dielectric relaxation is usually complete before the emission of a photon

(i.e., before the emission of an overwhelming majority of the photons in macro-

scopic samples), which means that most photons are emitted from the fully relaxed

state S1 on a nanosecond timescale. However, the emission is a stochastic process

and its rate decays exponentially. Hence, at short times, some “hot photons” are

emitted from non-relaxed states with higher energy than that of the fully relaxed

state S1 and ultrafast time-resolved measurements enable their detection.

Even though fluorescence decay in macroscopic systems proceeds in the nano-

second time region, the act of single emission (and transition from S1 to S0) occurs

in times shorter than 10�15 s. Hence, immediately after the emission of a photon

from the fully relaxed S1 state, the geometry of the fluorophore and the structure of

the solvate shell do not correspond to the ground state S0, but still correspond to the

excited state. This is followed by a cascade of processes that resemble the mirror

image of the above-described relaxations after the excitation. However, it is

necessary to bear in mind that the reorganization of the solvent shell at short

times (after the “hot emission”) requires less solvent reorganization because it

proceeds from a non-equilibrated (high energy) S1 state back to S0 and the solvation

shells of both states roughly correspond to the relaxed S0 state.

A simple quantitative treatment of the solvent relaxation-induced Stokes shift is

based on a model that assumes that the fluorophore is located in a cavity with radius

a in a dipolar medium characterized by the bulk dielectric permittivity ε and

refractive index n (we should recall that the high-frequency limit of the dielectric

permittivity ε1 equals the square of the refractive index n2). Classical treatment

yields the Lippert equation [44] describing the difference, Δ~ν ¼ ~νA � ~νF, between
the wavenumbers of the emission and absorption maxima of the fully relaxed

system:
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Δ~ν � 2ðμ1 � μ0Þ2
hca3

ε� 1

2εþ 1
� n2 � 1

2n2 þ 1

� �
ð11Þ

where h is the Planck constant and c is the speed of light in a vacuum, andμ1 � μ0 is
the difference between magnitudes of corresponding dipole moments. This equa-

tion makes it possible to examine the local polarities of nano- to microdomains in

heterogeneous systems (provided that the partitioning of the fluorophore between

different domains can be estimated independently).

In this chapter, we generally avoid discussion of the technical details of time-

resolved measurements, such as the principle of the time-correlated single photon

counting technique, extraction of the net decay curve by the deconvolution method,

etc. However, in this case, it is necessary to outline the principle of the solvent

relaxation measurement and data evaluation (called “spectral reconstruction”).

Application of the solvent relaxation method requires the measurement of a number

of decay curves at different emission wavelengths, λEm (excited at the same

excitation wavelength, λEx). All the decay curves are measured with approximately

the same statistics and are normalized. Emission from states populated immediately

upon excitation yields decays in the blue part of the emission spectrum. The

red-shifted decays correspond to emission from states which are not present at the

very beginning and are created relatively slowly by the relaxation of the solvate

shell on nanosecond and sub-nanosecond timescales. Therefore, the decay curves

for longer wavelengths contain the rising (built-up) part at short times and later they

achieve a maximum and finally decrease. The next step is reconstruction of the

time-resolved spectra. It also requires measurement of the steady-state emission

spectrum (excitation at the same wavelength as the time-resolved decays), because

the intensity of the emission at λEm and t is proportional to the product of the steady-
state intensity for a given wavelength, FSS(λEm), and the fraction of the time-

dependent intensities, f(λEm,t)¼FTR(λEm,t)/FTR(λEm,t¼ 0). The properly normal-

ized intensities of the time-resolved spectra, FTRS(λEm,t), are given by the relation

FTRS λEm; tð Þ ¼ FSS λEmð ÞFTR λEm; tð Þð1
0

FTR λEm; tð Þdt
ð12Þ

and the final output is the normalized time dependence of the frequency of the

emission, vEm(t) in the form of the correlation function (wavelengths of intensity

maxima of emission bands are usually converted to the frequency scale):

½νEmðtÞ � νEmðt ¼ 1Þ�
½νEmðt ¼ 0Þ � νEmðt ¼ 1Þ� ¼ CðtÞ ð13Þ

While the estimation of vEm(t¼1) in the fully relaxed systems is not a problem,

the value immediately upon excitation is often subject to ambiguities, especially in

nonviscous highly polar solvents. In a number of cases, the relaxation is simply too
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fast for the time resolution of the detection used and vEm(t¼ 0) cannot be detected

with sufficient accuracy. One more complication has to be taken into account in

heterogeneous systems. Some amphiphilic or strongly nonpolar fluorophores,

which bind to nanoparticles and are used in studies of nanoparticle solutions, are

not sufficiently soluble in pure polar solvents and form self-quenched aggregates.

Heterogeneous systems will be treated in the next part, but the estimation of

vEm(t¼ 0) is a general problem and therefore will be briefly discussed here.

Maroncelli et al. [45] proposed an approximate method that can be used in all

cases. It assumes knowledge of the frequencies of the absorption band of the probe

in the polar solvent employed, vA,p, and in a reference nonpolar solvent, vA,np,
which do not change with time and can be easily measured by UV–vis absorption

spectroscopy providing that the probe is soluble in both solvents. Further, it requires

knowledge of the emission frequency in a nonpolar solvent, vEm,np, which again

does not change with time, because the solvent relaxation proceeds only in polar

solvents. Hence, it corresponds to the frequency of the maximum of the steady-state

emission spectrum and can be estimated without problems. The value of the

frequency in the polar solvent immediately upon excitation, vEm,p(t¼ 0), can be

evaluated from the simple formula

νEm,pðt ¼ 0Þ ¼ νEm,np þ ðνA,p � νA,npÞ: ð14Þ

6 Solvent Relaxation in Heterogeneous Systems

So far, a large number of low-molar-mass systems have been studied by ultrafast

fluorescence techniques in sub-nanosecond time regions [35–39]. Recently, a

relatively slow (nanosecond) relaxation process proceeding in mixed low-molar-

mass solvents, consisting in redistribution of components of the solvent mixture in

the solvate shell of the fluorophore upon the excitation, has also been reported [40–

43, 46, 47]. However, an important part of experimental studies is still concerned

with “relatively slowly relaxing” biological systems, such as lipid membranes [48–

50], proteins [51, 52], nucleic acids [53], and also colloidal [54] and polymer

systems [55–57].

In the next part, we will focus our attention on nanosecond processes that occur

in shells of self-assembled polymer micelle-like nanoparticles in aqueous media

[56, 57]. Fluorescent probes that strongly bind to the nanoparticles have usually

been employed to obtain information on the shell or on the immediate vicinity of

nanoparticles. Suitable probes include amphiphilic fluorophores, i.e., fluorescent

surfactants, such as prodan, laurdan, or patman (see chapter “Fluorescence Studies

of Polymer Containing Systems”, Fig. 2). They contain a fairly polar fluorescent

head-group and a nonpolar aliphatic tail, which secures the favorable “hydrophobic

interaction” and sorption on polymer nanoparticles. They bind to micelles [55, 56]

and their localization depends on the polarity of the head-group and on the length of

the tail. In the case of patman, the strongly polar head is usually located in the

peripheric part of the solvated shell and the nonpolar tail is oriented towards the
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core/shell interface, i.e., buried in the inner shell. Probes with less polar heads

(laurdan) can be buried quite deep in the nanoparticle (close to the core/shell

interface). The micellar shell represents a fairly concentrated polymer system,

which does not contain enough water in its innermost part (close to the core-shell

interface) and the solvation of some components can be incomplete. The buried

probe competes with polymer segments for water molecules and the complex

solvent redistribution is significantly slowed down and differs in many aspects

from the simple dielectric relaxation in isotropic low-molar-mass solutions.

The complexity of the dielectric response derives from the fact that micellar

systems are “micro-heterogeneous” and contain components that differ signifi-

cantly in size and in mobility: small and mobile solvent molecules, slightly larger

fluorescent probes, and fairly large nanoparticles (with characteristic dimensions

ranging from several nm up to 102 nm and molar masses 106–107 g/mol). The

properties of nanoparticles that influence the fluorescence of probes, e.g., the

density and effective polarity of the water-soluble shell, the degree of ionization

in weak polyelectrolyte shells, solvation of shell-forming units, and water structure,

vary in the direction from the central part of the nanoparticle to the periphery

[58, 59]. Appreciable changes occur at distances comparable with the size of the

fluorophore. Therefore, not only the redistribution of water molecules upon exci-

tation but also the motion of the fluorophore with respect to the nanoparticle can

occur during the lifetime of the excited state. In some systems, partial redistribution

of amphiphilic probes between the core and shell has also been observed [55].

In micro-heterogeneous systems, the time dependence of the half-width of the

time-resolved emission band should be measured and plotted as a function of time

because it provides important information on the extent of the monitored process. It

has been shown [60] that the half-width should be more or less constant in

homogeneous systems (in fact, it should decrease slightly). The process proceeds

differently in spatially inhomogeneous systems. Because the properties of the

system vary in space, individual fluorophores distributed in different parts of the

system are not equivalent and their solvent shells respond at different rates to the

changing local electric field. This inhomogeneity gives rise to a new phenomenon

that reflects the time distribution of the relaxation phases of different solvent shells.

The observed transient inhomogeneity increases significantly at intermediate times

and attenuates at long times [60].

Monitoring of the half-width of the emission band provides information about

whether the entire process, or just a part of it, was included within the time window

of the experiment. If only a decrease is observed, the early part of the relaxation

process is beyond the time resolution of the relevant apparatus. In contrast, if only

the rising part is observed, the process is slow and the fluorescence lifetime is too

short and does not allow monitoring of the entire relaxation process. The following

chapters give some examples of studies of self-assembling polymer systems by the

solvent relaxation method.
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7 Time-Resolved Fluorescence Anisotropy

As already explained, the probability of photon absorption by a given molecule

depends on a number of factors (see the optical selection rules). If polarized light is

employed [61], it also depends on the orientation of the absorption transition dipole

moment, μA, with respect to the polarization plane of the excitation light (described
by the angle ϕ). Molecules with their absorption dipole moment parallel to the

polarization plane of the excitation light are excited preferentially, while those

oriented perpendicularly are not excited at all. For a general orientation with angle

ϕ, the dipole moment can be decomposed into parallel and perpendicular compo-

nents, μAcosϕ, and μAsinϕ, respectively, and the excitation probability is propor-

tional to (cosϕ)2.
Fluorophores in solutions (i.e., their dipole moments) are oriented randomly

prior to excitation and undergo rotational diffusion. Nevertheless, immediately

upon excitation by a sufficiently intense ultrafast polarized light pulse, the popula-

tion of excited molecules with absorption dipole moment parallel to the plane of the

polarized excitation light predominates. Several processes contribute to the relax-

ation of the anisotropic population of excited molecules; in addition to processes

that deplete the excited state (both radiative and nonradiative): (1) the rotational

Brownian motion of fluorophores and (2) the excitation energy migration among

fluorophores also play an important role. The probability of nonradiative energy

migration depends strongly on the distance between the fluorophores (see the part

describing energy transfer). Consequently, the rate of the latter depolarizing process

in macroscopic solutions can be significantly suppressed at high dilutions. The

absorption and emission transition dipole moments, μA and μE, can form any angle

ω , but they are usually parallel in fluorophores that contain symmetry planes,

which means that the emission at early times following polarized excitation is also

strongly polarized in the same plane and the time-dependent fluorescence anisot-

ropy provides information on the depolarization processes; in dilute systems, it

corresponds predominantly to the rotational diffusion of the probe. Relaxation of

the system can be followed by measuring the time-resolved anisotropy,

r tð Þ ¼ Ik tð Þ � I⊥ tð Þ	 

Ik tð Þ þ 2I⊥ tð Þ	 
 ð15Þ

where Ik tð Þ and I⊥ tð Þ are the parallelly and perpendicularly polarized emission

intensities at time t after the excitation, respectively. The sum

S tð Þ ¼ Ik tð Þ þ 2I⊥ tð Þ	 

in the denominator is proportional to the population of

molecules in the excited state, i.e., it represents the total fluorescence intensity

and does not depend on the orientation of the molecule. The polarized fluorescence

decay I(t,ϕ) measured at arbitrary angle ϕ can be expressed in the following form:
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I t;ϕð Þ ¼ 1

3
1þ 3 cos 2ϕ� 1

� �
r tð Þ	 


S tð Þ ð16Þ

In measurements at the so-called “magic angle,” i.e., with the detector of polarized

light oriented at ϕM¼ 54.7� with respect to the polarization plane of the excitation

beam, the experiment directly yields the decay I(t,ϕM)¼ S(t) unaffected by anisot-

ropy, because in this case: (3cos2ϕM – 1¼ 0).

From a theoretical point of view, the experimentally accessible time-resolved

anisotropy, r(t), represents the autocorrelation function of orientations of the

emission transition dipole moment μE(t) at time t and the absorption transition

dipole moment μA(t¼ 0) at the instant of excitation, t¼ 0, and can be expressed as

r tð Þ ¼ 2=5 P2 μA t ¼ 0ð ÞμE tð Þð Þh i ð17Þ

where P2 is the second-order Legendre polynomial and the brackets denote the

ensemble averaging. The initial anisotropy is given by r(t¼ 0)¼ (0.6 cos2ω – 0.2)

and depends on the mutual orientation of μA(t¼ 0) and μE(t¼ 0). The two following

limiting values are acquired for parallel (the highest positive value 0.4) and

perpendicular (the lowest negative value �0.2) orientation. Even though perpen-

dicular orientation of both dipole moments is not very common, such situation can

occur if the fluorophore is excited to a higher state than the emitting state and the

molecule (e.g., perylene, [12]) undergoes one or more nonradiative transitions

between different excited states with mutually perpendicular orientation of dipole

moments before emission. For completeness, it should be pointed out that the

emission is totally depolarized from the very beginning in molecules in which the

angle between dipole moments corresponds to the magic angle. On the other hand,

in perfectly ordered systems of fluorophores with mutually parallel absorption and

emission dipole moments, e.g., in a fluorophore crystal with corresponding dipole

moments that are mutually parallel, the anisotropy defined by Eq. (15) would

theoretically be r(t)¼ 1 and would not depend on time. In real crystals, r(t) can
be slightly lower due to defects in lattice structure and vibrations.

In a number of fluid systems, rotational diffusion proceeds on timescales com-

parable with the fluorescence decay and can be employed to study the viscosity of

the microenvironment, segmental motion of the polymer chains, local geometrical

constraints, and changes in the above characteristics caused by external stimuli, etc.

In nonviscous systems of small molecules, fluorescence anisotropy due to rotational

diffusion usually decays faster than fluorescence, but in viscous solutions and also

in various polymer and biopolymer systems, full angular randomization is often

achieved at times much longer than that corresponding to the depletion of the

excited state and it is not possible to monitor the whole fluorescence anisotropy

decay experimentally. However, careful data fitting (based on an appropriate

model) provides reasonably accurate time characteristics together with the

so-called “residual anisotropy” value (see the later discussion for its physical

meaning).
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8 Models of Rotational Diffusion (RD) and Their Advanced

Variants

In dilute systems of small molecules (where energy migration can be neglected), the

anisotropy decays are commonly fitted to curves derived on the basis of the

rotational diffusion model. There exist several variants of this model. The oldest

and simplest approach, which has mostly been used for interpretation of the data

obtained from systems of small molecules, is known as the Debye hydrodynamic

model [62–69]. The fluorophore is modeled by a solid (generally asymmetrical)

ellipsoid immersed in a viscous liquid. Its rotational diffusion coefficient is given

by the Stokes–Einstein equation [70] and its orientation with respect to the fixed

laboratory system of coordinates can be characterized by three Euler anglesΩ. It is

assumed that the molecule rotates through a very small angle between individual

collisions and its reorientation can be described by the rotational diffusion equation:

∂
∂t

f Ω; tð Þ ¼ �f Ω; tð Þ; ð18Þ

which yields the probability density f(Ω, t) describing the orientation of the

molecule at time t (expressed by Euler angles Ω) regardless of the electronic

state. H is the Hamiltonian operator, H ¼
X3

i¼1

X3

j¼1
LiDijLj, Li is the quantum

mechanical operator of the angular momentum defined according to Rose [71], and

Dij are the components of the diffusion tensor. Knowledge of f(Ω, t) allows

calculation of the polarized intensities Ik tð Þ and I⊥ tð Þ and consequently the time-

resolved anisotropy, r(t), as the sum of several terms, each of them decaying

exponentially with time [72]:

r tð Þ ¼
X5
i¼1

Aiexp
�t

τri

� �
ð19Þ

where the individual correlation times τri are functions of the principal components

of the diffusion tensor, i.e., τri¼ f(D1, D2, D3) and the pre-exponential factors

depend both on the components of the diffusion tensor and on the orientation of

the absorption and emission transition dipole moments, μA and μE, respectively
(angles αj and βj), with respect to the principal axes of diffusion, i.e., Ai¼ f(D1, D2,

D3, αj, βj). In the general case of a low symmetry molecule, there are five expo-

nential terms, but only three correlation times τri are independent. If the symmetry

of the fluorophore increases, the number of exponentials decreases. As it is difficult

to discern more than two exponential terms experimentally (the nominator in

Eq. (15) is a fairly small difference between two large numbers, while the denom-

inator is their sum), only the cases when the number of exponentials reduces to one

or two are important in practice. This can happen [73], e.g., if the fluorophore can be

approximated by a rotationally symmetric ellipsoid D1¼Dǁ 6¼D2¼D3¼D⊥

(symmetric-top) and μA or μE are simultaneously perpendicular to the axis of
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rotational symmetry, the anisotropy decay is described by two exponential terms

(two correlation times). Other possibility for two rotational correlation times is

that μA or μE is parallel with one of diffusion axes. If μA and μE are parallel for

symmetric top, single exponential decay occurs (one correlation time). Single

exponential decay is also obtained for a spherical top, i.e., if all the main compo-

nents of the diffusion tensor are equal, D1¼D2¼D3.

Because the fluorophore interacts with solvent molecules and binds them,

creating the solvate shell, the Di values cannot be predicted on the basis of a simple

atomistic model of the rotating molecule. The solvation depends both on the

fluorophore and on the solvent and varies considerably from one system to another

[74]. Two limiting situations have been considered in the literature: (1) the stick

condition—when the first solvent shell moves together with the fluorophore, and

(2) the slip condition, i.e., the opposite extreme situation, when the solvent mole-

cules do not bind to the fluorophore. However, the rotation of the fluorophore is still

not free in the latter case. It is hindered by the necessity of redistributing the

molecules of the solvent to create the free space necessary for a change of the

fluorophore position, which generates the hydrodynamic friction. Redistribution of

the solvent molecules depends strongly on the shape of the rotating object. This is

quite small for spherical particles. The rotation of a prolate ellipsoid around its long

axis does not require almost any solvent redistribution, but that around the short

axes (perpendicular to the long one) does require redistribution and the

corresponding Di value obtained by fluorescence measurement is significantly

larger than the net value based on the atomistic model. The stick condition assumes

that, in addition to the motion of the firmly bound solvent shell, a non-negligible

displacement of solvent molecules occurs at longer distances from the fluorophore

for the same reasons as discussed above.

Very interesting special anisotropy decay has been predicted for a symmetric

molecule approximated by disc with perpendicular orientation of μA and μE, both
lying in the plane of the disc, which we designate, for a clear and unambiguous

discussion, as the yz plane and assume that the light beam comes in the x direction
and polarization plane is xz (see Fig. 6a). The net principal Di components of the

molecule in the direction of the main symmetry axes C1 (axis x) and in the

directions of the two perpendicular axes C2 in the disc plane (the z and

y directions coinciding with the orientations of μA or μE, respectively) do not differ
much. However, the rotation of the disc around the x axes does not require almost

any redistribution of the solvent molecules, while the rotations around y or z require
the continuous displacement of a number of solvent molecules and the

corresponding correlation time τr2 is ca. 10 times longer than τr1. Because μA and

μE are perpendicular to each other, r0(t¼ 0)¼�0.2. The anisotropy increases

rapidly at short times after excitation (with τr1) as a result of rapid 1D rotational

diffusion around the x axis, which randomizes the orientations of the excited

molecules in the yz plane (in which both dipole moments lie) and eliminates the

excess of excited molecules emitting perpendicularly polarized light with respect to

the excitation polarization. Note that full randomization of the orientations of the

excited fluorophores in 3D is not achieved at short times because the rotations

around the second and third axis are slow. This is why r(t) does not converge to
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zero, but increases to slightly positive values 0.1–0.2 (depending on the difference

between the effective Di values) and then slowly decays to zero (with τr2) as the 3D
randomization continues. The example described above is not only interesting from

the theoretical point of view, but it is also important in practice, because it has been

experimentally observed for commonly used fluorophores, such as perylene. If

perylene is excited in the short wavelength part of its absorption spectrum to the

S2 state, which is polarized perpendicularly to the S1 state, the nonradiative

transition S2! S1 takes place first and then the perpendicularly polarized emission

(with respect to the absorption) occurs [75, 76]. Schematic shape of the anisotropy

curve corresponding to the above-described behavior of perylene and analogously

behaving planar fluorophores is shown in Fig. 6b. In experiments, only two

Fig. 6 Unusual shape of

the fluorescence anisotropy

decay curve, obtained, e.g.,

for perylene excited to the

S2 state, i.e., in the UV

region far from the “zero–

zero” transition. (a)

Schematics explaining

physical reasons of the

non-monotonous time

dependence, which is due to

a combination of two facts:

(1) the absorption and

emission dipole moments

are perpendicular to each

other, and

(2) hydrodynamic friction

affects the rotation of the

molecule with respect to

different axes of symmetry.

(b) Schematic shape of

experimental curve, r(t).
Timescale depends on the

viscosity of the solvent used
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(maximally three) rotational correlation times can be evaluated with reasonable

accuracy. The experimental accuracy depends mainly on the difference between the

individual correlation times and on the ratio of the rate of the orientation relaxation

to the fluorescence decay. This means that both the experimental pre-exponential

factors Ai and correlations times τri frequently represent the effective weighted

averages of parameters corresponding to several different rotations. The best

resolution is usually obtained for systems where the anisotropy decays are slightly

faster than the fluorescence intensity decays. Moreover, the fact that mutual orien-

tation of μA and μE is not known for a number of fluorophores hinders interpretation

of the anisotropy data. Theoretical analysis predicts that experimental coefficients

Ai may depend on the excitation and emission wavelength, but should not depend

on the viscosity of the medium and on the temperature: as has already been

explained, the initial anisotropy r0(t¼ 0) for perylene excited to S2 is �0.2, while

r0(t¼ 0) is close to 0.4 for S1 excitation. In isotropic systems of small mobile

molecules, the anisotropy should decay to zero at long times and therefore the

residual anisotropy should also be zero, r1¼ 0. A nonzero value r1 means that the

rotational movement in 3D is restricted due (1) to bonding (or incorporation) of the

probe (in)to a very large and heavy rigid object or (2) to strong anisotropy of the

medium. In the first case, some correlation times are extremely long compared with

the fluorescence lifetime and the true r1 value cannot be obtained experimentally;

in the second case, the rotation does not proceed freely in all 3 dimensions.

The rotational diffusion model has been revised and improved by several authors

and a few advanced models that remove the most severe simplifications have been

proposed. The extended diffusion model (ED) eliminates the condition of small

angular changes between individual collisions [77–81], i.e., it assumes that

reorientation of the molecules proceeds in a sequence of mutually independent

(both short and long) diffusion steps. Molecules rotate freely and the angular

momentum does not change between the collisions. The probability of steps of

different length is given by the Poisson distribution. Collisions between molecules

are considered to be fast events compared to the average time of the diffusion steps

between them. Two variants of the ED model, differing in the character of the

angular momentum changes, have been proposed. The so-called J-diffusion

assumes that changes in the orientation of the angular momentum are completely

random (i.e., all changes in the direction of rotation are equally probable), but

changes in its magnitude obey the Boltzmann distribution. The M-diffusion variant

assumes that the angular momentum magnitude does not change after the collision;

only its orientation changes randomly.

In both cases, the time-resolved anisotropy decay acquires a complex form of an

infinite series. Gordon [77] has shown that the decay may, in special cases, exhibit

damped oscillations, which has been observed experimentally, but the original RD

model was unable to offer an explanation of this rather exotic behavior. Numerical

calculations by McClung [79] validated the ED prediction for spherical molecules.

For asymmetric molecules, the calculations confirmed the formulae based on the

J-diffusion model and indicated that the assumptions used in the M-diffusion model

are less realistic [81].
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Another attempt to improve the RD model was made by Fixman and Rider for

linear molecules in 1969 [82] and later by McClung for spherical and asymmetric

top in the early 1980s [83, 84]. In accordance with the theoretical background

employed (already existing in other fields of physics), the model is called the

Fokker–Planck–Langevin (FPL) model. Theoretical treatment assumes that the

rotational movement of a rigid molecule (e.g., ellipsoid) immersed in a viscous

liquid is affected (1) by the slowly changing frictional force (depending on the

viscosity of the solvent and fluorophore–solvent interactions) and (2) by fairly

rapidly changing Brownian forces, which mimics collisions with solvent molecules.

The model allows formulation and solution of the rotational Fokker–Planck equa-

tion for the conditional probability density that the molecule rotates at time t in a

given direction with a particular angular velocity. The anisotropy decay is then

expressed as a rapidly converging infinite series of exponentials. From the practical

point of view, it is important that a strongly truncated series with only a few terms

provides quite accurate values of the rotation correlation times of test systems. The

FPL and ED models represent two very different approaches for treatment of the

interaction of the fluorophore with the solvent molecules and for explaining the

influence of the microenvironment on the rotation of the fluorophore. Both models

eliminate the assumption of small diffusion steps, but the physical assumptions are

quite different from each other. In the ED model, the molecules may undergo large

changes in their orientation and in the magnitude of their angular momenta during

collisions, which are considered to be almost instantaneous events compared with

the length of the unaffected rotation between them. The FPL model employs the

slowly changing friction force and more rapidly changing Brownian force. Its main

difference with respect to ED is as follows: Because the two forces are balanced

(to maintain a constant temperature of the system), a relatively large number of

emulated collisions are required to cause a large change in the rotation of the

fluorophore. Lévi et al. published a comparison of anisotropy decays based on

ED and FPL with experimental data for linear and spherical molecules [85]. Both

models offer an almost indistinguishable macroscopic description of the rotational

motion of molecules in liquid media and it was not possible to decide which

description is physically more relevant. The authors recommend great care and

precaution when drawing conclusions from model fitting of experimental data.

Other interesting extensions of the RD model (similar to ED) include the

partially relaxed rotation model (PRR) [86] for a symmetric-top rotor and its

generalization, the 2τ model. The basic assumptions are based on the experimen-

tally verified fact that the rotation of an oblong ellipsoid around its long symmetry

axis C1 does not require almost any displacement of the surrounding molecules

and is effectively free, but the tumbling motion accompanied by changes in the

spatial orientation of this axis is a complex relaxation process controlled by

collisions with solvent molecules. Hence the uncorrelated binary collisions affect

only the motion in directions perpendicular to C1. Distribution of the angular

velocities around C1 is given by the Maxwell–Boltzmann distribution and the

relaxation of the tumbling motion is described by the characteristic time, τ1. In a

more general 2τmodel, the relaxation of the rotation around C1 (described by τ2) is
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also considered. At the limit of long relaxation times, this model converges into

(a) PRR, if τ2!1, (b) ED-J, if τ1!1, or (c) a free rotor (symmetric-top RD with

slippery condition), if both τ1!1 and τ2!1.

9 Fluorescence Anisotropy in a System of Flexible

Fluorescent Molecules

The time-resolved fluorescence anisotropy is a suitable tool for studying complex

motion of polymer chains. However, the data must be interpreted with care and

precaution. Fluorescence spectroscopy in general (and anisotropy in particular)

provides indirect information on the studied host system. The more advanced is

the experimental technique and the model used for fitting the data, the greater is the

risk of misinterpretation. In fact, the basic assumption that the motion of the probe

is a good indicator of that of the host system is the most problematic aspect. The

rotation of dispersed probes is undoubtedly affected by the host system, but

interpretation of the anisotropy results is difficult and often ambiguous. Moreover,

only a few polymer and biopolymer systems (e.g., tryptophan-containing proteins,

polyvinylcarbazole) are intrinsically fluorescent. In most other cases, the

fluorophore has to be added to the host system. It can be simply dispersed in the

solution and, in this case, it is usually called a “probe,” or it can be chemically

attached to the system of interest and then it is usually called a “label.” Hydropho-

bic probes interact with hydrophobic domains formed within the polymer chain in

aqueous or highly polar media and bind to them and therefore can be used for

monitoring the behavior of specific parts of the chain, but the chemical attachment

of a label (as a co-monomer within the chain or as a pendant group) provides a much

better opportunity for detailed studies. However, one should bear in mind that the

presence of the fluorophore in the chain (generally in the studied host system)

always influences the properties of a tiny part of the chain/system. In spite of the

fact that chemical modification is negligible and has almost no impact on the

macroscopic behavior of the system, the fluorescence monitors the behavior of

the small domain of the host system that has been affected. For safe interpretation of

the fluorescence data for a polymer system, the fluorescence study should be

combined with other methods that provide independent data, or it should be

corroborated by already existing knowledge of the system. Only in these cases

can the high potential of fluorescence methods be fully exploited.

An ideal fluorescence probe or label for anisotropy measurements should meet

the following requirements:

1. It should specifically monitor the behavior of a known part of the molecule,

2. It should perturb the behavior of the host system as little as possible,

3. It should have simple spectroscopic properties (single exponential decay and a

lifetime somewhat longer than the monitored anisotropy decay, etc.),

Theoretical Principles of Fluorescence Spectroscopy 119



4. Its simple rigid shape and orientation of dipole moments should enable unam-

biguous interpretation of the anisotropy decay of the free probe in isotropic

media,

5. Chemical attachment of the label to the polymer should enable simple interpre-

tation of the fast components of anisotropy relaxation.

Because of the variability of fluorescent or fluorescently labeled polymers and

the complexity of the relaxation processes that come into account, no general model

for anisotropy decay in polymer systems has been proposed so far; however, a

number of papers analyzing decays in different systems have been published [2, 87–

96] and will be outlined in the next part.

If the fluorophore is part of a large flexible molecule, e.g., it is a co-monomer

incorporated in a flexible polymer chain or a pendant group covalently attached to a

polymer chain or to a large polymeric nanoparticle, its reorientation relaxation is a

complex process, which includes (1) fairly slow rotation of the whole nano-object,

(2) reorientation motion of the probe with respect to some specific parts of the chain

or of the nanoparticle (e.g., with respect to nano-structured domains differing in

flexibility or in other important properties), and (3) fairly fast motion of the polymer

structural units and rotation of the fluorophore around one or more single bonds, if it

is attached to the chain or to the nano-object by a linker. From the practical point of

view, it is convenient to classify the molecules according to the ratio of the fast

correlation time to the longest time, which describes the motion of the whole

particle.

If the relaxation times are fairly fast and comparable, all of them can, in

principle, be measured. Moreover, if such a particle is immersed in an isotropic

medium, the fluorescence anisotropy decays to zero. For a number of high-molar-

mass macromolecules and self-assembled polymer nanoparticles, the longest relax-

ation time is significantly longer than the fluorescence lifetime and exceeds the

capabilities of fluorescence measurements because the excited state is depleted long

before full 3D relaxation occurs, which means that, at times when the fluorescence

intensity is low and converges to zero, the anisotropy is still high and poor statistics

of the emitted photons does not allow reliable extrapolation and evaluation of the

long relaxation time. In a relatively narrow nanosecond time window, the slow

relaxation (often several order of magnitudes slower than the fast one) does not

show any appreciable decrease in r(t) and it seems that the anisotropy has already

leveled-off in spite of the fact that the fluorescent macromolecule or nanoparticle is

immersed in an isotropic medium. Therefore, the formulas used for fitting the data

for a polymer system usually contain a constant term—the residual anisotropy, r1
(pre-exponential factor of the term corresponding to τslow!1).

The motion of fluorophores incorporated in the form of co-monomers in flexible

chains has been studied by Monnerie, Valeur et al. in a number of papers [97–99]

from the 1970s. Since the flexible chains usually contain atoms in the sp3 hybrid-

ization of bond-forming orbitals, the authors assumed that the internal rotation of

small parts of the chains mimics the rotation of the crankshaft, i.e., it represents a
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simultaneous rotation of the part of the chain containing three segments connected

by two external bonds to the rest of the chain (see Fig. 7).

Because the configurations of the chains which predominantly contain the

“trans” and “gauche” conformations of short parts formed by four C atoms

(in sp3 hybridization) fit fairly well to the tetrahedral lattice (see chapter “Confor-

mational and Dynamic Behavior of Polymer and Polyelectrolyte Chains in Dilute

Solutions,” Fig. 3), to a first approximation they assumed that the basic motion of

the fluorophore can be described as a “jump-like rotation” on the tetrahedral lattice

with one characteristic time, ρ (which depends on the characteristic “jump” fre-

quency and the conformation structure of the chain), in the form [100, 101]:

rðtÞ ¼ r0exp
t

ϱ

� �
erfc

ffiffiffi
t

ϱ

r� �
ð20Þ

In a more realistic model, which takes into account the fact that the chain confor-

mation can deviate from the strict tetrahedral geometry, the anisotropy r(t) acquires
a more complex form (it contains two characteristic correlation times) [98]

rðtÞ ¼ r0exp � t

θ

� �
exp

t

ϱ

� �
erfc

ffiffiffi
t

ϱ

r� �
ð21Þ

where θ is an additional correction relaxation time, which accounts for the pertur-

bation relaxation of segments from orientations determined by the lattice. The

derived equation has been used for the interpretation of experimental data on a

solution of anthracene-labeled polystyrene in a good solvent (emission transition

dipole moment parallel to the local part of the chain) and for 9,10-diphenyl-

anthracene-labeled polystyrene (dipole moment perpendicular) [102–104]. The

agreement was found to be satisfactory except for the short time region. Later,

the crankshaft motion model was revised and the simultaneous rotation of several

bonds was considered (not only two, but also three and nine simultaneously rotating

bonds). Note that the original concept assumes the rotation of a part of the chain that

contains three segments, but true rotation occurs only around two external bonds.

The most important conclusion drawn from this model is the fact that the effective

potential of hindered rotation is much lower if several bonds are involved compared

with that for simple crankshaft motion.

Fig. 7 Schematic

representation of the

crankshaft motion of the

part of the polymer chain
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Two models have been developed independently by Hall and Helfand [105] and

by Monnerie at al. [106]. For the Hall–Helfand model (HH), the anisotropy decays

according to the equation

rðtÞ ¼ rðt ¼ 0Þexp � t

τ1

� �
exp � t

τ2

� �
I0

t

τ1

� �
ð22Þ

and, in the second case known as the generalized diffusion and loss model (GDL),

according to the equation

rðtÞ ¼ rðt ¼ 0Þexp � t

τ1

� �
exp � t

τ2

� �
I0

t

τ1

� �
þ I1

t

τ1

� �� �
ð23Þ

where τ1 and τ2 are two correlation times and Ii(t/τ1) are the modified Bessel

functions. The mean correlation time τC can be calculated in the former case as

τC ¼ 1

τ1τ2
þ 1

τ22

� ��1=2

ð24Þ

and in the latter case as

τC ¼ 2

τ1τ2
þ 1

τ22

� ��1=2
1

τ1

1

τ1
þ 1

τ2
þ 2

τ1τ2
þ 1

τ22

� �1=2
( )�1

þ 1

2
4

3
5 ð25Þ

Ediger et al. synthesized anthracene-labeled polystyrene and very carefully mea-

sured the anisotropy decays in a number of solvents of differing viscosity. They

obtained very good data and used both models for analyzing anisotropy decays.

Nevertheless, the experimental papers published by Ediger et al. are somewhat

confusing. In their first paper [103], they concluded that the GDL model provides

slightly better fits than the HH model, but 1 year later, in their second paper [104],

they announced that the HH model is actually better than the EDL model. In fact,

the differences were negligible and the two models provided fits of comparable

quality. The Hall–Helfand model suffices with simpler mathematical treatment,

which is more attractive for experimentalists, but both models involve two fitting

parameters and, at the present time with advanced computers (in contrast to the

epoch 20 years ago), complicated mathematical formulas for data treatment do not

cause any problems.

Because the fluorophores are often attached by a single bond or by a short linker

to a fairly large (roughly spherical) rigid macromolecule or nano-object, a model of

a fluorophore rotating around one axis attached to a large spherical object was

described by Gottlieb and Wahl [107]. The axis of rotation is assumed to be fixed in

a radial position with respect to the bulky rigid macromolecular object (e.g.,

globular protein) and the fluorophore can either (1) freely rotate without any
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hindrance (free internal rotation) or (2) perform a temperature-activated jump

diffusion among discrete positions (T-JD). The following expression for r(t) has
been obtained for the free internal rotation:

r tð Þ ¼ exp
�t

τcM

� �
α1 þ α2exp

�t

τcF

� �
þ α3exp

�2t

τcF

� �� �
ð26Þ

where τcM and τcF are the depolarization correlation times of the particle and the

fluorophore, respectively, which can be interpreted in both cases as the neat rotation

correlation times, and αi are constants depending on the orientation of transition

dipole moments with respect to the axis of rotation of the fluorophore. The time-

resolved anisotropy r(t) has a similar form for the T-JD model:

r tð Þ ¼ exp
�t

τcM

� �
α1 þ α2exp �Kwtð Þ½ �; ð27Þ

but the parameters have different physical meanings; K is the normalization con-

stant, w is the jump frequency, and αi depends on the angles between the transition

dipole moments and the axis connecting the fluorophore with the bulk globule. A

more general model for a freely rotating fluorophore attached to a more slowly

rotating nonfluorescent symmetrical carrier was described by Burghardt [108] and a

similar system with more complex relaxation processes was studied by Tanaka

et al. [109] (internal rotation under the potential barrier). Numerical simulations

based on this model were able to fit experimental decays from tryptophan in

cytochrome C very well [110]. A discontinuous jump model for large carriers

with fluorophores that can acquire a finite number of positions has also been

published by Weber [111].

Szabo proposed an interesting model-free formula for the time-resolved anisot-

ropy in a macroscopically isotropic system [112]. He expressed r(t) as the autocor-
relation function of orientations of the emission dipole moment at time t and
absorption dipole moment at time t¼ 0 in a form suitable for general treatment of

various systems, and particularly those with possible internal rotation:

r tð Þ ¼ 2

5

kF tð Þρ v; tð ÞP2

�
μE tð Þ � μA t ¼ 0ð Þ
 �
 �

kF tð Þρ v; tð Þh ih i ð28Þ

The physical meaning of the individual symbols is as follows: kF(t) is the time-

dependent rate constant of the radiative depletion of the excited state, ρ(υ,t) is the
normalized time-dependent emission spectrum, i.e., the denominator hhkF(t)ρ(v, t)ii
describes the total fluorescence, S(t), P2 is the Legendre polynomial of the second

order which correlates with the mutual angular orientations of μE(t) and μA(t¼ 0),

and denotes averaging with respect to possible orientations and energy states. He

also employed the master equation, which describes the time change of the condi-

tional probability p
�
i,Ω; t= j,Ω0; t ¼ 0ð Þ that the fluorophore is in energy state i and
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its orientation is described by three Euler angles Ω at time t, if it was in electronic

state j and its orientation was Ω0 at t¼ 0. This equation has the form

∂
∂t

p
�
i,Ω; t= j,Ω0; t ¼ 0ð Þ	 
 ¼ L i;Ωð Þ � k i;Ωð Þf gp�i,Ω; t= j,Ω0; t ¼ 0ð Þ; ð29Þ

where L is the operator, which, in addition to the changes in the angular momentum,

also comprises the electronic transitions and k(i,Ω) is the complex rate constant of

irreversible transitions. The explicit form of the operator L i;Ωð Þ � k i;Ωð Þf g results
from the particular model used for describing the system of interest. The set of

integro-differential Eq. (29) makes it possible to consider and include a number of

phenomena in a unified fashion. It can account for energy migration and transfer,

because the rate constants k(i,Ω) depend on the distance and mutual orientation of

the fluorophores (and quenchers). Very general formulation of the problem permits

treatment of the effect of heterogeneity of the medium and its effect on the emission

characteristics. The analytical solution is possible only for a small number of

particular forms of the L(i,Ω) operator. Solution of the equation is generally

feasible if the energy and orientation relaxations are uncoupled and also if the

overall and internal relaxations are uncoupled.

Realistic description of the relaxation behavior of systems with possible internal

rotation is very complex and almost all the models had to introduce simplifying

(sometimes even oversimplifying) assumptions. In spite of a number of theoretical

studies, interpretation of the experimental data is mostly highly intuitive and is

based on semiempirical formulas.

10 Rigid Molecules in Anisotropic Medium

Fluorescence anisotropy studies are very common in biochemical and biological

research. They have been widely used in the past two decades to study the structures

of various biological membranes formed by lipid bilayers [113–117]. Hence, a

number of appropriate models have been proposed for interpretation of the exper-

imental data for membranes and other organized biopolymer systems. In spite of the

fact that this review is aimed at synthetic polymers and does not concern bio-

polymers and biologically important systems, the motion of probes embedded in

dense 2D polymer brushes and in dense inner parts of coronas of self-organized

polymeric nanoparticles is similar to that studied in biological membranes and

therefore it will be mentioned.

The movement of a fluorophore embedded in a bilayer (generally in an aniso-

tropic medium) is controlled by the 3D potential preferring certain (nonequivalent)

orientations of the fluorophore in all three dimensions. At long times upon excita-

tion, the system does not relax completely in all 3D and the residual anisotropy is

not zero. To date no general theory has been formulated; however, particular

models for the most frequently studied systems have been published by a number
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of researchers. In the following text, we will briefly outline the most important

models developed for analyzing fluorescence anisotropy decays in membranes.

In most cases, the theories focus on symmetric-top fluorophores. Kinosita

et al. [115] published one of the oldest suitable models. Its analysis is applicable

for a macroscopically isotropic suspension of planar lipid bilayers, which are

assumed to be large and immobile during the anisotropy decay measurement.

Individual bilayer planes are oriented randomly with respect to the polarization

plane of the excitation light (i.e., the fluorophores are also oriented randomly and

uniformly in 3D), which means that the probability of excitation of probes in

different bilayer planes mutually differs and the emission polarization is also

strongly polarized at early times following excitation. Note that the angularly

random orientation of small mobile fluorophores in an isotropic medium prior to

excitation also yields polarized emission at early times following a short excitation

pulse. It is important to realize that random orientations of individual bilayer

planes, which yield the static isotropic properties of the suspension, do not average

the time-resolved fluorescence response in all three dimensions. The motion of

probes in bilayers is locally anisotropic and does not completely relax in 3D,

because the positions of the bilayers are kinetically frozen during the lifetime of

the excited state. The basic assumptions of the model can be summarized as

follows: (1) the bilayer does not move at times relevant for the decay measurement,

(2) the probe rotates around one axis, which can move, and its orientation

undergoes the diffusion motion in the potential field, which is symmetrical with

respect to the direction perpendicular to the bilayer plane and depends on the angle

φ between the instantaneous orientation of the axis of rotation and its time-averaged

(perpendicular) orientation. Due to the orientation constraint, the anisotropy does

not decay to zero and the ratio r1/r0 characterizes the effective anisotropy of the

medium (often called the degree of orientation constraint) and the initial slope of

r(t) gives the average velocity with which the fluorophore wobbles within a

confined angle. There are several variants of this model. (1) The diffusion-in-a-

cone model assumes the simplest form of the angular potential: W(φ)¼ 0, for

φ	φmax, and W(φ)¼1, for φ>φmax. This model has been applied to three

types of fluorophores: (a) rod-shaped rotors with emission transition dipole moment

parallel to the symmetry axis (wobbling-in-a-cone model), (b) rod-shaped rotors

with emission transition dipole moment perpendicular to the symmetry axis (spin-

ning-in-an-equatorial-band model), and (c) disk-shaped molecules with absorption

and emission transition dipole moments in the plane of the disk, which undergo free

in-plane rotation and restricted out-of-plane rotation.

In his later work, Kinoshita et al. extended the model by assuming Gaussian

distribution of the probe orientations before the excitation with respect to the

bilayer [116]. The authors compared the theoretical predictions of the Gaussian

model with the original model and concluded that, if only two parameters are used,

the details of the microscopic description do not have a decisive impact on the

quality of the predicted fits. Lipari et al. [117] generalized the approach proposed by

Kinosita by taking into account segmental motion of the lipid molecules and
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assuming that the individual internal modes of motion are independent. The authors

presented a model-independent equation for the residual anisotropy, r1

r1 ¼ 2

5
P2ðcosφAÞ P2ðcosφEÞS2 ð30Þ

where S ¼ P2 cosφð Þh i is the order parameter, φ is the variable angle between the

symmetry axis of the fluorophore and the perpendicular line to the bilayer plane, φA

and φE are the angles between the absorption and emission dipole moments,

respectively, and the fluorophore symmetry axis, P2 is the second-order Legendre

polynomial, and the brackets denote ensemble averaging.

At present, there are a number of models differing in the detailed description of

various flexible fluorescent molecules and systems with complex relaxations or

fluorophores embedded in heterogeneous media. We will not go into greater detail

and will give only one example of generic complications that can occur if the

polarity-dependent fluorophore is embedded in a micro-heterogeneous environ-

ment. A typical example is an amphiphilic polarity-dependent fluorophore, partially

bound to polymeric micelles and partially dissolved in an aqueous medium

[118]. Free probes (component 1) dissolved in an aqueous solvent (molar fraction

x1) experience high rotational mobility (their rotational correlation time is short)

and their fluorescence, F1(t), is partly quenched by interaction with the polar

environment (i.e., the fluorescence lifetime is short). The probes (2) bound to

polymeric nanoparticles (molar fraction x2¼ 1–x1, fluorescence intensity F2(t))
“feel” a more hydrophobic environment (their lifetime is long) and their rotation

is slow and hindered. The average fluorescence anisotropy, r(t), is weighted by the

fractional fluorescence intensities:

rðtÞ ¼ x1r1ðtÞ F1ðtÞ þ x2 r2ðtÞ F2ðtÞ
x1F1ðtÞ þ x2F2ðtÞ ð31Þ

At short times, the fluorescence contribution of fast-emitting probes (propor-

tional to the number of photons emitted per unit time) is important and generates a

considerable weighting factor for the fast anisotropy decay, r1(t). Therefore, the
overall anisotropy r(t) decays quite rapidly to relatively low values at early times.

At later times, the fluorescence F1(t) (not anisotropy) drops almost to zero, but F2(t)
is still important. The average anisotropy starts to increase at intermediate times

when F1(t) and F2(t) are comparable and passes through a local maximum when

F1(t) is weaker than F2(t). At long times, only a slow anisotropy decay r2(t) is
observed because F2(t) decays slowly and is still measurable, while F1(t) is

practically zero. An example of complex anisotropy decay caused by the time-

dependent variable weighting of the anisotropy contributions is depicted in Fig. 8.

The figure shows results of fluorescence anisotropy measurements for high-molar-

mass diblock copolymer polystyrene-block-poly(methacrylic acid) tagged by a low

fraction of 2-vinylnaphthalene (on average less than one fluorophore per chain).

126 Z. Limpouchová and K. Procházka



The copolymer was dissolved (1) in a good common solvent of both blocks

(1,4-dioxane)—monotonous curve decaying fast to zero, and (2) in a 1,4-dioxane-

methanol (73 vol.%), which is a selective solvent for poly(methacrylic acid). In the

selective solvent, the multimolecular micelles are formed and pendant naphthalenes

are trapped in their compact and nonpolar polystyrene cores. However, the micelles

coexist in mobile equilibrium with a low fraction of non-micellized unimer chains.

Therefore, some pendant fluorophores are exposed to a fairly polar solvent mixture

and undergo fairly fast motion. The curve measured for micellar systems has a

complex shape, because it reflects the presence of two types of probes that differ

both in fluorescence lifetime and in mobility. Comment: in the studied micellar

system, the tagged chains were co-micellized with virtually identical non-tagged

chains to lower the content of naphthalene and suppress potential complicating

effects due to excitation energy migration in micelle cores. Because the rotation of

micelles is much slower than the fluorescence decay, the anisotropy curve does not

drop to zero on the timescale of the measurement.

11 Excimers and Exciplexes

Excimers are short-lived (transient) excited dimers formed by the bimolecular

reaction of one excited fluorescent monomer (M*) and one ground-state monomer

(M) upon excitation of a low fraction of monomers. They exhibit strong fluores-

cence, which is red shifted with respect to that of the monomer. The main difference

between excimers and excited dimers formed in the ground state prior to the

Fig. 8 Complex anisotropy decay (the upper curve) in a system containing two types of chem-

ically identical probes differing in fluorescence lifetime and in mobility (as a result of different

interaction with the microenvironment) compared with a simple one for a system with equivalent

probes (the bottom curve decaying fast to zero). Adapted from Springer, Journal of Fluorescence

4, 1994, 353–356, figure 1, [118]. Copyright 1994. With kind permission from Springer Science

and Business Media
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excitation consists in the fact that the monomers involved in excimers do not form

dimers in the ground state. Excimer formation assumes that one of the ground-state

monomers, which are present in excess in the system and undergo random self-

diffusion, comes close enough to the excited monomer (fluorophore) before the

excited species becomes de-excited. Typical distances between molecules needed

for the excimer formation are ca. 0.3 nm. It is obvious that excimers form easily in

relatively concentrated solutions of fluorophores with long lifetimes of the excited

state. Because the concentration of excited species is very low and there is no

energy barrier on the excited energy landscape which could hinder (slow down) the

formation of excimers, the reaction rate is controlled by the random self-diffusion

of ground-state fluorophores. The formation of excimers can be described by the

stoichiometric equation

M* þM� Ð D* ð32Þ

The scheme of energy levels as functions of the distance between the monomers

is shown in Fig. 9. The ground state is a purely repulsive state, i.e., at short

distances, the interaction energy of two monomers decreases monotonously and

steeply with their distance. The excited state exhibits a fairly deep minimum with a

distinct vibrational structure. The stabilization energy is usually quite large and the

red shift in the emission wavelength of the excimer with respect to the monomer

fluorescence can be as large as 100 nm (e.g., for naphthalene or pyrene). The

potential well of the exited dimer is smooth and relatively broad—it spans several

tenths of nm and the repulsive ground-state energy changes considerably in this

region. Therefore, the red-shifted excimer emission spectrum is broad. In spite of

the fact that the excimer has distinct vibrational structure, its emission band is

featureless without any structure, because the dimer dissociates instantaneously

after the emission of a photon.

Figure 10 depicts the steady-state emission spectra of pyrene dissolved in

1,4-dioxane (normalized to the allowed third vibrational band in the monomer

spectrum) for increasing concentrations. The formation of excimers belongs to

Fig. 9 The scheme of

energy levels of the excited

monomer and excimer as

functions of the distance

between the excited and

ground-state monomers
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the category of quenching processes (in this case self-quenching): the intensity of

the monomer emission decreases and that of the excimer increases with increasing

concentration of the fluorophore. Note that we present the normalized spectra

(normalized to the monomer emission) and hence the monomer intensity decrease

does not appear. As already mentioned, the long excited state (i.e., fluorescence)

lifetime of the monomer facilitates the formation of excimers, and therefore pyrene,

which has one of the longest excited state lifetimes among practically important

fluorophores (more than three hundreds ns), exhibits strong excimer emission at

relatively low concentrations compared with other fluorophores with shorter

excited state lifetimes.

The effect of excimer kinetics on fluorescence decays of monomers and

excimers upon excitation with a short pulse was studied first by Birks

et al. [119]. They took into account all the relevant processes that proceed after

the excitation of a low fraction of monomers by an ultrashort pulse and derived the

rate equations describing the monomer and excimer decays. Most processes

involved in the “Birks scheme” are monomolecular and depend only on the

concentration of the excited species and on the first-order rate constant; one of

them is a bimolecular process and depends on the concentrations of both the excited

and ground-state molecules. They include (1) monomer fluorescence,

M*!Mþ hvM, (rate constant kfM), (2) internal monomer quenching, M*!M,

(kiM), (3) excimer formation, M*þM!D* (bimolecular reaction, i.e., the rate

depends on the product of the rate constant and concentration of the ground-state

Fig. 10 Steady-state spectra depicting the pyrene excimer formation in 1,4-dioxane as a function

of pyrene concentration. In case of pyrene dissolved in a fairly polar 1,4-dioxane, the I1/I3 ratio in
pyrene monomer spectrum is higher than 1, but the excimer formation affects its value, which

decreases in excimer containing solutions
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monomer, c, i.e., on kDM · c), (4) excimer dissociation, D*!M*þM, (kMD),

(5) excimer fluorescence, D*!Dþ hvD, (kfD), and (6) nonradiative excimer

quenching, D*!D, (kiD). To simplify the notation, they used combined parame-

ters, kM¼ kfMþ kiM, X¼ kMþ kDM · c, kD¼ kfDþ kiD, and Y¼ kDþ kMD. The set of

differential equations that describe the reaction kinetics can be written as

d M*
	 

dt

¼ �X M*
	 
þ kMD D*

	 
 ð33Þ
d D*
	 

dt

¼ �Y D*
	 
þ kDMc M*

	 
 ð34Þ

and their solution is

M*
	 
 ¼ M*

	 

0

λ2 � λ1ð Þ λ2 � Xð Þexp �λ1tð Þ þ X � λ1ð Þexp �λ2tð Þf g ð35Þ

D*
	 
 ¼ M*

	 

0
kDMc

λ2 � λ1ð Þ exp �λ1tð Þ � exp �λ2tð Þf g ð36Þ

λ1,2 ¼ 1

2
X þ Y 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X � Yð Þ2 þ 4kDMkMDc

n or� �
ð37Þ

The time-resolved fluorescence intensities, FM(t) and FD(t), are proportional to
the instantaneous concentrations of the excited monomers and excimers, respec-

tively. The monomer decay is a sum of two exponentials, which means that it

decreases faster than the unquenched monomer decay. The excimer is not present

immediately after excitation and is formed by a diffusion-controlled process, i.e.,

the emission increases at early times, passes maximum, and at later times decays

more slowly than the monomer fluorescence. The realistic (experimental) decays,

Fi(t)exp, are schematically shown in Fig. 11.

They are convolutions of theoretical decays, Fi(t)theor, with the narrow pulse

profile, P(t), i.e.,

FiðtÞexp ¼
ð t

0

Fi t
*

� �
theor

P t� t*
� �

dt* ð38Þ

Note that, in the time-resolved measurements, the experimental monomer fluores-

cence decays always “copy” the excitation profile at early times and show an

apparent build-up part, which is corrected and removed iteratively by the

deconvolution procedure during their analysis. The relative excimer-to-monomer

quantum yield, FD/FM, where FM ¼
ð1
0

FM tð Þdt and FD ¼
ð1
0

FD tð Þdt, can be

evaluated from the equation
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FD

FM

¼ kfD kDM
kfM Y

c ð39Þ

Measurements of excimer kinetics are widely used fluorescence methods for study-

ing the dynamics of multiply labeled polymer chains. For probes attached to the

chain, the kinetic scheme is more complex and the resulting decays are also

substantially more complicated. Because the chapter on hydrophobically modified

polymers treats this topic very thoroughly, we will not go into more detail here.

Exciplexes are transient charge-transfer (CT) species formed in bimolecular

quenching reactions of excited states. The chemistry and kinetics of exciplexes

have been intensely studied and their role in photo-induced electron-transfer reac-

tions has been well documented and recognized [120, 121]. One of the best studied

systems is the excited complex of anthracene (acceptor) and N,N-dimethylaniline

(donor). Exciplexes do not form in the ground state, but their behavior is often

similar to that of excited charge-transfer complexes formed in the ground state. The

properties of exciplexes are complex, because they usually reflect both the locally

excited acceptor–donor state, A*D, and the charge-transfer radical-ion state, A–Bþ.
If the charge-transfer rate is predominant, the exciplex is reminiscent of the contact

radical-ion pair or the solvent-separated radical-ion pair. Exciplexes play an

Fig. 11 The time-resolved monomer, FM(t), and excimer, FD(t), fluorescence decays calculated

according to Birks scheme, taking into account the convolution of decay curves with the excitation

profile, P(t). Reproduced from Proceedings of the Royal Society of London Series A, Mathemat-

ical and Physical Sciences 275, 1963, 575–588, figure 1, [119]. Copyright 1963. With kind

permission from The Royal Society
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important role in a number of important electron-transfer processes, including

processes in polymer systems [122], but this topic will not be discussed in detail

here and the reader is referred to the above references and to a number of existing

textbooks and excellent reviews on charge-transfer processes and on the chemistry

and physics of exciplexes.

12 The Effect of Ground-State Aggregation

on Fluorescence Spectra

The last part of this chapter is devoted to the general impact of weak ground-state

complexation (both reversible association and irreversible aggregation) on fluores-

cence spectra, i.e., we will outline the spectroscopic characteristics of “J” and “H”

aggregates, which are usually formed in systems of rigid planar aromatic molecules

with highly delocalized π electrons, such as xanthine dyes (e.g., fluorescein) or

porphyrins (see Fig. 12). As the formation of “J” and “H” aggregates occurs in a

number of polymer systems (e.g., in solutions of polymeric micelles) [123] and

textbook-like explanation of the principles of their formation is rare (in comparison

with the literature on excimers), we will devote more space to discussion of the

spectroscopic consequences of this type of aggregation. As multimolecular aggre-

gates have been studied most frequently, we will use the term aggregation through

the following text, even though the general discussion and explanation also apply to

both reversible associates and dimers.

To begin with, we would like to stress once more that we will discuss the

spectroscopic processes in systems of weakly bound complexes. In a number of

cases, the aggregation is induced (or mediated) by interaction with the surrounding

medium or with other components of the mixture. Let us give one typical example:

planar fluorescent molecules are often adsorbed on surfaces (or on nanoparticles).

The driving force for this process is the enthalpy of adsorption. As the concentration

of adsorbed molecules increases and reaches a certain critical value, the adsorbed

molecules start to repel each other. However, the repulsion between relatively large

planar molecules depends sensitively on their mutual orientation and therefore the

adsorbed molecules self-organize in stacks. Partially overlapping coplanar arrange-

ment of aromatic rings relatively far from each other (ca. 1 nm) minimizes the

mutual repulsion. The above example demonstrates that adsorption is a prerequisite

for aggregation and that the aggregates would not form spontaneously in solutions.

Fig. 12 Porphyrins
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In contrast to excimers, the organized interacting structures are formed in the

ground state and survive in the form of undissociated excited species upon excita-

tion and the interaction of excited π* electrons with π electrons of neighbor

molecules leads to changes in their optical spectra. In 1964, Kasha [124–126]

explained the changes in nondegenerate absorption bands by the exciton theory,

which was originally developed by Frenkel in 1931 [127]; this theory accounts for

the mutual correlation between the surplus and deficiency of negative charges in

solid materials. The term “exciton” describes the bound state of an electron and an

“electron hole” in supramolecular structures. It is currently used for interpretation

of the optoelectronic properties of solid state materials (mainly semiconductors)

and can be used to explain the spectroscopic characteristics of fluorophore crystals

[128]. Kasha has shown that this concept is also applicable for small associates of

two or more molecules. He mostly studied the dimers of planar aromatic molecules

with transition dipole moments of both monomers lying in the same plane. In this

case, the interaction strength can be characterized by the distance between the

centers of gravity of the two molecules and by one angle, which describes the

orientation of the dipoles with respect to the line connecting the two centers of

gravity (see Fig. 13) [129].

Fig. 13 Geometric and energetic scheme of formation of “J” and “H” dimers. Adapted with

permission from Chemistry—a European Journal 7, 2001, 2733–273, figure 1, [129]. Copyright

2001 WILEY-VCH Verlag GmbH, Weinheim, Fed. Rep. of Germany
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Efficient interaction assumes optimum approach of the two molecules and the

spectral change is controlled only by one angle, θ. For a skew arrangement of the

two dipole moments, the situation is more complicated and three angles, θ, ϕ1, and

ϕ2, have to be used.

In 2D (coplanar orientation), the splitting of the excited energy levels and the

spectroscopic behavior of the dimer are controlled by angle θ between the transition
dipole moment and the line joining the centers of gravity of the two molecules and

by their distance r. Bottom part of the figure depicts the relative intensity of

transitions to the α and β states as a function of θ. In 3D (i.e., the skew arrange-

ment), the behavior depends on three angles, θ, ϕ1, and ϕ2.

The interaction leads to symmetric splitting of the energy level of the π* orbitals
into two different states α and β. The energy difference describing the increase (and
decrease) in the states with respect to the excited monomer jΔEjis given by the

following [131]:

jΔEj ¼ ν2 � ν1
2

� μtrð ÞM
� �2

R3
jcos ðθÞ þ 3sin 2ðθ=2Þj ð40Þ

where (μtr)M is the magnitude of the transition moment of the monomer, v2 and v1
are the frequency maxima of the two bands α and β, and the energy difference

between them is 2jΔEj. The value of ðμtrÞM can be obtained by measuring the

intensity of the monomer band, because it holds that

μtrð ÞM
� �2 ¼ 9:19� 10�39

⟨νM⟩

ð
εðνÞ dν ð41Þ

where ε(v) is the absorption coefficient at frequency v and hvMi is the average

frequency of the monomer absorption band. If θ< 54.7� (lower than the magic

angle), dimers or aggregates of the “J” type are formed. If θ> 54.7�, dimers or

aggregates of the “H” type are formed. The spectral characteristics of the two types

of aggregates differ considerably [130, 131].

The extreme (limiting) arrangement of the “J” dimer is the linear “head-to-tail”

arrangement with θ¼ 0�. In this case, the transition dipole moment is parallel to the

line joining the centers of gravity of the two molecules and equals (μtr)DJ¼
ffiffiffi
2

p
·(μtr)M.

Only the transition (excitation) to the lower state α is allowed (red shift of the

absorption band), from which a strong emission (also significantly red shifted) can

proceed. For the “H” dimer, the extreme (limiting) arrangement is the coplanar

“face-to-face” arrangement with θ¼ 90� (aromatic cycles usually form this type of

associates). The resulting dipole moment has the same magnitude as in the previous

case, i.e., (μtr)DH¼
ffiffiffi
2

p
·(μtr)M, but it is perpendicular to the line connecting the

two centers of gravity. In this case, only excitation to the higher state β is allowed,

i.e., we see only one blue-shifted band in the absorption spectrum. The splitting

of the energy levels is usually higher because the parallel arrangement allows

closer approach of the fluorophores and stronger interaction. The theory predicts
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that the absorption band of the “H” dimer is broader than that of the monomer

and depends on the number of aggregated monomers n, i.e., its half-width is

Δλ1/2¼ (√n)(Δλ1/2)M. Radiative transition to the ground state is theoretically

allowed but, after the absorption of a photon, very rapid nonradiative transition to

the lower α state proceeds on an approx. three orders of magnitude faster timescale

(than the emission), from which the radiative transition is forbidden. This actually

means that the excess energy is dissipated by a cascade of nonradiative processes

and “H” dimers are effectively nonfluorescent species.

However, not all fluorophores form the above-described extreme (limiting)

associates. Aromatic molecules with lower symmetry (which do not have a sym-

metry plane perpendicular to the aromatic ring) usually form both types of associ-

ates, but the transition moments form a general angle θ with the joint line of the

centers of gravity. In this case, the resulting transition moment can be decomposed

into two components—parallel and perpendicular to the joining line. Both transi-

tions (excitations from the ground state to the α and β states) are partly allowed, but
the blue-shifted absorption bands is more intense than the red-shifted one in “H”

aggregates and the opposite is true in “J” aggregates. In general, a relatively weak

fluorescence from “H” aggregates can also occur. If the absorption bands are

sufficiently separated and allow reasonable spectral decomposition, then angle θ
can be estimated from spectra, because it holds that [132, 133]:

tan 2 θ

2

� �
¼ μtrð Þ2

μtrð Þ1

� �2

¼ B2=B1

⟨ν2⟩=⟨ν1⟩
ð42Þ

where (μtr)2 a (μtr)1 are the magnitudes of moments of transitions to the higher and

lower energy states, respectively, which can be estimated from areas of bands B2

and B1, and the average frequencies of the absorption bands, hvii (which can be

approximated by the corresponding maxima).

Because the bands are close to each other, ð⟨ν2⟩=⟨ν1⟩Þ ffi 1, the last term

(denominator) is often omitted. A number of practically important fluorophores

of both the “H” and “J” types are formed, depending on the conditions. Rhodamine

B forms “H” aggregates in aqueous media and “J” aggregates in solutions in

aliphatic alcohols [134, 135]. Other compounds (e.g., some derivatives of porphy-

rins) form both types simultaneously under certain conditions, but the rates of their

formation may differ considerably [136].

The impact of aggregation on porphyrin spectra in the region of the Soret band is

substantially more complicated than the above-outlined scheme, because it involves

double degenerate transition. Gouterman [137, 138] proposed a model which takes

into account four orbitals. Two mutually perpendicular transition dipole moments

are oriented in lines that connect two opposite NH groups. Rib�o, Rubires

et al. [129, 139] analyzed the possibilities for the formation of “H” and “J”

aggregates for various porphyrin and metallo-porphyrin derivatives. They also

reinvestigated and reanalyzed the published data on polymeric 10,20-poly(5,15-

diaryl-Zn-porphyrines), synthesized and studied by Osuka et al. [140–142], Fig. 14.

They showed that the arrangement of dipole moments depicted in upper part
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of Fig. 15a (symmetry group C2) is compatible with one degenerate intense

red-shifted band and one weak blue-shifted band with an intensity ratio of 3:1.

The arrangement of dipole moments shown in the bottom part of Fig. 15a (symmetry

group D2d) yields one non-displaced absorption band (i.e., in the same position as

that of the monomer) and one red-shifted nondegenerate band. The intensities of the

two bands should be the same and the frequency difference between the bands

depends on the degree of polymerization. The experimental spectrum agrees with

the latter model, which suggests that the arrangement of dipole moments corre-

sponds to symmetry D2d. The authors also studied the spontaneous assembly of two

protonated porphyrins containing four symmetrically attached negatively charged

40-sulfonatophenyl groups [129, 139]. Taking into account strong electrostatic

interactions, the most probable arrangement is that shown in Fig. 14b. The experi-

mental value of angle α, which reflects the overlap of two coplanar planes of

porphyrin skeletons, i.e., the angle between the plane defined by the porphyrin

rings and the line connecting their centers of gravity, is α¼ 15�.

Fig. 14 (a) The most probable orientation of cycles in polymeric 10,20-poly(5,15-diaryl-Zn-

porphyrins. (b) Self-assembly of anionic SO3
� substituted porphyrins. The substituents are listed

in a table which is a part of the scheme. The angle between the plane of the porphyrin skeletons and

the line connecting their centers of gravity is 15�—see the right bottom part of the scheme.

Adapted with permission from Chemistry—a European Journal 7, 2001, 2733–273, scheme

1, [129]. Copyright 2001 WILEY-VCH Verlag GmbH, Weinheim, Fed. Rep. of Germany
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Figure 15a shows the arrangements of two porphyrin derivatives corresponding

to C2 and D2d arrangements and enumerates relative changes of energy levels with

respect to monomer level. The correlation diagrams in Fig. 15b depict changes in

the energy levels of the excited states during gradual “insertion” of two coplanar

porphyrin aromatic rings above each other as a function of angle α between the line

joining the centers of gravity and the plane in which the aromatic rings lie (see the

bottom right-hand side part of Fig. 14b).

Individual cases in Fig. 15b differ in the arrangement of the dipole moments with

respect to each other and with respect to the direction of the “insertion.” The left-

hand side corresponds to “J” dimers (side-to-side π stacking) for α¼ 0� and the

right-hand side corresponds to “H” dimers (face-to-face π stacking) for α¼ 90�.
The symmetries of all the limiting (extreme) arrangements are listed in the figure.

The energies of states to which the transition is more allowed are depicted by full

curves. We see that, in the first case (symmetry C2v or C2h), the spectrum should

consist of two double degenerate red- and blue-shifted states.

In the second and third case, the spectrum should contain four nondegenerate

bands. In the second case, the energy of two states should not depend on α and, in

Fig. 15 (continued)
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Fig. 15 (a) Possible arrangements of dipole moments and energy states of polymeric porphyrin

derivatives (left column) in side-to-side arrangements (dihedral angle 90�). Relative changes of

energies of possible dimer states with respect to the degenerate monomer (right column). The
dimer yields four possible states, whose polarizations are shown in the scheme. Symmetry C2

yields an intense degenerate red-shifted and a weak degenerate blue-shifted absorption band.

Symmetry D2d yields one intact (unshifted) and one red-shifted band with the same intensities.

Adapted with permission from Chemistry—a European Journal 7, 2001, 2733–273, figure

3, [129]. Copyright 2001 WILEY-VCH Verlag GmbH, Weinheim, Fed. Rep. of Germany. (b).

Correlation diagram depicting the changes in the energy of the states during the “insertion” of two

coplanar aromatic porphyrin rings above each other (middle column), side-to-side J-arrangement,

α¼0� (left column) and face-to-face H-arrangement, α¼90� (right column). Angle α is the angle

defined by the plane of the rings and the line joining the centers of gravity of the two molecules

(see the bottom part of the figure 14). Full curves depict the energy of states to which transition is
allowed and the broken curves depict the energy of states corresponding to forbidden transitions.

Adapted with permission from Chemistry—a European Journal 7, 2001, 2733–273, figure

5 [129]. Copyright 2001 WILEY-VCH Verlag GmbH, Weinheim, Fed. Rep. of Germany
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the third case, it depends only in a narrow range of α 2 (80–90�). For α¼ 90�, i.e.,
for the face-to-face arrangement, two pairs of states become degenerate. The

experimental spectrum contains only two bands, one shifted to the red and the

other to the blue part of the spectrum, i.e., two degenerate bands which are

compatible only with C2v or C2h symmetry. Evaluation of the energy split yields

a fairly low angle α¼ 15�, which means that the experimentally observed aggre-

gates can be classified as “J” aggregates.

To complete the part on porphyrins, possible structures and energies of “J” and

“H” associates are schematically summarized in Fig. 16.

The spectra of both “J” and “H” dimers and aggregates and the principles of their

formation are now fairly well understood. Spectral decomposition enables estima-

tion of the concentrations of the individual forms of the fluorophore in the studied

system under the given conditions. However, the spectral shifts depend on the

number of aggregated molecules and various spectral characteristics are often

affected by slow kinetics of aggregation, which hinders the analysis.
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Fig. 16 Graphical summary of possible arrangements of “J” and “H” aggregates and of the

corresponding energy levels. Adapted with permission from J. Phys. Org. Chem. 17, 2004,

890–897, figure 5, [143]. Copyright 2004. Wiley InterScience
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Appendix: Simple Quantum Mechanics Explanation

of Nondegenerate Transitions Between Energy Levels in “J”

and “H” Dimers

The ground-state wave function of a dimer composed of molecules A and B,

ΨG¼Φ¼ψAψB, is a totally symmetrical product with respect to all the symmetry

operations of the dimer AB. The first excited state can be described by two

equivalent wave functions, Φ1¼ψAψB
*·and·Φ2¼ψA

*ψB. Their energies are

degenerate. The delocalized stationary states corresponding to the “exciton,” i.e.,

to the state in which the excited electron is not localized in any of them, are

described by a symmetrical and antisymmetrical combination of the two above

functions:

Ψþ ¼ 1=√2
� �

Φ1 þΦ2ð Þ ¼ 1=√2
� �

ψAψ
*
B þ ψ*

AψB

� � ð43Þ
Ψ� ¼ 1=√2

� �
Φ1 �Φ2ð Þ ¼ 1=√2

� �
ψAψ

*
B � ψ*

AψB

� � ð44Þ

The node of the wave function does not correspond to a change in the sign of the

wave function, but to a change in the orientation of the dipole moment. The

energies of states Ψþ and Ψ� are E�¼ΔE�E0, where ΔE is the energy difference

between the excited and ground states of the monomer and E0 is the perturbation

(energy splitting) due to interaction of the excited and ground-state dipoles. The

valueþE0 corresponds to Ψþ and similarly for –E0. This value can be calculated

using the perturbation Hamiltonian and the wave functions of the unperturbed

degenerate states Φ1 and Φ2. The perturbation Hamiltonian can be expressed as

the classic expression for the energy of interacting dipoles. If we take into account

only the changes in the dipoles in one dimension (which is the case for most

fluorophore dimers), we can write

Hpert ¼ e2

4πε0r3

X
ij

x iAx
j
B ð45Þ

where e is the elementary charge, ε0 is the dielectric permittivity of vacuum, and xi

describes the positions of the electrons in molecule A (xj in molecule B).

After insertion in (45), we get

E
0 ¼

ðð
Φ1Ĥ pertΦ2dτAdτB ¼ e2

4πε0r3AB

ðð
ψAψ

∗
B

X
ij

x iAx
j
Bψ

∗
AψBdτAdτB ð46Þ

Because xi describes the positions in A only and xj in B only, expression (44) can

be rewritten
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E
0 ¼ 1

4πε0r3AB

ð
ψA

X
ex iAψ

∗
AdτA

� � ð
ψB

X
ex jBψ

∗
BdτB

� �
¼ 1

4πε0r3AB
~μA ~μB

ð47Þ

where ~μA and ~μB are the transition moments of the individual molecules. The

transition moments of the dimer are

~μþ ¼
ðð

ΨG ~μA þ ~μBð ÞΨþdτAdτB ð48Þ

~μ� ¼
ðð

ΨG ~μA þ ~μBð ÞΨ�dτAdτB ð49Þ

After the insertion of the expressions for the wave functions and application of the

orthogonality properties of the wave functions of different states of the same

molecule, we get

~μþ ¼ 1ffiffiffi
2

p
� �

~μA þ ~μBð Þ ð50Þ

~μ� ¼ 1ffiffiffi
2

p
� �

~μA � ~μBð Þ ð51Þ

The above-outlined simple theoretical description provides a clue to deciding

which transition is allowed and which is forbidden. For a coplanar arrangement of

two aromatic rings with both dipole moments oriented in the same direction, energy

contribution E´ is positive, Eq. (47). State Ψþ has higher energy than Ψ� and also

than the excited state of the monomer. The transition moment for transition

ΨG!Ψþ is ~μþ ¼ 1ffiffi
2

p
� �

2~μAð Þ 6¼ 0 and this transition is allowed. Transition

ΨG!Ψ� is forbidden because ~μ� ¼ 0. If the dipole moments are antiparallel, E´
is negative. This means that Ψþ has lower energy and that transition ΨG!Ψþ is

forbidden because the two contributions to the final dipole moment cancel each

other. It follows that the absorption spectra are identical in the two cases. Using

analogous qualitative analysis for the orientation of aromatic rings in one plane, we

can find that, for the “head-to-tail” as well as the “head-to-head” orientation of the

dipole moments, the allowed transition will be the excitation to the lower excited

state. The energy of the lower state will be the same in both cases and the dimers

will be strongly fluorescent species.
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118. Procházka K, Limpouchová Z, Webber SE, Munk P (1994) Time-resolved fluorescence

anisotropy measurements on fluorescently tagged amphiphilic micelles. J Fluoresc 4

(4):353–356. doi:10.1007/BF01881455

119. Birks JB, Munro IH, Dyson DJ (1963) Excimer fluorescence. 2. Lifetime studies of pyrene

solutions. Proc R Soc Lond Ser AMath Phys Sci 275(1360):575–588. doi:10.1098/rspa.1963.

0187

120. Gould IR, Young RH, Mueller LJ, Farid S (1994) Mechanisms of exciplex formation—roles

of superexchange, solvent polarity, and driving-force for electron-transfer. J Am Chem Soc

116(18):8176–8187. doi:10.1021/ja00097a027

121. Beens H, Weller A (1975) Excited molecular π-complexes in solution. In: Birks JB

(ed) Organic molecular photophysics, vol 2. Wiley, New York, pp 159–215

Theoretical Principles of Fluorescence Spectroscopy 147

http://dx.doi.org/10.1146/annurev.physchem.42.1.225
http://dx.doi.org/10.1021/ma00011a018
http://dx.doi.org/10.1021/ma00028a055
http://dx.doi.org/10.1063/1.444204
http://dx.doi.org/10.1021/ma00246a009
http://dx.doi.org/10.1063/1.444596
http://dx.doi.org/10.1063/1.444596
http://dx.doi.org/10.1016/0022-2836(81)90528-3
http://dx.doi.org/10.1016/0022-2836(81)90528-3
http://dx.doi.org/10.1021/j100353a026
http://dx.doi.org/10.1063/1.447378
http://dx.doi.org/10.1016/j.bbamem.2007.03.015
http://dx.doi.org/10.1016/0009-3084(93)90060-g
http://dx.doi.org/10.1007/BF01881455
http://dx.doi.org/10.1098/rspa.1963.0187
http://dx.doi.org/10.1098/rspa.1963.0187
http://dx.doi.org/10.1021/ja00097a027


122. Gould IR, Young RH, Farid S (1991) Dynamics of photoinduced electron transfer in solution.

In: Honda K (ed) Photochemical processes in organized molecular systems. Elsevier,

New York

123. Stepanek M, Podhajecka K, Prochazka K, Teng Y, Webber SE (1999) Fluorometric and

ultraviolet–visible absorption study of poly(methacrylic acid) shells of high-molar-mass

block copolymer micelles. Langmuir 15(12):4185–4193. doi:10.1021/la981129d

124. Kasha M, Rawls HR, El-Bayoumi MA (1965) The exciton model in molecular spectroscopy.

Pure Appl Chem 11(3–4):371–392

125. Kasha M (1976) Multiple excitation in composite molecules. In: Di Bartolo B, Pacheco D,

Goldberg V (eds) Spectroscopy of the excited state, vol 12. NATO advanced study institutes

series. Springer, Berlin, pp 368–368. doi:10.1007/978-1-4684-2793-6_16

126. McRae EG, Kasha M (1964) The molecular exciton model. In: Augenstein L, Mason R,

Rosenberg B (eds) Physical processes in radiation biology. Academic, New York, pp 23–42

127. Frenkel JA (1931) On the transformation of light into heat in solids. II. Phys Rev 37(10):1276

128. Jelley EE (1936) Spectral absorption and fluorescence of dyes in the molecular state. Nature

138(3502):1009–1010

129. Ribo JM, Bofill JM, Crusats J, Rubires R (2001) Point-dipole approximation of the exciton

coupling model versus type of bonding and of excitons in porphyrin supramolecular

structures. Chemistry 7(13):2733–2737. doi:10.1002/1521-3765(20010702)7:13<2733::

aid-chem2733>3.0.co;2-q

130. del Monte F, Mackenzie JD, Levy D (2000) Rhodamine fluorescent dimers adsorbed on the

porous surface of silica gels. Langmuir 16(19):7377–7382. doi:10.1021/la000540+

131. Chaudhuri R, Arbeloa FL, Arbeloa IL (2000) Spectroscopic characterization of the adsorp-

tion of rhodamine 3B in hectorite. Langmuir 16(3):1285–1291. doi:10.1021/la990772c

132. Parr RG (1964) Quantum theory of molecular electronic structure. Benjamin, New York

133. Murrell JN (1971) The theory of the electronic spectra of organic molecules. Chapman and

Hall, London

134. Chambers RW, Kajiwara T, Kearns DR (1974) Effect of dimer formation of electronic

absorption and emission-spectra of ionic dyes—rhodamines and other common dyes. J

Phys Chem 78(4):380–387. doi:10.1021/j100597a012

135. Fujii T, Nishikiori H, Tamura T (1995) Absorption-spectra of rhodamine-b dimers in

dip-coated thin-films prepared by the sol-gel method. Chem Phys Lett 233(4):424–429.

doi:10.1016/0009-2614(94)01477-d

136. Vergeldt FJ, Koehorst RBM, Vanhoek A, Schaafsma TJ (1995) Intramolecular interactions in

the ground and excited-state of tetrakis(n-methylpyridyl)porphyrins. J Phys Chem 99

(13):4397–4405. doi:10.1021/j100013a007

137. Gouterman M (1961) Spectra of porphyrins. J Mol Spectrosc 6(1):138–163. doi:10.1016/

0022-2852(61)90236-3

138. Gouterman M, Snyder LC, Wagniere GH (1963) Spectra of porphyrins. 2. 4 orbital model. J

Mol Spectrosc 11(2):108–127. doi:10.1016/0022-2852(63)90011-0

139. Ribo JM, Rubires R, El-Hachemi Z, Farrera JA, Campos L, Pakhomov GL, Vendrell M

(2000) Self-assembly to ordered films of the homoassociate solutions of the tetrasodium salt

of 5,10,15,20-tetrakis(4-sulfonatophenyl) porphyrin dihydrochloride. Mater Sci Eng C

Biomim Supramol Syst 11(2):107–115. doi:10.1016/s0928-4931(00)00147-8

140. Aratani N, Osuka A, Kim YH, Jeong DH, Kim D (2000) Extremely long, discrete meso–

meso-coupled porphyrin arrays. Angew Chem Int Ed 39(8):1458–1462. doi:10.1002/(sici)

1521-3773(20000417)39:8<1458::aid-anie1458>3.0.co;2-e

141. Kim YH, Jeong DH, Kim D, Jeoung SC, Cho HS, Kim SK, Aratani N, Osuka A (2001)

Photophysical properties of long rod like meso–meso-linked zinc(II) porphyrins investigated

by time-resolved laser spectroscopic methods. J Am Chem Soc 123(1):76–86. doi:10.1021/

ja0009976

148 Z. Limpouchová and K. Procházka
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