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Abstract. Large organizations today face a growing challenge of managing
heterogeneous process collections containing business processes. Explicit
semantics inherent to domain-specific models can help alleviate some of the
management challenges. Starting with concept definitions, designers can create
domain specific processes and eventually generate industry-standard BPMN for
use in BPMS solutions. However, any of these artefacts (concepts, domain
processes and BPMN) can be modified by various stakeholders and changes
done by one person may influence models used by others. There is therefore a
need for tool support to aid in keeping track of changes done and their impacts
on different stakeholders. In this paper we present an approach towards pro-
viding such support based on a semantic layer that records the provenance of the
information and accordingly propagates impacts of changes to related resources,
and illustrate the applicability of the approach via an illustrative example.

Keywords: Consistent process management � Domain-specific process model �
Change management

1 Introduction

Large organizations today face a growing challenge of managing heterogeneous pro-
cess collections containing business processes that correspond to various practices and
domains. When growing by acquisition or indeed by diversifying in new areas, new
business processes need to be added to the company portfolio and it is often extremely
difficult to match and preserve their semantics in the context of the existing practices.

Explicit semantics inherent to domain-specific models can help alleviate some of
the management challenges and as [1, 2] argue, it is essential that domain-specific
models be the starting point in business process design. Starting with concept defini-
tions, designers can create domain specific processes and eventually generate
industry-standard Business Process Modelling Notation BPMN [3] for use in BPM
Software (BPMS) solutions. These various business process modelling layers are
illustrated in Fig. 1.
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These layers can be connected through a layer that we call the Inter-Layer Con-
nection Bridge (ILCB), as illustrated in the left-hand side of Fig. 2 and detailed in [4].

In such an approach, the connectivity layer is responsible for taking modelling
artifacts (process files, organizational structures, process activity properties) from a
variety of tools in their respective form, and generating related artifacts used by other
tools. For instance, the process definition from a domain specific editor can be trans-
formed into a BPMN process definition for any BPMN2 editor. This is needed because
the various viewpoints in a business process modelling suites require different repre-
sentations but they fundamentally pertain to the same elements.

Any of these artefacts (concepts, domain processes and BPMN) can be modified by
various stakeholders. For instance when a business process needs to be improved,
domain experts may enact changes on the domain process level. Any such changes in
any layer may or may not influence models used in the other layers. Whether or not
changes propagate to other layers (and how much) is determined by the transformation
semantics between layers. However, today when looking at a large collection of pro-
cesses it is almost impossible for various stakeholders to understand problems with
process evolutions, changes, differences or inconsistencies with business goals. There
is therefore a need for tool support to address their questions based on their own
concerns and perspectives (business vs. architect vs. technical…).

In the rest of the paper we present an approach towards providing such support
based on a semantic layer that records the provenance of the information and
accordingly propagates impacts of changes in any of the related resources in one or
more of the presented layers.

2 Overview of Proposed Solution

This paper presents a solution to the above-mentioned problems by externalizing the
required information in a semantic space. This space has three main roles:

Fig. 1. SOA modelling layers in relation to business processes
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• Storing all the transformation traces, when they occur.
• Using inference to generate useful knowledge about process models in their various

representation forms (domain-specific, BPMN).
• Responding to queries about process models, at any level and returning results

associated to the various points of view of the various stakeholders.

Figure 2 illustrates the semantic space proposed in this work (i.e. the green vertical
boxes to the right-hand side of the image).

The semantic space includes a Semantic Representation System (SRS) and an
associated Query and Reporting System (QRS) as explained in the following
sections.

3 Semantic Representation System

The SRS preserves a consistent representation of all the main artefacts in the various
business process modelling layers (left part of Fig. 2) as well as their interrelations. The
source of information for the SRS is the Inter-Layer Connection Bridge (ILCB) pre-
sented in Fig. 2, which sends relevant data each time a new transformation occurs.
Upon receiving such data, the SRS checks the consistency of the data and infers new
facts.

The artefacts that constitute the backbone of the SRS system are generated based on
the following:

1. a direct mapping of information that can be extracted from the ILCB Metamodel
(Fig. 3) to a Semantic Model,

2. additional semantic information that aid in inferring new facts,
3. a representation of the different layers presented earlier in this paper and a corre-

sponding mechanism to manipulate the objects in the SRS space accordingly.

In the remaining part of this paper, OWL2 [5] and SWRL [6] will be used as
modelling languages, with the corresponding terminology. However, other formalisms
could also be used as long as they allow the operations described below.

Fig. 2. Overview of proposed components
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3.1 From the Inter-Layer Connection Bridge Metamodel to a Semantic
Model

The data manipulated in the ILCB layer are modelled based on the ILCB metamodel
presented in Fig. 3. Please note that the ILCB metamodel pictured here is only an
example of what could be used. We have experimented with such models and there is
some variety in them based on different needs, but the main elements required for the
contribution of this paper are always the same. The metamodel itself is not a contri-
bution that we claim for this paper, rather its existence is a prerequisite (easily
achieved). In fact for this work we have experimented with a version of such a
metamodel from the Eclipse Mangrove1 project. The ILCB metamodel is transformed
into a semantic model in this step. This includes the UML classes, associations,
attributes, and cardinality constraints presented in Fig. 3. Taking as an example OWL2
the following transformations are carried out:

• the UML classes Step, Transition and Process are modelled as classes in OWL2,

Fig. 3. Inter-Layer Connection Bridge metamodel.

1 http://www.eclipse.org/mangrove/
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• the directed associations steps, transitions, targetTransitions, sourceTransitions,
target, and source are modelled as object properties, having as domains and ranges
the corresponding classes,

• the attributes name and description are transformed in datatype properties,
• we model constraints on cardinality 0…* as standard object properties in OWL2.

The cardinality constraint 0..1 is modelled as a functional property (object or
datatype one according to whether it is a relation or attribute in the UML diagram).
For the cardinality constraint 1..1 we use maxCardinality with the limitations
explained in [7].

Figure 4 includes a visual representation of a part of the resulting semantic model.

3.2 Enrichment of the Semantic Model

The semantic model allows us to perform semantics-based inference that was not
possible only with the ILCB metamodel. We therefore assume that in addition to the
information available from ILCB, other definitions can be inserted in the SRS com-
ponent (it makes sense here to allow only users with appropriate profiles/rights to be
able to add such definitions). For example, the temporal ordering of tasks can be
represented in terms of binary predicates between subsequent tasks. In that case the
expression.

ðTask1; before; Task2Þ

could mean that Task1 has to take place before Task2 (an example would be the
constraint that all payment operations must be done after processing invoices corre-
sponding to the operation). The binary predicate before in the above example could
have more semantic properties attached to it, such as transitivity, which could be used
by a reasoning engine to infer additional information. Of course, the possible
expressivity and inference power would be related to the chosen formalism adopted for
implementing the semantic model.

Fig. 4. Part of the semantic model.
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3.3 Representation of the Business Process Modelling Layers
in the Semantic Model

As presented in the previous sections, there are different modelling layers in the
“non-semantic” space of our system. To keep the provenance of the objects (in terms of
the layer in which they originated) in the semantic space, the notion of context is
introduced. Each layer is represented as a separate context, that we will call local
context, in the semantic space. For example, to assert that S1 has as a source transition
T1 in the context CON, we denote that.

ðS1; isInContext; LOCALCON1Þ
ðT1; isInContext; LOCALCON1Þ
ðS1; sourceTransistion; T1Þ

All local contexts are disjoint with each other. The SR dataset is then a union of the
information that is in all local contexts plus a context that we will call global context
and has the role of a transcending space, meaning that objects that are in different local
contexts can also belong to the global context. We will call the operation of mirroring
an object that belongs to a local context to the global one, lifting. When lifting an object
we have to perform the following operations: first create a new object, link the initial
object and the new one via a predicate (mapsTo) that preserves provenance, and place
the new object in the global context. The last two operations could for example be
performed via the following rule:

liftingðS1; S2Þ � [ ðS1; mapsTo; S2ÞANDðS2; isInContext; GLOBALCONÞ

Binary (or n-ary if the formalism allows such a representation) predicates can also
be lifted but in that case at least two of the objects that participate to the relation should
also be lifted.

We have to note here that we allow objects to be lifted only if they are also
represented in the ILCB metamodel (as they are the ones that can transcend contexts by
design) or if they are added in the semantic space as explained in the previous section.

3.4 Coupling the Semantic Representation System with the Global
Architecture

We consider two distinct possibilities with different pros and cons. The first one requires
strong interaction between the SRS and the components that modify the models. Typ-
ically, such components are “SRS aware” and use an API to exchange information with
the SRS, so that the SRS can update its internal representation in a consistent way,
and/or react directly to any problems potentially induced by components.

The other possibility is a weak coupling, where the SRS analyses the products of
model transformations (typically data structures encoded according to dedicated for-
mats such as XML), and extract change descriptions or analysis reports by using
dedicated algorithms. The interest here would be having weaker assumption about the
compatibility of plugins, hence minimizing the impact on existing components.
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Both approaches can be combined and chosen in accordance with the applicative
domain relevance.

4 Query and Reporting System

The SRS maintains an RDF store and an OWL representation of the semantic model
instance. It can be queried using standard technologies (e.g. SPARQL) and its con-
sistency can also be verified by existing inference engines. Dedicated properties (de-
pending on the applicative models) can be elaborated and checked through specific
inference mechanisms or queries. The QRS can then be used as the backend for
powerful business process workbenches where various users can launch queries per-
taining to their own domains of expertise.

5 Illustrative Example

In this section we illustrate the steps described above with an example.
As a first step we transform the sample travel process, from the platform-

independent form to the semantic form. Figure 5 (generated with Protégé 4.2 [8])
includes an example of that with the step Notify of information. As shown, the step
“Notify of information” is transformed in an instance of the class Steps in the SRS
space. The corresponding transitions are also transformed into instances (of a class
called Transitions that is not shown here) and each transition is linked with the step
instance through corresponding OWL2 object properties (i.e. sourceTransitions and
targetTransitions in Fig. 5). It is important to note here that the local context to which
this information belongs is also represented by the isInContext object property.

As a second step in the we decide to add the following semantic relations to
represent the ordering of the steps in the semantic model:

• directlyBefore - to represent when a step is directly before another one in the
sequence,

• directlyAfter– the inverse of directlyBefore, represented as the triple (directlyAfter,
inverseOf, directlyBefore) in the SRS space,

• before – to represent when a step is before another step. This property is defined as
transitive. Every directlyBefore property is actually a specialized before property
denoted in the SRS space as (directlyBefore, subPropertyOf, before),

• after – the inverse of before, represented as (after, inverseOf, before) in the SRS
space. This property is transitive. Every directlyAfter property is actually a spe-
cialized after property denoted in the SRS space as (directlyAfter, subPropertyOf,
after). When two steps are linked with a before property they cannot also be linked
with an after property, defined in the SRS space as (before, disjointWith, after),

• inParallel - denotes that two steps are taking place in parallel. For the purpose of
our example we will say that when two steps are linked with the before or after
properties they cannot be also linked with the inParallel property. This is defined in
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the SRS space as (inParallel, disjointWith, before) and (inParallel, disjointWith,
after).

To infer when the semantic relations defined above hold between two steps in the
SRS space we define a rule, in this case as follows (we use the SWRL formalism):

sourceð?trans; ?sourceÞ; targetð?trans; ?targetÞ � [ directlyBeforeð?source; ?targetÞ

which in relation to the transformation done above help us infer that in our example:

ðNotify of information Mang 1; directlyBefore; Notify of information Mang 2Þ

Based on the definitions of the relations we have introduced above we can also infer
that Notify_of_information_Mang_1 is before the Review request step and after the
Check Address step, as shown in Figs. 5 and 6, in addition to other semantic relations
(inference done with Hermit [9] in this case and visualized with Protégé).

In the third step of the process we define which individuals and subsequent rela-
tions we want to lift. Assume that we lift the first and second Notify of information
steps in the DSL part, the Dispatch to organization and Check Address steps, and that
we also lift the predicates that link them (namely (Notify_of_Information_1_DSL,
directlyBefore, Notify_of_Information_2_DSL)). Then we have instances created in the
global context that are linked through mapsTo predicates to the corresponding ones in
the DSL context. Using the same inference rules as before, we also have in the global
context information inferred, as shown in Fig. 7.

Fig. 5. Example transformation of a Step from platform-independent to semantic space
representation
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As explained in the previous sections, the different contexts are kept separate until a
user with appropriate rights decides that he wants to lift to the global context specific
parts of the information.

At this point in our example, we know that, because of the information lifted from
the DSL local context to the global context, Notify of information 1 is before Notify of
information 2 in the global context.

Assume that a user that operates in the BPMN domain specific layer then decides to
modify the relation between the two tasks in the BPMN context, denoting that they
actually happen inParallel. If the elements of the BPMN model are then lifted to the
global context an inconsistency will be detected. That is because the information
coming from the DSL context has asserted that Notify of information 1 is before the
Notify of information 2 step while the information coming from the BPMN context
asserts that the same two steps are inParallel2. However, the predicates directlyBefore
and inParallel have been defined as disjoint beforehand. Figure 8 illustrates the
inference process leading to an inconsistency.

The example above illustrates how the global context can help us keep a consistent
state across different layers. This can be very useful when powerful business process
graphical editors are used because it would simplify automatic validations (with errors
shown on the graphical model).

6 Related Work

In [10] a mapping of BPM notations into OWL ontologies is presented. The purpose as
explained by authors (see below) is to gain some semantic capabilities:

“Today, BP editor tools support modelers in building correct diagrams only from the syntactic
point of view. Enriching them with ontologies may bring many advantages, that go from the
possibility of applying advanced reasoning techniques, aimed at the identification of contra-
dictions and mistakes in the model specification, to the possibility of organizing BP models
repositories, with advanced search and retrieval facilities”.

However, the key idea of dealing with the various knowledge levels and associated
languages is not addressed (hence, considering an OWL-based solution to deliver
semantic interoperability, is not considered).

The so called semantic federation is another big trend where RDF-based ontologies
are expected to play a key role [11]. Here, the interoperability problem is focused on

Fig. 6. Automatic explanation of inference leading to fact “Notify of information step is after the
Check Address step”

2 It is important to note that the mapping of the two instances coming from different local contexts to
the same instance in the global context is achieved through the ILCB layer that has this information.
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building a common semantic representation of heterogeneous data objects (which were
represented differently ab initio). Again, this significantly differs from our idea, which
focuses on harmonizing different representations of semantically similar objects (those
differences being the consequences of technical artefacts and possibly
uncontrolled/decoupled evolution processes).

Another, less related trend is organized around translating BPEL definitions into
OWL-S ontology, to foster compositionality of business processes [12]. The OWL-S
ontology (see [13], not officially endorsed by W3C) was a proposition to facilitate the
combination of services based on a semantically rich description of operations.

Some works focused on providing a more precise and explicit semantics through a
“pure” translation of BPMN graphical representation into dedicated OWL ontologies
[14] (this is roughly an attempt of bringing some operational semantics to syntactic
representation). Again, the goal here is not to build some semantic interoperability
between heterogeneous representations, but rather to describe one semantic applicable
to all BPMN business process descriptions [14].

In [15], the authors present an ontology that models artefacts of the Oracle Business
Process Management Suite. The ontology enables them to discover implicit relation-
ships in data and find implicit and explicit relationships with pattern matching queries.
However, they do not deal with different modelling layers as is our case. Crucially, they
do not take into account domain-specific process models, which is key to our approach
since we want to keep domain-knowledge in sync with generic BPMN and other
notations (including SOA-related). In addition, they do not present a general
methodology for transformation of diverse modelling artefacts in semantically coherent
objects.

Fig. 7. Inferred information for the first Notify of information step in the global context (before,
directlyBefore, after predicates)

Fig. 8. Inconsistency detected in the global context based on information coming from two
different local contexts
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7 Conclusion and Future Work

In this work we have presented an approach towards the management of heterogeneous
process collections containing business processes that correspond to various practices
and domains, a challenge that large organizations face today.

More specifically, we believe that this work contributes an essential step towards
the systematic management of business artefacts (domain-specific concepts, domain
processes and BPMN) which are at the core of our vision for BPM. It does so by
introducing a unified semantic layer (and hence inference capabilities) on top of
domain-specific concepts as well as external concepts inherent to BPMN-based tools,
which intrinsically do not allow this kind of principled representation. We envisage that
such an approach will provide the foundation for novel search capabilities as well as
consistency checks across the organisation’s business processes, in ways that could not
be achieved with current approaches without laborious and ad hoc human work, not
scalable at the enterprise level. An illustrative example was provided that demonstrated
the applicability of our approach.

Semantic-based management of business process artefacts should eventually enable
to manage and qualify business processes for consistency at the enterprise level.
Corresponding searchable repositories of business artefacts would provide up-to-date
view of the organisation’s business processes to all concerned stakeholders.

Actually, we consider this work as the initial foundational brick that will enable
further advances towards broader business architecture governance, as we anticipate
that the semantic mechanisms introduced here can be further enriched, in order, for
instance, to embed semantic bridges towards the IT layer (hence enabling search and
inference mechanisms not restricted to business concepts but involving business con-
cepts and IT capabilities altogether). Another path towards reinforcing the governance
capabilities based on this approach would consist in enriching the proposed inter-layer
connection bridge with execution information so as to consider evolutions in the
overall business description enabled by this work.
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