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Abstract. Without search engines the information content of the World
Wide Web would remain largely closed for the ordinary user. Current
web search engines work well as long as the user knows what she is
looking for. The situation becomes problematic, if the user has insuffi-
cient expertise or prior knowledge to formulate the search query. Often a
sequence of search requests is necessary to answer the user’s information
needs, whenever knowledge has to be accumulated first to determine the
next search query. On the other hand, retrieval systems for traditional
archives face the problem that there is possibly not always a result for
an arbitrary search query, simply because of the limited number of docu-
ments available. Semantic search systems (try to) determine the meaning
of the content of the archived documents first and thus in principle are
able to overcome problems of traditional keyword-based search engines
concerning the processing of natural language. Moreover, content-based
relationships among the documents can be used to filter, navigate, and
explore the archive. Content-based ‘intelligent’ recommendations help to
open up the archive and to discover new paths across the search space.

Keywords: Semantic search · Exploratory search · Semantic annota-
tion · Linked open data · Recommender systems

1 Introduction

The immense number of available documents in the World Wide Web today
would remain locked for the users without search engine technology. Web search
engines index the publicly accessible Web and facilitate to find the information
the user is looking for. Web authors and search engine providers usually fol-
low a common objective: while the authors want their documents to be found,
the search engine providers want to deliver these documents to the users who
are looking for the provided information. Without web search engines the users
would have to move hand over hand from one document to the next by following
the hyperlinks contained in the document. The search engine relieves the user
from this tedious task by crawling the web beforehand and preparing a suit-
able index data structure for targeted search. Moreover, contemporary search
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engines such as Google1, Bing2, or Yahoo!3 provide additional services, as e.g.
auto-completion of search queries, search as you type [15], multimedia search, or
query by example, to augment their usefulness as well as their convenience. Fur-
thermore, the introduction of knowledge graphs has enabled the search engines
to answer the user’s questions rather than simply to return document search
results. Knowledge graphs provide structured and detailed information about
the entities recognized in the user’s search query, sometimes also supported by
a list of links to other search recommendations [9].

Due to their very nature current web search engines work well as long as
the user knows what she is looking for, i.e. as long as the user knows how to
phrase the search query. The situation becomes problematic, if the user has
insufficient expertise or prior knowledge to formulate the search query. Often a
sequence of search requests is necessary to answer the user’s information needs,
whenever knowledge has to be accumulated first to determine the next search
query. Besides in web search, the same search engine technology is also applied
within archives with a limited number of documents. Although the number of
documents in the web is strictly speaking limited, their immense number make
it much more likely to find results for almost any kind of query. However, smaller
archives face the problem that there is possibly not always a result for an arbi-
trary search query, simply because of the manageable number of documents
available.

One way to overcome this problem is to make use of the semantics of the
information provided in these documents. Semantic analysis enables to determine
the meaning of the content of the archived documents and thus in principle to
overcome problems of traditional keyword-based search engines concerning the
processing of natural language, such as synonymy and polysemy [4]. Moreover,
semantic relationships can be identified among the archived documents, which
can be used to filter and navigate the archive, although the original search term
does not have to be present in the result documents. In this way, also documents
closely related to the search query can be identified and recommended to the
user. These content-based ‘intelligent’ recommendations help to open up the
archive and to discover new paths across the search space [14]. In this way the
user is able to explore the content of an archive even without having a specific
information need beforehand enabling serependitious discoveries.

The paper is structured as follows. Section 2 explores situations, where search
engines fail to fulfill the user’s search interest and explain how these disadvan-
tages at a second glance even might get useful. In Sect. 3, semantic analysis
of multimedia documents is outlined and discussed, while in Sect. 4, building
on that the possibilities of semantic and exploratory search including intelli-
gent (search) recommendations are further investigated. The paper concludes in
Sect. 5 with a short summary and a brief outlook.
1 http://google.com/.
2 http://bing.com/.
3 http://yahoo.com/.
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2 Drawbacks of Traditional Search Engines

Most users don’t complain about search results of web search engines, because
up to now they simply provide the best and most convenient way to get to the
desired information. But, this is also because the user has learned about their
basic function principles as well as the user has adapted her expectations about
the obtained search results. Since the early days of web search engines users and
at least with the arrival of Google in the late 1990s, the user knows that to search
for information about a specific concept means to search for documents that
contain the name of that concept. This refers to text documents and obviously
the search engines provide basic natural language processing techniques such as
lemmatization of search queries and index terms alike.

Besides, many additional helper techniques facilitate the ease of use of web
search engines: autocompletion suggests the most probable search terms already
while typing the search query. In the meantime the search is already computed in
the background and instantly delivered to the browser in real-time. Moreover, the
user might select one of several suggested search term completions. To achieve
this, web search engines analyze their usage log files for information about co-
occurrences of search terms and other more sophisticated statistical measures.

Modern web search engines also enable search on multimodal documents such
as text, images, videos, or audio documents. But, only for a small fraction of
multimedia documents search engines actually analyze the media content for
indexing. In the web, multimedia documents most times are embedded within
an HTML document via hyperlinks. Likewise, HTML documents that contain
links to multimedia documents also provide a title or a short description of the
linked content marked up by HTML anchor tags. In this way web search engines
can make use of these descriptive texts to index the media documents by their
content without the need for complex analysis. Further search engine extensions
are the possibility to perform queries by example4 or the support by powerful
knowledge bases that are applied for disambiguation, question answering, or
recommendation [3].

Although semantic technologies are already applied to support search
engines, their basic search paradigm dates back to the early days of information
retrieval, when among an index of (text) documents a similarity based mapping
to given search query terms was computed [8]. For text documents similarity is
often interpreted as string similarity, which does not necessarily mean similarity
of content. Likewise the fundamental vector space model of information retrieval
assumes index terms to represent orthogonal base vectors, i.e. the index terms
are considered not to be related or similar to each other [7]. Thus, the interpreta-
tion of search results based on the vector space model does not take into account
the similarity among different terms in the document. Extensions of a general-
ized vector space model also take into account the similarity of index terms by
incorporating additional information for index entities such as e.g. class mem-
bership and class hierarchy information, but still are a topic of current research.
4 as e.g., Google reverse image search https://images.google.com/.

https://images.google.com/
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But, search engines help the user to find a solution for her information needs
only as long as the user knows how to phrase the search query. If the user lacks
the knowledge to name the document or entity she is looking for, maybe because
she is not familiar with the pertaining subject, web search engines are only of
limited use. Imagine the following scenario: You are looking for a distinct movie,
but you don’t know the title or neither the director or any of the actors. But, you
have an iconic picture in your mind which is part of that movie and is depicted
in Fig. 1(a)5.

(a) (b)

Fig. 1. (a) Search example for a movie, for which the user has only a visual memory
and does not know title, director, or actor information. (b) Result of an image search
experiment with descriptive terms “Moon, Landing, Hit, Silent Movie”.

The only way to find information about the movie in question is to search
for descriptive features that describe the media content. The retrieval success
depends on which terms the user can think of and if they match the terms
that have been used to describe the media on the web. The reader is advised
to repeat the experiment with the image search feature of the search engine
trying to retrieve this specific picture. Each single try will result in numerous
pictures and only if the movie is sufficiently described by the search terms, the
searched picture will be found among the search results (cf. Fig. 1(b)). However,
by looking closer at the achieved search results, the user might be able to identify
also pictures from similar movies, which might also be of interest. In this way,
even traditional search enables the user to find results that originally were not
intended, but might nevertheless be relevant and of interest.

In the following section, some fundamental techniques of semantic analysis
and semantic annotation are presented, which are intended to support the search
engine to fulfill the user’s information need although the user might not know
the best suited search terms.
5 George Melies, Le Voyage dans la lune (A Trip to the Moon), 1902.
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3 Semantic Analysis and Semantic Annotation

To understand the content of a document means that the content can be cor-
rectly interpreted. Often the content of a document is additionally annotated
with metadata. This metadata can help to determine the correct interpretation
of the document’s content. But, metadata can originate from various sources of
different reliability and thus, also influences document interpretation in differ-
ent ways. For the correct interpretation of the content, always the information
context has to be taken into account. Depending on the context the same infor-
mation can be interpreted in different ways. Thus, semantic analysis starts with
the specification of the context under which the information should be inter-
preted.

For our purpose, we define semantic analysis as the process required to under-
stand information content in the sense that the content can be interpreted cor-
rectly. For natural language text, semantic analysis comprises the determination
of named entities represented in the text and the correct mapping of the text
terms representing named entities to unique entities of a knowledge base (Named
Entity Disambiguation, NED). Within the knowledge base entities are mapped
to ontologies that specify properties, relations, and constraints to further define
the meaning of an entity.

In Sect. 3.1 the different aspects and types of metadata are discussed.
Section 3.2 illustrates the process of semantic analysis and context establishment,
while Sect. 3.3 describes our approach to NED based on Linked Data. Finally,
Sect. 3.4 concludes this section by showing how to apply semantic analysis in
semantic document annotation.

3.1 Heterogeneous Metadata and Reliability

Metadata can occur with different degrees of structure. Unstructured metadata
comprises binary data as well as textual data in natural language. To derive the
meaning of unstructured metadata manual interaction or additional automated
analysis is required. Semi-structured metadata contains tags or other markup
symbols, as e.g. in HTML or XML, to separate semantic elements, i.e. elements
with a dedicated meaning or interpretation, and enforce hierarchies of records
and fields within the data. Structured data on the other hand does conform with
a given formal structure of a data model usually associated with a database or
data tables. Formal structure and interpretation of structured data is given by
the underlying data model. The less structured the data, the more possibilities
of interpretation and more sources of errors might occur. Thus, metadata can be
considered more reliable as higher the degree of structure and the more detailed
and expressive the underlying data model is specified.

Considering natural language text, further degrees of structure can be distin-
guished. While plain text represents information in terms of sentences, metadata
can also be provided on the basis of keyterms, i.e. single words. The interpreta-
tion of single words can be more difficult than the interpretation of an entire sen-
tence due to missing context information. However, keyterms also might originate
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from a predefined (restricted) vocabulary only, allowing for a unique interpre-
tation. In that sense this different granularity of structure for natural language
text results in a different degree of ambiguity and thus also possibilities to make
mistakes in the interpretation. In general, the less mistakes can be made in the
interpretation the more reliable the metadata might be considered.

Also the source of the metadata has to be regarded. While metadata can
originate from the author of the data or an expert describing the data with high
accuracy and reliability, it might also be metadata provided by an ordinary user
of the data, who is no expert. Thus, authoritative metadata from experts are
more likely to be more reliable or trustworthy than metadata from an arbitrary
user without a certified expertise. In the same way, metadata originating from
automated analysis processes might obtain a different degree of reliability and
correctness depending on the quality of the analysis process and the quality of
the original data. Furthermore, metadata from automated analysis might occur
as low level feature data, as e.g., direct measurement results. Otherwise, high
level feature metadata comprise metadata that originates from an interpreta-
tion, aggregation, and categorization of low level feature metadata, and thus
are subject to an additional source of error. Provenance is a valuable source to
determine reliability, trustworthiness, and correctness of metadata.

To fully understand and to interpret metadata correctly the process of seman-
tic analysis has to consider different levels of abstraction within metadata as well
as different degrees of reliability, trustworthiness, and correctness. To enable cor-
rect interpretation of metadata, semantic analysis must integrate information
on context, pragmatics, as well as constraints and axioms which determine their
validity.

3.2 Semantic Analysis

In conformity with the definitions of Carnap [2] and Russel [6], we define seman-
tic analysis as the process of determining the meaning of data (information) in
the sense of their correct interpretation. For a correct interpretation, semantic
analysis must take into account all available metadata while considering its reli-
ability, trustworthiness, and correctness. Nevertheless, available metadata might
not be sufficient to achieve a unique and unambiguous interpretation. Moreover,
the interpretation also depends on the context of the information and possi-
bly also on its pragmatics, i.e. the intention of its originator. While pragmatics
influences context, context might be considered as additional available data that
has to be taken into account for the subsequent disambiguation. In [11] we have
defined a formal context for the disambiguation of ambiguous interpretations.
According to the contextual description the confidence of the context item is
calculated depending on the reliability of the metadata source, the level of agree-
ment among metadata sources, the structural degree of metadata, as well as the
level of potential ambiguity of metadata interpretations. Based on this context
model, each potential interpretation achieves a confidence score, which is further
refined by metadata correctness, metadata relevance, and metadata ambiguity.
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Semantic analysis determines a mapping among the original data and a
knowledge base of formal semantic descriptions of unique entities. In the Linked
Data environment and the semantic analysis of text-based data, semantic analy-
sis as e.g. uniquely maps text tokens to DBpedia6 entities. DBpedia entities are
linked to ontologies, which define the entities’ meaning by relating it to other
entities or data values.

3.3 Named Entity Disambiguation

Named Entity Disambiguation (NED) as the process of identifying the correct
meaning of an ambiguous information object is one of the core technologies of
semantic analysis. Ambiguity is resolved with the help of context information.
Applied on textual input, NED determines the correct meaning of text tokens
that stand for named entities by taking into account the surrounding sentence,
paragraph, or larger fraction of the text. For our approach, we distinguish four
phases [13]:

1. Detect named entities in text
Named entities in text usually are nouns, which can be identified via a Part-
of-Speech tagger. A Named Entity Recognitizer (NER) cannot only determine
nouns that represent named entities, but also categorize named entities into
predefined classes such as persons, locations, organizations, or time expres-
sions. For our approach we have applied the Stanford NER with three classes:
persons, locations, organization [10]. N-gram analysis considers the number
of consecutive text tokens that denote a named entity, as e.g. for compound
names. Each single token of a compound name can denote an individual entity.
Thus, all 1-grams, 2-grams, ..., n-grams containing a noun as the last term
are potential named entities.

2. Determine possible candidate entities
For all detected potential named entities in the text, candidate mappings
from a knowledge base–here DBpedia–are generated. For this process, pos-
sible alternative names of the entities under consideration have to be deter-
mined. In DBpedia, there exist various properties that denote alternative
denominations. According to the design of Wikipedia, which is reflected in
DBpedia, so-called redirect pages also denote alternative names and have to
be resolved. Moreover, so-called disambiguation pages provide possible refer-
rals for homonyms and might also contribute alternative names. Redirects
and disambiguation pages often contain chains or even cycles, which have to
be resolved by aggregating all labels from redirect and disambiguation paths
within the leafs of these paths. To speed up this process, a gazeteer is com-
puted beforehand that connects a named entity with all its possible names.
For all detected named entities in the text all potential entity candidates are
collected via a gazeteer lookup.

3. Filter entity candidates
To simplify the following tasks the number of potential entity candidates are

6 http://dbpedia.org/.

http://dbpedia.org/
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reduced by a plausibility filter. Here, the results of the NER class from step 1
for a named entity under consideration are compared with the rdf:types of
the entity candidates returned from the gazeteer. In case of conflicting types
the entity candidates concerned will be deleted.

4. Disambiguate entity candidates according to context
For all remaining entity candidates of the context under consideration the
induced link graph derived from DBpedia is created. This graph serves as
the basis for the disambiguation process. The disambiguation relies on the
assumption that the correct entities for a given context are most likely related
with each other. In terms of a graph this means that there might be paths
and even connected components found between the candidate entities, which
help to identify the correct entities. The longer a connected component in
the induced link graph, the higher the likelyhood that the connected nodes
denote the right interpretation. The link graph can be considered as parti-
tioned graph into sets of entity nodes which belong to the same text term.
Thus, connected components have to be identified that cover the most term
partitions. Links inside a term partition have to be neglected. If strongly con-
nected components can be found, they further consolidate the prior selection.
Figure 2 illustrates the concept of a link graph with term partitions and con-
nected components according to a given example text context.
In addition to link graph analysis also co-occurrence analysis based on the
texts of Wikipedia articles of the entities under consideration is performed.
Here, for all the labels of all the entity candidates of a given context it is
verified whether these labels co-occur in the entities’ article texts [11]. If nei-
ther link graph analysis nor co-occurrence analysis is able to disambiguate
an entity, the decision is made according to the most popular entity, which is
assumed to be the correct entity with a higher probability than the remain-
ing. As a measure for entity popularity the in-degree of an entity node in the
link graph or also the pagerank algorithm can be applied [1]. If the popularity
delivers only inconclusive results, as e.g. if the differences among entity popu-
larity are too small, the concept of so-called negative context can be applied.
Here, all entity candidates are excluded from the candidate list for which a
connection to the already disambiguated entities is rather unlikely or even
contradictory [12].
In general, a hierarchical approach has been chosen for NED, which always
starts the disambiguation with the most reliable algorithm on the most accu-
rate and reliable data. The remaining ambiguity is resolved with the less
reliable algorithms on less reliable metadata. The following algorithms are
applied in the given sequence:
(a) connected component analysis on the link graph
(b) co-occurrence on wikipedia text corpus
(c) popularity based link graph analysis (e.g. with indegree or pagerank)
(d) negative context analysis.
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Fig. 2. Example text with highlighted named entities and the related term partition
graph, where all edges have been eliminated except edges between term partitions.
Strongly connected components and longest connected components are emphasized.

3.4 Semantic Document Annotation and How to Make Use of It

The process of semantic analysis results in a mapping of information objects
to entities in a given knowledge base, as e.g. DBpedia. For natural language
text, text tokens are mapped to DBpedia entities via URIs (Uniform Resource
Identifier). The text annotation can be achieved via the NLP Interchange Format
(NIF)7 and RDFa8. For non-textual documents such as images, videos, or audio
files, semantic annotation can be achieved by addressing temporal and spatial
fragments of the media via URI media fragments9. Figure 3 shows a sample
annotation for a video fragment with RDFa.

In this way, semantically anotated documents easily can be published on the
web. Since the annotations can be dereferenced, the information content of the
documents can be correctly interpreted, as long as the annotations are correct.

4 Exploratory Search and Intelligent Recommendations

One prominent application that benefits from explicit semantic annotations on
the web are search engines. With semantic annotations, natural language texts
can be interpreted correctly and ambiguities or errors induced by natural lan-
guage can be avoided. By switching from keyword-based search to entity-centered
search, the usual problems with synonyms, metaphoric language as well as ambi-
guities can be avoided and more precise as well as more complete search results
can be achieved. But, as already pointed out in Sect. 2, there are more relevant
search scenarios, where semantic annotations can be of benefit.
7 http://persistence.uni-leipzig.org/nlp2rdf/.
8 http://www.w3.org/TR/rdfa-syntax/.
9 http://www.w3.org/TR/media-frags/.

http://persistence.uni-leipzig.org/nlp2rdf/
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Fig. 3. Sample annotation of a temporal and spatial video fragment with URI media
fragments and various annotation vocabularies as RDFa embedded in HTML.

4.1 Pinpoint Search vs. Exploratory Search

The usual web search scenario can be considered as so-called pinpoint search.
The user knows what she is looking for and is able to provide the right query
terms. In a traditional library, this is similar to the situation, when you are
looking for a specific book that can be looked up in the library index. But, the
situation changes, when the user is searching for the next book to read, which
should be somehow similar or related to the first one. Likewise, the user possibly
has first to gather more information before being able to put forward the right
search query. Searches for complex answers, where the user is not familiar with
the domain, or where in general the knowledge to pose the right search query is
not available, are referred to as exploratory search [5].

Interestingly, in traditional libraries means for exploratory search are pro-
vided by the library classification system according to which the books in the
library shelves are organized. To find related books, the user simply has to
browse the shelf where he has found the original volume. If this procedure is not
satisfactory, the user can ask the librarian for intelligent recommendations.

For an exploratory search scenario with semantically annotated documents,
the search process also must consider the relations among the information con-
tent of the documents. By dereferencing the semantic entities within the docu-
ment annotations, explicit or also inferred relations between entities can easily
be exploited to compute measures of similarity and relatedness among the doc-
uments [14].

4.2 From Exploratory Search to Intelligent Recommendation

By taking into account similarity and relatedness among documents for
exploratory search, the user has to decide which direction she wants to follow.
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In general, relations derived from entities of the document’s content can be of
different relevance, which depends on the intention and the background of the
user. If no information about the user is available, the situation is similar to
the cold start problem in recommender systems, when no usage history is avail-
able to generate a recommendation via statistics. Content-based recommender
systems derive recommendations in a similar way as exploratory search systems
generate search results. They take into account similarity and relatedness, while
deciding what aspect in the considered relations is of general relevance.

To generate more interesting recommendations, it is important not only to
take into account similarity, because otherwise the user soon will be bored. The
user wants to be positively surprised by a recommendation by not suggesting
the obvious, but by finding unexpected while nevertheless relevant suggestions.
Here, serendipity has become a decisive factor for the quality of recommendations
as well as for search result suggestions of exploratory search systems. Thus, to
fulfill the user’s information needs, a search system should return as well pinpoint
search results of high precision and recall, as well as additional results or search
suggestions that have been generated from content-based relationships. If the
user decides to follow the suggestions, she will be able to follow her personal
interest to discover new and maybe previously unknown paths through the search
space.

5 Conclusion and Future Work

In this paper some scenarios have been developed that go beyond the current
(web) search paradign of simple pinpoint search results, especially when the user
lacks information to be able to phrase the right search query. One way to cope
with this challenge is to apply semantic analysis and annotation to be exploited
by semantic and exploratory search engines. Exploratory search engines provide
additional search results and search suggestions for the user to discover new
and maybe previously unknown paths through the search space. The question
remains, whether the traditional presentation of search results as a linear list
also holds for results in this extended scenario. Besides the improvement and
extension of the described technology, future work therefore will also focus on
well suited user interfaces for exploratory search.
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