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Abstract We illustrate how atomistic simulations can complement experimental
efforts in the bottom-up synthesis of graphene-based nanostructures on noble metal
surfaces. After a brief introduction to the field, we review the state of the art of
relevant computational methods. We then proceed by example through questions
related to adsorption and diffusion, reactions and electronic structure, indicating
both the strengths and limitations of computational approaches.

1 Introduction

In graphene-based nanotechnology, the motivation to explore bottom-up approa-
ches emerges from a need for atomic precision that cannot be satisfied by traditional
top-down fabrication methods.

Graphene, “a flat monolayer of carbon atoms tightly packed into a
two-dimensional (2D) honeycomb lattice” [1], is a material with many extraordi-
nary properties [2, 3]. From the perspective of applications in electronic switching
devices, there is first of all the exceptional electron mobility that has enabled
switching speeds exceeding 400 GHz [4]. Furthermore, the two-dimensional nature
of graphene is beneficial to the electrostatics in transistor configurations, allowing
to move source and drain contacts very close together before adverse short-channel
effects set in [5]. And last, but not least, graphene is mechanically flexible, making
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it a promising candidate for applications in high-frequency organic electronics on
flexible substrates. When it comes to room temperature digital logic applications,
however, sufficient on-off ratios can be achieved only by introducing a sizeable
band gap into the electronic structure of the semimetal graphene [5]. And one way
of achieving this goal is by quantum confinement at the nanoscale.

There are different classes of nanostructures in this category. Prominent exam-
ples are stripes of graphene with widths in the low nm range, termed graphene
nanoribbons (GNRs), but also their rolled-up counterparts, the single-wall carbon
nanotubes (SWCNTs). While this chapter is dedicated to GNRs and other flat
graphene nanostructures, we point out that on-surface chemistry is relevant also to
the field of SWCNTs, where the surface-supported synthesis of specifically
designed end-caps has recently enabled the controlled fabrication of monodisperse
SWCNTs for the first time [6].

An obvious difference between GNRs and SWCNTs is that GNRs have edges,
and it has been predicted early on that the atomic structure of the edges plays an
important role in determining their electronic properties [58]. Therefore, the limited
control over edge roughness and edge passivation in top-down approaches, such as
lithography and etching [7], sonochemical cutting and breaking [8], or even
unzipping of carbon nanotubes [9] seriously hampers the production of GNRs with
reliable electronic transport characteristics. But while the need for atomically
smooth edges seems to call for a bottom-up strategy, traditional solution-based
polymerization chemistry faces a solubility problem, when macromolecules con-
taining several hundreds to thousands of atoms are to be synthesized.

This is, where on-surface chemistry has come in to play, following pioneering
works in the years 2007–2009 that described the surface-supported covalent
assembly of networks and conjugated molecular wires [10–12]. Figure 1 summa-
rizes the bottom-up approach for the synthesis of GNRs developed in collaboration
between the nanotech@surfaces Laboratory at Empa, led by Roman Fasel, and the
Department for Synthetic Chemistry at the Max Planck Institute for Polymer
Research, led by Klaus Müllen [13]. The starting point is a molecular precursor that
is designed specifically to yield a particular GNR. Figure 1 shows the 10,10′-
dibromo-9,9′-bianthryl (DBBA) molecule, which yields an armchair graphene
nanoribbon of width N = 7 (7-AGNR). The molecular precursor is then deposited
onto a noble metal substrate under UHV conditions. Upon annealing at a charac-
teristic temperature T1, the molecules undergo dehalogenation and the radical
intermediates start diffusing across the surface. When the radicals meet, they
self-assemble into flexible polymer chains via aryl–aryl coupling, similar to the
classical Ullmann reaction [14]. Finally, annealing at a temperature T2 > T1 acti-
vates the cyclodehydrogenation reaction, which transforms the polymers into planar
GNRs.

While on-surface chemistry has proven to deliver a framework that works, this
new route is not without its challenges. In particular, approaching the design of
suitable precursors on the basis of trial and error risks substantial waste of resources
both during precursor synthesis and subsequent on-surface coupling trials. Strong
computational support can therefore be of great value, not only in order to avoid
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synthesis routes that are predicted to fail or to provide products with unwanted
properties, but also in aiding the interpretation of microscopy and spectroscopy data
as well as in unraveling the underlying reaction mechanisms, allowing for the
systematic optimization of processing parameters.

In order to be successful at this ambitious task, atomistic calculations must reach
appropriate levels of precision in describing the following aspects:

(I) The closely related processes of adsorption and diffusion on the surface. This
concerns questions about preferred adsorption sites, adsorption energies, the

Fig. 1 Basic steps of surface-supported GNR synthesis. Top Dehalogenation of precursor
monomers (here, 10,10′-dibromo-9,9′-bianthryl) after deposition on noble metal substrate. Center
Formation of linear polymers by covalent coupling of diffusing dehalogenated intermediates.
Bottom Formation of fully aromatic GNRs (here, 7-AGNR) by cyclodehydrogenation. Figure and
caption reproduced with permission from Macmillan Publishers Ltd: [13], Copyright (2010)
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cleaving of weaker bonds (activating precursors for the reaction with other
molecules), and diffusion coefficients.

(II) The chemical reaction between molecules. This entails the prediction of
reaction paths and activation energies that determine the required annealing
temperatures, possibly including limiting factors such as the presence of
hydrogen on the surface.

(III) The electronic properties of the reaction product. Of interest are both its
intrinsic properties in order to judge its potential for applications and the
influence of the nearby surface in order to enable comparison with microscopy
and spectroscopy experiments. Important figures of merit include the funda-
mental and optical gap, the density of states (band structure) and the optical
absorption spectrum.

After an overview of the relevant tools offered by state-of-the-art atomistic
simulations, the remaining sections of this chapter will address each of the above
aspects through recent examples from the field of graphene-based nanostructures,
illustrating how experiment and theory can join forces on the path toward a nan-
odesign strategy that is reliable, accurate, and efficient at the same time.

2 Computational Methods

The study of molecules on surfaces represents an interface between two
well-established fields of computational research. Molecules traditionally are con-
sidered the domain of quantum chemistry, meaning wave-function-based methods
with an underlying variational principle, using localized basis sets. Solids and their
surfaces on the other hand are the domain of computational solid-state physics, with
methods such as density functional theory (DFT) [15] using plane-wave basis sets
with periodic boundary conditions. Combining molecules and surfaces thus
requires some level of choice and compromise.

When choosing to adopt periodic boundary conditions, a typical unit cell is
shown in Fig. 2. The molecule is supported by a slab of several atomic layers of the
substrate. Spurious interactions between periodic replica of the molecule are min-
imized by increasing the lateral dimensions of the unit cell, while spurious inter-
actions between slabs are avoided by introducing sufficient amounts of vacuum.
Starting from a precursor molecule consisting of several tens of atoms, the unit cell
may contain several hundreds, sometimes thousands of atoms. Systems of this size
are currently out of reach for most quantum chemistry methods, and they remain
challenging even for the most efficient DFT codes commonly used for large-scale
ab initio simulations, such as CPMD, CP2K, or SIESTA [16–18].

In the following, we describe different ways of modeling the interaction between
molecule and surface and their consequences for the simulation of on-surface

240 L. Talirz et al.



chemistry (see also [20] for a recent review on the topic). The last part of the section
is dedicated to the prediction of the valence electronic structure of graphene-based
nanomaterials, both on a qualitative level and with the goal of comparing to (in-
verse) photoemission, tunneling, or optical absorption spectroscopy. For ab initio
calculations of core-level [21, 22], infrared [23] and Raman spectra [23–25], we
point the interested reader to the corresponding references.

2.1 Physisorption

If the molecule–substrate interactions are dominated by dispersion forces, a com-
bination of quantum mechanics and molecular mechanics (QM/MM) [26, 27] can
be considered. In the example illustrated by Fig. 3, the metallic substrate is treated
within the empirical embedded atom method (EAM) [28]. The molecule is
described by standard Kohn–Sham DFT [15, 29] and interacts with the substrate
through an atomic pair potential [30] giving rise to an interaction energy

E ¼
X
AB

CAB
v e�aABv RAB þCAB

c e�aABc RAB � CAB
6

ðRABÞ6

where the sum goes over all atoms A of the molecule and B of the slab. The first
two terms describe the Pauli repulsion due to valence and core electrons of the
metal substrate, while the third term describes the attractive dispersion force. The
considerable computational advantage of such a QM/MM approach provides access
to the dynamics of the system, allowing for an unbiased search for possible reaction

Fig. 2 Top and side view of slab geometry adapted from [19]. The cyclohexa-o-p-o-p-o-p-
phenylene (CopP) molecule is supported by a Cu(111) slab of four atomic layers. While the
molecule itself consists of 60 atoms, the unit cell (black lines) contains 420 atoms
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paths. If the process of interest involves significant energy barriers, making it a
“rare event,” the molecular dynamics need to be accelerated.

In the case of direct metadynamics [32, 33], the system begins moving freely,
but over time is biased against revisiting configurations that have already been
explored. The repulsive bias potential is placed not on the set of atomic positions
x visited by the system, but on the corresponding values of a limited number of
collective variables (CVs) Sa xð Þ; a ¼ 1. . .d, thereby drastically reducing the
dimensionality of the problem. In typical applications, d = 2 or d = 3, and the CVs
describe distances, angles, or coordination numbers that are deemed important
indicators of the reaction of interest. By keeping track of the bias potential
deposited during the time evolution of the system, the free energy surface can be
constructed in the space of the collective variables.

We note that while the concept of collective variables is very flexible [34],
finding adequate CVs for complex reactions can be delicate and attempts have been
made to automate this process [35]. For a recent review, we refer interested readers
to [36].

2.2 Chemisorption

In many cases, bond formation between the molecule and the substrate is an
essential ingredient of the reaction. Since no empirical potentials are available that
accurately model the formation of metal–organic bonds, a complete quantum
mechanical description of the system is then the only option. Kohn–Sham DFT

Fig. 3 Schematic representation of the QMMM approach used in [31] to study the cyclodehy-
drogenation of CopP on a Cu(111) substrate. While the physisorbed molecule is described within
DFT, the substrate is modeled with the EAM. The two systems are coupled via an empirical
potential [30] mimicking van der Waals attraction and Pauli repulsion
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using (semi-)local approximations to the exchange-correlation functional has a very
successful track record in applications of dense matter and covalently bound
molecules. However, it was recognized early on that this type of approximation is,
by construction, unable to capture the non-local nature of dispersion forces [37].
Since these forces are a crucial component of the interaction between molecules and
surfaces, we discuss three common approaches to ameliorate the problem (for more
details see [38]).

To some degree, it is possible to adapt semi-local exchange-correlation func-
tionals to emulate dispersion effects at near-equilibrium atomic distances. At the
expense of higher computational complexity, further improvements can be made by
admixing a portion of the non-local Hartree–Fock exchange (“hybrid functionals”)
and including the second derivative of the density as a variable (“meta functionals”)
[39]. Nevertheless, a (semi-)local approximation of the correlation energy ulti-
mately leads to an exponential decay of the interaction for large atomic separations
[37]. These functionals can therefore not be expected to adequately describe sys-
tems such as large molecules or molecules on surfaces, if interactions over larger
distances are important.

Another class of dispersion corrections approaches the problem in a
semi-classical manner, neglecting all knowledge of the electron density and for-
mulating the dispersion interaction in terms of an interatomic potential [38]:

Edisp ¼ �
X
AB

X
n¼6;8;...

sn
CAB
n

ðRABÞn
fdampðRABÞ

Here, AB runs over all pairs of atoms, RAB is their distance and CAB
n denotes the

averaged (isotropic) nth-order dispersion coefficient between atoms of the corre-
sponding kind, which can be computed ab initio. This dispersion energy is then
simply added to the total DFT energy, thus ensuring the asymptotic form 1=ðRABÞ6
of the interaction. In order to avoid double-counting of correlation, the dispersion
interaction is damped at short distances by a continuous function fdampðRABÞ, where
details of the damping function as well as the scaling factors sn may be used to
adapt to particular (semi-)local density functionals. Extensions of the scheme
include the treatment of three-body interactions [40] as well as the effects of the
hybridization state on the dispersion coefficients, based on fractional occupation
numbers [40] or atomic volumes [41]. This class of corrections delivers a com-
putationally cheap way to add dispersion forces on top of various (semi-)local
exchange-correlation functionals, providing, in the case of DFT-D3, dispersion
coefficients for the first 94 elements of the periodic table [40]. While this has lead to
a widespread adoption, some criticism remains. The first concerns the dispersion
coefficients, which need to be determined on one or several reference systems, be it
computationally or experimentally. These are traditionally chosen to be either the
bare elements or small molecules containing the elements in question [40], which is
suitable for applications in molecular systems, but provides an electronic envi-
ronment that can be very different from bulk materials. For the particular
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application of molecules on coinage metal surfaces, a scheme has been proposed to
include screening and polarization effects at the level of atomic pairwise interac-
tions [42]. The second and perhaps more worrying remark concerns the finding that
molecular binding energies in many cases depend more sensitively on the empirical
parameterization of the damping function than on the physically sound dispersion
coefficients [43].

A third approach that has gained popularity in recent years is a density-based
treatment of the non-local correlation energy, which takes the form

Enl
c ½n� ¼

Z
nðrÞ/½n�ðr; r0Þnðr0Þ d3r d3r0

The kernel / is derived from first principles using a plasmon pole approximation
to the local dielectric function and is a function of jr � r0j, the electron density
n and its gradient at positions r; r0 [44, 45]. Treated self-consistently, the variational
derivative Vnl

c ðrÞ ¼ dEnl
c =dnðrÞ modifies the exchange-correlation potential Vxc ¼

Vl
xc þVnl

c and thus acts directly on the Kohn–Sham wave functions. One significant
advantage over DFT-D methods is therefore that the effect of the electronic envi-
ronment, including charge transfer, on dispersion interactions is captured in a
general and physically sound manner [38]. Contrary to DFT-D methods, the
non-local correlation term is not damped at short distances, meaning that particular
care needs to be taken in selecting the (semi)-local exchange-correlation functional
in order to avoid double-counting of correlation. Besides existing functionals, such
as PW86 [45], some have thus been designed specifically for this purpose [46].
Regarding computational cost, linear scaling algorithms are available [47] that
render the overhead of these so-called van der Waals density functionals negligible
as compared to standard semi-local calculations.

Using DFT with dispersion corrections, the calculation of adsorption geometries
and adsorption energies is feasible for systems containing several hundred [48] to
more than thousand atoms. Dynamics and thus free energy profiles are typically out
of reach. If the initial and final states of a process are known, the pioneering
methods of Elber and coworkers [49], the nudged elastic band (NEB) [50, 51], and
string [52] methods can be used to compute 0K reaction barriers and provide a
description that can afterward be extended to finite-temperature free energy effects
[53, 54].

As illustrated by Fig. 4, the NEB method requires not only the knowledge of the
initial (green bead) and the final states (red bead), but also an initial guess for the
reaction path that connects the two (white beads). After optimization of the “elastic”
band, the intermediate configurations, also known as “images,” follow the mini-
mum energy profile and one image (black bead) has climbed to the saddle point
[51]. In simple cases, a first guess for the images is obtained by linear interpolation
between initial and final coordinates or a sequence of constrained geometry opti-
mizations. However, the initial guess constitutes a strong bias of the overall picture
of the reaction and in general different paths have to be considered (on top of the
possibility of different final states).
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2.3 Electronic Structure

Since the synthesis of graphene-based nanostructures is often aimed at electronics
applications, a reliable prediction of the intrinsic electronic structure of different
possible targets is very useful. The main focus tends to lie on the sp2-hybridized
carbons and their p-electronic structure. Some insights can be gained already with
pen and paper, using intuitive chemistry rules such as Clar’s theory of the aromatic
sextet [55]. These include qualitative information about the p–electron distribution,
bond-length alternation and, in the case of zigzag edges, the presence of
edge-localized unpaired electrons [56].

The next level of understanding is provided by tight-binding models.
Considering only the p-electrons, the system is described by a Hamiltonian

H ¼ �t
X
hiji

ayj ai þ h:c:

where t � 3 eV is the hopping integral, ayi ; ai are the electron creation and annihilation
operators at carbon site i and the sum runs over nearest neighbors [57, 58]. In the case
of armchair and zigzagGNRs, thismodel can be solved analytically [59, 60], allowing
for in-depth investigations of the width- and edge-dependence of the electronic band
structure. Further physics can be introduced by including site-dependent potentials
[61], hopping between 3rd-nearest neighbors [62], Coulomb interactions between
electrons [63] or larger basis sets [64]. These models, however, need to be parame-
terized and are typically fitted to band structures calculated ab initio.

Kohn–Sham DFT with (semi-)local exchange-correlation functionals provides
qualitatively correct answers to many relevant questions, including band ordering,
band gap hierarchy, band dispersion, shape of wave functions, and spin polarization
[65–67]. This makes Kohn–Sham DFT suitable for comparing the electronic

Fig. 4 Pictorial representation of a NEB calculation describing a dehydrogenation step in the
synthesis of tribenzo[a,g,m]coronene. Left panel Initial guess of the reaction path from initial state
(green bead) to final state (red bead) on the potential energy surface. Right panel After
optimization, the intermediate configurations (white beads) follow the minimum energy profile.
One configuration (black bead) has climbed to the saddle point
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structure of different nanostructures. Still, direct comparison with experiments is
challenging, even at this level. One area, where DFT can be of great value, is the
interpretation of scanning tunneling microscopy (STM) images. The shape of the
Kohn–Sham orbitals is typically very accurate [68] and adequate adsorption
geometries can be obtained by including the substrate together with a suitable
dispersion correction. For a quantitative prediction of spectroscopic information,
however, the independent-particle approximation is too simplistic. Not only does
the Kohn–Sham gap significantly underestimate the band gap of bulk semicon-
ductors [68], the discrepancy is amplified in low-dimensional materials, such as the
quasi-one-dimensional GNRs or carbon nanotubes, where screening of the
Coulomb interaction between electrons is strongly reduced [65].

One approach to tackle the problem is many-body perturbation theory (MBPT), in
which the strongly interacting electrons are replaced by the concept of weakly
interacting quasi-particles. In the form of the GW approximation [69], MBPT has
provided very accurate quasi-particle band gaps of bulk materials [70] and is
increasingly applied also to graphene-based nanomaterials [65, 71]. While we refer
interested readers to [72] for an extensive introduction of the underlying theory, we
stress one important fact: In nanostructures, where the Coulomb interaction is
screened only weakly, the energy gap extracted from spectroscopy experiments
strongly depends on the nature of the excitation. In the case of (inverse) photoe-
mission spectroscopy and scanning tunneling spectroscopy (STS), the system under
study is promoted from an N-electron ground state to an excited state with N ± 1
electrons. The fundamental gap associatedwith these charged excitations is defined as

D ¼ IP� EA ¼ EðNÞ � EðN þ 1Þ � ðEðN � 1Þ � EðNÞÞ;

where IP (EA) denote the ionization potential (electron affinity) of the system and
EðNÞ the ground-state energy of a system with N electrons. D coincides with the
quasi-particle gap in the GW approximation. In optical absorption experiments,
using techniques such as reflectance anisotropy spectroscopy, electron–hole pairs
are created and the number of electrons is conserved. Within MBPT, these neutral
excitations are described by the Bethe–Salpeter equation [73], often using the GW
electronic structure as a starting point. The resulting optical gap is reduced with
respect to the fundamental gap by the binding energy of the lowest-lying exciton. In
graphene-based nanostructures, this energy can be substantial, even exceeding 1 eV
[71, 74, 75].

Finally, additional complications arise from the presence of the nearby substrate,
which significantly increases the screening of the Coulomb interaction with respect
to the nanostructures in vacuum. The computational cost of GW calculations scales
with M3 �M4, whereM is the number of atoms in the system [76], making systems
with M > 100 extremely challenging to handle. Full GW calculations of molecules
on surfaces have thus far concentrated on small molecules and correspondingly
small surface unit cells [77, 78, 81] and/or thin supporting substrates [79].
Alternatively, substrate effects may be included into GW calculations of the isolated
molecule via classical image charge models [77, 80–82].
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3 Adsorption and Diffusion

Once the molecular precursors are adsorbed on a metallic substrate, the factors
influencing their diffusion are the surface geometry (the presence of steps, corru-
gations, defects, or adatoms), the surface–molecule interactions (dominated either
by dispersion forces or by chemical bonding) and the molecule–molecule interac-
tions. The study of diffusion mechanisms starts from the identification of stable
adsorption sites and requires a systematic verification of all geometrically possible
and chemically sound adsorption sites by means of geometry optimization. This
analysis can be performed at different levels of theory, the system size typically
being a limiting factor for beyond-DFT methods.

Some general insight into molecular self-assembly can be obtained from simple
models, such as the “patchy-disk” model [83], accounting only for the geometry
and the strength of the interaction. As illustrated in Fig. 5, Whitelam et al. con-
centrate on threefold-coordinated building blocks, which are represented as disks
with angular domains that either allow for bond formation (green) or do not (blue).
Bond strength and bond flexibility are characterized by the interaction energy ��
and the opening angle 2x of the interacting stripes. Varying only these two
parameters within Monte Carlo simulations, Whitelam et al. are able to reproduce
the characteristics of networks ranging from graphene to DNA-based polymers with
building blocks spanning three orders of magnitude in length scale.

We now turn our focus to graphene-based nanostructures formed by polymer-
ization through Ullman-type reactions [14] on noble metal surfaces. We concentrate
on high-symmetry close-packed surfaces, in particular the (111) surface, although
vicinal surfaces [82, 89] as well as the (110) surface [90] have also been explored.

Fig. 5 “Patchy-disk” model of threefold-coordinated building blocks. In equilibrium, the periodic
honeycomb network [84] (A) or a non-periodic polygon network [85] (E) can be formed.
Out-of-equilibrium structures include honeycomb polycrystals [86] (B), polygon networks that can
evolve to the honeycomb [87] (C), or kinetically trapped polygon network glasses [88] (D).
Figure and caption adapted with permission from [83]. Copyright (2014) American Physical
Society
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A selection of successful molecular precursors is shown in Fig. 6. The molecules
contain carbon–halogen (typically Br or I) bonds that are intended to be cleaved by
the formation of metal–organic bonds on the surface. The broken C–halogen bonds

Fig. 6 Chemical drawings of molecular precursors for the metal-supported synthesis of atomically
precise graphene nanostructures. Besides DBBA (top) used for the synthesis of 7-AGNRs [13] and
hexaiodo-substituted cyclohexa-m-phenylene (CHP) used for the synthesis of porous graphene
[92], the dibromo-tetraphenyltriphenylene molecule provides chevron-like GNRs [13], including
the possibility of atomically precise doping with nitrogen atoms [93, 94]
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are then the anchoring points for the self-assembly into polymers. In most of the
cases (but not always [91]), dehalogenation occurs at low temperature and diffusion
needs to proceed in the presence of metal–organic bonds that stabilize the radicals.

In the case of iodine, the dehalogenation process starts already below room
temperature. Scission of C–I is reported at 166 K on Au(111) [95] and is completed
at room temperature also on other noble metal substrates (see e.g., [92, 96]).
However, iodine can still be present on the substrate at 500 K, as reported in [12]
for Cu(110).

A simple case of the interplay between adsorption sites and the diffusion process
is offered by the Ullmann coupling of two iodobenzene molecules on Cu(111).
Starting from the evidence that iodobenzene undergoes dehalogenation already at
room temperature, Nguyen and coworkers studied the adsorption sites and diffusion
paths for phenyl radicals on the Cu(111) surface [97]. The formation of a single
metal–organic bond leaves high rotational freedom to the adsorbed molecule.
Figure 7 depicts the most energetically favorable adsorption geometry. The mole-
cule is bound to the surface atom and may diffuse to its six first neighbors with
equal probability. A direct jump between initial state (IS) and final state (FS) is
associated with a high energy barrier, but a different initial guess for the NEB
allows to identify a low-energy, two-step diffusion mechanism. This mechanism
can be ported to the (111) surfaces of the other noble metals.

Fig. 7 Possible high-energy (top) and low-energy (bottom) diffusion pathways for a phenyl
radical on the (111) surface of a noble metal. Figure and caption adapted from [97] with
permission from PCCP Owner Societies
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As demonstrated by this simple example, the rotational freedom of the molecule
and the number of metal–organic bonds formed with the substrate can play a pivotal
role in the diffusion process. Increasing complexity of the molecular precursor is
reflected by a more complex diffusion mechanism. A remarkable example of the
diffusion of a large molecular precursor is provided by the case of
hexaiodo-substituted cyclohexa-m-phenylene (CHP) used to synthesize networks of
porous graphene [86]. Again, the experimental evidence, supported by ab initio
calculations, suggests that the C–I bonds are broken upon adsorption and iodine
desorbs, when the temperature is increased to promote diffusion. The molecule is
able to form six metal–organic bonds, one for each lost iodine atom. Due to the
strong anchoring to the substrate, a naive initial guess for a NEB calculation of the
diffusion pathway leads to very high activation barriers. A low-energy diffusion
path, where the molecule rotates around one of the metal–organic bonds to diffuse
to neighboring sites, can be identified with appropriate NEB guesses.

Also in this case, the “geometric” details of the diffusion mechanism apply in a
similar fashion to Ag(111), Cu(111) and Au(111). Diffusion barriers vary due to the
different matching of the molecular size with the substrate lattice and the different
nature of the metal–organic binding. However, the transition from a dendritic
growth mode of the network to a 2D growth mode, reported as shown in Fig. 8,

Fig. 8 The dramatic effect of the substrate on the network geometry obtained by self-assembly of
CHP on noble metal substrates [Cu(111), Au(111) and Ag(111)] is explained by the interplay
between mobility of the molecules at the surface and reactivity of the molecules toward C–C
coupling. Figure and caption adapted with permission from [92]. Copyright (2010) American
Chemical Society
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cannot be attributed solely to the difference in diffusion barriers. As will be dis-
cussed in the next section, the barrier to form the “irreversible” coupling between
two molecular species also plays a crucial role.

Compared to the C–I bond, scission of the C–Br occurs at higher temperature.
While the C–Br bond is reported to be cleaved at room temperature on the Cu(111),
Cu(110) and Ag(110) surfaces [98], it is reported to remain intact on Au(111) and
Au(110) [88, 90, 98, 99]. In the case of Ag(111), the onset of C–Br bond cleavage
is reported at room temperature [98, 100].

Desorption of Br typically occurs at temperatures above 200 °C [90, 98, 101]. At
least in the case of brominated precursors, halogen atoms are therefore present on
the surface during the diffusion of the precursor molecules. We are not aware of any
study that investigates how the presence of halogen atoms on the metallic substrate
influences the diffusion of the molecular precursors and their assembly. An
exhaustive unbiased analysis of possible processes is challenging for computational
approaches, but would be highly welcome.

4 Reactions

The synthetic approach toward nanographenes described here relies on annealing
procedures to activate the two sequential steps of the reaction. If the temperature
ranges for intermolecular polymerization and intramolecular cyclodehydrogenation
are not well separated, the formation of large homogeneous polymers can be
seriously hampered by steric hindrance between dehydrogenated monomers or by
saturation of the radical species with hydrogen [66]. For this reason, the charac-
teristic activation temperatures for a particular combination of substrate and pre-
cursor molecule are valuable information that may be predicted by atomistic
simulations.

Also in this case, mechanisms identified for simple precursors can help in
understanding more complex scenarios. Regarding the polymerization through
Ullmann coupling, we start again from the investigation of iodobenzene [97]. As
illustrated in Fig. 9, NEB calculations reveal that the coupling requires the
dehalogenated molecules to reach a common surface atom. As a result of the metal–
organic bonds, the shared metal atom pops out of the surface plane. When the two
molecules approach each other and form the C–C bond, the surface atom retracts to
its equilibrium position. This simple mechanism was later confirmed by Björk and
coworkers on different noble metal substrates, including an investigation of the
dehalogenation process [102].

While the mechanism is simple, the intrinsic properties of the metal substrate,
such as its cohesive energy, and the interplay between molecular geometry and
molecule–substrate interactions can result in quite different barriers along the
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reaction path. One example mentioned previously is the polymerization of cyclo-
hexa-m-phenylene radicals (CHPR). As in the case of phenyl radicals, the reaction
pathway in Fig. 10 [92] suggests that coupling can proceed, once two precursor
molecules bind to the same surface atom. However, the large differences in diffu-
sion barriers and activation energies between Cu(111) and Ag(111) drive a dramatic
change in the network topology, as shown in Fig. 8. Diffusion of CHPR on Cu(111)
is more difficult compared to the Ag(111) substrate, since the perfect lattice match
in the case of copper allows the molecule to anchor strongly with six metal–organic
bonds. The imperfect matching with the Ag(111) substrate makes it much easier to
break C–Ag bonds. On the other hand, the different cohesive properties of the two
metals result in different barriers for the coupling step.

In analogy with the picture provided by the “patchy-disk” model [83], a simple
Monte Carlo simulation reproduces the phenomenology of the networks depicted in
Fig. 8 [92]. In this particular case, a single parameter, representing the ratio between
diffusion probability and sticking probability, is sufficient. A nice rationalization of
the interplay between diffusion and coupling reaction for this kind of systems is also
given in [102].

Once polymerization of the molecular precursors is achieved, the temperature
has to be increased to activate the cyclodehydrogenation reaction. While
surface-supported cyclodehydrogenation reactions were reported as early as 1999
[103], no theoretical investigations of the atomistic details of the reaction were
available at the time. In a pioneering study, Treier and coworkers [19] investigated
the fundamental role played by van der Waals dispersion forces in these processes.
Dispersion forces favor flat geometries, meaning that significant distortions of the

Fig. 9 Final step of the Ullmann coupling of phenyl radicals on a noble metal substrate. The two
radicals share a surface atom that pops out from the surface plane (left). The transition state shows
a partial bending of the molecules and a partial retraction of the surface atom (center). Upon
completion, the surface atom retracts to its equilibrium surface position (right). Figure and caption
adapted from [97] with permission from PCCP Owner Societies
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molecules or polymers may be necessary in order to form metal–organic bonds.
Activation energies are thus determined by a delicate interplay between short-range
interactions during bond formation and long-range dispersion forces.

An example of this concept is provided by the first step in the cyclodehydro-
genation of cyclohexa-o-p-o-p-o-p-phenylene (CopP). As shown in Fig. 11, the
molecule contains three para-phenylene rings that are free to rotate (containing C

Fig. 10 Energy diagrams of the reaction pathways for CHPR−CHPR coupling on Cu(111) (top)
and Ag(111) (bottom) obtained via NEB calculations. Pictorial representations of the molecule
−surface configuration are given for the initial (II), intermediate (IM), and final (FI) states. The
energies below each configuration are given with respect to the total energy of the final state. On
both surfaces, the orange sphere indicates the central metal atom bonded to both CHPRs prior to
intermolecular bond formation. Figure and caption reproduced with permission from [92].
Copyright (2010) American Chemical Society
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atoms labeled from 1 to 6) and three “rigid” ortho-phenylene rings. When the
annealing temperature is properly controlled, each para-phenylene ring looses two
hydrogens, while the hydrogens of the para-phenylene rings all remain attached: In
the case of o-H cleavage, the formation of a metal–organic bond would be asso-
ciated with considerable distortion of the molecule, driving up the corresponding
energy barrier. In the case of p-H, the rotational freedom of the mobile para-
phenylene unit enables metal–organic bond formation with little distortion. The full
reaction path from CopP to tribenzo[a,g,m]coronene is essentially a sequential
repetition of simple reaction steps, where dispersion forces aid in the approach of
flexible subunits, hydrogen atoms are detached due to the formation of metal–
organic bonds and irreversible C–C bonds are formed.

Another remarkable example of a cyclodehydrogenation reaction proceeding by
the repetition of simple atomic mechanisms is given by the transformation of
polyanthryl chains into 7-AGNRs. This particular reaction was studied first by
Björk and coworkers [104] and later by Blankenburg and coworkers [105] in more
detail. As illustrated in Fig. 12, the reaction is initiated by an approach of the
terminal phenyl rings of two neighboring anthryl units. After the formation of a C–
C bond, the hydrogen atom pointing downward is collected by the catalytic surface.
The hydrogen atom pointing upward migrates to an edge carbon atom of the
polymer, which adopts the sp3 configuration. The mechanism is repeated until
planarity of the full structure is reached. Provided that the temperature is high
enough, the downward-pointing hydrogens at the edge are removed as well, leaving
behind a monohydrogenated armchair edge.

Fig. 11 Cyclodehydrogenation of CopP. As indicated in step 1, o-H and p-H denote hydrogen
atoms of ortho- and para-phenylene units, respectively. Figure and caption adapted from [19] with
permission
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The detailed understanding of this sequence revealed that the reaction, once
started on one side of the polymer chain, tends to proceed on the same side. Guided
by this insight, a consistent tuning of the annealing temperature allowed to obtain
partially reacted structures that represented the first realization of an atomically
precise heterojunction between two GNRs with different band gaps. Intraribbon
quantum dots formed in between two successive heterojunctions were predicted
earlier to have interesting optical properties with potential for optoelectronic
applications [106].

5 Electronic Structure

The prediction of electronic properties can aid the synthesis of graphene-based
nanostructures already at the design stage: only structures with desired electronic
properties are worth the effort of synthesis experiments. This pruning of undesirable
structures is typically based on the “gas-phase” calculations that consider the bare
nanostructures without a supporting substrate. In the field of GNRs, early theo-
retical predictions of their edge-related electronic and magnetic properties date back
to 1996 [57, 58]. Since then, they have been studied extensively, moving from the
framework of tight binding [60] to ab initio methods such as DFT [61] and
many-body perturbation theory [65, 74].

Apart from the well-studied armchair and zigzag GNRs, GNRs with chiral edges
can also have interesting electronic and magnetic properties [107]. A more exotic
example is a class of GNRs with a backbone of zigzag edges, surmounted by a
triangular-notched region of variable size, as depicted in Fig. 13. The asymmetry in
their atomic structure gives rise to a ferromagnetic ground state, whose total
magnetization can be tuned by changing the imbalance between the “A” and “B”
sublattices [108, 109]. Furthermore, substitutional doping by boron or nitrogen
induces half-metallicity. The most effective doping sites can be inferred from the

Fig. 12 First three steps in the cyclodehydrogenation reaction that transforms a polyanthryl chain
into a 7-AGNR. Van der Waals interactions favor proximity of phenyl rings (S0) that then react
forming a C–C bond (S1). After formation of the bond, hydrogen atoms pointing toward the
surface are detached through catalytic action of the substrate and hydrogen atoms pointing upward
migrate to the edge of the polymer (S2). These three basic steps are iterated during the whole
dehydrogenation process. Figure and caption adapted with permission from [105]. Copyright
(2012) American Chemical Society
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spatial distribution of the frontier electronic states of the undoped GNR (see
Fig. 13). Experiments for the synthesis of polymers with very large spin have been
described [110], and the analogous realization of magnetic graphene-derived
structures can be envisaged for the future [111].

Another important question concerns the stability of electronic and magnetic
properties with respect to defects. With the motivation of synthesizing corre-
sponding GNRs in the laboratory, we have considered GNRs with cove defects as

Fig. 13 Spin-resolved band structure and density of states for pristine (top) and nitrogen-doped
(bottom) asymmetric zigzag GNR. The right panels show Kohn–Sham states of the indicated band
at selected wave vectors. Upon doping with nitrogen (position marked by an orange circle) a
spin-down band crosses the Fermi energy, signaling half-metallicity. Figure and caption adapted
from [109]
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depicted in Fig. 14. While the case of cove defects facing each other leads to a
monotonous decrease in band gap with increasing width of the GNR [112], the
staggered geometry shown in Fig. 14 gives rise to an interesting alternation between
finite and zero band gap within DFT using the PBE exchange-correlation functional
[113]. We find that spin polarization is suppressed at least up to N = 9, with further
investigations needed into possible antiferromagnetic solutions for wider GNRs.

We note, however, that the magnetism of freestanding GNRs may easily be
quenched, when the GNRs are adsorbed on a substrate. The case of zigzag GNRs
adsorbed on the (111) surfaces of the coinage metals has recently been investigated
using DFT with dispersion corrections in the DFT-D2 scheme [114]. For unpas-
sivated zigzag edges, edge magnetism is shown to be suppressed on Cu, Ag, and
Au due to strong hybridization of the carbon 2p with the metal d states. But even for
hydrogen-passivated zigzag edges, n-doping of the GNR is reported to suppress
edge magnetism on the more reactive Cu and Ag surfaces.

Unfortunately, charge transfer predicted by Kohn–Sham DFT with semi-local
exchange-correlation functionals is often unreliable due to its inherent
self-interaction error [115, 116]. The case of hydrogen-passivated ZGNRs on metal
surfaces is particularly delicate: it tends to fall in between the regimes of
physisorption and chemisorption, meaning that the semi-local exchange-correlation
functional and the dispersion correction need to join seamlessly in order to obtain
correct adsorption geometries. Preliminary results from the authors indicate that

Fig. 14 Electronic structure of zigzag GNRs (ZGNRs) with cove defects. Top panel Geometry of
freestanding GNR with unit cell indicated in red. Non-planarity arises from steric hindrance
between nearby hydrogen atoms. Bottom panel a, b Band structures for odd and even cases of
width N. c Band gap as a function of the width N indicating alternation between finite and zero
gap. Unpublished data from the authors
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varying the ribbon–substrate distance by as little as 0.2 Å can strongly affect its
magnetization, making the outcome of calculations critically dependent on the van
der Waals correction employed.

Besides guiding at the design stage, simulations can provide important insights
also during and after the experimental synthesis, for example, by helping to
interpret and rationalize spectroscopy data. While this often requires taking the
substrate into account or going beyond mean-field theories, standard gas-phase
DFT calculations can also provide very useful information.

One interesting example concerns the band bending in heterojunctions between
pristine and nitrogen-doped chevron-type GNRs [94]. Figure 7 shows two different
precursor monomers for obtaining chevron-type GNRs, in one of which four carbon
atoms have been replaced by nitrogens. Heterojunctions between pristine and
N-doped GNRs can simply be obtained by sequential deposition and polymeriza-
tion of pristine and doped precursors. Since nitrogen is more electronegative than
carbon, the band onsets in the N-doped domains are expected at lower energy than
in the pristine domains and band bending has to occur at the interface. DFT predicts
a band shift of 0.5 eV and an electric field of 0.2 V/nm at the interface, in agreement
with STS experiments of the heterojunctions measured on the Au(111) substrate.
While STS involves electronic excitation of the GNR, we note here that the electric
field at the heterojunction (and thus in essence also the band bending) is a
ground-state property, providing justification for the use of DFT. Based on the
established agreement with experiment, DFT can now tell us how to design the
details of the band bending (see Fig. 15), for example, in view of possible appli-
cations in photovoltaics and electronics.

Another frequent task is the simulation of STM images. Since the tunneling
current is exponentially sensitive to the tip–sample distance, an accurate description
of the adsorption geometry is mandatory. If metal–organic bond formation between
substrate and adsorbate can be excluded, it can be sufficient to model the substrate
with empirical potentials in a QM/MM approach (see Sect. 2.1). This is the case in
the example of the polyanthryl chain on Au(111) shown in the left panel of Fig. 16.

If, however, the substrate interacts chemically with the adsorbate, both need to
be treated on the quantum mechanical level. The right panel of Fig. 16 shows the
termini of the 7-AGNR on Au(111), where simulations considered different pos-
sible bonding partners of the central carbon at the terminus. In case II, a metal–
organic bond is formed between the substrate and the radical, leading to a down-
ward bend of the central carbon atom by about 1Å. This geometrical effect dis-
tinguishes the electronically similar cases II and III and would be missed using an
empirical model for the substrate.

Besides the adsorption geometry, one important question in STM simulations
concerns the geometry of the tip. In experiments with metal tips, information on the
tip shape is typically not available. The popular Tersoff–Hamann approximation
[117] therefore assumes a tip wave function with perfect s-wave character, making
both the calculation and the physical interpretation of STM images particularly
easy. As illustrated by Fig. 16, this simple approximation can provide simulations
in good qualitative agreement with experiment, if the sample wave functions are

258 L. Talirz et al.



properly extrapolated into the vacuum region [118]. Tip wave functions with higher
angular momentum, as required, for example, when using a CO molecule as the tip
[119], can be treated in a similar fashion using Chen’s derivative rule [120]. For
studies with quantitative aspirations, the tip shape can be taken into account through
simple step functions [121] or even through explicit treatment of the tip atoms [122,
123].

Going beyond qualitative predictions, however, can be a challenging task. In the
following, we present two recent attempts, where substrate effects have been shown
to play an essential role in determining the quantitative electronic and optical
properties.

Fig. 15 Control of band bending in GNRs via monomer chemical substitution. Top Illustration of
GNR consisting of molecules with increasing degrees of nitrogen substitution. Bottom Energies of
valence band maxima (VBM) and conduction band minima (CBM) for GNRs with increasing
degrees of nitrogen substitution. A linear fit yields a band shift of −0.13 eV per nitrogen atom.
Energies are given with respect to the vacuum level. Figure and caption adapted with permission
from [94]
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Ruffieux and coworkers measured the band gap of 7-AGNRs supported on Au
(111) [82] through scanning tunneling spectroscopy (STS). The reported value of
D � 2:3eV appears to contradict the theoretical prediction of D � 3:7eV for the
fundamental gap obtained from GW calculations [65]. The origin of the discrepancy
lies in the screening of the Coulomb interaction by the nearby substrate.
Unfortunately, accurate GW calculations of the 7-AGNR on the Au(111) substrate
are not yet attainable with reasonable computational effort (although calculations on
“simpler” substrates are being undertaken [79]). In this particular case, however,
hybridization of molecular states with the substrate is weak and there is no
appreciable charge transfer [82], making it possible to include the screening effect
through classical image charge corrections [77, 124]. As illustrated in Fig. 17, the

Fig. 16 Comparing STM simulations and experiments. The left panel shows STM images of the
polyanthryl chains obtained in the synthesis of 7-AGNRs. STM simulations (top) were performed
using an empirical model for the substrate. Figure and caption reproduced with permission from
Macmillan Publishers Ltd: [13], copyright (2010). The right panel shows STM images of the
7-AGNR terminus (b–c experiment, d–g simulation) with different bonding partners (I–IV) for the
central carbon atom. The substrate was treated within DFT using the DFT-D3 dispersion
correction [40]. Figure reproduced with permission from [66]. Copyright (2010) American
Chemical Society
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GW correction brings the DFT gap of the isolated 7-AGNR from 1.6 to 3.7 eV.
The IC correction that mimics the presence of the metallic substrate reduces the
energy gap by 1.0–1.4 eV. Overall, this results in an energy band gap of 2.3–2.7 eV
for the 7-AGNR on Au(111), in agreement with the experimental value of 2.3 eV.

More recently, the optical properties of 7-AGNRs aligned on stepped Au(788)
surfaces have been measured with reflectance difference spectroscopy (RDS) [125].
RDS measures the difference in complex reflectance for incident light polarized
along two orthogonal directions, chosen here to point along and across the aligned
GNRs (Fig. 18a). Since Au is optically isotropic [126], the RD signal is determined
essentially by the optical response of the GNRs, which absorb light polarized along
the GNR axis much more efficiently. The RD spectra shown in Fig. 18b are used to
construct the dielectric function of the GNR, which is characterized by three dis-
crete transitions at 2.1, 2.3, and 4.2 eV. The energies of these optical transitions are
compared to calculations for freestanding 7-AGNRs in the GW/Bethe–Salpeter
framework, yielding 1.9, 2.3, and 4.1 eV. It is interesting to observe that the optical
gap computed for freestanding GNRs is in good agreement with experiment, while
their fundamental gap is strongly affected by screening from the substrate. This
suggests that the substrate-induced reduction in the fundamental gap is outbalanced
by a corresponding reduction in the electron–hole binding energy. As discussed in
[81] in more detail, this is expected, when the corresponding transition dipole
moment vanishes. In this particular study, the clear assignment of RDS spectra also
allowed to discriminate between the signatures of precursor molecules, polymers,
and the planar GNRs, thus making RDS a powerful tool to monitor the synthesis
during the different annealing phases in real time.

Fig. 17 Density of states (DOS) and electronic band gap Δ of the 7-AGNR. Left Scanning
tunneling spectra recorded on the GNR (red, offset for clarity) and on the Au(111) substrate
(black). Right LDA and GW-corrected DOS for the 7-AGNR in the gas phase and band gap
reduction via image charge corrections on Au(111). Figure and caption adapted with permission
from [82]. Copyright (2012) American Chemical Society
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