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Abstract. Ensemble learning algorithms aim to train a group of clas-
sifiers to enhance the generalization ability. However, vast of those algo-
rithms are learning in batches and the base classifiers (e.g. number, type)
must be predetermined. In this paper, we propose an ensemble algo-
rithm called INLEX (Incremental Network with Local EXperts ensem-
ble) to learn suitable number of linear classifiers in an online incremental
mode. Specifically, it incrementally learns the representational nodes of
the input space. In the incremental process, INLEX finds nodes in the
decision boundary area (boundary nodes) based on the theory of entropy:
boundary nodes are considered to be disordered. In this paper, bound-
ary nodes are activated as experts, each of which is a local linear clas-
sifier. Combination of these linear experts with dynamical weights will
constitute a decision boundary to solve nonlinear classification tasks.
Experimental results show that INLEX obtains promising performance
on real-world classification benchmarks.

1 Introduction

Ensemble learning algorithms have attracted much attention for decades. Bag-
ging [1] and AdaBoost [2] are well-known ensemble learning algorithms. They
enhance the generalizing ability by training a group of classifiers with dif-
ferent distribution. The combinational strategies are voting (e.g. Bagging) or
weighted voting (e.g. AdaBoost). Another well-known ensemble model is Mix-
ture of experts (ME) [3] in which the divide-and-conquer strategy is used. In
ME, several local experts are trained to partition the input space, the weights
of experts are computed dynamically based on the input.

Online incremental learning is another important topic in machine learn-
ing. Online learning algorithms process the data one-by-one and are suitable to
the applications with continuous online data or insufficient memory space (e.g.
visual tracking, embedded system). Incremental learning addresses the ability
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of repeatedly training a system using new data without destroying the old pro-
totype patterns [4]. Online incremental learning algorithms often adapt their
models to the input well.

In the ensemble learning literature, some online ensemble algorithms have
been proposed [5–7]. However, in those methods, the base classifier or expert
must be predetermined. That means we must determine both suitable number
and type of base classifiers before applying those algorithms. In an online learn-
ing system, each data arrives one-by-one. Therefore, some artificial methods
(e.g. brute searching, cross-validation) cannot be used. As a result, we can not
obtain some prior knowledge such as suitable number and type of the base clas-
sifier. We need to get those knowledge in the learning process. That inspires the
study of online incremental ensemble learning. Specifically, this issue can be that:
(1) the base classifiers are generated in the online incremental process, (2) the
base classifiers are efficient and simplify. In another aspect, as far as Minsky
concerns that, the human solve the classification problem just by perceptrons.
Minsky thinks that the brain is not a unified entity but a society of elements that
both complement and complete with one another. For efficiency and simplicity,
linear classifier is mostly suitable to be the base classifier in an online ensemble
system.

In this paper, we propose an ensemble algorithm called INLEX (Incremental
Network with Local EXperts ensemble) to learn suitable number of linear clas-
sifiers in an online incremental mode. INLEX incrementally learns the represen-
tational nodes of the training data based on competitive Hebbian rule [8]. In
the incremental process, it finds nodes in the decision boundary area (bound-
ary nodes) based on the theory of entropy: boundary nodes are considered to
be disordered. In addition, boundary nodes will be activated as experts, each
of which is a local linear classifier. In total, INLEX aims to find and train the
experts in the decision boundary area. As a result, dynamical combination of
them can constitute a decision boundary to solve classification tasks. Experi-
mental results show that INLEX obtains promising performance on real-world
classification benchmarks.

2 Proposed Method

In Fig. 1, we show the motivation of INLEX. Illustrated in Fig. 1, we define
the area between class A and B as decision boundary area. In step 1, suitable
number of nodes are learned. These nodes are able to represent the distribution
of the train data. In step 2, we find the nodes in the decision boundary area
(boundary nodes) and activate them as experts. Each expert is a local linear
classifier. In step 3, the experts are trained in a supervised way. As a result, these
local experts can solve the classification task competitively and complementally.
Namely, combination of them can constitute a decision boundary to solve this
classification task.

In this paper, we implement that motivation in an online incremental mode
in INLEX which can also solve multi-classification tasks. Nodes are generated
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Fig. 1. Motivation of INLEX

incrementally in a self-organized manner. We do not need some prior knowledge
such as number of nodes. In the learning process, new experts will be activated
if new boundary nodes have generated. Meanwhile, experts in INLEX online
learns each labeled data.

To realize these targets, we emphasize the key aspects of nodes growing
procedure, boundary nodes detection, experts activation and training.

2.1 Nodes Growing Procedure

To learn the representational nodes of the training data incrementally, compet-
itive Hebbian rule and similarity threshold criterion are used in INLEX. The
competitive Hebbian rule can be described as: for each input signal, find its
two closest nodes (measured by Euclidean distance) and connect with an edge
between them. The similarity threshold criterion is defined in Definition 1. The
input signal is a new node if the distance between the signal and the nearest
node (or second nearest node) is greater than a threshold T .

Definition 1. Similarity Threshold Criterion: If node i has neighbors
(there are some nodes connected to i), its similarity threshold is defined by the
largest Euclidean distance between i and its neighbors. Otherwise, its similarity
threshold is defined by the smallest Euclidean distance between i and other nodes.

Fig. 2. Two situations of nodes growing procedure. The green nodes are the input
signals and other nodes are nodes in INLEX. In Fig. 2(a), an input lies within the local
region of its winners, the connection between two winners will be established and the
nearest one will be pulled to the input sample. In Fig. 2(b), the input is far from its two
winners and lies in a new region. Therefore, a new node will be inserted to represents
the new region (Color figure online).

Shown as Fig. 2, based on the competitive Hebbian rule, INLEX learns the
topology of the input space. Based on the similarity threshold, new node will
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be inserted adaptively. In total, the nodes growing procedure continues in a
self-organized manner.

2.2 Boundary Nodes Detection

To solve a classification task, the key is to find the decision boundary. Therefore,
in INLEX, only boundary nodes are activated. Herein, we will propose the online
boundary nodes detection method.

For an input signal (x, d), where x is the input features vector and d is the
label, we can define the similarity between x and node i as:

si = e−||wsi
−x|| (1)

where wsi represents the position of node i. Then, for each input signal, every
node i learns its similarity to class d with si. Namely, in the learning process,
each node i records its accumulated similarity to every class. For T -classification
task, the accumulated similarity vector is defined as:

svi = (p1i , p2i , ..., pTi
) (2)

pti is the accumulated similarity between node i and class t. Then, entropy of svi
can be used to judge the position of node i. The nodes with the largest values
of entropy are considered in the decision boundary area.

In thermodynamics, entropy is a measure of the number of specific ways in
which a thermodynamic system may be arranged, commonly understood as a mea-
sure of disorder. In svi, pti is the similarity between node i and class t. Consider
that in a binary classification task. If node i is in the boundary between class A and
class B, the values of its accumulated similarity points pAi

and pBi
are approach-

ing. Namely, it is similar to both class A and class B. Incorporated with the theory
of entropy, we can interpret that as: the similarity vectors of the boundary nodes
are usually disordered. Their values of entropy are universally larger than other
nodes. For multi-classification tasks, the theory is same. Therefore, the nodes with
the largest values of entropy are able to be considered in the decision boundary
area.

Because INLEX learns incrementally, it finds boundary nodes based on accu-
mulated entropy. In INLEX, each node records the accumulated similarity to
each class based on latest learned L2 (predefined parameter) input signals. When
the learning times are multiple of L2, each node i calculates the entropy Ei of
the similarity vector and adds Ei to its accumulated entropy. The nodes which
are not experts and with the largest values of accumulated entropy are activated.

2.3 Experts Activation and Training

Each expert is a linear classifier. Therefore, while node i is activated as an
expert, two extra parameters will be assigned to it. The first one in expert i is
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θi = {wi1 , ..., wT1}. To solve T -classification task, each expert i gives its output
for class t (t = 1, ..., T ) based on wti , namely:

Oti =
1

1 + e−wT
ti
x

(3)

The second extra parameter in expert i is wgi which is used to assign weight.
wgi is initialized by wsi . For each input data, the weight gi of expert i is defined
by:

gi =
e−||wgi

−x||
∑

i∈Es

e−||wgi
−x|| (4)

where Es is the experts set. The training for experts aims to update parameter
θi and slightly adjust the position of expert i. As a result, these experts solve the
classification task both competitively and complementally. Therefore, to preserve
the topology of nodes, we assign each expert i an extra parameter wgi which is
used in the experts training process.

Next, INLEX will combine the output values of these experts to make pre-
diction. For each data (x, d), the ensemble output for class t and predictive label
are:

Ot =
∑

i∈Es

giOti y = arg max
t

Ot (5)

We define the loss function as:

Le = −log
∑

i∈Es

gie
− 1

2 (1−Odi
)2 (6)

Computing the derivatives of the loss function with respect to wdi
and wgi of

expert i will yield the update strategies for the parameters under the method of
gradient descent. Namely,

Δwgi = −η(hi − gi)
x − wgi

||x − wgi ||
Oti(1 − Oti) (7)

Δwdi
= ηhi(1 − Odi

)Odi
(1 − Odi

) (8)

hi = − gie
− 1

2 (1−Odi
)2

∑

k∈Es

gke
− 1

2 (1−Odk
)2

(9)

In addition, a penalty to each parameter wti (t �= d, i ∈ Es) is provide so that
the output value for class t decreases. Namely,

Δwti = ηhi(0 − Oti)Oti(1 − Oti) (10)

In Eqs. (7), (8) and (10), η is the learning rate and calculated by: η = 1/Mj . Mj

is the winning time of node j.
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Algorithm 1. Complete algorithm of INLEX
1. Initially, two nodes are initialized randomly. One of them is activated as an expert.
2. Input a labeled data point (x, d).
3. Find the nearest node n1 and second nearest node n2 of x.
4. Get the threshold Tn1/Tn2 of n1/n2 based on the similarity threshold criterion.
5. If ||wsn1

−x|| > Tn1 or ||wsn2
−x|| > Tn2 , x is a new node. Otherwise, update the

positions of n1 by:

Δwsn1
=

1

Mn1

(x − wsn1
) (11)

6. If there is no edge connecting n1 and n2, connect n1 and n2 by an edge. Set the
age of this edge to 0. Otherwise, only refresh this age: set its age to 0.

7. Find all edges connected to n1. Add the ages of those edges by 1. Delete those
edges whose ages are larger than amax (predefined parameter).

8. For each node i, calculate the similarity si between i and x by Eq. (1), add its
accumulated similarity point pdi by si.

9. Each expert updates its parameters according to Eqs. (7), (8) and (10).
10. If the learning times are multiple of L1 (predefined parameter), go to step 11.

Otherwise, go to step 12.
11. Denoising: delete the nodes which are not experts and have no neighboring node.
12. If the learning times are multiple of L2, go to step 13. Otherwise, goto step 2.
13. Find and activate boundary nodes:

• Calculated the entropy of each node i in this period:

Ei = −
T∑

t=1

pti∑T
t=1 pti

log(
pti∑T
t=1 pti

) (12)

• For each node i, add its accumulated entropy Ei
A by Ei. Calculate the maxi-

mum/mean accumulated entropy Emax
A/Emean

A. The threshold Te is defined
by (Emax

A + Emean
A)/2.

• For each node i, if Ei
A is larger than Te, it is a boundary node. And if boundary

node i is not an expert, activate node i as expert.
• Clear the similarity vector.

14. Goto step 2.

2.4 The Complete Algorithm of INLEX

As a summary, we provide the complete algorithm of INLEX in Algorithm1. In
Algorithm 1, while a new node i is inserted, it will be added into nodes set Ns

(Ns = i ∩ Ns). Its accumulated similarity vector is 0. Its accumulated entropy
Ei

A is set to 0. Its times as winners (Mi) are set to 1. While node i is activated
as expert i, it will be added into experts set Es (Es = i∩Es). When the following
input signals arrive, the new expert will be trained.

3 Experiments

This section evaluates INLEX’s performance on classification benchmark data
sets. The details of the data sets are shown in Table 1. They are all from
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UCI machine learning repository [9]. In experiments, each data set is divided
into ten parts. We randomly select one part as testing set and the remaining
parts as training set. Besides, we compare INLEX with leading online Boosting
(OnBoost) algorithm proposed in [6] to show its generalizing performance.

Experiment Setup: Before applying OnBoost on classification tasks, suitable
number and type of base classifiers must be predetermined. In the experiment, we
set the number of base classifiers of OnBoost to 100, which is same as that in [6].
Then, we test the performance of OnBoost with different type of base classifier.
The base classifiers of OnBoost are Perceptron, Naive Bayes and Multi-Layer
Perceptrons (MLP), respectively. We notate OnBoost with Perceptron, Naive
Bayes and Multi-Layer Perceptrons as OB P, OB NB and OB MLP, respectively.

There are three predefined parameters in INLEX. They are amax, L1 and
L2. We set them to 100, 200, 600, respectively, in our following experiment. In
experiments, we also find that our method achieves stable results with respect
to settings of these parameters. In addition, the learning times of INLEX on
iris, balance-scale and breast are set to 3000. In the remaining data sets, the
learning times are set to be identical to the instances number of each training
set. Namely, INLEX learns those data sets with only one iteration.

Comparing Results: The error rates of INLEX and OnBoost are summa-
rized in Table 1. At first, we analyze the results of OnBoost. The performances
of OnBoost with different type of base classifier are different. When the base
classifier is linear (perceptron), OnBoost’s performance is poor. OnBoost also
gets unstable results when its base classifier is nonlinear. For example, OB MLP
performs well in iris and nursery but much poorly in balance-scale and breast.
OB NB gets good results in breast and balance-scale but poor results in wave-
form and waveform-n. As the results demonstrating that, when apply OnBoost
to solve classification tasks, we must select suitable type of base classifier.

Then, we compare INLEX with OnBoost. Summarized in Table 1, INLEX
performs over OnBoost in all the data sets other than nursery. INLEX incor-
porates the merits of incremental learning. It usually adapts to each data set
well. In nursery, the performance of INLEX is worse than that of OB NB and
OB MLP. It is notable that one of the critical weakness of MLP is that its con-
verging speed is so slow. In our experiment, ON MLP learns each data set 50
iterations. However, INLEX only learns the data set of nursery one iteration.
Therefore, OB MLP performs better than INLEX in nursery. Even so, OB MLP
performs poorly on some data sets as well.

Next, the experts numbers of INLEX on those data sets are 14, 29.6, 30.1,
17.4, 39.1 and 59.2 respectively. Because the experts are activated from nodes,
the number of experts in INLEX is related to the distribution of each data set.
It has relevance to the instances number of each data set.
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Table 1. Error rates for INLEX VS OnBoost

Data set Instances Classes Attributes INLEX OB P OB NB OB MLP

Iris 150 3 4 0.0400 0.0733 0.0600 0.0400

Balance-scale 625 3 4 0.0996 0.1520 0.1253 0.1680

Breast 683 2 9 0.0293 0.0322 0.0427 0.0864

Waveform-n 5000 3 40 0.1378 0.2240 0.1920 0.1680

Waveform 5000 3 21 0.1436 0.2820 0.1860 0.1700

Nursery 12960 5 9 0.1134 0.1427 0.0908 0.0555

4 Conclusion

In this paper, an online incremental ensemble algorithm called INLEX is pro-
posed. INLEX incrementally learns the nodes in the decision boundary area and
activates them as experts. Each expert is a local linear classifier. Combination of
experts will constitute a decision boundary to solve classification tasks. Experi-
mental results show that INLEX has promising generalizing performance.

The future work includes decreasing the experts number. Some strategy
should be used to avoid activating similar nodes. Specifically, in the experts
activation step, if a new boundary node is found, we should use some strategies
to judge if it is necessary to activate this node as expert.
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