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Abstract
Ultrasonic wavefield imaging, or the acquisition and subsequent analysis of wave
motion generated by a fixed source, is a powerful research tool that is also being
considered for nondestructive evaluation (NDE). Many proposed wavefield-
based NDE methods have come from the structural health monitoring (SHM)
community and are based upon guided waves. If guided wave transducers are
already embedded in or mounted on a structure as part of an SHM system, then
wavefield-based inspection can potentially take place with very little required
disassembly. Wavefield inspection methods may also be practical for stand-alone
inspection because of the richness of the data and the noncontact nature of most

J. E. Michaels (*)
School of Electrical and Computer Engineering, Georgia Institute of Technology,
Atlanta, GA, USA
e-mail: jemichaels@gatech.edu

© Springer Nature Switzerland AG 2019
N. Ida, N. Meyendorf (eds.), Handbook of Advanced Nondestructive Evaluation,
https://doi.org/10.1007/978-3-319-26553-7_18

43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-26553-7_18&domain=pdf
mailto:jemichaels@gatech.edu
https://doi.org/10.1007/978-3-319-26553-7_18


implementations. In its simplest form, wavefield imaging is a very effective
method for visualizing wave motion on the surface of a specimen. However, for
it to become a practical NDE method, analysis methods must be applied to the
wavefield data to yield quantitative information concerning the detection, local-
ization, and characterization of damage. The focus of this chapter is to provide an
introduction to the acquisition and analysis of wavefield data in the context of
three case studies: impact damage in composites, bond evaluation for aluminum
plates, and characterization of scattering from notched through-holes. References
to additional methods and applications are given for the interested reader.

Introduction

The intuitive value of ultrasonic wave imaging (UWI) can be readily appreciated by
anyone who has watched water waves in a pond or lake resulting from a point-like
disturbance. Both the nature of wave propagation and the interactions of the waves
with obstacles are clearly visible. When applied to nondestructive evaluation (NDE),
UWI provides a means to not only evaluate how waves propagate in a specimen of
interest but also how they interact with both structural features and defects. Watching
a “movie” of wave motion resulting from a stationary source of ultrasonic waves
provides qualitative insight that can lead to improved inspection methods, and
subsequent analysis of the wavefield data can provide quantitative information
regarding both material properties and damage.

As is the case for conventional pulse-echo and through-transmission data acqui-
sition with an automated scanning system, wavefield data are typically acquired by
repetitively exciting the source and moving the receiver in a raster pattern over the
accessible surface of the part. Unlike conventional ultrasonic methods, the source is
stationary and only the receiver moves from point-to-point. The raster scanning
process enables the complete wavefield to be acquired over a region of interest.
Wavefield visualization occurs by displaying the data as a movie; that is, as a series
of spatial frames or “snapshots” that update as time advances. In this manner one can
view the waves propagating outward from the source and subsequently interacting
with geometrical features and damage. Although various implementations of
wavefield imaging have existed for many years (Wyatt 1972; Hall 1977; Nishizawa
et al. 1997), the widespread availability of laser Doppler vibrometers that can acquire
signals in the high kHz and low MHz range has led to a rapid expansion of research
and development utilizing full wavefield data.

UWI is perhaps most suited to the measurement of guided waves since their
propagation is guided by the accessible surface, which is also the measurement
surface for wavefield acquisition. Guided waves are frequently used as an NDE
screening method because of their ability to propagate long distances and remain
sensitive to damage, but their long wavelengths relative to critical flaw sizes make
damage characterization challenging. Wavefield imaging has greatly contributed to
the understanding of how guided waves propagate and interact with damage such as
fatigue cracks, impacts, and corrosion. Researchers in the area of structural health
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monitoring (SHM), also referred to as in situ NDE, are proposing arrays of perma-
nently attached transducers to continuously monitor critical structures using guided
waves. If such an SHM system generates an alarm, a more thorough inspection will
be required. Using one or more of the attached SHM transducers as sources of
guided waves for UWI has thus been proposed as a follow-up NDE method that
has the desirable characteristic of being noncontact (Michaels and Michaels 2006;
Gannon et al. 2015).

Application of UWI to bulk waves is also possible, but the recorded data captures
only the portion of the wavefield that interacts with the accessible surface, primarily
by reflection but also via skimming waves. Nevertheless, it is possible to extract
quantitative information from the wavefield regarding both propagation and scatter-
ing. Since conventional ultrasonic inspection methods have the same measurement
limitation, it is reasonable to expect that application of UWI to bulk waves can yield
information relevant to NDE.

This chapter aims to describe UWI in the context of NDE and demonstrate its
application via several case studies; it is an expanded version of the conference
proceedings by Michaels (2017). Advancement of UWI methods is rapid with many
researchers worldwide actively engaged in developing methods, so the material
presented here should not be considered as an exhaustive treatment but rather as
an introduction. This chapter is organized as follows. Practical information on the
acquisition and visualization of wavefield data is first discussed. Then, several
analysis methods are described and illustrated using experimental wavefield data.
Next, three case studies are presented that relate to detection and characterization of
damage, two with guided waves and one with bulk waves. A brief review of other
recent work is then provided to augment what is presented here. Finally, concluding
remarks are made summarizing the status of wavefield imaging as an NDE method.

Acquiring and Visualizing Ultrasonic Wavefield Data

The most common setup for acquiring wavefield data is to affix a piezoelectric
transducer to the specimen of interest and record the resulting wave motion with a
laser Doppler vibrometer (LDV). The LDV can either be attached to an XY scanner or
it can be part of a scanning mirror system that directs the laser beam by tilting a mirror.
A scanner-based LDV system is usually assembled by purchasing and integrating
components, which include the scanner, a single-point laser vibrometer, a digitizer,
and equipment such as a pulser-receiver or function generator to excite the wave
source. A computer and appropriate software are required to complete the system. A
mirror-based system is usually procured as a complete system including software that
does not require integration or customization. Regardless of the specific LDV system,
the resulting data consists of a set of signals that are proportional to the displacement or
velocity of the wave motion, which for the most commonly used single-head LDV is
out-of-plane motion. Three-axis LDVs are also available that measure all three
displacement components, but the additional complexity and cost of these systems
make them much less practical for use outside of the laboratory.
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For either the scanner-based or mirror-based single-head LDV configuration, it
can be challenging to obtain a good signal-to-noise ratio (SNR), and careful surface
preparation is usually required. For lower frequencies (i.e., under 1 MHz), many
laboratories have successfully used retro-reflective automotive tape, which is applied
to the surface on which the laser vibrometer acquires data. This type of tape is
particularly suited for a mirror-based LDV system because the laser beam is not
perfectly normal to the surface over the entire scanning area. For a scanner-mounted
LDV, the normality of the laser beam can be better controlled and other surface
preparations that provide a strong specular reflection can be used. These can include
surface polishing (for metallic specimens), reflective paint, and other types of
reflective tape. Signal averaging is also typically applied to further improve the
SNR, but there is a trade-off with acquisition time. As expected, for higher frequen-
cies the presence of any additive surface preparation can disturb the wave propaga-
tion and hence affect the recorded signals.

Another relatively common means of obtaining wavefield data is to use an
air-coupled transducer as a receiver instead of the LDV, which has the advan-
tages of lower cost and faster scan speeds, but presents several disadvantages,
mainly related to data quality because of the large impedance mismatch
between air and the specimen under test. Also, an air-coupled system does
not directly measure surface motion but records airborne waves that have
leaked from the specimen and propagated to the transducer. Completely non-
contact systems have also been developed in which waves are generated by a
fixed laser or air-coupled transducer and measured by a scanned LDV. An
alternative approach is to generate waves with a scanned laser and receive
with either a fixed piezoelectric transducer or a fixed LDV; the waves appear to
originate at the fixed receiver location due to reciprocity of transmission and
reception for linear elastodynamic systems. The laser source can also be
scanned and the receiver fixed. These laser-based noncontact systems are
described and compared by An et al. (2013). Lee et al. (2014) evaluated
combined laser and air-coupled noncontact systems in which a scanned laser
source generates waves that are measured with either a piezoelectric or capac-
itive air-coupled transducer. Although the use of a laser to generate ultrasonic
waves has several advantages, it presents the disadvantages of safety issues,
possible surface damage, and additional system complexity.

Ultrasonic wavefield data are by definition acquired in both time (one dimension)
and space (one or two dimension). When acquired in one spatial dimension, the
wavefield data can be represented as w(t,r), where t is time and r is the single spatial
dimension. A series of time signals are typically acquired along a line, although any
curve could be the acquisition path, and these 2-D wavefields are referred to as either
line scans or B-scans. An ultrasonic wavefield acquired in two spatial dimensions
can be represented as w(t,x,y), where x and y are the two spatial dimensions on the
surface of the specimen, and these 3-D wavefields are referred to as area scans. The
signals comprising the wavefield are typically acquired on a rectilinear grid with
equal spatial sampling increments in both spatial dimensions. Line scans can be
readily extracted from area scans.
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The simplest analysis method is wavefield visualization in two dimensions in the
form of images. For line scans, the two dimensions are time and space, and the
images show the trajectories of the measured waves. For area scans, data can be
visualized by extracting line scans along any desired direction, but it is difficult to
visualize the entire wavefield in this manner. The most effective visualization
method for area scans is to view the wavefield as a movie. Although data are
acquired by repeatedly exciting the fixed source and measuring the response at
different spatial locations, the entire wavefield is best visualized by showing a series
of 2-D images as time progresses, enabling the propagating wavefield to be viewed
as a movie. Each frame is an x-y image at a fixed time, which is also called a
“snapshot.”

Figure 1 shows both a photograph and a drawing of an impact-damaged com-
posite panel specimen from which laser vibrometer data were acquired. The panel
measured 460 � 460 � 2.5 mm and was nominally homogeneous with an ortho-
tropic layup of [0/90]4. The photograph of Fig. 1a shows the transducer side of the
panel on which six lead zirconate titanate (PZT) disks were attached with epoxy and
covered with a bubble-filled epoxy mixture for protection. These radially polarized
disks with a center frequency of 300 kHz were the sources of waves and were each
7 mm in diameter and 0.5 mm in thickness. Retro-reflective tape was applied to the
other side of the panel over the area shown by the box in Fig. 1b, and laser
vibrometer data were recorded over this 219 � 249 mm region at an increment of
1.5 mm. Signals were digitized at 20 MHz and subsequently down-sampled to
5 MHz during post-processing. The total scan time was about 6 h, which works
out to a little less than 1 s per point, and included extensive time averaging to
increase the SNR.

Typical wavefield snapshots are shown in Fig. 2 for the case of transducer #1 as
the source and with a 50–500 kHz chirp excitation. Data were processed prior to
generating the plots to obtain the equivalent response to an impulsive excitation

#1

#2
#3

460 mm

46
0 

m
m

×

Fig. 1 Composite panel specimen (a) photograph and (b) diagram. The box indicates the wavefield
scan area and the “�” designates the impact location

2 Ultrasonic Wavefield Imaging 47



within the chirp bandwidth (Michaels et al. 2013). In the 30 μs snapshot, it can be seen
that the weak faster mode is very anisotropic with almost square wavefronts. In the
90 μs snapshot, the slower mode has just passed the impact site and both scattering and
energy trapping are evident. In the 130 μs snapshot, a reflection of the slower mode
from the left edge can be seen. Although scattering from the impact site is clearly
visible, the wavefield is dominated by both the incident waves and edge reflections.
Visualization of UWI data as either a series of snapshots or a movie provides a very
useful and intuitive means of understanding how waves propagate in a specimen, but
such visualization does not provide a quantitative assessment of damage.

Analyzing Ultrasonic Wavefield Data

A variety of analysis techniques can be applied to UWI data with the goal of
extracting quantitative NDE results. The concepts of phase and group velocity are
first reviewed as applied to both guided and bulk UWI data. Then two energy
imaging methods are defined and demonstrated using the composite panel data.
Finally, Fourier domain (frequency-wavenumber) methods are described and illus-
trated, also with the composite panel data.

Phase and Group Velocities

When analyzing guided wavefields, one must be cognizant of the difference between
group velocity and phase velocity, which is caused by geometric dispersion (Rose
1999). Figure 3a shows LDV data acquired from a 1-D scan (in space) of guided
waves propagating in a 2.54 mm thick aluminum plate. In this B-scan (time-
distance) presentation, the time axis does not correspond to depth within the part,
as is the case for a conventional B-scan, but to the propagation time from the source
to the spatial location. The two fundamental Lamb wave modes are present, the
faster S0 mode and the slower A0 mode, and their theoretical phase velocity
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Fig. 2 Wavefield snapshots from the composite panel specimen at times of (a) 30 μs, (b) 90 μs, and
(c) 130 μs
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dispersion curves are shown in Fig. 3b. The S0 mode appears much weaker than the
A0 mode because its out-of-plane displacement on the measurement surface is quite
small compared to its in-plane displacement. The S0 mode is largely nondispersive
with the group velocity of the wave packet traveling at essentially the same speed as
the peaks and valleys, which travel at the phase velocity. The slower A0 mode is
strongly dispersive, and it can be clearly seen that the wave packet is traveling
faster than the peaks and valleys; i.e., the group velocity cg is faster than the phase
velocity cp.

The situation is different when acquiring bulk wave signals, which propagate in
the bulk material and are not guided by the specimen surfaces. Geometric dispersion
does not apply to bulk waves, and the direction of propagation is typically either
oblique or normal to the surface rather than parallel to the surface as is the case for
guided waves. For example, if wavefield data are recorded from normally incident
longitudinal waves, the entire wavefront hits the measurement surface at the same
time, resulting in an apparent phase velocity of infinity. In general, for a refracted
angle of θr, as illustrated in Fig. 4, the apparent wavelength on the surface is
elongated and the apparent phase velocity on the surface is increased by a factor
of sin(θr); that is,

cp ¼ c

sin θrð Þ , (1)

where c is the shear or longitudinal bulk wave speed and cp is the apparent phase
velocity on the specimen surface. The apparent group velocity on the surface is
generally not of interest for bulk wavefield data since data are not measured along
the direction of propagation and the apparent group velocity is generally a function
of measurement location.
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Fig. 3 (a) Wavefield data recorded from a 2.54 mm thick aluminum plate, and (b) the theoretical
dispersion curves for the two fundamental guided wave modes
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Energy Imaging

The entire wavefield is readily visualized as a movie, and although the viewer can
obtain qualitative insights from the movie, it is desirable to obtain quantitative
information similar to that which can found in a conventional ultrasonic C-scan.
Individual snapshots are such an image, but they do not capture information from the
entire wavefield. A straightforward alternative is to generate an energy image E(x,y),

E x,yð Þ ¼
Xt2
t¼t1

w2 t,x,yð Þ, (2)

where t1 and t2 are the start and stop times for a time window in which energy is
accumulated.

If the data are broadband, it may be useful to first transform the time-windowed
data into the frequency domain and accumulate energy in a defined frequency range.
If W(ω,x,y) is the 1-D Fourier transform of the time-windowed wavefield, then the
energy image corresponding to any desired frequency band can be directly computed
in the frequency domain,

E x,yð Þ ¼
Xω2

ω¼ω1

W 2 ω,x,yð Þ, (3)

where ω1 and ω2 are the start and stop radian frequencies (ω = 2πf ) for the
frequency range over which energy is accumulated.

Figure 5 shows three energy images of the composite panel shown on the same
30 dB scale that were computed using three different time windows. The image
computed using the full time window of 0 to 1800 μs clearly shows the impact damage
as well as the shadowing effect of transducer #2, although the high-energy region around
the source transducer dominates. The image computed using the narrow time window of
0 to 200 μs is similar although the shadowing effects of both the impact damage and
transducer #2 are more evident. This time window was selected to ensure that the
primary incident wave from the source transducer reached the lower right corner of the
scan area so that the entire area of interest is interrogated but edge reflections are
minimized. The third image was computed using the 200 to 1800 μs time window,

l̂

rq

Surface

Sub-surface

Side View

Fig. 4 Apparent wavelength
elongation of bulk waves
caused by oblique
propagation
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which does not include the primary incident wave but does include multiple edge
reflections. Each location on the panel is thus interrogated by multiple waves that are
incident from different directions. Both transducers appear as anomalies of lower energy
with no obvious shadowing, and the impact appears as a higher energy anomalous
region because of energy trapping within the delamination. The noisy background is
typical of laser vibrometer data and is caused by laser speckle that is more evident when
signal levels are low. In general, energy imaging tends to highlight inhomogeneous
regions where an otherwise smoothly varying energy field is disturbed, and is thus most
effective for identifying anomalies in otherwise homogeneous parts.

Direct Arrival Imaging

A wavefield is typically recorded over a long enough time window for the waves to
propagate over the entire region of interest. At all or some spatial locations, received
signals typically include not only the direct arrival from the source but reflections and
mode-converted signals from boundaries and other geometrical features of the speci-
men. An energy image that is constructed over a large time window includes all of these
contributions, which can be useful since defects may be interrogated multiple times by
reflected and scattered waves. A smaller time window focuses on the waves arriving
directly from the source, but one window may not be optimal for all spatial locations.

An alternative approach is to create an energy image from only the direct arrival
of the source wavefront, which is the first wave to interact with a specific spatial
location. If the source is located at (xs, ys) and the image pixel is located at (x, y), the
arrival time tarr can be calculated as

tarr x,yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� xsð Þ2 þ y� ysð Þ2

q
cg

þ tcal, (4)

where cg is the group velocity and tcal is a calibration offset time. An energy image
can be calculated using Eq. (2) but with t1 and t2 being a function of x and y such that
the time window encompasses the direct arrival:
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Fig. 5 Energy images of the composite panel specimen computed for three different time windows
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t1 x,yð Þ ¼ tarr x,yð Þ � Δt=2 and t2 x,yð Þ ¼ tarr x,yð Þ þ Δt=2: (5)

The total window width of Δt is set so that the time window for energy accumu-
lation includes the directly arriving wave packet from the source. Here cg is assumed
to be constant, which may not be the case. If the specimen is anisotropic, then cg
would be a function of propagation direction. If the specimen is inhomogeneous,
then cg may be a function of position and it could be challenging to calculate the
arrival time for each pixel. Direct arrival imaging highlights how the first arrival is
perturbed by not only any inhomogeneity at the pixel location but also by the path of
the wave from the source to that location.

Geometric spreading losses as well as material attenuation cause direct arrival
amplitudes to decrease as a function of distance from the source. An amplitude
correction can be applied to compensate for these losses,

E x,yð Þ ¼
Xt2
t¼t1

w2 t,x,yð Þ d

dref
eαd , (6)

where d is the distance from the source to the point (x,y), dref is a reference distance,
α is the attenuation, and the times are calculated as per Eq. (5).

Figure 6 shows three direct arrival images constructed for the composite panel
assuming a constant group velocity of 1.38 mm/μs and for a time window of 10 μs.
An additional calibration offset time of 2.2 μs was applied to ensure best tracking of
the first arrival. Figure 6a was computed used the raw (non-envelope-detected)
signals and no amplitude correction. Note the waviness in the lower part of the
image, which is caused by signal peaks “rolling” through the time window due to
dispersion (mismatched phase and group velocities). Figure 6b was computed from
the envelope-detected signals, which removes the waviness but is otherwise very
similar, and Fig. 6c applies a correction for geometric spreading but not material
attenuation. All images are shown on a 30 dB scale normalized to the maximum for
the image.
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Fig. 6 Direct arrival images for the composite panel specimen. (a) Raw signals, no amplitude
correction, (b) envelope-detected signals, no amplitude correction, and (c) envelope-detected
signals, correction for geometric spreading
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The direct arrival image of Fig. 6b is very similar to the energy image of
Fig. 5b constructed using the narrow time window of 0 to 200 μs. This similarity
is not surprising since the panel is nominally homogeneous except for the impact
damage and affixed transducers. As can be seen in the snapshots of Fig. 2, there is
little energy behind the direct arrival prior to the arrival of edge reflections. The
direct arrival image of Fig. 6c includes a correction for geometric spreading,
which evens out the background energy level to some extent. All three images of
Fig. 6 show that the angular pattern of the incident wavefield is not uniform with
lower energy in the �90� directions and higher energy at 0� and 180�. These
variations could be caused by transducer asymmetry, specimen anisotropy, or a
combination of both.

Frequency-Wavenumber Analysis

Wavefield data are converted from the time-space domain to the frequency-
wavenumber domain using either the 2-D Fourier transform (for line scans) or
the 3-D Fourier transform (for area scans). Since data are acquired in both time and
space, both temporal and spatial Nyquist criteria must be met to avoid aliasing. In
the time domain, the sampling frequency must be more than twice that of the
highest frequency present in the signals, which is the same as stating that the
temporal sampling increment must be less than half of the shortest period. In
reality, data are typically oversampled, at least in the laboratory, at five to ten
times the Nyquist rate to provide a smooth representation of the signals. Since such
digitizers are readily available for the ultrasonic frequency ranges typical for
ultrasonic NDE and memory is relatively inexpensive, such oversampling is
usually not a burden. Such is not the case, however, for spatial sampling. To
meet the spatial Nyquist criterion, the spatial sampling increment must be less
than half of the smallest wavelength of propagating waves. Since the acquisition
time is proportional to the number of waveforms acquired, halving the spatial
sampling increment quadruples the acquisition time for an area scan. If the spatial
Nyquist criterion is not met, the data may still be useful but it will likely not be
possible to apply frequency-wavenumber methods.

In two dimensions, the continuous Fourier transform is defined as

W ω,kð Þ ¼
ð1

�1

ð1

�1
w t,rð Þe�i kr�ωtð Þ dt dr, (7)

where r is the single spatial dimension, ω is the angular frequency, and k is the
wavenumber. The angular frequency, wavenumber, and phase velocity are related by

cp ¼ ω

k
: (8)

In three dimensions, the continuous Fourier transform is
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W ω, kx, ky
� � ¼

ð1

�1

ð1

�1

ð1

�1
w t,x,yð Þe�i kxxþkyy�ωtð Þ dt dx dy, (9)

and the wavenumber k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2x þ k2y

q
. In practice, the discrete Fourier transform,

rather than the continuous Fourier transform, is implemented using either the 2-D or
3-D fast Fourier transform (FFT) computational algorithm.

Figure 7 shows the 2-D frequency-wavenumber image of the guided wave signals
shown in the B-scan of Fig. 3a for two different time windows. For both cases, a
Hanning window is applied in both time and space to minimize spectral leakage. In
Fig. 7a, a narrow time window of 0 to 80 μs is used that contains only the first
arrivals of the two modes. It can be seen in this figure that the trajectories of both
modes closely agree with the theoretical dispersion curves, which are superimposed
on the image. A larger window of 0 to 300 μs is considered in Fig. 7b, and although
the dispersion curves are still evident, the presence of the edge reflections adds
considerable complexity to the frequency-wavenumber image. In particular, the
apparent phase velocities of edge reflections are higher than the actual phase
velocities when the measurement direction of the line scan is not coincident with
the propagation direction. This issue, which only occurs for the 2-D Fourier trans-
form, is illustrated in Fig. 8. The measured phase velocity ĉp is increased from that of
the propagating waves by the cosine of the angle between the two directions, α:

ĉp ¼ cp
cos αð Þ : (10)

The 3-D frequency-wavenumber domain is similar to that in 2-D but since an area
scan includes all directions of propagation, there cannot be a mismatch between
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the measurement and propagation directions. Each discrete point in the 3-D frequency-

wavenumber domain has corresponding values of ω, kx, and ky. Recalling that k ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2x þ k2y

q
and cp = ω/k, each location also has a well-defined phase velocity. In

addition, the wavenumber vector k points along the direction of propagation k̂:

k ¼ kxêx þ kyêy and k̂ ¼ k
kj j : (11)

Thus, each point also has a well-defined propagation direction.
Figure 9 shows frequency-wavenumber slices for three different propagation

angles after taking the 3-D FFT of the composite panel data. The entire wavefield
was preprocessed to reduce the total time window to 700 μs and smooth all edges
in both time and space to avoid spectral leakage. These slices are similar to the
one shown in Fig. 7a in that there is a dominant A0-like slow mode and a much
weaker S0-like fast mode. The white line has a slope corresponding to a phase
velocity of 2.5 mm/μs to serve as a reference; this line approximately separates
the modes, although the actual mode shapes are not linear. The slope of the mode
at a given frequency corresponds to the group velocity whereas the phase
velocity is simply ω/k. The slope of the fast mode at �45� is less than at
0� and 90�, which is consistent with the fast mode wavefront shown in the
snapshot of Fig. 2a. The slow mode is very slightly anisotropic but the group
velocity of 1.38 mm/μs used for the direct arrival images of Fig. 6 matches well
enough for accurate arrival time calculations within the region of interest for all
propagation directions.

Figure 10 shows wavenumber-wavenumber (kx�ky) slices for three different
frequencies. The white circle in each figure again corresponds to a phase
velocity of 2.5 mm/μs. The nearly isotropic slow mode appears as the larger
diameter approximately circular shape whereas the weaker and strongly aniso-
tropic fast mode corresponds to a square-like shape inside the 2.5 mm/μs
reference circle; it is not visible on the 100 kHz plot and is very faint on the
other two plots.

al̂

As Viewed on the Measurement Surface

Propagation 
Direction

Measurement 
Direction

Fig. 8 Apparent wavelength
elongation caused by a
mismatch in measurement and
propagation directions
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Frequency-Wavenumber Filtering

Direct visualization of wavefield data in the frequency-wavenumber domain is
useful for understanding wave modes and overall propagation characteristics. But
the real value of frequency-wavenumber analysis comes from filtering data in the
Fourier domain and then transforming back to the time-space domain to analyze the
filtered data (Ruzzene 2007; Michaels et al. 2011). Both phase velocity filtering and
directional filtering are of interest to remove undesired phase velocities and propa-
gation directions in the 3-D Fourier domain. An inverse FFT can then be applied to
transform the filtered wavefield back to the time-space domain where it can be
verified that the undesired wave components are no longer present.

As an example of phase velocity filtering, consider the various frequency-
wavenumber domain slices shown in Figs. 9 and 10 for the composite panel. The
weaker S0-like mode is dominated by the much stronger A0-like mode, but it can be
enhanced by removing the stronger mode. Figure 11a, b shows two slices of a high-
pass phase velocity filter that removes the strong mode and keeps the weak mode by
setting a cutoff of 3.4 mm/μs. This filter additionally performs frequency-domain
filtering by incorporating a bandpass filter from 50 to 500 kHz. The edges of the filter
are smoothed to minimize spectral leakage. The snapshot of the filtered wavefield at
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26 μs is shown in Fig. 11c where the anisotropic nature of this fast mode is much
more evident than in the unfiltered snapshot of Fig. 2a. Although a linear phase
velocity boundary was used here, the mode filters can also track the theoretical mode
shapes as was done by Michaels et al. (2011) and Tian and Yu (2014).

Figure 12 illustrates directional filtering by removing all waves propagating
between �135� and +135�, keeping only those leftward propagating waves between
135� and 225�. Figure 12a shows a snapshot of the original wavefield at 100 μs with
the gray scale set to enhance visualization of waves scattered from the impact
damage. The details of these scattered waves are largely obscured by the incident
waves. After application of the directional filter shown in Fig. 12b, the snapshot of
Fig. 12c clearly shows the backscattered waves from the impact damage as well as
leftward propagating waves from the source transducer.

Guided Waves in a Composite Panel

The first case study continues the analysis of the wavefield data recorded from the
composite panel as described in section “Acquiring and Visualizing Ultrasonic
Wavefield Data.” Results shown in section “Analyzing Ultrasonic Wavefield Data”
indicate that the impact damage causes significant energy trapping whereas the effect
of an attached transducer is to absorb energy. Figure 13 shows additional energy
images computed as per Eq. (3) over the full time window of 1800 μs and for three
different frequency ranges; all three images are shown on the same 30 dB scale.
Figure 13a shows the image for a low-frequency band from 50 to 100 kHz. Although
the image is dominated by the source transducer, both energy trapping and
shadowing of the incident waves by the impact site are evident. The
mid-frequency band image, from 150 to 200 kHz and shown in Fig. 13b, is also
dominated by the source but displays a larger region of energy trapping and shows
more of a disturbance of the wavefield from transducer #2; however, there is an
overall higher background noise level. The highest band image shown, from 250 to
300 kHz and shown in Fig. 13c, continues the trend, but it is interesting to note that
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the energy pattern around the source transducer has changed quite a bit. The
difference in patterns suggests that the layup of the plate or possibly the transducer
itself has caused a frequency-dependent directional pattern of the interrogating
wavefront. Although these frequency-domain energy images are useful, they are
not comparable to conventional C-scans in terms of their ability to characterize
damage.

Frequency-wavenumber analysis methods provide another set of tools to identify
damaged regions. Figures 9 and 10 in section “Frequency-Wavenumber Analysis”
illustrate the process of applying the 3-D Fourier transform to the wavefield (after
time windowing and edge smoothing) to map it from the time-space domain to the
frequency-wavenumber domain. In the frequency-wavenumber domain, the slow
mode appears ring-like and the fast mode squarish at each frequency with the slower
mode corresponding to larger diameter rings and the faster mode lying within the
slower mode ring. Most of the energy of the wavefield is contained in these modes,
which are dominant in the undamaged plate and include incident waves, edge
reflections, and scattered waves.

A strategy for identifying anomalous regions, which might be damage, is to look at
the distribution of energy that is not associated with these modes. Figure 14a shows a
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frequency-wavenumber slice with the three white lines corresponding to phase veloc-
ities of 0.5, 1.7 and 3.4 mm/μs in order of increasing slope. The wedge-shaped region
between 0.5 and 1.7 mm/μs bounds the dominant slow mode and the one between
3.4 mm/μs and infinity (vertical axis) bounds the weaker fast mode. The wedge between
1.7 and 3.4 mm/μs does not contain energy from either of the dominant modes; in fact, it
appears to contain no energy at all, but that is not the case. Figure 14b shows a
wavenumber-wavenumber slice at 200 kHz with the three circles corresponding to
phase velocities of 0.5, 1.7, and 3.4 mm/μs in order of decreasing diameter.

As previously described in section “Frequency-Wavenumber Filtering,”
phase velocity filtering can be applied to obtain filtered wavefields corresponding
to three ranges of phase velocities: 0.5 to 1.7 mm/μs for the dominant slow mode, 3.4
to 1 mm/μs for the weaker fast mode, and 1.7 to 3.4 mm/μs for the so-called
anomalous modes. Figure 11 shows the specific filter used for the fast mode, and
similar filters were constructed for the other two ranges of phase velocity. Figure 15
shows energy images of these three wavefields, which confirm that the anomalous
modes are indeed indicative of anomalies such as damage. The three indications on
this image correspond to the site of impact damage and the two attached transducers,
all of which are anomalies in the panel.

Wavefield data were also recorded over the same area using transducers #2 and #3
as sources, and “anomalous mode” images similar to that of Fig. 15c were generated
from these two transducers. Figure 16 shows all three images after applying a 3 � 3
median filter to reduce the speckle noise. Although the background noise level is
different for the three images, they are remarkably similar and unambiguously detect
the impact damage. The attached transducers also appear as anomalies, which is
expected since they perturb the wavefield.

The three images were “fused” together by averaging to yield a composite image
as shown in Fig. 17a, also shown on a 30 dB scale. To evaluate the efficacy of the
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wavefield imaging method, it can be compared to a conventional immersion C-scan,
which is shown in Fig. 17b. This image was obtained with a 10 MHz, 12.4 mm
diameter, 100 mm focal length immersion transducer using the double through-
transmission method. In this method, also called the reflectoplate method, signals are
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Fig. 16 Wavefield energy images after frequency-wavenumber filtering. (a) Slow mode, (b) fast
mode, and (c) anomalous modes. Each image is shown on a 30 dB scale relative to its peak value

50 100 150 200 250
X (mm)

50

100

150

200

250

Y 
(m

m
)

50 100 150 200 250
X (mm)

50

100

150

200

250

Y 
(m

m
)

50 100 150 200 250
X (mm)

50

100

150

200

250

Y 
(m

m
)

Slow Mode Fast Mode Anomalous Modes

Fig. 15 Wavefield energy images after frequency-wavenumber filtering. (a) Slow mode, (b) fast
mode, and (c) anomalous modes. Each image is shown on a 30 dB scale relative to its peak value

170 180 190
X (mm)

205

210

215

220

225

230

Y 
(m

m
)

170 180 190
X (mm)

205

210

215

220

225

230

Y 
(m

m
)

50 100 150 200 250
X (mm)

50

100

150

200

250

Y 
(m

m
)

Fig. 17 (a) Fused “anomalous mode” energy image, (b) double through-transmission C-scan, and
(c) zoomed energy image. The curves in (b) and (c) are identical for comparison

60 J. E. Michaels



generated and received in pulse-echo mode, but the gate is set to report the peak
amplitude from a far-side reflecting plate. Note that the color bar is inverted so that
the bright region corresponds to low signal amplitudes caused by the impact
blocking the longitudinal wave. Figure 17c is a zoomed version of Fig. 17a over
the same area as the C-scan was performed. The curve tracing the impact damage,
which was hand-drawn to match the indication in the C-scan, is shown in both
Fig. 17b, c. It matches well with the wavefield anomalous mode energy image
despite the fact that the resolution is much coarser, the color scales are not strictly
comparable, and the spatial alignment between the two scans is not perfect.

Guided Waves in a Bonded Plate

The second case study is that of guided waves propagating in a bonded aluminum
plate; the experiment was originally described by Michaels and Michaels (2006).
The specimen was constructed by bonding together two 1.5 mm thick aluminum
plates with epoxy; the bond was intentionally fabricated with numerous air bubbles
and an inconsistent thickness. As seen in the diagram of Fig. 18, the upper plate,
which measured approximately 355� 610 mm, was twice the size of the lower plate,
which measured 355� 305 mm. Four 12.5 mm diameter PZT disks were attached to
the back side of the specimen, and transducer #1 was driven by an impulsive
excitation to generate guided waves. The resulting wave motion was measured
over the entire area at a spatial increment of 1.27 mm using a 400 kHz, 50 mm
focal length, air-coupled transducer that was oriented normal to the upper specimen
surface. Signals were sampled at 5 MHz over a 250 μs time window beginning at the
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Fig. 18 Bonded plate specimen
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first arrival of the airborne wave at the receiver. The total scan time was about 20 min
for the 134,400 signals, which is less than 10 ms per point.

Figure 19 shows snapshots of the measured wavefield at four different times. The
zero-time reference is the time of arrival of the first wave at the receiver when the
transducer is directly above the transmitter; that is, the propagation time through
the air has been subtracted. In the snapshot at 50 μs, the faster, longer wavelength S0
mode can be seen to lead the circular wavefronts followed by the slower, shorter
wavelength A0 mode. As time progresses, the waves emanating from the source
transducer appear to reverberate, which is actually due to the resonance of the
narrowband air-coupled receiver. The waves can be seen to interact with the other
attached transducers, the vertical boundary between the single plate on the left and
the double layer on the right, and the various air bubbles in the epoxy layer. In
addition, mode conversion from S0 to A0 at the attached transducers and the bond
line can be readily observed. As time progresses, edge reflections cause the
wavefield to become increasingly complicated, but also cause the epoxy layer air
bubbles to become better delineated, primarily because of wave trapping within the
bubbles.

Although the eye can readily discriminate most features of interest while playing
the wavefield as a movie, it is more challenging to obtain a clear image of those
features such as can be obtained by conventional ultrasonic imaging. Figure 20a
shows a double-through-transmission C-scan of the entire specimen that was
obtained with a 10 MHz, 12.4 mm diameter, 100 mm focal length immersion
transducer. As expected, the bonding defects and the attached transducers can be
clearly visualized as an almost complete loss of amplitude. Thickness variations are
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Fig. 19 Wavefield snapshots from the bonded plate specimen
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manifested as small changes in amplitude. The two through-holes were added after
the C-scan was performed, so they do not appear in the image. Figure 20b shows a
total energy image as obtained from the wavefield data for comparison; it is shown
on a 30 dB scale. It might be expected that this image would highlight energy
trapping in the bonding defects. However, although there are many indications in
this image that correspond to the defects visible in the C-scan, most of them are not
clearly delineated.

This wavefield does not lend itself to Fourier analysis for two main reasons. First,
signals are saturated, particularly near the source transducer. Second, the reverber-
ations of the receiver cause the wavefronts to appear to reverberate so that even if
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modes and directions are separated, there is no resulting localized behavior in the
time-space domain. Despite these complications, when viewing the wavefield
movie, it can be seen that the leading edge of the faster S0 mode has the clearest
interaction with the specimen features since there is little or no interference with
either the slower mode or edge reflections. Although the specimen is not homoge-
neous, the wave speed of the fast mode is similar for the two halves of the bonded
plate (single layer versus double layer). Thus, a direct arrival image can be readily
calculated using Eq. (5) with a constant group velocity to calculate the arrival time of
the fast mode at any position (x, y) on the specimen. If the group velocity changed
significantly from one side of the plate to the other, the arrival time could still be
calculated but with a more complicated expression.

Figure 21 shows a side-by-side comparison of the C-scan and the arrival time
image for the right side of the specimen. Direct arrival imaging is not as effective for
the left side because of signal saturation. The parameters for the arrival time image
are cg= 5.3 mm/μs,Δt= 10 μs, and tcal= 20 μs, and it is shown on a 20 dB scale for
best comparison to the C-scan, whose color scale has been adjusted to increase the
dynamic range. The direct arrival image is remarkably similar to the C-scan with
almost all indications appearing on both images. One difference is that some of the
small indications, which are presumably air bubbles in the epoxy, are manifested as
higher energy indications in the direct arrival image whereas they are lower in the
C-scan. Correction for geometrical spreading has been applied, although some
energy reduction is still evident, and the expected shadowing of the direct arrival
by transducers #2 and #3 can be seen.

The direct arrival image is surprisingly good, particularly considering that the
wavelength of the S0 mode is approximately 20 mm compared to about 0.6 mm for
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Fig. 21 Images of the right side of the bonded plate. (a) C-scan and (b) direct arrival image
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the 10 MHz C-scan. One of the strengths of air-coupled wavefield scanning is the
very fast acquisition time, which was about two orders of magnitude faster than
would have been the case for a laser vibrometer. The direct arrival image highlights
the effectiveness of this analysis method for bonding defects even when the data
quality is compromised by reverberations.

Bulk Waves in an Aluminum Plate

The third case study applies wavefield imaging to investigate scattering of angle-
beam shear waves from a notch emanating from a through-hole in an aluminum
plate. Although wavefield imaging is particularly suited to the measurement of
guided waves, it can also be applied to bulk waves, keeping in mind that the surface
measurements are only a small portion of the total wavefield. The motivation of this
study was to better understand scattering of angle-beam shear waves from back
surface cracks with the long-term goal of improving inspection methods for such
cracks.

Figure 22 illustrates the experimental configuration, in which a through-hole with
a back-surface corner notch is interrogated with a conventional 5 MHz angle-beam
shear wave probe with a nominal refracted angle of 56.8�. The thickness of the 6061
aluminum plate was 6.35 mm and the top surface had a mirror finish to improve the
SNR. Wavefield data were acquired over a 30� 30 mm square region centered about
the 6.35 mm diameter through-hole using a laser Doppler vibrometer measuring out-
of-plane displacement. The spatial increment in both x and y was 0.25 mm and the
total scan time was about 3.5 h (about 1 s per point). The excitation was a 180 μs,
200 Vpp linear chirp from 1 to 10 MHz, and received signals were post-processed
via deconvolution to obtain the equivalent response to a 2-cycle, 5 MHz, Hann-
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Fig. 22 Sketch of the aluminum plate specimen showing the through-hole, back-surface corner
notch, and angle-beam probe (not to scale)
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windowed tone burst (Michaels et al. 2013). Data sets were recorded both before and
after introduction of the hand-cut back-surface corner notch that was initially 1 mm
in length and was subsequently enlarged to 4 mm.

Figure 23 shows three wavefield snapshots at a time of 16.88 μs from the
undamaged specimen and after introduction of the 2 mm and 4 mm notches. The
through-hole boundary is shown on these and subsequent plots as an open circle.
The waves are incident from the upper right as shown in Fig. 22. As can be seen in
the plots, the wavefield has been spatially windowed to smooth the edges and also to
remove the noisy signals obtained when scanning over the through-hole. A compar-
ison of these snapshots clearly shows scattering from the notch, and an increase in
scattering for the 4 mm notch as compared to the 2 mm notch. However, the
wavefields are very complicated, consisting of incident waves, hole-scattered
waves, and notch-scattered waves, and it is difficult to quantify the scattering from
just the notch by simple spatial or temporal windowing. The hole-plus-notch is a
compound scatterer and the waves scattered from the notch are particularly difficult
to separate from those scattered from the hole.

The smallest wavelength in the data corresponds to the slowest wave, which is the
Rayleigh wave whose nominal phase velocity is 2.9 mm/μs. Even though the angle-
beam probe is designed to generate only shear waves, there are Rayleigh waves
present in the incident wavefield (Dawson et al. 2016). Given the spatial increment
of 0.25 mm, the minimum wavelength to avoid spatial aliasing is 0.5 mm, which
corresponds to a maximum Rayleigh wave frequency of 5.8 MHz. To minimize
Rayleigh wave aliasing while keeping as much information as possible, a simple
bandpass filter was applied to each waveform by multiplication in the frequency
domain with a 33% Tukey window from 0.5 to 6.5 MHz.

The analysis approach taken here generally follows that described by Dawson
et al. (2017), and consists of the following main steps: (1) wavefield baseline
subtraction to isolate notch-scattered waves, (2) 3-D frequency-wavenumber filter-
ing to isolate shear waves, (3) extraction of radial B-scans at different angles relative
to an observation point, and (4) accumulation of energy in the 2-D frequency-
wavenumber domain to generate a scattering pattern. The end result captures
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Fig. 23 Wavefield snapshots at 16.88 μs for (a) no notch, (b) 2 mm corner notch, and (c) 4 mm
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scattered energy from all of the shear wave skips, where one skip refers to a full
“bounce” from the top surface of the plate to the bottom surface and back to the top.

The first step of wavefield baseline subtraction, as its name implies, is the
subtraction of two wavefields to yield a residual wavefield,

wr t,x,yð Þ ¼ wc t,x,yð Þ � wb t,x,yð Þ, (12)

where wc(x,y,t) is the current wavefield,wb(x,y,t) is the baseline wavefield, andwr(x,y,t)
is the residual wavefield. Here the baseline wavefield is taken to be that recorded from
the undamaged specimen (hole with no notch), and the current wavefield is after
introduction and subsequent enlargement of the notch. Although wavefield baseline
subtraction is straightforward in principle, in practice it is difficult to get acceptable
results because it is virtually impossible to achieve perfect alignment between the
current and baseline wavefields. Following the method developed by Dawson et al.
(2016), each frame of the current wavefield is matched to a nearby frame of the
baseline wavefield prior to subtraction where the baseline frame is spatially shifted to
minimize the residual energy for each frame. Figure 24 shows residual wavefield
snapshots at a time of 16.88 μs for the 2 mm, 3 mm, and 4 mm notch sizes; these
snapshots are shown on the same gray scale as those of Fig. 23. Although some
feedthrough of the incident and hole-scattered waves is evident, baseline subtraction is
largely successful in extracting the notch-scattered waves. The expected increase in
notch scattering as the notch size increases can be clearly seen.

The second step is to apply phase velocity filtering in the 3-D frequency-
wavenumber domain to extract shear waves. There are both incident and
hole-scattered Rayleigh waves present in the wavefield as well as hole- and notch-
scattered longitudinal waves (Dawson et al. 2016). Since scattered shear waves are of
interest, it is desirable to remove the Rayleigh and longitudinal waves. Although the
bulk shear wave speed is well-known, as described in section “Phase and Group
Velocities” the apparent phase velocity on the surface is faster than the bulk wave
speed by a factor of 1/sin(θr), where θr is the refracted angle. Thus, the phase velocity
limits for the phase velocity filter were set to the nominal shear and longitudinal wave
speeds of 3.11 mm/μs and 6.32 mm/μs, respectively. Setting a higher upper limit would
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mean that some high-refracted-angle longitudinal waves could be included, and a
smaller lower limit would include feedthrough of Rayleigh waves, whose nominal
wave speed was 2.9 mm/μs. Figure 25 shows the three residual snapshots of Fig. 24
after phase velocity filtering, and it can be seen that they are significantly cleaner.

The third processing step is to extract radial B-scans from the residual wavefield
relative to a specified reference point, which is illustrated in Fig. 26a. The residual
wavefield snapshot in the background is that of Fig. 25c for the 4 mm notch. The
reference point is designated by the “�” symbol, the hole is the solid circle, and the
radial B-scan lines are the dotted lines, which are shown with a spacing of 22.5� for
clarity. The reference point was chosen to be the hole-notch corner since the notch-
scattered waves appear to approximately originate from this point. Since data are not
measured inside the hole, the radial lines all begin outside of the hole and extend
from 1 mm to 11 mm relative to the hole edge. Figure 26b shows the extracted radial
B-scan for the 4 mm notch at an angle of 0�, and although there is some feedthrough
of the incident waves, the outward propagating scattered waves dominate.
Figure 26c shows the first quadrant of its frequency-wavenumber representation,
which contains the forward (outward from the reference point) propagating waves.
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The heavy, solid line corresponds to the shear phase velocity of 3.11 mm/μs and the
heavy dotted line to the longitudinal phase velocity of 6.32 mm/μs; the thinner line at
3.72 mm/μs corresponds to the nominal refracted angle of 56.8�. It can be seen that
there is very little energy outside of the shear range because of the phase velocity
filtering step. It is interesting to note that most of the energy is in the phase velocity
range between 3.72 and 6.32 mm/μs, which corresponds to refracted angles smaller
than the nominal (i.e., approaching normal incidence).

The final step is to accumulate energy in the frequency-wavenumber domain for
each radial B-scan angle and for a specified phase velocity range. Different scattering
patterns can be generated by specifying different ranges of phase velocities.
Figure 27 shows 2, 3, and 4 mm notch scattering patterns computed for a phase
velocity range of 3.62 to 3.82 mm/μs, which is a narrow range about the nominal
phase velocity of 3.72 mm/μs (this range corresponds to refracted angles from 54.5�

to 59.2�). These patterns all have narrow lobes with the largest lobe at about 240�

(�120�), which corresponds to the notch shadowing the incident waves. All three
patterns also have a strong but wider lobe at about 300� (�60�) and a third smaller
lobe in the backscattered direction at close to +45�. Although the strength of all three
lobes increases with notch size, their relative sizes change with the 2 mm notch
having more nearly equal lobes than the 3 mm and 4 mm notches.

Figure 28 shows patterns for a broader but higher range of phase velocities, 4.4 to
6.3 mm/μs, which corresponds to a refracted angle range of 30–45�. These refracted
angles are not present in the incident waves, at least not to a large degree, and
are likely generated via diffraction from the notch edge or corner. The resulting
scattering patterns are not as directional as those from the narrow range of phase
velocities, which is consistent with the expected more omnidirectional scattering
from a sharp discontinuity.

The methodology shown here for estimating scattering patterns is very general,
and although applied here to bulk waves, is completely applicable to guided waves.
In fact, its application to guided waves is more straightforward because there is no
modal ambiguity as there is for shear and longitudinal bulk waves and it is easier to
avoid spatial aliasing because of the generally larger wavelengths.
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Additional Wavefield Methods

In addition to the wavefield methods shown here, there are many others that have
been developed to address specific inspection problems. Several of these are
reviewed in this section. In terms of visualization, a method similar to direct arrival
imaging tracks a point of constant phase on the wavefield to image its variations over
a region of interest. Unlike direct arrival imaging, the phase velocity must be used to
track the wave crest instead of the group velocity. Michaels and Michaels (2007)
called this method “wave crest amplitude analysis” and applied it to guided wave
imaging of both simulated corrosion and notches in aluminum plates. Köhler et al.
(2012) similarly tracked a crest on the wavefront of skimming longitudinal waves to
map grain boundaries in an austenitic stainless steel weld.

Several analysis methods exploit the idea of anomalies in guided wavefields. Lee
et al. (2012) proposed a time-space domain method whereby adjacent waves are time-
aligned and subtracted to identify wavefield anomalies. Harb and Yuan (2016) applied
frequency-wavenumber filtering to separate the wavefield into forward and backward
propagating waves and applied a zero-lag cross-correlation method to identify anom-
alous backscattering caused by damage. Park et al. (2014) defined a standing wave
filter based upon directional filtering and applied it to identify damage.

It is also possible to identify and characterize damage-induced anomalies in the
wavenumber domain. Rogge and Leckey (2013) performed a local wavenumber
analysis to not only detect impact damage in composites but to also estimate the
depth of the impact. Flynn et al. (2013) similarly applied local wavenumber
methods to estimate both wall thinning in metallic specimens and the depth of
impact damage in composites. Kudela et al. (2015) performed wavenumber-
wavenumber filtering in the spatial 2-D Fourier domain at each time slice to extract
anomalous wavenumbers and then mapped each slice back to the spatial domain to
identify damage. Yu et al. (2015) also noted the generation of anomalous
wavenumbers by discontinuities and applied filtering using a short-space Fourier
transform method to identify damage.
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All of these methods illustrate the potential of wavefield imaging for a wide
variety of inspection problems, but do not specifically address the typically very long
scan times required for high-resolution measurements. Using air-coupled receivers is
one possible solution which has the additional advantage of straightforward integra-
tion with conventional automated ultrasonic scanning systems but with the disad-
vantage of reduced data quality. A hardware-based approach is to use multi-point
LDVs to measure multiple signals simultaneously (Kilpatrick and Markov 2010);
such systems are in development but are not yet commercially available.

Another approach to address the scan time problem is to develop analysis
methods that require fewer signals. Tian et al. (2016) proposed a “global-local”
approach whereby the LDV system first acts as a receiver array to record a small
number of signals that are used to construct a delay-and-sum image of a large area.
Locations with anomalies are then targeted for high-resolution local scans, avoiding
having to scan the entire specimen with a high resolution. Mesnil and Ruzzene
(2016) took the approach of recording a small number of randomly distributed
measurements and applying sparse reconstruction methods to locate both the actual
source and secondary sources of waves that explain the measurements. These
secondary sources are structural anomalies, or possible defects. Harley and Chia
(2018) also considered a small number of randomly distributed measurements and
used sparse reconstruction methods to estimate the damage-free wavefield. Residual
signals at these random locations are then used to construct an image of damage.

One other promising approach to increase the speed of wavefield measurements is to
apply a continuous excitation to generate a steady state wavefield at a constant frequency
and measure the amplitude and phase with an LDV. Local wavenumber methods can
then be applied to detect anomalies. Goodman et al. (2014) demonstrated this method to
assess material distributions inside storage cylinders and achieved scan times of less than
10 s. Mesnil et al. (2016) similarly used continuous excitations to assess delaminations
in composites, which reduced scan times from about 3 h to 10 min.

Summary

There is no question that wavefield imaging is playing a critical role in understanding
how ultrasonic waves propagate and interact with both damage and structural
features, particularly for guided waves. The specific applications and methods
shown here are representative of what can be achieved with UWI but are by no
means a comprehensive treatment. Clearly UWI is moving from being a powerful
laboratory tool to an effective NDE method.

Despite this demonstrated effectiveness, the practicality of wavefield imaging still
must be addressed. There are at least three closely related obstacles that must be
overcome for wavefield imaging to be implemented in the field: (1) scan time,
(2) data quality, and (3) data analysis methods.

In terms of scan time, there are several approaches being considered to address this
issue as discussed in section “Additional Wavefield Methods.” Although the time-
consuming LDV-based systems that record transient signals will likely serve as the
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“gold standard” for some time, clearly there are other approaches, both hardware and
software, that can be brought to bear to reduce scan time to more practical values.

Data quality, which is closely related to scan time, is also an issue. The quality of
laser vibrometer data can always be improved by more signal averaging at the
expense of scan time. Data quality is very dependent upon surface optical reflectiv-
ity, which is often improved in the laboratory by applying reflective tape or paint.
However, disturbing the surface removes one of the primary advantages of wavefield
imaging over conventional ultrasonic NDE methods, which require couplant. Using
a continuous excitation significantly improves the data quality at the frequency(ies)
being excited because it is possible to inject much more energy than a pulsed
excitation, but this type of excitation limits analysis options.

Ultimately the success of wavefield imaging as an NDE method will depend upon
the data analysis methods. Unlike conventional ultrasonic imaging, in which both
transmitter and receiver are locally scanned to map discontinuities, in UWI the
presence of either a defect or benign feature affects the global wavefield, not just
measurements in the vicinity of the defect or feature. It is definitely challenging to
extract local information despite global disturbances, and although research efforts
thus far have been moderately successful in doing so, the efficacies of the various
methods need to be quantified for a wide variety of structures and defects. Most, if
not all, of the proposed analysis methods have in common the idea of recognizing
anomalies in the wavefield that are caused by damage. This approach, which is
similar to that of conventional UT inspections, works well when most of the
specimen is homogeneous, but may fail for more complicated structures.

The main competition for UWI is conventional ultrasonic testing (UT). There
needs to be a compelling reason to use UWI, and its noncontact nature is likely to be
an important part of that reason. Another attractive feature of UWI is that only
one-sided access is needed. Even if the quality of the inspection is not as good as can
be achieved with conventional UT, if the overall inspection time is less, including
any required disassembly and reassembly, UWI could be preferred. The future
deployment of SHM systems may be the driving force to move wavefield imaging
out of the lab and into the field.
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