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Preface

The objective of the Multimedia Communications, Services and Security (MCSS 2015)
conference is to present research and development activities contributing to many
aspects of multimedia communications, systems, and security. As in previous years, we
invited theoretical and experimental papers as well as work-in-progress research in the
domain of audio-visual systems including novel multimedia architectures, multimedia
data fusion, acquisition of multimedia content and QoE management, watermarking
technologies and application content search methods, interactive multimedia applica-
tions, cryptography, and biometry. An overview of the selected subjects and publica-
tions, given below, shows that the subjects included in MCSS 2015 are current and
important from the point of view of potential practical implementation.

Road Traffic Safety and Efficiency Supported
by Multimedia Analysis

Optimal placement of advertisements (such as large billboards) in the proximity of
roads and highways can significantly affect traffic safety. A variety of options for
performing multifactorial research in this area are presented. The methodology makes it
possible to conduct an objective assessment of risks arising from the presence of
advertisements by roadsides.

Another aspect of road traffic analyzed at MCSS is efficient estimation of traffic
parameters based on sparse measurements covering a small fraction of road segments
within a large urban road network. The solution is intended to be used within dynamic
maps used for route planning and traffic control. Estimation models based on fuzzy
cognitive maps (FCM) formalism and applying FCM learning techniques based on the
evolution algorithm to determine model parameters are also presented.

Biometric Methods for Security Purposes

In the well-explored domain of facial biometrics, methods that go beyond traditional
models can lead to more robust systems. One such method, outlined in an MCSS paper,
assumes following the movement of feature points over the course of an expression to
make user authentication systems more secure. To do this, a new algorithm was
developed using a process known as ranking, in order to describe facial expressions
with low computational cost.

Behavioral biometrics such as mouse dynamics are gaining attention today by
addressing the limitations of conventional verification systems. A novel method of
continuous verification of users by following their mouse activity is presented. The
method, based on comparing mouse activity against simple statistical profiles, can



complement regular verification systems and its simplicity makes it effective for
continuous verification.

Another research paper dedicated to user authentication investigates the accuracy of
an identification scheme based on the sound of typing a password. The innovation of
this method lies in the comparison of performance between timing-based and audio-
based keystroke dynamics data in authentication and identification settings.

Cryptography

Elliptic curve cryptography (ECC) offers security levels similar to other cryptographic
methods while using smaller bit key sizes. A novel mapping model for converting
pixels of a plain image into coordinates of predefined elliptic curve points is proposed.
The method is used in combination with existing algorithms, such as Koblitz’s
encoding method and chaos-driven elliptic curve pseudo-random number generator (C-
D ECPRNG).

Protection of Critical Infrastructures with SCADA Systems

Protection in critical infrastructure, especially when dealing with highly dynamic and
complex systems such as SCADA, requires preparation of appropriate strategies for
predicting and reacting to anomalous events. However, if prediction is difficult (or even
impossible), dedicated plans for dealing with such problems should be devised in order
to adapt the strategies ad hoc when problems arise. Studies have been conducted into
planning under uncertainty, with applications in problems such as scheduling. The
work presented at MCSS 2015 discusses SCADA as a problem similar to scheduling,
and constructs a system dedicated to preparing ready-to-use strategies before certain
events arise.

Potential Commercial Applications of Image Analytics

DEEP by Viaccess-Orca is an example of a commercial application based, to some
extent, on collaboration between industry and academic research teams. DEEP is a
comprehensive new content discovery solution that combines search, recommendation,
and second-screen devices into a single immersive experience. Automated generation
of content for DEEP relies on structured sources of data and on multimedia databases.
Using the Internet as a source of multimedia can result in the acquisition of near
duplicates – visually similar images. An enhanced method of near duplicate detection
for a certain type of photograph – images of celebrities – is proposed. An overview
of the IMCOP system was conducted, complementing this method. It uses the inno-
vative concept of intelligent discovering and sharing multimedia content using the
Internet. As with previous MCSS conferences, this year’s event was also an oppor-
tunity for all researchers focusing on the future of multimedia communications,
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services, and security to come together, collaborate, and share experiences. We were
delighted to host this year’s gathering that facilitated discussions on the future course of
state-of-the-art technologies in the fields addressed by the MCSS conference.

November 2015 Andrzej Dziech
Mikołaj Leszczuk
Remigiusz Baran
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Abstract. The paper presents an overview of the IMCOP system which refers
to the general modern idea of intelligent discovering and sharing the multimedia
content using the Internet. An extended background within the framework of the
subject matter is presented at the beginning. The main components of the IMCOP
system as well as concept of complex multimedia objects known as the CMO
objects are introduced then. Categories of applied web services with an insight
into the tasks they were designated to are farther also described in details. Finally,
performance aspects of the IMCOP system are reported. The conclusion includes
a summary of IMCOP’s advantages as well as discussion about its drawbacks
with an insight into potential future improvements.

Keywords: Content discovery and data enrichment platform · Multimedia
indexing · Complex multimedia objects · DEEP · Cloud computing · Content
delivery

1 Introduction

The IMCOP system is an outcome of the second joint Polish-Israeli R&D project titled
“Intelligent Multimedia System for Web and IPTV Archiving. Digital Analysis and
Documentation of Multimedia Content” [1], which refers to the general modern idea of
intelligent discovering and sharing the multimedia content using the Internet With regard
to all the above, the major objectives of the IMCOP project were:

– to develop a system able to aggregate, analyze and bind various multimedia objects
(mainly the text as well as still images and movies) and finally make them accessible
for external entities (applications, end-users, other systems, etc.) as a subject related
collections of multimedia content,

© Springer International Publishing Switzerland 2015
A. Dziech et al. (Eds.): MCSS 2015, CCIS 566, pp. 3–17, 2015.
DOI: 10.1007/978-3-319-26404-2_1



– to find a flexible and efficient representation of such a subject related collections of
multimedia content with regard to the needs of their cost-and space-effective
archiving as well as fast searching and sharing.

There were also other minor, although not less important goals, including:

– to ensure that the IMCOP system is platform independent and it is capable of incor‐
porating external services to improve its efficiency and increase its intelligent facili‐
ties, for example by removing duplicate images from the database [2],

– to guarantee scalability despite huge amount of multimedia objects processed,
– to make absolutely certain that the system is legal in terms of copyright law as well

as the processed objects and their content are fully protected against coping, repro‐
ducing, modifying and other forms of authentication rights violation.

It has been agreed between the project partners that the IMCOP system should comply
with, and complement–especially in terms of improving the quality of multimedia content,
the needs of DEEP (Data Enrichment and Engagement Platform) concept [3] developed by
the Israeli partner as part of his project duties. The DEEP’s content is organized in the
service as a set of automatically created magazines, covering such subjects (known also as
topics) as actors lives, life stories of actors or characters, buzz graphs, etc. Each magazine
contains pages which are based on predefined visual templates filled with enriched data.
“DEEP’s magazine format turns the small tasks of search, discovery and recommendation
into a process of exploration, a journey. The familiarity of the magazine format invites
readers to browse the ads, as if they were in print. For example, in fashion magazines,
browsing the ads has always been an integral part of the reading experience” [4].

From IMCOP’s perspective, the DEEP platform can been seen as advanced and
professionally realized presentation layer translating data, organized and delivered by
the IMCOP system, to the application layer represented by the DEEP magazines. In that
case, the DEEP platform is just an example of aforementioned external entities, which
rely on subject related collections of multimedia data coalesced by the IMCOP system.
In fact, due to IMCOP’s architecture which is “open” to variety of data sources and
diversity of its content, list of such entities is not limited anyway and can include educa‐
tion, libraries, museums or e.g. business related ones.

The purpose of this paper is to give a status report on the IMCOP system architecture,
which, in general, is an organization of service oriented applications, where particular
services are divided into few main categories. Data in the IMCOP system, despite their
content form, are represented by objects of the same structure, known as Complex
Multimedia Objects (CMO). CMO objects represent as well multimedia data itself as
descriptive metadata about them. Selected metadata also describes relations between
respective multimedia data and builds, in this way, subject related collections of multi‐
media content mentioned above.

For clarity of presentation, the rest of the paper is organized as follows. The current
section presents some background material within the framework of the subject matter.
In Sect. 2, the overall architecture of the IMCOP system including definition of the CMO
objects is introduced. Categories of services are presented in detail in successive sub-
sections of Sect. 3. In Sect. 4, the system’s performance is reported and discussed.
Conclusions, with an insight to potential future improvements, are drawn in Sect. 5.

4 R. Baran et al.



1.1 Background

As it was declared at the beginning of this section, the IMCOP system refers to the
general modern idea of intelligent discovering and sharing the multimedia objects of
different content forms. It can be seen as a combination of content discovery and data
enrichment platforms, on the one hand, and content delivery platform on the other.

As a typical content discovery platform, the IMCOP system is capable to utilize user
metadata in order to discover an appropriate custom-oriented content which is then deliv‐
ered to websites, mobile devices and set-top boxes. In this domain, IMCOP aspires to
operate as the world’s largest content discovery platforms - Outbrain [5] and Taboola [6].
Likewise these both Israeli startups, IMCOP also employs specialized and sophisticated
algorithms to select the contents which is best and most relevant to customers’ needs
within the network. Although IMCOP applies no algorithms that could be categorized as
behavioral and personal ones at the moment, it utilizes an assortment of intelligent auto‐
mated multimedia indexing tools. In that case, IMCOP goes beyond content discovery
platform facilities and also works as data enrichment platform. As in many examples of
such platforms, its analytics engine can process and enhance social media posts [7], crawl
and analyze web data, detect and recognize faces, objects, landmarks and more [8], etc.

Moreover, according to other capabilities of the IMCOP system, it can be also cate‐
gorized as content delivery platform, just as in the cases of Viddler’s Video Tools for
Learning & Engagement [9] and IMDb’s X-Ray for Movies & TV [10]. In contradis‐
tinction to the both aforementioned ones, the IMCOP delivery platform additionally
employs automated indexing services, which, in conjunction with IMCOP’s capability
to find relations between multimedia data, enrich entrusted video sequences by adding
information relevant to their content.

Thanks to all these above-mentioned facilities (as well as other ones), the IMCOP
system is capable to aggregate, analyze, relate and finally share with a given client
(external entity) the multimedia content which is absolutely compliant with his (its)
requirements. In the case of DEEP magazines for instance, these requirements (as illus‐
trated in Fig. 1) could include:

– a set of the highest quality and good looking subject (topic) related images of a given
actor (or actress),

– relevant descriptive data taken from movies (and actors) oriented internet metadata
providers,

– links to movie trailers - in IMDb for example,
– news or other descriptive information about relevant events aggregated from the

internet news services,
– tweets or other posts from various social media.

Above requirements are pretty challenging, especially when thousands of different
DEEP magazines are going to be generated within hours. Content discovery and enrich‐
ment are also the challenge in the case of “reading” Persona fashion magazines. A plat‐
form able to rise to this challenge, known as the IMCOP system, is presented in this
paper.

An Overview of the IMCOP System Architecture 5



Fig. 1. An exemplary screenshot from the DEEP magazine referred to Charlize Theron [3].

2 IMCOP Architecture

The IMCOP system is based on Service-Oriented Architecture (SOA), where logic and
presentation layers are separated. It is also a kind of a distributed system, which is spread
over several machines, at the moment. These machines are connected to each other by
a fast LAN network. Each machine can run any number of IMCOP services, including
the main ones:

– Data Aggregation Services (DAS) – crawlers aggregating data from the Web,
– Metadata Enhancement Services (MES) – content discovery and enrichment appli‐

cations,
– Data Repository Services – software components responsible for reading from (and

writing to) Data Repository (DR).

Up to particular requirements, the IMCOP services can be run in heterogeneous
environments, e.g. MS Windows and Linux (as well × 32 as × 64) using the virtual
machine applications. In other words, there is no need to unify the IMCOP software
components. Thanks to the above, they can be easy implemented and integrated with
the rest of the system. They can be written and compiled on any platform, e.g. Java, .NET,
native C ++, Phyton, etc., and then, used in target Web applications.

An overall architecture of the IMCOP system is depicted in Fig. 2.
At present, the main IMCOP components (services) have been developed in Java as

Spring Framework Model–view–controller (MVC) applications. They have been
launched inside the Tomcat server containers.

With regard to its co-operation with external entities (clients), the IMCOP system
can be seen as a provider of services in the cloud. IMCOP differs however from standard

6 R. Baran et al.



cloud computing models, which are intended in general to run client’s applications.
IMCOP services are activated (selectively or together) as a result of requests, which
express clients’ requirements within the framework of desired data. An illustration of
IMCOP cloud computing model is depicted in Fig. 3, where the DEEP’s Magazine
Modeler (a component of the DEEP platform responsible for assembling the magazines
referred to a given topic – e.g. Charlize Theron, an actress) requests the IMCOP system
for collections of Theron’s “red carpet” images, for instance.

Main tasks of the IMCOP Cloud in that case are as follows:

– aggregation of relevant images (in general, multimedia data objects – MOs) from the
Internet or from the Data Repository (DR),

Fig. 2. The overall IMCOP system architecture.

Fig. 3. IMCOP as provider of services in the cloud.

An Overview of the IMCOP System Architecture 7



– extensive analysis of the content of these images using dedicated MES services,
including the external ones (the purpose of this analysis, besides metadata enhance‐
ment, can be for instance twofold: to confirm their relevance – e.g. by face detection
and recognition MES services, and to verify their quality – e.g. using noise detection
MES),

– adjustment of relevant images to suit the needs of the client request (e.g. by cropping
or sharpening services),

– generation response to the request in the form of the so called tCMOs objects,
containing the best images together with metadata discovered from their content (in
fact, client requests and IMCOP responses are exchanged using the same tCMOs
objects; at the request stage, the tCMOs objects contain parameters describing client
requirements; at the response stage, they are completed with selected images and
their metadata).

The tCMOs as well as the MOs objects are kinds of the Complex Multimedia Objects
(CMO), which, in turn, are basis structures dedicated to represent any multimedia data
in the IMCOP system, despite their content form. In terms of software implementation,
Complex Multimedia Object is an instance of the CMO class. Model of the CMO class
is depicted in Fig. 4.

Figure 4 shows that the CMO class definition is derived from MPEG-7 standard,
especially in the range of Description Schemes and Descriptors. Metadata written down
to the CMO objects are however of three different categories. Metadata referred to
standard (MPEG-7) Description Schemes include keywords and brief texts aggregated
together with MOs from the Internet or entered by the IMCOP users (e.g. during the
editing of the selected CMO objects). In turn, metadata referred to Descriptors comprise
numerical descriptors generated by various transforms (e.g. SIFT or SURF ones). Meta‐
data of this kind are serialized before they are written down to the CMO object. Serial‐
ization takes the place also in the case of metadata of the third category, addressed to
represent MOs objects as themselves.

Fig. 4. Model of the complex multimedia object.
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The CMO class definition extends however the MPEG-7 standard in some respects.
This extension first of all refers to the so called lists of indices which are also a part of
the CMO object representation. Lists of indices are created by services responsible for
building relations between objects. Indices in this case, indicate objects which are related
to each other in some respects.

3 Services

Main services of the IMCOP system, as has been briefly mentioned in previous
Section, have been developed in Java according to the MVC software architectural
pattern. They have been also organized with regard to the Representational State
Transfer (REST) software architecture style for building scalable web services,
known also as the RESTful Web services. In accordance to the above, each IMCOP
service is a self-contained application with its own GUI and REST-based interface.
Development of IMCOP services is easy and quick owing to specialized libraries
which provide API, programming specifications and code examples within SDK for
programmers. CMOcore and MESCore are the two the most important libraries of
this kind. API for MES services for instance, lets to run them also in remote loca‐
tions. In that case, they communicate with each other, or with other ones, through the
Internet. A typical implementation scheme of IMCOP services is presented in Fig. 5.

Fig. 5. A typical implementation scheme of IMCOP services.
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Services in the IMCOP system can be divided into three main categories listed below:

– Data Aggregation Services (DAS),
– Metadata Enhancement Services (MES),
– specialized MES-based web-services.

Destination as well as tasks of each of above categories of services are described in
detail in the following subsections, respectively.

3.1 DAS Services

Data Aggregation Services are designated to download multimedia objects (MOs) from
the Internet. Each DAS service is dedicated to only one selected data source. At the
moment, there are services dedicated to Wikipedia (MediaWiki) and Wikidata, Flickr,
Allocine (a service organization providing information mainly on French cinema), and
Twitter. Next ones, dedicated to YouTube, Getty Images and selected news agencies
(as Associated Press for instance) are in progress. An extra service, dedicated to collect
the data directly from the Data Repository of the IMCOP system, completes the above
list of DAS services.

Multimedia data are aggregated by the DAS services in scheduled and triggered
manner. In fact, multimedia data are collected not by DAS services directly but by
processes which DAS services are able to run and manage. These processes are known
also as crawlers. The primary task of DAS services is to receive and parse the tCMO
objects to extract the metadata parameters describing client requirements. When these
parameters are extracted, they are translated and written into the crawlers configuration
files, whereupon the crawlers are called. The last task of DAS services is to create the
CMO objects (one for each MOs object returned by crawlers) and store them in DR.

An illustration of the scheme described above is depicted in Fig. 6.

Fig. 6. The way the DAS services aggregate multimedia objects.

DAS services dedicated to collect the data directly from the Data Repository break
this scheme. This is because they search among CMO objects directly.

There is no one common model of implementing DAS services. They have to be
implemented and configured discretely – adequately to various data source authorization
requirements, API, license conditions, protocols used in communication interfaces, etc.
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In the case of Allocine service for instance, API has been implemented in C# while data-
interchange is based on JSON format only. Flickr’s API, in turn, supports many different
languages and offers XML(REST), JSON, JSONP and PHP Serial options in which data
may be returned. Similar data formats are available also in API for MediaWiki webservice.

3.2 MES Services

There are many different kinds of Metadata Enhancement Services (MES) in the IMCOP
system. Majority of them is oriented on content discovery and metadata enhancement.
MES Services of this kind are dedicated to perform selected operations from the scope
of text and signal (image and video) processing. Text processing operations include
mainly text recognition and semantically organized detection of selected keywords and
phrases. The list of image and video processing operations is, in turn, much more exten‐
sive and includes inter alia:

– image transforms dedicated to detect, extract and describe various types of local
features: SIFT, SURF, MSER, Piecewise-linear [11], etc.,

– algorithms dedicated to detect as well as recognize monuments, faces, bodies,
skyline, nudity, etc. and e.g. to compress images (or their subregions) using selected
compression schemes [12],

– procedures designed to measure the similarity between two or more images as well
as evaluate selected image and video quality metrics: noise, blur, blockiness, slicing,
etc. (acquired from [13, 14]),

– algorithms designated to analyze and classify faces according to various face quality
traits, e.g. profile, presence of red eye, smile and facial hair (to identify Unshaved
faces), etc.

MES services are components of a self-contained cloud known as Analysis and
Processing Services (APS) cloud. Their activities within the APS cloud are managed by
an APS manager service. The APS manager determines and schedules the manners in
which particular CMO objects are interchanged and processed within the APS cloud
and exchanged with remaining parts of the IMCOP system. Diagram of interactions
occurring between particular IMCOP components (APS cloud, DR, DAS) and hypo‐
thetical client (the DEEP’s Magazines Modeler) is depicted in Fig. 7. The flow of partic‐
ular objects within the system is illustrated using arrows with different colors. Black
arrows show where (between which IMCOP components) the tCMOs objects are inter‐
changed. Gray ones picture the flow of the CMO objects. A blue one, in turn, shows
where the MOs objects are passed.

MES services, as the DAS ones, are capable to run and manage other, external
processes. From this perspective, MES services (as the DAS ones) are responsible for
receiving and parsing the CMO objects and running the processes which, in turn, perform
dedicated content discovery and metadata enhancement tasks. An activity diagram
depicted in Fig. 8 shows how tasks are performed by a given MES service.

MES services are implemented on the basis of MEScore library, which is a part of
the IMCOP API. MEScore library includes specifications for object classes, variables,
calls, etc., needed to create and run new MES services.

An Overview of the IMCOP System Architecture 11



3.3 Specialized Services

The third category of IMCOP services has been distinguished according to specific and
very specialized tasks to which they have been designated. In fact, implementation of

Fig. 7. Diagram of interactions occurring between particular IMCOP components.

Fig. 8. The MES service activity diagram.
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these services is based on MEScore library, as in the case of other MES services
described in previous sub-section. They also perform their tasks as the typical MES
services do. However, they are not oriented on content discovery and metadata enhance‐
ment. With regard to their tasks, these specialized services can be categorized as follows:

– IMCOP Manager,
– Data Repository Services (DRS),
– Relations Building Services (RBS),
– Watermark Retrieval and Embedding Services (WRES).

In some sense, the IMCOP Manager is a primary group of IMCOP services. This is
because they control the flow of CMO objects inside the system. They decide also which
MES services, and in which order, participate in a given CMO object processing. The
tCMOs Manager service (shown in Fig. 7) is an exemplary instance of the IMCOP
Manager. In particular, the tCMOs Manager is responsible for receiving tCMOs objects
from clients and then for their management within a framework of tCMOs Queue.

The DRS services are responsible for communication with the Data Repository. They
take over the read, write and search requests directed to the repository and serve them.
The task of the RBS services is to look for and build relations between objects in the
ICMOP system. Relations are built according to descriptive metadata including
keywords and brief texts as well as selected numerical metadata. The latter category of
metadata includes at the moment local feature descriptors and similarity. Local feature
descriptors are used to relate objects with regard to its content, e.g. to connect to each
other pictures with Eiffel Tower, trees, the same models of cars [15], etc. Similarity in
turn, is used to associate objects (images for instance) which are similar in the context
of similarity measure. An exemplary scenario of building relations between objects
according to the similarity measure is depicted in Fig. 9.

IMCOP

DR

Add MOs object

Proccess 
collec on

Similar object 
recognized by the 

RBS services 

MES Cloud

Add rela on-
name: similarity
confidence: 90

Fig. 9. A scenario of building relations according to the similarity measure.
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The last group of Watermark Retrieval and Embedding Services (WRES) is desig‐
nated in turn to embed as well as retrieve metadata which, in general, are hidden in
multimedia data to protect them against forbidden use and manipulation. In this way,
multimedia data, which have been taken for instance from licensed data sources (e.g.
from Getty Images), are protected from being shared with unauthorized client. On the
other hand, they are also protected in this way from being for example cropped or resized
by the IMCOP services when their license doesn’t allow that.

4 System Performance

The IMCOP system has to be capable to serve to a large number of clients. As each
client may request for many multimedia objects of different content forms, scalability
was the major challenge facing the IMCOP designers and developers. Although some
of the algorithms incorporated by IMCOP services, e.g. MES services responsible for
face and object detection and recognition, are computationally highly expensive, the
IMCOP facilities to replicate services and to apply parallel processing in this way ensure
that the IMCOP objectives can be put into practice.

Results of two tests are presented below to confirm that the IMCOP system is scal‐
able. In both cases, the IMCOP system has been examined with regard to the DEEP
platform’s requirements within the framework of typical DEEP magazine preparation.
In general, the IMCOP system has been obligated to receive the client request (e.g. a
DEEP’s Magazine Modeler request in that case), aggregate relevant multimedia data
(MOs) of different content forms (mainly the text, still images and movies) and process
these data to discover their content and enrich related metadata. Next, the aggregated
data have been filtered (according to the noise and blur factors for instance) to return
only quality multimedia data collections and only these ones which are truly relevant.
The remaining data, one by one, as well as a subject related collections of multimedia
data, have been then written to the Data Repository in the form of CMO and tCMOs
objects, respectively. A given actor (or actress), movie and place (e.g. a city) were the
exemplary topics for which the above subject related collections of multimedia content
have been returned. Durations of data aggregation and metadata enrichment stages,
using selected IMCOP services, are presented in Table 1.

In the case of selected DAS services, lengths of time presented in Table 1 are average
durations of getting a single multimedia object within a given topics’ category. In the
case of MES services in turn, these are average durations of processing a single object,
regardless of to which topic it refers. As Table 1 shows, the total time taken by data
aggregation and metadata enrichment operations is less than 50 s.

Durations given in Table 1 refer however to a single client request (for a single actor
for instance). Average durations (in minutes) referred to the case where the IMCOP system
has been forced to respond to many requests submitted simultaneously (precisely, 50
request at the same time for various topics) are presented in turn in Table 2. There have
been however different numbers of instances of each service configured and run in the
system before examination.
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Table 1. The IMCOP system performance with regard to a single client request.

Service task (Service category) Average duration [s]

Aggregate multimedia data from Wikidata (DAS) for given
actors | movies | places

3.87 | 5.96 | 10.53

Aggregate multimedia data from Allocine (DAS) for given
actors | movies | places

3.87 | 5.96 | 10.53

Aggregate multimedia data from Flickr (DAS) for given actors
| movies | places

1.10 | 1.56 | 1.30

Search for a given image in DR (MES) 0.4

Detect if there is a logo on an image (MES) 1.0

Detect faces on an image or video frame (MES) 1.2

Detect and recognize texts on an image or video frame (MES) 1.0

Write data into the data repository (MES) 0.5

Table 2. System performance with regard to different number of instances of IMCOP services.

The number of copies of services Average duration [min]

Only single instances of services have been run 15

Each service has been duplicated before run 9

Each service has been tripled before run 6

Four instances for each service have been run 3

Five instances for each service have been run 1.5

Results presented in Table 2 show that the IMCOP system’s average response time
decreases significantly, when the number of instances of services grows. This confirms
that the service-oriented architecture followed in the IMCOP system is able to match
the above requirements with regard to its performance. The IMCOP system is also able
to match the clients’ needs according to accuracy aspects related to particular MES
services. This latter issue however has not been covered by this paper.

The third reported test has been performed to verify if and how the results presented
in Tables 1 and 2 are dependent on the data transfer rate of the customer line. The test
consisted in aggregation of images (where the medium image size was about 80 kB)
and then writing them directly to the Data Repository in the form of relevant CMO
objects - no MES services have been involved. Times required to complete these tasks
in various transfer rate conditions are presented in Table 3.
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Table 3. Times required to fulfill the third test scenario in various transfer rate conditions.

Network type and its
bandwidth

Average duration [s] with regard to the
number of collected and stored images

100 500 1000

LAN – 100 Mbps      0.93      0.97      0.91

WAN – 20 Mbps      1.45      1.89      1.76

WAN – 1.5 Mbps 10.50 13.23 11.60

Results obtained during the third examination demonstrate that the network band‐
width has no significant impact on the IMCOP system performance when its range is
from 20 Mbps to 100 Mbps (the main IMCOP components have been designated to
operate in 100 Mbps LAN environment). However, when the data transfer rate of the
customer line is strongly limited (up to 1.5 Mbps for instance), average durations
required to accomplish tasks of the third test rise notably (more than 10 times).

5 Conclusions and Future Work

Overview of the IMCOP system architecture which is an outcome of the second joint
Polish-Israeli R&D project titled “Intelligent Multimedia System for Web and IPTV
Archiving. Digital Analysis and Documentation of Multimedia Content” [1] has been
presented in the paper. IMCOP is a service-oriented architecture, with a huge number
of differentially designated web services, which refers in general to modern vision of
intelligent discovering and sharing the multimedia content using the Internet. In partic‐
ular, the IMCOP system has been designed to aggregate, analyze and interrelate various
multimedia content (represented mainly by text and still images and movies) to finally
make them accessible for external entities (applications, end-users, other systems, etc.)
as a subject related collections of multimedia.

Main advantages of the IMCOP system are listed below:

– versatility – the ICMOP system is capable to respond to various demands requested
by different types of clients, including for instance the DEEP magazines and other
custom-oriented content discovery and metadata enrichment platforms, dynamically
created on-line multimedia presentations for schools, museums or business, etc.,

– flexibility – there is no need to build different IMCOP applications to put into practice
above-mentioned versatility – it is just enough to create another instances of the
ICMOP system with different configurations (only the specialized custom-related
DAS services have to be extra implemented in that case)

– scalability – as shown in Sect. 4, the IMCOP system, due to its facilities to integrate
external services as well as increase (via replication) the number of services being
used, is capable to handle a growing amount of client requests.

Regardless of the above-mentioned IMCOP abilities to replicate services, we are
going to improve the system by applying the true parallel processing model as well as
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by optimizing the core IMCOP services. Field tests with potential end users in order to
indicate any other imperfections of the IMCOP system are also planned.
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Development (NCBR), as a part of the EUREKA Project no. E! II/PL-IL/10/01A/2012.
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Abstract. Over 10 billion hours of video are watched each month on
the Internet, what, together with high definition television broadcast-
ing and the rise in high quality video on demand makes the task of
quality assessment a key one in the global multimedia market nowadays.
Automating quality checking is currently based on finding major audiovi-
sual artifacts. The Monitoring Of Audio Visual quality by key Indicators
(MOAVI) subgroup of the Video Quality Experts Group (VQEG) is an
open collaborative project for developing No-Reference models for mon-
itoring audiovisual service quality. The purpose of this paper is to report
the development of the audiovisual part of this project, which includes
the detection of lip synchronization (also known as lip sync) artifacts.

Keywords: MOAVI · VQEG · Lip sync

1 Introduction

Automating quality checking is currently based on finding major video and audio
artifacts. The Monitoring Of Audio Visual quality by key Indicators (MOAVI)
subgroup of the Video Quality Experts Group (VQEG) is an open collaborative
project for developing No-Reference (NR) models for monitoring audiovisual ser-
vice quality. MOAVI is a complementary, industry-driven alternative to Quality
of Experience (QoE), used as a subjective measure of a viewer’s experiences.

Current NR QoE models, like the reported in related research work [11],
followed the less useful Full-Reference (FR) models (e.g. [4]), address measuring
quality of networked multimedia, using objective parametric models. Still, these
models might have slight problems in predicting overall audiovisual QoE. MOAVI
can be used alternatively to automatically measure audiovisual quality by using
simple indicators of perceived degradation.

The goal of the project is to develop a set of key indicators (including blocki-
ness, blur, freeze/jerkiness effects, block missing errors, slice video stripe errors,
aspect ratio problems, field order problems, interlace, lip synchronization, also
known as lip sync, mute, and clipping [2]) describing service quality in general
c© Springer International Publishing Switzerland 2015
A. Dziech et al. (Eds.): MCSS 2015, CCIS 566, pp. 18–33, 2015.
DOI: 10.1007/978-3-319-26404-2 2
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(the list is not closed, but the major artifacts are presented), and to select sub-
sets for each potential application. Therefore, the MOAVI project concentrates
on models based on key indicators contrary to models predicting overall quality.

The video signal needs some signal processing to be performed on. Quality
checking can be conducted before, during, and/or after the encoding process.
However, in MOAVI, no Mean Opinion Score (MOS) is provided. A binary indi-
cator for each artifact is provided instead showing its presence or absence.

Figure 1 shows the concept of MOAVI. The audio or video stream (only video
for video artifacts, only audio for audio artifacts, and both of them together if
the artifact is an audiovisual one) is the input to the system. The metric of
each artifact is used to determine the level of impairment that the media to
be analyzed suffers. These results are converted into binary indicators using a
threshold that would determine if the artifact is in a noticeable level in the video
or if it is not. In that way, MOAVI obtains a key indicator for each artifact.

Fig. 1. Concept of monitoring of audiovisual quality

This paper is organized as follows. Section 2 describes measuring the key
audiovisual indicator – presence of lip sync. Section 3 presents the video database
for the assessment of the metrics. Sections 4–6 describe the algorithms and the
obtained results. Section 7 concludes the paper and summarizes the results.

2 Measuring Lip Sync Artifact

In the present research the process followed for the detection of audiovisual
artifacts is exposed. Therefore, this paper includes the description of both the
algorithm, implementation and results of three different metrics. These metrics
were developed to indicate the presence or the absence of the most frequent
audiovisual problem affecting an audiovisual signal, which is lip sync problem.

Lip sync is a key parameter in interactive communication. In the case of video
conferencing, streaming and television broadcasting, the uneven delay between
audio and video should remain below certain thresholds, recommended by several
standardization bodies. However, further research has shown that the thresholds
can be relaxed, depending on the targeted application and use case [9].
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In multimedia systems, synchronization is needed to ensure a temporal order-
ing of events. For single data streams, a stream consists of consecutive Logical
Data Units (LDU). In the case of an audio stream, LDU are individual samples
or blocks of samples transferred together from a source to one or more sinks.
Similarly with video, one LDU may typically correspond to a single video frame
and consecutive LDU – to a series of frames. These have to be presented at
the sink with the same temporal relationship as they were captured giving so
called “intra-stream”. The temporal ordering must also be applied to related
data streams, where one of the more common relationships is the simultane-
ous playback of audio and video with lip sync. Both media must be “in sync”,
otherwise the result will not be adjudged as satisfactory.

In general, “inter-stream” synchronization involves relationships between all
kinds of media including pointers, graphics, images, animation, text, audio and
video. In the following discussion, “synchronization” always refers to “inter-
stream” synchronization between video and audio.

Some facts about the problem of lack of lip sync:

– The most common origin for lip sync artifact is the jitter produced in the
transmission stage.

– Different languages make no big difference in the task of synchronizing media.
– Different languages make no big difference in the task of detecting lip sync

artifact, both for human perception and for automatic detection.
– In [10] it is also stated that professional video editors and TV-related technical

personnel showed a smaller level of skew tolerance. When they detected an
error they could correctly state if audio is ahead of or behind video.

– Watermarks or fingerprints embedded in audio signal have been used in broad-
casts to avoid this problem. However this fingerprints are not suitable for
multimedia streaming through the internet.

Regarding detection thresholds, [9] refers to the large amount of different ones
that authors have determined. Some authors and research groups have concluded
that audio may be played up to 305 ms ahead of video and conversely video
displayed up to 190 ms ahead of the audio. Both temporal skews are noticed,
but can be accepted by the user without any significant loss of effect. Some
authors however report a tolerance of only 4–16 ms to be acceptable.

Figure 2 shows a graphical representation of the different audio/video delay
and lip sync thresholds of detectability as identified by several standard bodies
and already conducted research by independent studies. The thresholds used
for the metric of lip sync artifact in MOAVI are set to 100 ms when audio is
delayed with respect to video and 140 ms when video is delayed versus audio.
These thresholds are based on the research work we refer here [10].

3 Video Database for Assessment of Metrics

The development of experiments with the objective of analyzing the behavior
and measuring the accuracy of the different metrics in this section requires the
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Fig. 2. Different audio/video delay and lip sync thresholds of detectability

storage of a small database of videos and some key information about them. It
is a set of 15 video sequences with lengths between 13 and 37 s, coming from
all kinds of media. The videos are all taken from frontal view, although some
of them include several frames in which there is a profile view. Usually only the
face and the shoulders are visible. Finally, only one person is seen and listened
to in each video.

Some of the sources of videos are TV news shows, others come from inter-
views. A small group of them are videos uploaded directly to the internet.

Table 1. Characteristics of the video database for the assessment of the metrics

Video Length (s) View Visible Movement

ABERCROMBIE 19,8 FRONTAL HALF BODY MEDIUM

ANGIE 21,6 FRONTAL SHOULDERS LOW

AYALA 13,9 FRONTAL SHOULDERS LOW

BECKHAM 18,2 FRONTAL SHOULDERS LOW

DICAPRIO 18,3 FRONTAL HALF BODY HIGH

FOXNEWS 14,3 FRONTAL SHOULDERS LOW

GOOGLE 27,7 FRONTAL SHOULDERS LOW

HAYS 25,4 FRONTAL SHOULDERS MEDIUM

LARRYPAGE 24,4 FRONTAL HEAD LOW

LISA 26,2 FRONTAL HEAD MEDIUM

MORRIS 24,1 FRONTAL SHOULDERS LOW

RESUME 25,3 FRONTAL SHOULDERS MEDIUM

STOSSEL 22,2 FRONTAL HALF BODY LOW

USAJOBS 17,9 FRONTAL SHOULDERS LOW

USAJOBS2 19,9 FRONTAL SHOULDERS LOW
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The most important characteristics of each of the videos are shown in Table 1.
The audio files extracted from the videos have been stored and analyzed too, in
order to use them for the tests of Voice Activity Detection (VAD).

MOAVI’s indicator for lip sync is based on the lip sync metric that is explained
in the next sections. In the first of the sections, the audio part of the metric is
explained. Signal processing used to implement a VAD algorithm is described in
this first section. In the second section, the part of the metric regarding video
is exposed. The combination of techniques used to detect the movement of the
lips are explained. In the third and last section, the algorithm that compares
the audio and visual information between each other is described. Every section
includes a results subsection and a further research subsection too that will
complete the approach to the method developed to detect the delay between a
visual media and an audio media.

4 Voice Activity Detector

Developing an indicator that analyzes if the audio and the video is synchronized
is a challenging goal. Nevertheless, if the process is divided into small parts, it
is simplified. Therefore, the first algorithm to develop is a VAD.

4.1 Algorithm

In lip sync, processing the signal in utterances consisting of speech, silence,
and other background noise is needed. The detection of the presence of speech
embedded in various types of non-speech events and background noise is called
endpoint detection, voice detection, or VAD.

The VAD algorithm consists on basically two steps. The algorithm for the
detection of voice is represented in Fig. 3. The two detectors are used comple-
mentarily to obtain better results than applying just one of them.

Fig. 3. Algorithm for the detection of speech instants artifact

The first step is the signal processing leading to detect the endpoints of the
voice in the audio. An algorithm based on [8] was developed in MATLAB.
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The second step is the analysis of the Minimum Energy Density (MED)
feature which is a key distinction between music and similar waveforms and
speech waveforms. The algorithm is described in the related research work [5]
and based on that algorithm, the MATLAB code has been completed.

In [8], a VAD for variable rate speech coding is decomposed into two parts,
a decision rule and a background noise statistic estimator, which are analyzed
separately by applying a statistical model. A robust decision rule is derived
from the generalized likelihood ratio test by assuming that the noise statistics
are known a priori. To estimate the time-varying noise statistics, allowing for
the occasional presence of the speech signal, a novel noise spectrum adaptation
algorithm using the soft decision information of the proposed decision rule is
developed. The algorithm is robust, especially for the time-varying noise.

In [5], MED is used in discrimination of audio signals between speech and
music. This method is based on the analysis of local energy for local subsequences
of audio signals. The subsequences in the proposed method will be the ones in
which voice activity has been detected in the first detector. An elementary analy-
sis of the probability density for the power distribution in these subsequences
is an effective tool supporting the decision making. It is very intuitive to try
to discriminate speech and music based on shape of signal’s energy envelope.
As Fig. 4 shows, speech signal has characteristic high and low amplitude parts,

Fig. 4. Comparison between a music waveform (up) and a speech waveform (down)
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which represent voiced and unvoiced speech, respectively. On the other hand,
the envelope of music signal is more steady. Moreover, it’s known that speech
has a characteristic 4 Hz energy modulation, which matches the syllabic rate.

Considering these characteristics, a decision is taken to discriminate between
speech and music subsequences using for that issue the probability density func-
tion of short time frame energy inside some time window, which we refer to as a
normalization window. The window has to be long enough to capture the nature
of the signal. The value of the length of the window chosen is 200 ms, when the
subsequence of speech after the first discriminator is longer than that value.

As it has been explained, these two algorithms work together to make the
resulting combination more robust and to improve the accuracy of the metric in
order to provide a better information which will be later compared with infor-
mation coming from video, and finally will provide a lip sync artifact indicator.

4.2 Results

Regarding the results of the developed VAD for MOAVI, the output of the
metric would be like the one presented in Fig. 5. As it can be seen, the metric
provides an accurate classification of samples. Every subsequence of 50 ms is

Fig. 5. Example of detection of voice
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classified into two different values: voiced (1) or unvoiced (0). Thus, a binary
vector is constructed to be compared with the information coming for video
about endpoints of speech. The final goal would be the calculation of the delay
that one of the signals may have with respect to the other. The binary vector
coming from the VAD metric described above is stored.

These results have been compared with the ground truth prepared by lis-
tening to the 15 audio files and developing a small database for each sound in
which every instant is classified between voiced or unvoiced with a precision of
50 ms. Table 2 shows the Hamming distance, the precision, the accuracy and the
F1 metric for each of the video files stored.

Table 2. Accuracy results of the VAD algorithm in each video from the database

Audio Hamming Distance Precision Accuracy F1 Metric

ABERCROMBIE 4 0.98 0.98 0.99

ANGIE 33 0.82 0.85 0.90

AYALA 14 0.96 0.90 0.94

BECKHAM 28 0.91 0.85 0.91

DICAPRIO 24 0.96 0.87 0.92

FOXNEWS 6 0.96 0.96 0.98

GOOGLE 32 1.00 0.88 0.93

HAYS 14 0.97 0.94 0.97

LARRYPAGE 22 0.95 0.91 0.95

LISA 15 0.94 0.94 0.97

MORRIS 4 0.98 0.98 0.99

RESUME 22 0.94 0.91 0.95

STOSSEL 8 0.99 0.96 0.98

USAJOBS 16 0.96 0.91 0.94

USAJOBS2 7 0.97 0.97 0.98

Table 3 shows the same parameters describing the performance of the metric
as the Table 2, but this time the data shows the results for all the videos together.
It has to be highlighted that the VAD algorithm has an accuracy of 92.17 %
and an F1 metric of 95.47 % regarding the measurements made based on the
database.

Table 3. Accuracy results of the VAD algorithm in the whole video database

Total Frames Hamming Distance Precision Accuracy F1 Metric

3182 249 0.95 0.92 0.95



26 I.B. Fernández and M. Leszczuk

5 Lip Activity Detector

This section exposes the sub-metric of the lip sync metric based on video analysis.
The combination of techniques detecting the frames with lip motion is explained.

5.1 Algorithm

In this research the video metrics are developed in OpenCV, a cross-platform
library of programming functions mainly aimed at real-time computer vision.

The reason to use an OpenCV implementation is the easy and fast imple-
mentation, the fast execution of high level metrics based on optimization for
multi-core systems and the advance vision research by providing not only open
but also optimized code for basic vision infrastructure.

The algorithm to track and detect lips activity in this environment is explained
in Fig. 6. It can be observed that for every frame, the algorithm classifies it into
two different groups, e.g. frames in which the lips are moving and frames in
which they are not. The block diagram represents the following algorithm:

– From the video file to analyze, the next frame is read. In case it is the first
one, two frames have to be read.

– In that frame, a Haar cascade is used for the detection of the mouth region
based on OpenCV implementation of Viola and Jones algorithm for face detec-
tion. The Viola and Jones object detection framework is the first object detec-
tion framework to provide competitive object detection rates in real-time. It
was proposed in 2001 by Viola and Jones [12]. Although it can be trained
to detect a variety of object classes [1,6], like for the mouth region in this
algorithm, it was motivated primarily by the problem of face detection. The
mouth region will be our Region Of Interest (ROI).

– In the ROI of the frame, we measure the motion that has appeared between
the previous frame and the new one. The algorithm for estimating the amount
of motion will be explained in detail in the next figure.

Fig. 6. Algorithm for the detection of lip movement
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– A motion threshold will be compared with the calculated motion to determine
if the output of the metric is lip-active. This threshold has been optimized for
the final output of the metric, which is the audiovisual delay.

– The first of the two frames is released and the last frame read is used to
compare with the next one, until we reach the end of the video file.

Figure 6 describes the algorithm in general. However, the key block for the
detection of lip movement is the one named “motion measure”. Figure 7 explain
in more detail the process carried out to determine the amount of movement
between two frames in the mouth ROI. The algorithm is described here:

– The inputs of the block are two consecutive frames in which the mouth region
has been located.

– The optical flow between them is calculated. The implementation is based on
the algorithm exposed in the related research work carried out by Farneback
[3]. Optical flow estimates the quantity and direction of the motion in every
corresponding point of the two consecutive frames the algorithm receives

– Once the direction and intensity of motion is estimated, the next step is to
discriminate between movement of all the face and movement of the lip region
independently. This has been achieved by the calculation of the edges of the
optical flow output. This stands for knowing the laplacian of the motion field,
and analyzing the borders. If the border is in the mouth ROI, we consider it
as an indicator for the independent movement of the lips.

– The last step is to “count” how much edges of the optical flow have been dis-
covered in the mouth region. The number of these edges is strongly correlated
with the amount of lip motion in the frame.

The whole information coming from the OpenCV metric is loaded into MAT-
LAB in order to process it and continue with the comparison with the informa-
tion coming from the audio part. This means only the video part of the lip sync
algorithm is implemented in OpenCV. Future plans include the full implemen-
tation of the metrics included in this research into C++ and OpenCV.

Fig. 7. Detailed block diagram for motion measure
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5.2 Results

The output of the algorithm for Lip Activity Detection (LAD) should be a binary
vector showing the instants in which the video information analysis provides
evidence of lip movement. This binary vector should be compared with the binary
vector obtained with the VAD algorithm. The comparison will be carried out
using the delay calculation algorithm which will be explained in next section.

Fig. 8. Graphical output of the LAD algorithm

Being a video metric has the advantage of having the possibility of showing
its behavior in an image, something not possible for audio metrics. Figure 8
shows the graphical output for a frame of the LAD metric for MOAVI. It is a
frame coming from one of the audiovisual sequence, named “STOSSEL”, that
is included in the MOAVI database. All elements presented by OpenCV can be
seen in this capture. The green rectangle shows the position of the mouth and
defines the ROI of the frame. The optical flow is calculated and the edges of
its output are drawn in the black and white square on the right. In the middle
of the figure, it can be seen the graphical representation of the output of the
metric.

In this results subsection of the LAD, some graphs of the outputs that the
metrics described above provide are shown. The typical output of the motion
measure block is represented in the upper graph of the Fig. 9. The binary vector
determined from that information is shown in the graph situated under it. This
binary vector, based on the threshold for the amount of motion, indicates which
of the frames are considered active in terms of lip movement.
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Fig. 9. Example of detection of lip activity

6 Delay Calculation

The goal of the previous algorithms, VAD and LAD, was to provide a binary
vector coming from the audio information and another one from the video infor-
mation. In a second step, they have to be compared with each other to obtain
the delay that one of them has with respect with the other. This section explains
the algorithm to carry out this comparison and shows the obtained results.

6.1 Algorithm

Some delay estimation algorithms have been implemented in time-domain. For
example, the primitive but well-known delay estimation based on cross-correlation
method has been tried in this application, without good results. Most advanced
time delay estimation algorithms are implemented in frequency-domain; for
example the generalized cross-correlation method. The problem that comes out
when using frequency domain is the lack of accuracy in the spectral estimation
in case of short signal segments. The delay algorithm needed in this synchroniza-
tion stage will have the goal of estimating the time shift of audio with respect
to video, and it must be possible to be used in short audiovisual sequences like
the ones stored in the database described above.
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Fig. 10. Block diagram for delay estimation

For this reason, the estimation algorithm found in [7] is a time-domain imple-
mentation that satisfies the needs of this application. The proposed information
theoretic delay criterion is used. The basis of the proposed algorithm relays
in a time-domain implementation of the maximum likelihood method. Usually
numerically motivated convergence criteria are used but in the proposed method,
statistically motivated convergence criterion was used instead.

The delay algorithm is outlined in the block diagram (Fig. 10). The imple-
mentation has been done in MATLAB. The first input of the delay estimator is
the binary vector from the VAD. The second input is the binary vector from the
LAD. Both vectors are going to have the same length to compare them and to
adjust which of the possible delays makes maximum the likelihood between the
two signals. The process followed in the present algorithm is described here:

– First, a covariance matrix is constructed based on the possible delays that are
assumed. In this metric, the possible delays were set to ±2 s.

– In a second step, the criterion is build up. The goal is to establish a statistically
motivated convergence criterion to make the decision.

– Finally the maximum of the criterion is calculated. The estimated delay will
be the shift that corresponds to that maximum.

One of the problems of this method is that it’s assumed that the audio
activity and the video activity are perfectly synchronized. It’s supposed that
when a person is talking and the lips are visible, the viewer can see the lips
moving only when some sound can be heard.

Obviously, this is not an accurate approach. The first example of lack of
audiovisual speech correlation can be the noisy, unvoiced motion of the lips,
such as smiling, or wetting lips, which are impossible to discriminate using this
algorithm, although some differences are accepted and still the estimated delay
will be accurate. There is luckily another example of the problems that can
be easily corrected. That is the lack of complete synchronization between lip
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activity and voice activity even when the lip sync artifact has not occurred. It
can be observed that lip activity usually starts around 300 ms in average before
the voice activity starts to be perceived. This is a stationary delay that can
be perfectly corrected just by taking into account this 300 ms in the estimated
delay. In the next section, the results show this artificially added gap.

6.2 Results

As it can be seen in the other results sections of the lip sync indicator, the
accuracy of the previous metrics is quite high. There are some specific situations
in which the VAD method is not able to perfectly discriminate between human
speech and other sounds, and the same happens in a few situation in the case of
LAD method with lip motion for speaking and other kinds of lip motion.

In these circumstances, it is obvious that the two binary vectors used as
inputs for the Delay Estimation Algorithm are not going to be active (value =
1) in the same instants, even if no delay is introduced. This is the reason why
the goal of detecting Lip Sync artifact is challenging. On the other hand, this is
the reason why an advanced delay estimation algorithm is used and the results
of estimating the delay with this algorithm are presented in this subsection.

It is important to understand that, being the Delay Estimation Block the
last of the stages for the Lip Sync Artifact Key Indicator Determination, the
output of this block is going to be the Key Indicator. Therefore, if the estimated
delay is over the thresholds that were determined in previous sections (140 ms),
the determined Lip Sync Artifact Key Indicator will be active.

Delays of 0, 300, 500 and 800 ms are artificially introduced to analyze the
delays that the metric determines. The absolute error is also calculated. An
average gap of 154.8 ms is calculated for the 60 estimations carried out for the
experiment. Moreover, in 80 % of the test audiovisual sequences, the binary key
indicator is correct. Thus, in the 80 % of the times, this key indicator determines
correctly not only if the lip sync artifact is present and the threshold is overcame
if the audio is delayed with respect to the video or vice versa.

7 Limitations and Future Research

As limitations, we can list a few main aspects that would be important to improve
as further research.

With respect to VAD, some sounds that should not be detected as speech
because they appear without any correlation with video information are actually
detected as voice active. Examples of this sounds could be speakers that are not
visible in the scene (more and more frequent in today’s films), background music
with voice are not detectable. Further research will include audio signal process-
ing in terms of speaker recognition to discriminate between different speakers.

With respect to LAD, some noisy lip movement that should not be detected
as speech because they appear without any correlation with audio informa-
tion are actually detected as lip active. Examples of this lip movements could
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be people smiling or wetting lips, which are impossible to discriminate using
this algorithm. Further research will include video signal processing in terms of
speaker recognition to discriminate between different people in the scene.

With respect to Delay Estimator, further research will expect to be capable
of detecting both senses of delays, not only audio delayed with respect to video.
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Abstract. Elliptic Curve Cryptography (ECC) has attractive advan-
tages compared to other public-key cryptosystems that motivated cryp-
tographers for using it. ECC offers equal security for a smaller key sizes,
thereby reducing processing overhead, making it ideal for small devices,
key agreement protocols and digital signature applications. Images are
data types that occasionally include secret information, such as faces,
places and signatures. Encryption scheme is a technique to protect
images secrecy by encrypting them before transmission over public net-
works and unsecured channels. In this paper, we proposed an image
encryption scheme which is based on computational operations (Add,
Double, Multiply) on points that lie on a predefined elliptic curve (EC).
For any ECC-based encryption scheme, converting a message (image
pixel) to a coordinate on an affine curve is a mandatory prerequisite. The
proposed image encryption scheme utilizes, both, the Koblitz’s encoding
method and the novel proposed mapping method to convert pixels of a
plainimage into coordinates of the predefined EC-points. Then, addition
of the resulting points with the points resulting from the Chaos-Driven
Elliptic Curve Pseudo-random Number Generator (C-D ECPRNG) is
considered for completion of the image encryption process. Discussing
Koblitz’s encoding method, creating the mapping table, the converting
process and the encryption itself are given in detail along with their
implementation. Finally, drawing EC-points is done to show changes in
the distribution of points in each case.

Keywords: Elliptic curve cryptography · Image encryption · Encoding ·
Random number generator · Chaotic maps

1 Introduction

Cryptography is a practical means for protecting private and sensitive informa-
tion. Elliptic curve cryptography (ECC) is a public-key cryptosystem first intro-
duced in 1985 by Miller [1] and Koblitz [2]. Since then, many researchers tried
c© Springer International Publishing Switzerland 2015
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to employ ECC on different data types and improve it’s efficiency by proposing
various encryption techniques. The most attractive advantage that motivated
cryptographers to use ECC was the well suitability of it in the constrained envi-
ronments where processing power, storage, bandwidth or power consumption is
of primary interest [3]. These characteristics of ECC motivated us to study the
potential of using it for image encryption discipline.

Images are those data types that widely used in various areas such as science,
engineering, medical, military, art, advertising, education as well as training. The
fundamental issue of protecting the confidentiality, integrity as well as authen-
ticity of images through various communication entities has become a major
concern especially with the increasing use of digital techniques for transmitting
and storing these images. Image encryption is the process of remodeling the
plainimage into an incomprehensible one named the cipherimage. In the recent
years, various image encryption schemes have been proposed and widely used by
several researchers to overcome image encryption problems [4–7]. In this paper,
we first encode image pixels by Koblitz’s encoding method or using the proposed
mapping method to convert the plainimage pixels into coordinates of EC-points
before doing the image encryption itself.

Several pseudo-random number generators (PRNG) have been proposed
which are using the form of elliptic curves. Since [8] methods, different
approaches for extracting pseudo-randomness from elliptic curves have been pro-
posed such as [9–12]. The key sequence generators used in this paper is based
on the Chaos-Driven Elliptic Curve Pseudo-random Number Generator (C-D
ECPRNG) which uses the Linear Congruential Generator on EC (EC-LCG)
presented in [13] with modulation by chaotic maps. The C-D ECPRNG con-
structions increases randomness of the sequence generated and makes its period
(theoretically) infinite since it combines positive properties of both ECPRNG
and Chaotic Pseudo-random Number Generators (CPRNG) as discussed in [14].

In this paper, we propose a secure image encryption scheme using EC-
points addition applied after the encoding process of the image pixels was done.
The encoding (converting image pixel to a point) are done firstly by using the
Koblitz’s method or the proposed new mapping method. Then, the new encryp-
tion scheme completed by addition of the resulting EC-points from the encoding
operation with the EC-points resulting from the C-D ECPRNG. The decryption
process is done by firstly subtract (inverse addition) the resulting EC-points from
the encryption scheme with the EC-points resulting from the C-D ECPRNG.
Then, the decoding (converting a point to image pixel) of the resulting EC-points
from the decryption process are accomplished by using the Koblitz’s method or
the proposed new mapping method to obtain the plainimage pixels. The simu-
lation analysis demonstrated that the proposed scheme has large key space and
can satisfy the performance requirements for the confidentiality of digital images.

The rest of the paper is organized as follows: In Sect. 2, we presented prelim-
inaries about some related works. Also the description of EC over finite prime
field, CPRNG and the C-D ECPRNG constructions, as well as the Koblitz’s
method for encoding messages are discussed. The proposed schemes for image
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encryption and decryption are discussed in Sect. 3. In Sect. 4, we discussed the
proposed schemes related results while conclusions are given in Sect. 5.

2 Preliminaries

The cryptographic key is a crucial part in most cryptosystems. No matter how
strong and how well designed the encryption algorithm might be, if the key is
poorly chosen or the key space is too small, the cryptosystem will be easily bro-
ken. Due to this principle, additive elliptic curve method modulated by chaotic
maps are chosen as a key stream generator because of their properties and easy
implementation. In this paper we assume that the elliptic curve E is defined over
a finite field Fp of prime order p which is represented by the elements of the set
[0, 1, ..., p − 1].

2.1 Related Works

Recently, several attempts for using ECC in image encryption has been pro-
posed in literature. In [15,16], ECC was used only to encrypt the secret key
that was used to encrypt images. The image encryption itself was done using
permutation and diffusion [15] or code computing [16]. An image encryption
scheme using ECC has been proposed in [17] in which every plainimage pixel
is transformed into EC point with (Xm, Ym) coordinates. In [18] proposed an
EC-based key generation based on combination of linear feedback shift register
(LFSR) and cyclic EC over a finite prime field. A new mapping method was
introduced in [19] to convert a pixel’s value to a point on an affine EC using a
map table. A new scheme for image encryption based on a cyclic EC and gener-
alized chaotic logistic map has been presented in [20]. In [21], additive and affine
encryption schemes using six schemes of key sequences obtained from random
EC-points were designed and investigated. Two ECC-based encryption algo-
rithms: selective encryption of the quantised discrete cosine transform (DCT)
coefficients and perceptual encryption based on selective bit-plane encryption
have been presented in [22]. A secure image encryption scheme using additive
EC and chaotic switching mode have been proposed in [23].

2.2 Elliptic Curve over Finite Prime Field

Let E be an elliptic curve over Fp, p > 3, given by an affine Weierstrass equation
of the form

E : y2 = x3 + ax + b, (1)

where a and b are coefficients belonging to Fp such that 4a3 + 27b2 �= 0 (this
last condition ensures that E has no singular point over Fp). The set E(Fp) of
Fp-rational points is simply defined as

E(Fp) = {O} ∪ {P = (x, y);x, y ∈ Fp; y2 = x3 + ax + b}, (2)
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where O represents the point at infinity. Such an elliptic curve E admits an
addition law. Equipped with this addition law, E(Fp) becomes a finite abelian
group, where O is the neutral element.

To encrypt a message, Alice and Bob pick an elliptic curve E and select an
affine point G ∈ E(Fp). Plaintext m is encoded into a point Pm. Alice choose
a random prime integer x and Bob choose a random prime integer y. Alice and
Bob’s private keys are x and y respectively. To generate the public key, Alice
computes PA = [x]G and Bob computes PB = [y]G. To encrypt a message point
Pm for Bob, Alice chooses another random integer k and computes the encrypted
message PC using Bob’s public key PB . Then, PC is a pair of points given by
the following equation:

PC = [([k]G), (Pm + [k]PB)]. (3)

Alice sends the encrypted message PC to Bob. Bob receives the ciphered
message and multiplying his private key, y, with [k]G and subtract it from the
second point in the encrypted message to compute Pm. The result is the plaintext
message m indicated by the following equation:

Pm = [(Pm + [k]PB) − ([yk]G)]. (4)

Points addition and points doubling are the basic EC operations. Assume
that P1 = (x1, y1) and P2 = (x2, y2) are two points of E, then their sum which
is P3 = (x3, y3) can be obtained as follows:

P3 = P1 + P2 =

{
O if P1 = −P2

(x3, y3) if P1 �= −P2

where (in the latter case) {
x3 = λ2 − x1 − x2

y3 = (x1 − x3)λ − y1

with

λ =

{
y2−y1
x2−x1

if x1 �= x2

3x2
1+a
2y1

if x1 = x2 and y1 �= 0

It turns out that point P3 belongs to the curve E, and even is an element
of E(Fp) if both P1 and P2 are. Recall that the computations of the algebraic
quantities above are done (mod p) at each step in practice.

Using this addition law, one can compute, like in any abelian group, any
multiple [k]G for any G ∈ E(Fp) and any integer k, as follows:
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[k]G =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

G + ... + G︸ ︷︷ ︸
k times

if k ≥ 1

O if k = 0
(−G) + ... + (−G)︸ ︷︷ ︸

k times

if k ≤ −1

Therefore, multiplication on EC requires a scalar multiplication operation
[k]G, defined for a point G = (x, y) on EC and a positive integer k as k times
addition of G to itself. This scalar multiplication can be done by a series of addi-
tion and doubling operations of G. The strength of an ECC-based cryptosystem
depends on the difficulty of finding the number k of times G is added to itself
to get [k]G (PA). This reverse operation is known as the Elliptic Curve Dis-
crete Logarithm Problem (ECDLP) and is considered the core hardness of ECC
[24,25].

2.3 Chaotic Pseudo-Random Number Generator

Assume that μ is a normalized invariant measure of a dynamical system, equiv-
alent to a Lebesgue measure. The idea of construction of CPRNG is to divide
the dynamical system state space S, μ (S) = 1, into two disjoint parts: S0 cor-
responds to bit 0, S1 to bit 1 such that μ (S0) = μ (S1) = 1/2. To obtain a
pseudo-random sequence of bits we observe the iterations of the system gov-
erned by a measurable map (Φ : S → S) starting from an initial point s ⊆ S
and as a result of these iterations we obtain the infinite sequence of generated
bits. Moreover, theoretically the period of such a CPRNG is infinite, since it is
iterated over the infinite state space S [26].

In practical applications for constructing CPRNG we assume that S = [0, 1]
is the interval, S0 = [0 , 0.5] , S1 = (0.5 , 1] are two subsets of the measure
equal 0.5 and Φ : [0, 1] → [0, 1] is a chaotic map with positive Lyapunov
exponent λ. Such generators have good statistical properties under certain con-
ditions [27]. In this paper, we consider chaotic dynamical system governed by
the Logistic map [28] to generate the binary sequences defined as:

si+1 = Φ (si) = 4 · si (1 − si), i = 0, 1, 2, ... (5)

for the state space S = [0, 1] and S0 = [0, 0.5], S1 = (0.5, 1].

2.4 Chaos-Driven Elliptic Curve Pseudo-Random Number
Generator

For a given point G ∈ E (Fp), the C-D ECPRNG is defined as the following
sequences generated by additive EC-points operation:

Ui = [i(1 + bi)]G ⊕ U0 =
{

[i]G ⊕ U0 if bi = 0
[2i]G ⊕ U0 if bi = 1 , i = 1, 2, ... (6)
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where U0 ∈ E(Fp) is the “initial value” and bi is the random bits generated by
the chaotic Logistic map Φ

bi =
{

0 if Φi(s) ∈ S0

1 if Φi(s) ∈ S1
, i = 1, 2, ... (7)

Using EC-points stream sequence Ui resulted from C-D ECPRNG [14] which
given by equation (6), we can encrypt the encoded image pixels as will described
later.

2.5 Koblitz’s Method for Encoding Messages

The problem of encoding plaintext messages as points on an EC is not as simple
as it was in the conventional case. In particular, there is no known polynomial
time, deterministic algorithm for writing down points on an arbitrary elliptic
curve E (mod p). However, there are fast probabilistic methods for finding points,
and these can be used for encoding messages. Here is one method, due to Koblitz,
described as the following:

Let E : y2 = x3 + ax + b (mod p) be the elliptic curve. The message m
(already represented as a number) will be embedded in the x-coordinate of a
point. However, the probability is only about 1/2 that m3 + am + b is a square
mod p. Therefore, we adjoin a few bits at the end of m and adjust them until
we get a number x such that x3 + ax + b is a square (mod p) [29,30].

In detailed, let K (be a large integer so that a failure rate of 1/2K is accept-
able when trying to encode a message as a point. Assume that m satisfies
(m + 1)K < p. The message m will be represented by a number x = mK + j,
where 0 ≤ j < K. For j = 0, 1, ...,K − 1, compute x3 + ax + b and try to cal-
culate the square root of x3 + ax + b (mod p). If there is a square root y, then
we take the point Pm = (x, y); otherwise, we increment j by one and try again
with the new x. We repeat this until either we find a square root or j = K. If
j ever equals K, then we fail to map a message to a point. Since x3 + ax + b
is a square approximately half of the time, we have about a (1/2K) chance of
failure. In order to recover the message from the point Pm = (x, y) we simply
calculate m by

m = [x/K], (8)

where [x/K] denotes the greatest integer less than or equal to x/K.

Example 1. Let p = 179 and suppose that our elliptic curve is y2 = x3 +2x+7.
If we are satisfied with a failure rate of 1/210, then we may take K = 10. Since
we need mK + K < 179, we need 0 ≤ m ≤ 16. Suppose our message is m = 5.
We consider x of the form mK + j = 50 + j. The possible choices for x are
50, 51, ..., 59. For x = 51 we get x3 + 2x + 7 ≡ 121 (mod 179), and 112 ≡ 121
(mod 179). Thus, we represent the message m = 5 by the point Pm = (51, 11).
The message m can be recovered by m = [51/10] = 5.
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3 Proposed Image Encryption Scheme

The generated EC-points sequence named C-D ECPRNG discussed in Sect. 2.4
along with the two encoded methods presented here can be used for image
encryption process. The two encoded methods for image encryption process using
various EC-points sequences are designed and implemented as well as image
encrypted is done. As every image consists of pixels, the proposed schemes used
256 × 256 grayscale Lena image in which each pixel has a 8-bit value of between
0 and 255. The proposed schemes are also applicable to color images in which
each pixel represented by 3 octet values indicate the Red, Green and Blue (RGB)
with changing the size of p value of the elliptic curve E to represent all image
pixel values.

3.1 Koblitz’s Method Implementation for Image Pixels Encryption

In Koblitz’s method mentioned in Sect. 2.5, for encoding image pixels (each pixel
has an 8-bit value of between 0 and 255) the maximum possible value for m is
255. Suppose that value of K = 40. Now the minimum value of x is mK +K < p
(i.e. x = 255 ∗ 40 + 40 < 10240) to represent all pixel values. To get a point on
the curve whose x-coordinate is above 10240, we need to select an elliptic curve
E with p value not less than 10240. From this, it is clear that depending on the
value of K, the curve parameters can be selected. So we consider the following
curve parameters for our experiment:

E : y2 = x3 + x + 4 (9)
over F10247, where the order of E is N = #E(Fp) = 10262.

In Table 1 are presented results of Koblitz’s encoding method for Lena image
pixels. The first column represent image pixel values as m = 0, ..., 255 and the
second column shows how x values are encoded according to x = m ∗ 40 + j
with 0 ≤ j < 40. In the third column, the EC encoded points are resulted
for all image pixels values with successful iteration of j. To encrypt the EC
encoded points resulted from Table 1, we utilize EC-points sequence generated
from C-D ECPRNG mentioned in Sect. 2.4. In this case, we choose generator
point G = (501, 146) and initial value U0 = (8, 2419) belong to E defined in (9)
and the random bits bi generated from the Logistic map defined in Sect. 2.3 with
an initial value s0 = 0.6701.

In Table 2 are shown how the encryption process works and the EC encrypted
points obtained. Rows (1,2) represent pixel indexes and the corresponding
pixel values respectively. Rows (3,4) represent EC encoded points resulted
from Table 1 and EC-points resulted from C-D ECPRNG respectively. The EC
encrypted points are presented in row (5).

3.2 The Mapping Method Implementation for Image Pixels
Encryption

To encrypt grayscale image with each pixel has an 8-bit value of between 0 and
255 using ECC, we must encrypt 256 numbers. In this case, each pixel should
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Table 1. Koblitz’s encoding method for Lena image pixels

Pixel value x = mK + j Encoded point

0 x = 0 (0, 2)

1 x = 40 (40, 5123)

2 x = 80 (80, 3342)

3 x = 120 (120, 3144)

4 x = 162 (162, 1756)

5 x = 200 (200, 2792)

6 x = 241 (241, 4485)

...
...

...

255 x = 10202 (10202, 5030)

Table 2. Encryption for Lena image pixels encoded by Koblitz’s method

Pixel index 1 2 3 · · · 256 × 256

Pixel Value 136 136 136 · · · 71

Encoded Point (5440, 2256) (5440, 2256) (5440, 2256) · · · (2842, 2152)

C-D ECPRNG (9584, 8114) (5592, 5499) (9120, 7433) · · · (8384, 4084)

Encrypted Point (1251, 6895) (7732, 9516) (7643, 1698) · · · (7769, 3493)

be considered as a message and mapped to a point on a predefined EC. The
mapping method proposed in this paper is based on a map table. To create this
table, an elliptic curve E with at least 256 points, which is all possible points
on the finite field, is generated first. Then, we find point G of order � equal at
least 257 and as close to 257 as possible on E. The order of point G is �, that
is we have different points G, [2]G, [3]G, ..., [k]G with [�]G = O is infinity point
and k is integer. The row indexes start from 0 and end with 255 where each row
stands for a pixel intensity value as listed in Table 3.

Starting from the first pixel in the plainimage, the corresponding point with
the intensity value in the table is mapped to this pixel and continues to the last
pixel. So, we encode image pixels as points of E assigning all pixels to all points
as the following:

0 =⇒ G, 1 =⇒ [2]G, 2 =⇒ [3]G, 3 =⇒ [4]G, · · · , 255 =⇒ [256]G. (10)

After mapping all pixels to their related points, the next step is to encrypt
these points using the stream of EC-points from our C-D ECPRNG by adding the
mapped points (encoding pixels) with EC-points from C-D ECPRNG. Finally,
we obtain the sequence of EC encrypted points, being iterations of point G. In
our experiment, in order to define the implementation process clearly, we used
the following EC equation:

E : y2 = x3 + 4x + 5 (11)
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over F1013, where the order of E is N = #E(Fp) = 1028. We also select genera-
tor point G = (502, 23) of order � = 257 for our mapping method.

Table 3. Mapping method for Lena image pixels

Pixel value [k]G Mapped point

0 [1]G (502, 23)

1 [2]G (930, 850)

2 [3]G (683, 174)

3 [4]G (681, 281)

4 [5]G (471, 33)

5 [6]G (116, 408)

...
...

...

255 [256]G (502, 990)

In Table 3 are presented results of the mapping method for Lena image pixels.
The first column represent image pixel values as m = 0, ..., 255 and the second
column shows how x values are mapped according to [k]G with k = 1, ..., 256.
In the third column, the EC mapped points are resulted for all image pixels
values with successful iteration of k. To encrypt the EC mapped points resulted
from Table 3, we utilize EC-points sequence generated from C-D ECPRNG. In
this case, we choose the same generator point G = (502, 23) and initial value
U0 = (4, 386) belong to E defined in (11) and the random bits bi generated from
the Logistic map defined in Sect. 2.3 with an initial value s0 = 0.6701.

Table 4 showed how the encryption process works and the EC encrypted
points obtained. Rows (1,2) represent pixel indexes and the corresponding pixel
values respectively. Rows (3,4) represent EC mapped points resulted from Table 3
and EC-points resulted from C-D ECPRNG respectively. The EC encrypted
points are presented in row (5).

Table 4. Encryption for Lena image pixels encoded by mapping method

Pixel index 1 2 3 · · · 256 × 256

Pixel Value 136 136 136 · · · 71

Mapped Point (184, 243) (184, 243) (184, 243) · · · (508, 670)

C-D ECPRNG (220, 766) (97, 873) (111, 407) · · · (898, 14)

Encrypted Point (516, 449) (28, 828) (605, 231) · · · (639, 714)

4 Results and Discussion

It is important to ensure that EC encrypted points obtained in each of the pro-
posed image encryption methods are distributed uniformly on the predefined
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Fig. 1. Resulted EC-points

elliptic curves over a finite field of p elements. Figure 1(a – f) show plotting of
the obtained points in each case. The encoded EC-points resulted from Koblitz’s
method are shown in Fig. 1(a) and EC-points resulted from it’s C-D ECPRNG
are shown in Fig. 1(b) while the encrypted EC-points resulted in this case are
shown in Fig. 1(c). In Fig. 1(d), the mapped EC-points resulted from our map-
ping method are shown and the EC-points resulted from it’s C-D ECPRNG are
shown in Fig. 1(e) while the encrypted EC-points resulted in this case are shown
in Fig. 1(f).



44 O. Reyad and Z. Kotulski

It is clear that adding EC-points resulted from C-D ECPRNG in each of the
proposed image encoded methods improves the distribution of EC encrypted
points resulted in each case as shown in Fig. 1(c) and Fig. 1(f) respectively. For
each of them it is shown that the resulting EC-points encrypted sequences have
good uniformity of distribution properties over E.

5 Conclusions

In this paper, we have presented a new scheme for image encryption based on
EC-points addition applied after encoding process of image pixels was done by
two encoding methods. Firstly, Koblitz’s method is used for encoding image pix-
els to EC-points or the mapping method for mapping image pixels to EC-points
as well. Secondly, addition of the resulted EC-points from first step with the EC-
points resulted from the C-D ECPRNG are done to obtain EC-points encrypted
sequences. The decryption process is done vice-versa. The two methods imple-
mentation was done and the encrypted EC-points was obtained. The obtained
EC-points from each step in the proposed image encryption scheme are plotted
demonstrated that the encrypted EC-points are uniformly distributed on the
used elliptic curves.
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Abstract. Collaborative filtering (CF), one of the successful social rec-
ommendation approaches, makes use of history of user preferences in
order to make predictions. Even though this characteristic of Recom-
mender System has attracted many applications, the quality of recom-
mendations is still inclined by the unreliability of user provided data.
In most Recommendation Systems (RS), users are asked to rate items
explicitly or their behavior is monitored to collect their preferences. But
in the real scenario, users may not provide genuine rating for all items of
the data set. A genuine user must be knowing about the highly popular
items of the domain. So the proposed approach assigns lesser popularity
score to users who are not giving good ratings for highly popular items.
Users with a popularity score less than a threshold are identified as noisy
users. The experiments are conducted on real world data sets Movielens
and Jester. The results claim that the proposed approach is effective in
identifying and handling noisy users in the rating database.

Keywords: Collaborative filtering · Popularity · Ranking · Noise

1 Introduction

Recommender Systems [RSs] are software techniques that provide suggestions
to support various decision-making processes, such as what items to buy, what
music to listen or what news to read, etc. [15].

According to [1], RSs are based on one of the two strategies, namely Con-
tent based filtering (CB) and Collaborative filtering (CF). CB creates a profile
for each user or product to characterize its nature. The profiles are used to
associate users with matching products [14]. An alternative to CB is CF which
relies only on past user behavior in the form of previous transactions or prod-
uct ratings [4]. Collaborative filtering analyzes relationships between users and
inter-dependencies among products to identify new user-item associations.

User preferences can be collected in a RS either implicitly or explicitly. In
the implicit approach, user behavior, user actions or consumption patterns are
observed to infer user preferences. On the other hand explicit feedback gets
user preferences in the form of ratings. Even though explicit feedback has some
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practical difficulties like user availability, user’s mood and user’s behavior at
different circumstances, it is commonly used since such feedback is thought to
be reliable [2]. RSs based on explicit user feedback are built under the assumption
that user ratings constitute the ground truth about the users’ likes and dislikes.

Basically noisy ratings are introduced in the system in two ways. First, some
users may provide random values when they are not really interested in rating
items out of boredom. In social network sites the users are interested in playing
tricks and as a result noise is introduced in the system. Second, in case of cold
start problem, in order to have sufficient rating for user and item vectors, the
RS generates random ratings which may result in noise in the system.

Great efforts are being carried out to improve accuracy of predictions, but
little attention has been made to analyze noisy ratings. Moreover noise is due to
the ratings provided by users unintentionally. So identification of its presence in
RS databases becomes a challenging task. It is well understood that prediction
accuracy can also be improved by removing noise in the system.

Trust is a major concern for all online systems and applications [12]. As
large number of users are allowed to contribute their ratings to RSs towards the
preferences of items, accuracy and diversity of predictions would improve a lot
but at the same time it gives room for getting unreliable ratings [12]. Since as user
preferences are collected in an open manner they are still vulnerable to noise. As
CF techniques depend on the data provided by users in the form of tags, reviews
and ratings to infer user preferences, the performance of recommendations is
susceptible to the truthfulness of user contributed data.

The objective of the paper is

• to assign popularity score to users of the database based on their ratings for
popular items

• to identify noisy users and discard them from prediction process in order to
improve the quality of predictions

Since noise is introduced unintentionally in the rating database, they do not
follow any standard pattern. Therefore it is difficult to model noise ratings.
We adopt an approach with an objective to quantify noisiness for each user of
the data set. If a user is not aware of popular items of the domain, then he is
expected to be a noisy user. At the same time if the user knows only the popular
items, then he has no novelty in giving preferences. The popularity score of
the user is computed based on both the above aspects. The user profiles with
popularity score less than a preset threshold are identified as noisy users and they
are discarded from prediction computations. Two real-world recommendation
data sets are used to empirically test the proposed approach of noise removal.
The experimental results show that the proposed method improves quality of
predictions.

The remainder of the paper is organized as follows: Sect. 2 discusses about
neighborhood based CF techniques and Sect. 3 reviews the related work avail-
able in the literature for noise identification and handling in RS. Section 4 dis-
cusses the proposed approach of user noise identification, Sect. 5 discusses about
the experimental evaluations and Sect. 6 gives conclusions and possible future
extensions.
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2 Neighborhood Based CF Techniques

In Collaborative Filtering systems, the prediction is based on a database of past
purchases, or ratings made by the system users [14]. The ratings given by users
for various items are available in the system. Each rating shows how much an
item is liked by a particular user. The task of a CF based recommender system
is to predict how much a user likes an item which is currently unrated. The
most common form of CF is the neighborhood-based approach (also known as k
Nearest Neighbors) [8]. The neighborhood CF techniques can be user based or
item based [7]. These kNN techniques identify items that are likely to be rated
similarly or like-minded people with similar history of rating or purchasing, in
order to predict unknown relationships between users and items. Merits of the
neighborhood-based approach are intuitiveness, sparing the need to train and
tune many parameters, and the ability to easily explain to the user the reasoning
behind a recommendation [3].

Most popularly used neighbourhood method is Item based Collaborative Fil-
tering method [18]. Given a target item, we consider items which share similar
ratings with the target item and use those ratings to predict the unknown rat-
ings of target user. Most commonly used metric for calculating similarity between
items is adjusted cosine similarity and is formulated as

Simi,j =

∑
u∈U(i)∩U(j)(ru,i − r̄u) × (ru,j − r̄u)√∑

u∈U(i)∩U(j)(ru,i − r̄u)2 ×
√∑

u∈U(i)∩U(j)(ru,j − r̄u)2
(1)

where U(i) is the set of users who rated for item i, ru,i is the rating provided by
user u for item i and r̄u is the average rating of user u. Simi,j can be between
-1 and +1. Predictions can be made based on the weighted average of known
ratings as defined in (2)

Pu,i =

∑
j∈S(i) Simi,j × (ru,j)∑

j∈S(i) Simi,j
(2)

where Pu,i is the predicted value of user u and item i and S(i) is the set of top
k similar items of item i.

3 Related Work

In [12], O’Mahony et al. classified noise in social recommender systems into two
categories:

• Malicious noise, noise introduced into the system intentionally by an attacker
to bias the recommendation result

• Natural noise, given by users un-intentionally and can affect recommendation
results
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In spite of large body of existing work to fight against attacks available in
literature for RS, little work is done to identify and handle noisy users. There
are not many references available in the literature for noise identification and
detection. Even though natural noise has significant effect on quality of predic-
tions, it is less researched till now. Identification of natural noise is more difficult
than that of malicious noise as it is generated by different sources. Moreover,
natural noisy user profiles do not match any patterns.

In [12], O’Mahony et al. attempted to determine whether an individual rating
contains natural noise or is noise-free by measuring the consistency between
the observed and predicted rating scores for a test rating. A rating is deemed
to represent noise if the mean absolute error (MAE) is greater than a preset
threshold.

Herlocker et al. [9] discussed about the noise in user ratings in their review of
evaluating methods for RS. [17] projected about the concept of the “magic bar-
rier” which is created by natural variability in ratings. The authors highlighted
the significance of analysing the inherent variability in recommender data sets.

Amatriain et al. [2] proposed an approach to capture user rating consistencies
from multiple trials. It requires users to rate items in multiple trials (e.g., three
times) at different time points, and then measures the rating noise based on the
correlation between different trials. This approach has a practical difficulty like
user unavailability in getting multiple ratings from users for same items.

Bin Li et al. [10], uses the term ’self contradictions’ to mean when a user does
not give preference to items which are highly correlated with the item he has
rated. i.e., when a genuine user rates an item and does not rate items in the close
neighbourhood of that item, then the user is said to make self contradiction with
respect to the item. They proposed an approach to capture self contradictions
which is modeled as quadratic optimization problem with slack variables.

We propose a novel approach to detect noisy users without needing any
additional information. The framework of the proposed approach is shown in
Fig. 1. It includes two steps namely

• Identification of popular items: The proposed approach determines popular
items from the rating database based on random walk approach

• Noisy user detection and removal: Popularity score is assigned to a user based
on the popular items he rated. If a user does not rate highly popular items of
the domain then his popularity score is less and so he is expected to be a noisy
user. Moreover if a user rates only the popular items, then he has no novelty in
rating. So his popularity score is discounted if he rates only the popular items.
The users with popularity score less than a threshold are identified as noisy
users and they are removed from the training set. Remaining user profiles are
used for prediction computations.

4 ItemRank Based User Noise Identification

This section discusses about the proposed approach for noisy user identification
and removal from the data set. The description of the two phases of the framework
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Fig. 1. Proposed framework

namely ‘Identification of Popular Items’ and ‘Noisy User Detection and Removal’
is given below:

4.1 Identification of Popular Items

To detect noisy users, we initially perform ranking of items based on users rat-
ings. The data model for ranking of items is described below.

Definition 1. User-Item Matrix R

If there are m users who have given ratings for n items, then ratings data can
be represented as an m × n matrix with rows representing users and columns
representing items. The matrix is called user-item matrix R. Each element ru,i ∈
R is an ordinal value ranging from Rmin to Rmax. Unrated entries of the matrix
are considered to be zero.

For example Table 1 shows a rating matrix, consisting of ratings provided by
five users for six items.

Let U be the set of users and I be the set of items available in the system.
And let Ui be the set of users who rated for item i and Ui,j , set of users who
co-rated the items i and j.

Ui,j =

{
Ui ∩ Uj : ru,i > 0, ru,j > 0, i �= j, u ∈ U, i ∈ I

∅ : otherwise
(3)

As we have different degree of correlations between users on social network,
there exist different degree of correlations between items. If two items are co-
rated by more number of users with high ratings then the items are considered
to be highly correlated items.
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Table 1. User-Item rating matrix R

Items

I1 I2 I3 I4 I5 I6

U1 0 5 4 4 3 2

U2 0 0 1 0 5 0

U3 5 1 0 2 4 3

U4 0 4 2 0 4 0

U5 2 0 0 5 0 0

Definition 2. Item Correlation Rating Matrix, ICM

ICM is a |I|X|I| correlation rating matrix that records the number of users
who co-rated each pair of items of the rating database R. Each entry of ICM is
formed by Ui,j .

ICM is a symmetric matrix. Ui,j is same as Uj,i but if item i is rated by
many users and item j is rated by less users, then they should be different. So
we normalize ICM into Normalized ICM , NICM . Item Correlation Matrix,
ICM of the given rating matrix R is shown in Table 2.

Table 2. ICM of the rating matrix R

Items

I1 I2 I3 I4 I5 I6

I1 0 1 0 2 1 1

I2 1 0 2 2 3 2

I3 0 2 0 1 3 1

I4 2 2 1 0 2 2

I5 1 3 3 2 0 2

I6 1 2 1 2 2 0

Definition 3. Normalized Item-Item Correlation Matrix, NICM

NICM is a matrix that records relationship between each pair of items as the
ratio of number of users who co-rated them and the number of users who co-rated
other pair of items.

NICM is computed based on the formula

NICMi,j =
ICMi,j∑
j ICMi,j

(4)

NICM is not a symmetric matrix. The sum of the each row of the matrix
is 1. So it can be treated as a stochastic matrix. Normalized Item Correlation
Matrix, NICM of R is shown in Table 3.
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Table 3. NICM of the rating matrix R

Items

I1 I2 I3 I4 I5 I6

I1 0 1/5 0 2/5 1/5 1/5

I2 1/10 0 2/10 2/10 3/10 2/10

I3 0 2/7 0 1/7 3/7 1/7

I4 2/9 2/9 1/9 0 2/9 2/9

I5 1/11 3/11 3/11 2/11 0 2/11

I6 1/8 2/8 1/8 2/8 2/8 0

Normalized correlation between items of the rating database is modeled as a
weighted directed graph called correlation graph. The nodes of the correlation
graph are items and normalized correlation between items are considered as
edges of the graph. The edge weights are the corresponding correlation values.
The correlation graph of NICM is shown in Fig. 2.

The next step is to rank the nodes(items) of the correlation graph based on
a ranking strategy. The ranking strategy proposed here is based on PageRank
algorithm which assigns ranks to nodes based on popularity of web pages(nodes)
in the web graph. Popularity scores assigned to items in the correlation graph
are used for noisy user identification. The vertex ranking algorithm is based on
PageRank [13] algorithm. PageRank is one of the most popularly used algorithm
for ranking nodes in a graph. It is being used in many domains. PageRank value
of a node is proportional to its parent node’s PageRank values, but at the same
time, the score is inversely proportional to its parent node’s out degrees. The
process of calculating PageRank values is modeled as random walks in graph.
Random walks are considered as Markov-chain and the stationary distribution
of a random walker is assigned as PageRank scores of nodes of the graph. The
random walker either follows a random outgoing edge with probability α or
restarts the walk to a random node with probability 1−α. The proposed ranking
strategy follows two rules:

• if an item i is linked by highly ranked items with high weights, then i will also
have high rank and

• an item has to transfer its rank throughout the graph

The PageRank score [13] for node n is defined as

PR(n) = (1 − α)
1

|V | + α
∑

q:(q,e)∈E

PR(q)
O(q)

(5)

where O(q) is the out degree of node q and α is the decay factor. ItemRank value
for a node in is calculated as
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ITEMRANK(in) = (1−α)ITEMRANK(in)+α
∑

ik:(ik,in)∈E

ITEMRANK(ik)
Ow(ik)

(6)
where

Ow(ik) =

∑
im:(ik,im)∈E Wik,im

Wik,in

(7)

that is

Ow(ik) =

∑
im:(ik,im)∈E NICMik,im

NICMik,in

(8)

Fig. 2. Correlation graph of NICM

4.2 Noisy User Detection and Removal

This section provides the detailed description of user noise computation. Items of
data set are ranked based on the item popularity (ItemRank) scores. Items with
popularity score exceeding a preset threshold are considered to be popular items.
It is assumed that all the users (including the new users) are aware of those items
of the domain. So in general if a user does not rate any of the popular items of
the domain then he is considered to be a noisy user. At the same time if a user
rates only the popular items then he has no novelty in his ratings. Therefore the
proposal considers both the above aspects to assign popularity score to users.
User popularity score popularity scoreu is calculated by the formula as given
below

popularity scoreu =
|PIu|
|PI| × log

|Iu|
|PIu| (9)
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where PI is the set of popular items, PIu is the set of popular items rated
by user u and Iu is the set of items rated by user u. The first component of
popularity scoreu is for considering how the user rates popular items, whereas
the second component is for checking whether he rates unpopular items also.
popularity score is higher for users who rated more popular items. At the same
time if he rates only the popular items his popularity score is reduced. In prac-
tice, the user profiles are sorted in the increasing order of popularity score and
remove top n user profiles of the training set (User profiles with less popularity
score) for prediction computations. It is expected that users with less popularity
score are noisy users, so they are discarded from prediction computations.

5 Experimental Evaluations

This section discusses about the Data set, Evaluation Metrics, Effectiveness of
noise handling techniques and Comparison with other noise removal approaches
cited in the literature. In order to prove the effectiveness of the proposed noise
handling approaches Item Based Collaborative Filtering ItemCF [18] is used.
The algorithm makes predictions based on user’s ratings for highly correlated
items of the target item. This technique is discussed in Sect. 2.

5.1 Data Sets and Evaluation Metrics Used

Two real world recommender data sets are used to empirically test the proposed
method. The description of the data sets is given below:

• MovieLens [16], A movie rating dataset comprising of 1,00,000 ratings (rating
scores in [1...5]) given by 943 users for 1682 items.

• Jester, A jokes rating dataset comprising of 73,42,100 ratings (rating scores in
[-10...10]) given by 73421 users for 100 items. The ratings are converted in to
the range [1..5]

From Movielens dataset 900 users and from Jester dataset 4000 user profiles
are randomly selected for performing the experiments. These users are used to
build train and test data sets as mentioned in [19]. That is, from the data set,
randomly select some percentage of items nu to hide for each user. These hidden
items will be the test set and the remaining items are the train set. For each
user we select 60 % of the items to the training set and 40 % to the test set.

In order to measure accuracy of the predictions, two most popularly used
statistical metrics namely, MAE (Mean Absolute Error), RMSE (Root Mean
Square Error) and decision theoretic metric F1 are used. MAE is the average
absolute deviation between predicted rating and actual rating. MAE for a user
u is formulated as given below

MAEu =
∑n

i=1 |pi − ai|
n

(10)
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where pi and ai are the predicted ratings and actual rating of the test user u.
MAE of the entire system is calculated as the average MAE values of all test
users. RMSE computes the square of the difference between predicted and
actual ratings. It emphasizes larger errors compared to MAE measure. RMSE
is defined as

RMSEu =

√∑n
i=1(pi − ai)2

n
(11)

RMSE of the entire system is calculated as the average RMSE values of all
test users. Lower the values of MAE and RMSE, better the prediction quality.
The third measure F1 is a combination of Precision and Recall as given in [7].
Recall and Precision measure the degree to which the system presents relevant
information by computing the portion of both preferred and recommended items
from the total number of preferred and recommended items [19] respectively. F1
is defined as

F1 =
2 ∗ precision ∗ recall

precision + recall
(12)

A relevance threshold = 4 for F1 metric is set. An item is assumed to be relevant
if it exceeds the threshold, otherwise it is assumed to be non-relevant.

5.2 Effectiveness of the Proposal in ItemCF Approach

This section describes about the impact of the proposed technique as a pre-
processing step in prediction computations of ItemCF approach. Parameters
considered here are the threshold for identifying popular items (α) and noisy
users (β). The (α) values of Movielens and Jester are 250 items and 25 respec-
tively. The (β) values of Movielens and Jester are 100 users and 300 users respec-
tively. Parameter values are set based on experiments. In both the data sets less
than 10 % of the users are removed to improve the results. Effectiveness of noisy
user removal is shown in Tables 4 and 5 for Movielens and Jester data sets respec-
tively. Both the tables shows that error in prediction quality namely MAE and
RMSE decreases and accuracy in predictions namely F1 increases when noisy
users are removed from the data set. In both the data sets, ItemCF performs
better when noisy users are removed as per the three metrics. This shows that
the proposed approach is effective in removing noisy users.

Table 4. Effect of noise removal on MovieLens data set for ItemCF

Data Set MAE RMSE F1

Baseline data 0.7723 0.9978 .0578

Noise removed data 0.7574 0.9812 .0629
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Table 5. Effect of noise removal on Jester data set for ItemCF

Data Set MAE RMSE F1

Baseline data 0.7850 0.9810 .0256

Noise removed data 0.7642 0.9645 .0312

5.3 Comparison with Other Techniques

Section 2 presented the approaches available in the literature for noise removal in
Recommender Systems. Specifically the methods proposed by Li et al. [10] [NNMU]
and O’Mahony [12] are used for comparison of results. Further the proposed work
is compared with approaches proposed by [6] [RDMA], and [5] [WDMA], [WDA].
The techniques NNMU, RDMA, WDMA, WDA assigns noise score to users and
rank them based on noise score. Those methods set Topk noisy users and remove
the ratings provided by them from the training set and the original test set. The
predictions for those users in the test set are calculated by global rating bias as
given in [11].

Comparison of various noise handling methods with respect to MAE for
Movielens and Jester data set is shown in Fig. 3. In the figures each method is

Fig. 3. MAE based comparison of Noise handling techniques

Fig. 4. RMSE based comparison of Noise handling techniques
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Fig. 5. F1 based comparison of Noise handling techniques

represented as a bar with the format method-k (RDMA-60, WDA-10 and so on),
where k is the value associated with the highest accuracy of the method [19].

Comparison of various noise handling methods with respect to RMSE on
both datasets is shown in Fig. 4. Figure 5 shows the comparision of various noise
removal approaches for F1 on Movielens and Jester data sets. The above results
shows that the proposed method of noise removal is effective in ItemCF app-
roach with respect to all the three metrics on both the data sets.

6 Conclusion

Trust in social recommendation is becoming a significant topic now-a-days. This
work proposes a novel approach to handle natural noise in Recommender sys-
tems. The success of any noise removal approach should improve accuracy of
predictions. Experimental results show that removal of noisy users results in
better predictions. Noise identification technique proposed here are based on
how a user provides preferences for popular items in the domain. This approach
identifies noisy users and discards the entire profiles of the noisy users. Future
work in this direction can be to remove only the noisy ratings in user profiles
instead of removing the entire profiles. Another notable research direction is
to improve novelty of the system by removing noisy users. The proposed app-
roach can be examined for other Recommendation approaches namely Matrix
Factorization based techniques.
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Abstract. Unpredictable changes in the problem parameters, especially
when dealing with highly dynamic and complex systems like SCADA,
should be predicted and appropriate strategies prepared accordingly.
However, if the prediction is hard or impossible, one can consider prepar-
ing dedicated plans with dealing with these problems, in order to adapt
the strategies ad-hoc when the problems arise. Such planning under
uncerntainty has already been studied, and applied e.g. in the case of
scheduling problems. The paper discusses SCADA as a problem similar
to scheduling and constructs a system dedicated to prepare ready-to-
use strategies before certain events arise. The solution is implemented in
AgE platform and preliminary results are presented and discussed.

1 Motivation

The distributed nature of SCADA environments often requires the application
of unconventional monitoring and control strategies being able to adapt to unex-
pected changes and situations, especially when their nature is hard to predict,
and . the resiliency of the system and its fault tolerance has to be taken into
consideration. In such environments, the occurrence of the hardware or software
breakdowns should be considered when preparing dedicated plans ready-to-use
for such unexpected problems, so when they occur, a dedicated strategy exists,
that can be further adapted ad-hoc and used to handle the problem.

Unpredictable changes in the problem parameters can be addressed with
approaches defined as planning under uncertainty. The methods assume that a
planner does not have complete knowledge required to calculate a plan or the
knowledge is uncertain. The solutions to this class of problems have to address
an issue of uncertainty modeling [10]. An interesting example of a solution for
mobile robot motion planning is presented in [12]. The planing algorithm handles
sensing and motion uncertainty and optimizes motion plan with the complexity
of O[n6] in a search space of n dimensions. Such methods cannot be applied for
real-time motion planning when a group if independent vehicles is considered.

Planning in dynamic environments is also studied in the case of scheduling
problems, e.g. Job Shop and similar ones, where it is necessary to receive new,
unplanned jobs in certain time periods, and/or deal with potential machinery
breakdowns. Such a procedure was usually called a rolling horizon procedure
c© Springer International Publishing Switzerland 2015
A. Dziech et al. (Eds.): MCSS 2015, CCIS 566, pp. 61–71, 2015.
DOI: 10.1007/978-3-319-26404-2 5
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where a rolling time window is introduced and newly arriving jobs are included
in the prediction window. Based on the predictions, schedules are prepared (sub-
problems of Job-Shop Scheduling Problem (JSSP) [3] are solved) and final sched-
ule is integrated in the current global solutions [4,13]. In these cases, a shifting
bottleneck heuristic is used for scheduling and rescheduling [11]. Such heuristics
are of course very useful, and usually good-enough for the manual solving of
such problems, but in the approach presented here, we would like rather to use
a general-purpose evolutionary algorithms (in particular Evolutionary Multia-
gent System EMAS [2]) to schedule the JSSP, however none of other possible
heuristics are excluded and they may be considered in the future.

The proposed concept of predictive multi-variant planning is based on the
idea of using computational power before the need for particular plan occurs.
Obviously, the characteristics of the problem prevent the planner from predicting
the future state of the system. Therefore, multiple variants of the future have to
be considered and the planner has to prepare variants of plans or a single plan
most suitable in all possible situations. The computation required for preparing
such multi-variant plans can be relatively simply parallelized.

In this paper, an idea of realization of such planning environment to support
SCADA-like systems is shown. After the description of the idea, the similarity of
SCADA environment to scheduling problems is leveraged and a dedicated system
for solving JSSP problem, being here a benchmark, is described. Its realization
based on AgE platform1 is described and first results are presented.

2 The Idea

Agent based systems turned out to be a trustworthy tool for realization of dif-
ferent simulation and computing tasks especially in complex and distributed
environments. They seem to be especially well-suited for applying for dynamic
and unpredictable domain. Agent is located and works inside the environment.
It influences, controls or just monitors the system and at the same time its deci-
sions and actions are influenced by the state of the environment itself. It seems
that agent-based systems can be easily integrated into SCADA, and used for
monitoring, reporting but also for reaction for unexpected events arising in such
systems.

In the proposed approach the agency is considered on two levels:

– Firstly, agents reside in the PLCs distributed over the monitored network and
store all crucial data regarding the system state and efficiency.

– Secondly, agents are the part of the controlling and managing unit and they
are responsible for:
• on-line data analysis,
• predicting and simulating different possible situations including hardware

and software breakdowns,
• preparing a multi-variant system management and optimization strategies.

1 http://age.agh.edu.pl.

http://age.agh.edu.pl
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Fig. 1. The sample schema of energy production and distribution system

To visualize the idea let us imagine an energy production, transmission and
distribution system as presented in Fig. 1. Important here is that the system is
complex, distributed and consists of many cooperating subsystems.

So first, we are able to equip the system with Monitoring Agents (MAg)
implemented for instance as PLC modules installed on every single important
part of the system.

MAgs are responsible for capturing and storing data describing system state
and efficiency. They are using their local data and the Central Monitoring
Database (CMD) as presented in Fig. 2.

On the basis of Monitoring Agents and the data they capture and store we
are able to introduce two crucial modules i.e. Crisis handling and managing
engine and Prediction and variant scenario engine as presented in Fig. 3.

Fig. 2. Monitoring agents
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Fig. 3. Monitoring agents

The main task of the variant scenario engine is:

– predicting and simulating different possible situations including:
• different possible failures i.e. hardware and software breakdowns
• demand / requests peaks and calms

– preparing possible reactions (e.g. rescheduling of the tasks, reducing the
throughput of the system etc.).

In Fig. 4 the complete idea of agent-based monitoring and crisis-handling
system has been presented. As one may see in the proposed approach the agency
is considered on two levels:

– Firstly, agents reside in the PLCs distributed over the monitored network and
store all crucial data regarding the system state and efficiency

– Secondly, agents are the part of the controlling and managing units (i.e. Crisis
handling and managing engine and Prediction and variant scenario engine)

So now, we can imagine the following work-flow of proposed system which is
presented in Fig. 4 i.e.:

– Monitoring agents are capturing data coming from the crucial parts of the
system (and cooperating systems)

– Agents working inside the Prediction and variant scenario engine are con-
stantly predicting possible situations and preparing possible variants of pro-
duction schedule taking the current situation and captured data as the starting
point but considering also different possible failures i.e. hardware and software
breakdowns, demand / requests peaks and calms etc.

– Agents working inside the Managing and crisis handling engine are assigning
upcoming jobs and reacting on any changes in the system. So, when the new
job comes they are selecting the best schedule plan prepared by agents of
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Prediction and variant scenario engine. Also when some failure happen the
are looking for best solution (taking good-enough schedule, rescheduling of
the tasks, reducing the throughput of the system etc.)

– decisions made by agents of Managing and crisis handling engine changes the
situation in the system so agents of Prediction and variant scenario engine
start their predicting and multi-variant optimization tasks taking new data
captured by monitoring agents into account etc.

Fig. 4. Monitoring agents

3 Multi-variant Scheduling

Job-shop scheduling problem (JSSP) [3] consists in search for optimal assignment
of jobs (in particular, the operations that jobs consists of) to particular machines,
of which the machine park consists. The whole strategy of optimization aims at
minimizing of the makespan (computed as the total time of the processing of
all jobs and thus all operations on the available machines). Solving JSSP can
be treated as looking for an optimal control of in such way defined SCADA
system, making an interesting benchmark for the problem of optimal control of
a complex system.

The solving strategy of JSSP are quite easy to implement, but finding exact
solution is very resource and time demanding (as JSSP belongs to NP-hard
problems [8]). Its complexity requires applying of general-purpose metaheuristics
instead of brute-force or deterministic approaches. Evolutionary algorithm (EA)
is an example of such strategy, and can be realized as follows [1]:
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– the jobs (or operations) can be encoded into a genotype using several popular
encodings (e.g. permutational [1], Lehmer [7] or random key [5]), in this work
we are focusing on permutational encoding,

– the mutation operator switches two neighbouring genes in a genotype,
– the one-point crossover operator chooses part of the genotype of one parent,

removes conflicting genes from the genotype of the other parent and attaches
the remaining genes at the end,

– the selection can be defined randomly (we chose the tournament selection [9]),
– the fitness is defined of course as the makespan.

This problem gets even more interesting and complex, when dealing with
dynamic situation. Namely, the jobs can be delivered in specific time moments,
and the system should be able to properly adapt to newly delivered job, for exam-
ple by scheduling anew (or rescheduling of the current operations assignment).
Proper handling of incoming jobs is very important, taking into consideration
the fact, that these jobs can differ from the ones already received before. Thus
the adaptation of the system plays a crucial role in such setting. Moreover, other
problems may arise (e.g. certain machines can become broken). In the literature,
such problems were solved using so called rolling-horizon JSSP rhp1,rhp2.

As rescheduling can take time and lead to unwanted delays in production,
we may prepare ourselves for the changes of the jobs and operations. In such
case we can image a system trying to predict the next-to-come job, or to prepare
itself for possible next-to-come josb or operations, by having at hand different
schedules, ready to be implemented. Thus a multi-variant optimization system
can be defined, consisting of:

– Master dealing with possible variants of the incoming jobs, based on a first
schedule. The agent computers different possible sets of incoming jobs and
delegates the optimization of the new schedules to one of the slaves. Later it
collects the answers (schedules) from the slaves and chooses the best one (by
comparing them to the received jobs).

– Slave realizing the optimization of particular variant of the problem, by run-
ning the above-mentioned evolutionary algorithm. The stopping condition is
strongly dependent on the predicted time of the next incoming jobs, as the
Master must select by this time the best of available schedules in order to
properly reschedule the work.

4 Results

The multi-variant scheduling system has been implemented using PyAge agent-
oriented framework [6]. The framework supported the authors with implemen-
tation of a notion of computing agent that was adapted to create an efficient
implementation of Master and Slave agents. The system consists of one Master
and many slaves agents. Master agent is responsible for exchanging informa-
tion with external world e.g. he receives upcoming jobs and makes the final
decision about assigning tasks to machines. Master agent is also responsible for
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dispatching optimization tasks among Slaves agents. Optimization tasks can be
both: our predicted or real jobs to be optimized and scheduled. In the system
there can be any number of Slaves agents. Theoretically the more Slaves agents
in the system the better chance to match exactly predicted and real jobs – but
the complexity of the system grows at the same time. So, as usually there is the
typical trade-off between exactness and the complexity. Obviously slaves-agents
can be run locally or can be distributed over different workstations–it is realized
by PyAge framework.

When the real job comes–Master agent asks Slaves for their predictions and
scheduling plan. When the prediction was successful and we have ready-to-use
schedule it is taken and Master agent assigns tasks to machines and Slaves-agents
starts next prediction and scheduling task (taking into account last assignments).

If we don’t have exact matching between predicted and real jobs the “good–
enough” matching is taken. If it is not possible (there is neither exact nor good-
enough prediction) Master-agent assigns tasks without optimization or with
ad-hoc scheduling depending on the configuration.

4.1 Simple Verification

The first experiment illustrates the simplest possible case i.e. the situation when
upcoming jobs consist of only short tasks (short task means the task shorter
than predicted).

In such a situation we have many “blank spaces” on machines since the
predicted schedule assumed that the task will be longer (and the machine will
be occupied for a longer time whereas the real task lasted much shorter. In Fig. 5
such a situation is illustrated.

Fig. 5. Sample scheduling when short tasks come
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Fig. 6. Sample scheduling with exact prediction

Intuitively, we feel that occupancy of machines should be much better when
the prediction was successful and the duration of real tasks is close to predicted
ones. The situation is presented in Fig. 6. As one may see, in this case machines
are tightly loaded what means that they are effectively (and optimally) used.

Obviously the problem arises when the real jobs consist of tasks (much) longer
than predicted. In such a situation production plan has to be rescheduled. In the
consequence the task can be moved among machines (according to new schedule)
but there will be probably a long unproductive periods. The situation of this type
is presented in Fig. 7 where task 160 is much longer than predicted, so the plan

Fig. 7. Sample scheduling with exact prediction
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was rescheduled and the task was moved from machine 1 to machine 2 but there
finally there was a pretty long unproductive periods.

4.2 Dependency on the Number of Agents

Interesting aspect to be discussed is the influence of the number of working
agents on the quality of results. The influence depends on the distribution of
tasks duration. When the duration of particular tasks are coherent then smaller
number of working agents are able to predict upcoming jobs and prepare high-
quality schedule. The situation changes when the distribution of tasks’ duration
(the value of σ coefficient) grows. In such a case the higher number of work-
ing agents are required to obtain high-quality prediction (and schedule). Below,
mentioned situation are illustrated experimentally.

a) b)

c)

Fig. 8. Dependency of make-spans obtained on the number of working agents with
distribution of tasks equals to (a) σ = 0.1, (b) σ = 0.3 (c) σ = 0.5

As one may see, the higher is the distribution of tasks’ duration the more
important is the number of (Slave)agents working in the system. When dis-
tribution has been set to 0.1 only 10 agents was absolutely enough to obtain
high-quality results. That is why lines on Fig. 8 are relatively flat. Increasing
the number of working agents from 10 to 20 allows to improve the make-span
by 0.27 % only. Further increasing the number of working agents from 20 to 50
allows to improve the make-span by 0.42 %.
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The situation is slightly different when the distribution of tasks’ duration
grows to 0.3. In this case increasing number of working agents is much more
important and allows to obtain much better results. This time increasing number
of working agents from 1 to 10 allows to obtain make-span improved by 9.18 %,
from 10 to 20 agents improves the make-span by 0.68 %, from 20 to 50 agents
improves make-span by 1.15 %.

The observation is confirmed when distribution is increased to 0.5. This time
increasing the number of working agents form 1 to 10 allows to improve the
make-span by 13.79 %, from 10 to 20 – 0.48 % and from 20 to 50 3.56 %.

5 Conclusions

The distributed nature of SCADA environments often requires the application
of unconventional monitoring and control strategies being able to adapt to unex-
pected changes and situations. In this paper an idea of multi-variant planning
system for SCADA monitoring and preparing the strategies dealing with arising
problems, leveraging agency concept was presented. Moreover, as an example of
SCADA system, scheduling system was presented and used as benchmark. Based
on this use case, the efficiency of the multi-variant planning was evaluated, and
preliminary results showed, that using increased numbers of agents (i.e. having
more ready-to-use plans for ad-hoc application) leads to decreasing of the total
makespan observed in the system. These results will be further used in order
to further explore the scheduling problems use case and to move towards the
evaluation of the real-world data, coming e.g. from smart-grids class systems.
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Abstract. Detecting anomalous data is essential to obtain critical and
actionable information such as intrusions, faults, and system failures. In
this paper an agent-based clustering algorithm to detect anomalies in
a distributed system, is introduced. Each data object, independently of
which source it arrives, is associated with a mobile agent following the
flocking algorithm, a self-organizing bio-inspired computational model.
The agents are randomly disseminated onto a virtual space where they
move in order to form a flock. Thanks to a tailored similarity function the
agents that are associated with similar objects form a flock, whereas the
agents that are associated with objects dissimilar (outliers/anomalies)
to each other do not group in flocks. Preliminarily experimental results
confirm the validity of the proposed approach.

Keywords: Anomaly detection · Multi-agents · Self-organizing ·
Distributed systems

1 Introduction

Outlier/anomaly detection is a fundamental operation to obtain critical and
actionable information such as intrusions, faults, and system failures. So, it is
possible to take actions, such as execute a recovery program or notify an admin-
istrator. Some significant fields and applications are [17]: (i) sensor monitoring
and surveillance, network traffic, Web logs and Web page click streams; (ii) trend
of workload in an e-commerce server, which can help in fine tuning the server
dynamically in order to obtain better performance; (iii) to analyze meteorolog-
ical data, by observing how spatial-meteorological points evolve over time; and
(iv) the evolution of the spread of illnesses, finding how system evolution can
identify sources responsible for the spread of illness. These systems continuously
produce a huge amount of data often as data streams that can change over time.
Achieving systems that can handle the endless flow of data by being incremen-
tal, has been addressed so far. They are fast and clever enough to approximate
results with a fixed level of accuracy, but an important challenge is to detect the
unusual objects in the data stream without storing all data. There are several
methods to detect anomalies, [23] groups outlier detection techniques in into four
c© Springer International Publishing Switzerland 2015
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categories: (i) statistical approaches; (ii) distance-based methods; (iii) profiling
methods; and (iv) model-based approaches.

Clustering-based approaches have also been used to detect outliers either as
an algorithm to individuate points that do not belong to clusters or as clusters
that are significantly smaller than others [21]. Using clustering algorithms to
analyze data stream and detect anomalies in data, has evolved as a new form
of online data analysis where the information in the data tends to change over
time. These algorithms perform cluster analysis of data streams to monitor the
results in real time. The aim of the algorithm is to recognize the evolution and
provide a result that adapts dynamically to the data. The algorithm can examine
data only once, as it arrives, and it must take into account data evolution. It is
necessary to design a mechanism to remember old data, such as compression or
summarize old information. Novel algorithms that are able to produce models of
the data in an online way, are required to analyze the data flow. These algorithms
look at each datum only once and within a limited amount of time. Standard
data analysis algorithms are a useful starting point, but they must be adapted to
work in the stream environment. A possible way to perform data stream analysis
is to execute clustering of data streams able to produce results in real time. The
area is still new and it has many open problems, even though researchers have
successfully tackled many of the issues that are of major concern regarding data-
streams.

In data stream applications, data objects arrive with very high rates, which
means that the analysis must be performed very rapidly and efficiently. In such
applications, data volumes are huge, so it is not always possible to keep all the
data in memory. A sliding window strategy can be used to maintain a percentage
of the data in memory. Sliding windows strategy can be based on two concepts:
(i) a count-based window in which the n most recent objects are maintained,
and (ii) a time-based window in which all objects arriving in the last t time
intervals are stored. Objects maintained during the sliding window are named
active objects. The object that leaves the window is deleted from the collection
of active objects. So, the algorithms must be designed for outlier monitoring,
considering the sliding window. The stream-based algorithms must consider the
memory space required for auxiliary information and the storage consumption
must be as low as possible. Possibly, they should be able to enlarge the sliding
window, to accommodate more objects.

Here a clustering method based on the flocking algorithm to detect anomalies
in distributed systems, is introduced. The approach was already proposed as a
clustering algorithm of data streams in [14]. The agents work together following
the flocking model [8]. The flocking model is a bio-inspired computational model
to simulate a group of entities that mimic a flock of birds. In this model each
entity makes movement decisions without any communication with others. The
agents follow a small number of simple rules based on their neighboring entities
and the obstacles present in the environment. The complex global behavior of
the entire group emerges from the interaction of these simple rules. The flocking
rules are: alignment rule, which gives an agent the capability to align with other
nearby agents contained in its visibility range; separation rule, which gives an
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agent the capacity to maintain an established distance from others nearby. This
prevents agents from crowding too closely together, allowing them to scan a
wider area; and cohesion rule, provides an agent with the ability to approach
and form a group with other agents. Steering for cohesion can be computed by
finding all agents in the local neighborhood and computing the average position
of the nearby agents. In addition to the basic flocking rules, a similarity rule
was introduced. When an agent encounters other agents in its visual radius, it
evaluates the similarity measure and then it decides whether to form the flock
or not. The anomalies/outliers will be represented by: (i) data associated with
agents belonging to flocks whose number of components does not exceed a fixed
threshold and (ii) data associated with agents that do not belong to a flock.
In the following, Sect. 2 discusses a set of related works; Sect. 3 introduces the
flocking algorithm and how it can be exploited to detect anomalies; and finally,
in Sect. 3.1 some experimental results are shown.

2 Related Work

Several approaches have been designed for discovering unusual objects in a set of
data. In [1] an algorithm to find outliers in high-dimensional data, was proposed
by Aggarwal. The approach considers a point as outlier if it is present in some
lower dimensional projection in a local region of irregularly low density. While,
Cutsem and Gath in [7], propose a method based on fuzzy clustering, where
two hypotheses are used to test the absence or presence of outliers. However,
the hypotheses do not account for the possibility of multiple clusters of outliers.
Another clustering-based technique that involves fixed-width clustering with a
fixed radius was proposed in [10]. Researchers have started to analyze data in
large-scale dynamic networks. The aim is to develop techniques that are asyn-
chronous, scalable, and robust when the characteristics of the network change.
For example, in [18], an asynchronous, deterministic technique for computing
an average over a large, dynamic network was developed, while Boyd et al. [3]
and Kempe et al. [16] introduced a gossip-based randomized algorithms. In [15] a
decentralization method in which the nodes of the network make decisions about
communication and processing of the data, was proposed. In this approach, the
node/sensors only send information to the leader node if the detected value is
outside the normal range, so as to reduce bandwidth consumption.

Algorithms based on swarm intelligence paradigms have been designed to
solve real world problems in a decentralized fashion such as the clustering prob-
lems [9,11,20], distributed systems management [12,13] and outliers detection
[2,19]. In [2] a novel swarm intelligence based clustering technique for anomaly
detection, called Hierarchical Particle Swarm Optimization Based Clustering,
was proposed. The technique consists in performing Hierarchical Agglomerative
Clustering where a swarm of particles evolves through different stages to identify
outliers and normal clusters. The outlier detection problem is converted into an
optimization problem in [19]. An improved version of the Particle Swarm Opti-
mization (PSO) approach is used to optimize the distance measures. Cui et al.
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in [5] use the flocking model to cluster streams of documents. Each agent carries
a feature vector of data point, in this case a document. The periodical changing
of the feature vector of each agent, simulates the stream of documents. But,
they neither summarize nor take into account the past information. Old docu-
ments are just discarded and the new documents are considered to generate new
clusters.

3 Anomaly Detection Through Flocking Agents

An example of emergent collective behavior without a global control, is the flock-
ing model. Flocking behavior emerges from the local interactions of independent
entity. Each entity interacts and attracts the elements which are inside its limited
visibility range. The distance between two agents cannot be less than a prefixed
value. In [22], Raynolds proposes a flocking model to simulate the behavior of
birds on a computer. In this basic model the author referred to each individual
as a boid. The basic flocking rules are depicted in Fig. 1, where R is the visibility
range, r is the minimum distance between two agents, with R > r.

Fig. 1. Flocking behavior rules of Reynolds: (a) separation; (b) cohesion; and (c)
aligment.

Each boid executes three simple rules: the separation rule which gives an
agent the capacity to maintain an established distance from others nearby. This
prevents agents from crowding too closely together, allowing them to scan a wider
area; the cohesion rule which provides an agent with the ability to approach
and form a group with other agents; and the alignment rule, which gives an
agent the capability to align with other nearby agents contained in its visibility
range. The agent can compute the steering for alignment by finding all agents
in the local neighborhood and averaging together the ‘heading’ vectors of the
nearby agents. The boids are not influenced by entities outside of its visibility
range.

Flocking behavior among heterogeneous population of agents,Multiple Species
Flocking, was modeled in [6]. The authors added, in this model, a similarity rule
that allows each boid to discriminate among its neighbors and to group only with
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those similar to itself. The similarity rule enables the flock to organize groups of
heterogeneous entities into homogeneous subgroups consisting only of individuals
of the same species. The model proposed here, instead, simply modifies the basic
flocking rules to take into account the similarity of an entity with its neighbors.
In particular, if there are two dissimilar agents, the separation rule overrides
the cohesion rule and the alignment rule. Whereas, if two agents are similar, all
the rules are applied with the aim of forming a flock composed only of similar
agents.

The virtual space Vs where agents move according to the flocking rules is a
two dimensional Cartesian space, let R2, while the data stream point are rep-
resented in a n-dimensional feature space, let Rn. For the sake of simplicity,
the virtual space is assumed to be discrete and not continuous, and it is imple-
mented as a two-dimensional toroidal grid of fixed size. Each agent is featured
by a velocity vector −→v = (m, θ) with magnitude m and direction determined
by the angle θ formed between −→v and the positive x axis. We assume that the
magnitude is constant for all the boids and it is equal to 1. This means that in
the virtual space a boid moves one cell at a time. The overall flocking behavior
will be expressed by a linear combination of the velocities calculated by all the
rules that represent the velocity vector of the agents in the virtual space:

V = V alignment + V cohesion + V separation (1)

Each object coming from any source is associated with an agent, and the
agent randomly spread on the virtual space. The loaded agents move follow-
ing the flock rules trying to form a group of similar entities. Two agents are
considered similar when the respective associated objects are similar. The simi-
larity function is a function that quantifies the similarity between two associated
objects. Similarity functions can be the Euclidean distance, the squared Euclid-
ean distance, the cosine similarity or the Manhattan distance. In the experiment
shown in this paper, the Euclidean distance to measure the similarity between
two data items, is applied. Two agents, A1 and A2, are similar if their Euclidean
distance of the associated object d(obj1, obj2) ≤ ε. The agents that carry a new
object and moves itself in order to form a flock of similar agents, which is a
group of agents with similar data item associated, are named basic agents.

When the process starts and for all first time units, only basic agents are present
on the virtual space. After the first time unit, i.e. a fixed number of iterations,
all the objects associated with the agents grouped in a flock can be replaced by
a single virtual object associated with a virtual agent. The groups are composed
of similar agents, i.e. with similar objects, and then the they can be replaced by
means an unique summarizing virtual object. From the second time unit, basic
agents and virtual agents move in the same virtual space following the flocking
rules and trying to form new groups of similar entities. Figure 2 shows the virtual
space at the first time unit and at a successive generic iteration.

It is possible to note how similar basic agents and virtual agents form a group,
whereas dissimilar agents, that is outlier objects, move alone. This algorithm can
be profitably applied to analyze the information that changes dynamically.



A Multi-agent Approach for Intrusion Detection 77

Fig. 2. Snapshots of the virtual space: (a) at first time unit; (b) at a generic successive
time unit.

In fact, since the agents check the similarity function continuously when encounter
other agents, they can move themselves among flocks. The virtual object repre-
senting the whole group of similar object is created in accordance with the con-
cepts illustrated in [4]. The idea of a micro-cluster was borrowed to represent a
group of data points through a unique data point. In this way, it is possible to
employ a restricted amount of memory to store the value of old data points. In
fact, for each flock of similar agents only one virtual object will be stored for the
successive iterations. The operation of summarization is executed after a prefixed
number of iterations (agents’ movements) because during the movement an agent
can leave the current group and join to another more similar group.

3.1 Experimental Results

The model was implemented in Java in order to investigate its effectiveness
on a two kinds of data stream. The first a data stream, namely stream1, was
generated using the synthetic datasets shown in Fig. 3.

Fig. 3. The datasets used to generate the data stream stream1.

Each of them contains 10000 points, and to generate the data stream, each
dataset was randomly chosen 10 times, thus generating an evolving data stream
of total length 100000. The second data stream, namely stream2, consists of
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a combination of three Gaussian distributions with uniform noise for a total
number of 100000. The right composition of virtual agents can be evaluated by
considering the average purity and their normalized mutual information, since
the true data label is known. The average purity P is defined as:

P =

∑Nv
i=1

|Nsimilar(i)|
|Ntotal(i)|
Nv

∗ 100%; (2)

where Nv indicates the number of virtual agents for each time interval, |Nsimilar|
indicates the number of points really similar in virtual agent i, and |Ntotal|
indicates the total number of points in virtual agent i.
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Fig. 4. The average purity for stream1 data stream, when the values of the number of
points analyzed for each time units Np, ranges from 1000 to 8000.

Figure 4 shows the values of average purity for stream1 data stream, when
the number of points Np, introduced for each time unit, ranges from 1000 to 8000
points. It should be noted that the values of average purity are very satisfactory
and constant independently both of the time and of the number of points inserted
in each time unit Np.

Figure 5 shows the values of average purity or stream2 data stream, when
the number of points Np, introduced for each time unit, ranging from 1000 to
8000 points. It is also possible to note in this second data stream that the values
of average purity are very good and constant independently both of the time
and of the number of points inserted each time unit Np.

The normalized mutual information (NMI) is a well-known information the-
oretic measure that assesses how similar two clusterings are. Given the true
clustering A = {A1, . . . , Ak} and the grouping B = {B1, . . . , Bh} obtained by a
clustering method, let C be the confusion matrix whose element Cij is the num-
ber of records of cluster i of A that are also in the cluster j of B. The normalized
mutual information NMI(A,B) is defined as:
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NMI(A,B) =
−2

∑cA
i=1

∑cB
j=1 Cij log(CijN/Ci.C.j)∑cA

i=1 Ci.log(Ci./N) +
∑cB

j=1 C.j log(C.j/N)
(3)

where cA (cB) is the number of groups in the partition A (B), Ci. (C.j) is the
sum of the elements of C in row i (column j), and N is the number of points. If
A = B, NMI(A,B) = 1. If A and B are completely different, NMI(A,B) = 0.
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Fig. 5. The average purity for stream2 data stream, when the number of points
processed for each time units ranges from 1000 to 8000.

Figure 6 shows the values of normalized mutual information for stream1 data
stream, when the number of points Np, introduced for each time unit, ranges
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Fig. 6. The normalized mutual information for stream1 data stream, when the values
of the number of points analyzed for each time units Np, ranges from 1000 to 8000.
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Fig. 7. The normalized mutual information for stream2 data stream, when the values
of the number of points analyzed for each time units Np, ranges from 1000 to 8000.

from 1000 to 8000 points. The values of normalized mutual information, inde-
pendently both of the time and of the number of points inserted in each time
unit Np, are very positive.

Figure 7 shows the values of normalized mutual information for stream2 data
stream, when the number of points Np, introduced for each time unit, ranges
from 1000 to 8000 points.

The same things can be noted for this second data stream, indeed, the values
of normalized mutual information are very good and constant independently
both of the time and of the number of points inserted in each time unit Np.

Table 1. Precision and Recall for stream1 end stream2 data streams, when the number
of points analyzed Np is set to 5000 for each time unit.

Time stream1 stream2

Units Precision Recall Precision Recall

1 99.80 99.80 99.60 99.90

2 99.90 99.80 99.40 99.80

3 99.60 99.80 99.70 99.00

4 99.90 99.80 99.70 99.80

5 99.80 99.70 99.90 99.80

6 99.80 99.80 99.70 99.80

7 99.80 99.70 99.70 99.80

8 99.90 99.80 99.90 99.80

9 99.80 99.80 99.60 99.70

10 99.90 99.90 99.90 99.70
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Successively, two measures, namely Precision and Recall, were used to further
validate the algorithm. Precision represents the fraction of the values reported by
algorithm as outliers that are true outliers. Recall represents the fraction of the
true outliers that the algorithm identified correctly. Table 1 reports the values
of Precision and Recall for both data streams, stream1 and stream2, when the
number of points analyzed Np is set to 5000 for each time unit. Notice that the
values obtained by the model for both data streams are very satisfactory. Indeed
the results, both the fraction of the true outliers and the fraction of the true
outliers that the algorithm identified correctly, are very encouraging.

4 Conclusion

To detect anomalies in a distributed system, a bio-inspired algorithm has been
proposed. The features to discriminate among similar/non-similar agents was
added to the model to enhance the basic flocking rules. The algorithm pro-
posed in this paper is very scalable and suitable for large data stream thanks
to features such as adaptivity, parallelism, asynchronism, and decentralization.
Preliminary experimental results on synthetic data streams confirm the validity
of the approach proposed and encourage to study the approach on real life data
streams.

References

1. Aggarwal, C.C., Yu, P.S.: Outlier detection for high dimensional data. In: Pro-
ceedings of the 2001 ACM SIGMOD International Conference on Management of
Data, SIGMOD 2001, pp. 37–46 (2001)

2. Alam, S., Dobbie, G., Riddle, P., Naeem, M.A.: A swarm intelligence based clus-
tering approach for outlier detection. In: 2010 IEEE Congress on Proceedings of
Evolutionary Computation (CEC), pp. 1–7. IEEE (2010)

3. Boyd, S., Ghosh, A., Prabhakar, B., Shah, D.: Gossip algorithms: design, analysis
and applications. In: Proceedings of 24th Annual Joint Conference of the IEEE
Computer and Communications Societies, Proceedings of IEEE, vol. 3, pp. 1653–
1664. IEEE (2005)

4. Cao, F., Ester, M., Qian, W., Zhou, A.: Density-based clustering over an evolving
data stream with noise. In: Proceedings of the 2006 SIAM International Conference
on Data Mining, pp. 328–339 (2006)

5. Cui, X., Gao, J., Potok, T.E.: A flocking based algorithm for document clustering
analysis. J. Syst. Archit. 52(8), 505–515 (2006)

6. Cui, X., Potok, T.E.: A distributed agent implementation of multiple species flock-
ing model for document partitioning clustering. In: Klusch, M., Rovatsos, M.,
Payne, T.R. (eds.) CIA 2006. LNCS (LNAI), vol. 4149, pp. 124–137. Springer,
Heidelberg (2006)

7. Cutsem, B.V., Gath, I.: Detection of outliers and robust estimation using fuzzy
clustering. Comput. Stat. Data Anal. 15(1), 47–61 (1993)

8. Eberhart, R.C., Shi, Y., Kennedy, J.: Swarm Intelligence. Morgan Kaufmann,
San Francisco (2001)



82 A. Forestiero

9. Ellabib, I., Calamai, P.H., Basir, O.A.: Exchange strategies for multiple ant colony
system. Inf. Sci. 177(5), 1248–1264 (2007)

10. Eskin, E., Arnold, A., Prerau, M., Portnoy, L., Stolfo, S.: A geometric framework
for unsupervised anomaly detection: detecting intrusions in unlabeled data. In:
Applications of Data Mining in Computer Security, Kluwer (2002)

11. Folino, G., Forestiero, A., Spezzano, G.: An adaptive flocking algorithm for per-
forming approximate clustering. Inf. Sci. 179(18), 3059–3078 (2009)

12. Forestiero, A.: Self organization in content delivery networks. In: 2012 IEEE 10th
International Symposium on Parallel and Distributed Processing with Applications
(ISPA), pp. 851–852. IEEE (2012)

13. Forestiero, A., Mastroianni, C., Spezzano, G.: A multi agent approach for the
construction of a peer-to-peer information system in grids. Self-Organiz. Auton.
Inform. (I) 135, 220–225 (2005)

14. Forestiero, A., Pizzuti, C., Spezzano, G.: Flockstream: a bio-inspired algorithm
for clustering evolving data streams. In: ICTAI. pp. 1–8. IEEE Computer Society
(2009)

15. Huang, L., Nguyen, X., Garofalakis, M., Jordan, M.I., Joseph, A., Taft, N.: In-
network PCA and anomaly detection. In: Advances in Neural Information Process-
ing Systems, pp. 617–624 (2006)

16. Kempe, D., Dobra, A., Gehrke, J.: Gossip-based computation of aggregate infor-
mation. In: Proceedings of the 44th Annual IEEE Symposium on Foundations of
Computer Science, pp. 482–491. IEEE (2003)

17. Khalilian, M., Mustapha, N.: Data stream clustering: challenges and issues. CoRR
abs/1006.5261 (2010)

18. Mehyar, M., Spanos, D., Pongsajapan, J., Low, S.H., Murray, R.M.: Asynchro-
nous distributed averaging on communication networks. IEEE/ACM Trans. Netw.
15(3), 512–520 (2007)

19. Mohemmed, A.W., Zhang, M., Browne, W.N.: Particle swarm optimisation for
outlier detection. In: GECCO, pp. 83–84. ACM (2010)

20. Monmarch, N., Slimane, M., Venturini, G.: On improving clustering in numerical
databases with artificial ants. In: Floreano, D., Mondada, F. (eds.) ECAL 1999.
LNCS, vol. 1674, pp. 626–635. Springer, Heidelberg (1999)

21. Pokrajac, D., Lazarevic, A., Latecki, L.J.: Incremental local outlier detection for
data streams. In: CIDM, pp. 504–515. IEEE (2007)

22. Reynolds, C.W.: Flocks, herds and schools: a distributed behavioral model. In:
Stone, M.C. (ed.) SIGGRAPH, pp. 25–34. ACM, Anaheim (1987)

23. Tang, J., Chen, Z., Fu, A.W.C., Cheung, D.W.: Capabilities of outlier detection
schemes in large datasets, framework and methodologies. Knowl. Inf. Syst. 11(1),
45–84 (2007)



A Reconfigurable Prototyping Platform
for iBeacon Service

Janusz Tomasiak, Michał Bernat, and Zbigniew Piotrowski(✉)

Faculty of Electronics, Military University of Technology,
Kaliskiego 2 street, 00-908 Warsaw, Poland

janusztom@o2.pl,
{michal.bernat,zbigniew.piotrowski}@wat.edu.pl

Abstract. The paper describes the results of tests of the iBeacon reconfigurable
hardware platform using the BLE112 module. The platform is used in UUID
broadcasting. Based on the unique UUID address broadcast by a radio transmitter,
it is possible to determine the distance from it using an application installed on a
smartphone. The article presents the results of prototype tests of the electronic
module, among others, the estimation of the maximum working time of a battery
powered device and the estimation of the accuracy of determining the distance.

Keywords: iBeacon · BLE 112 · Bluetooth low energy · Location-based services ·
Indoor positioning system

1 Introduction

The iBeacon technology was developed by Apple, and presented to potential customers
and producers in 2013. Since then, there have been many cases of implementation of
this standard. The operating systems based on this technology [1–5] are used to locate
the miniature transmitters commonly referred to as iBeacons, which are the radio-
frequency tags of a given place or product. These transmitters are installed in stores,
commercial buildings, on products, etc. By broadcasting its unique identifier in the form
of an UUID address, they inform the receiver of their position. The iBeacons allow in
particular the location of shops and objects inside buildings (indoor). The iBeacon is an
uncomplicated transmitting or transmitting-receiving system working in the Bluetooth
4.0 Low Energy, BLE standard. By definition, it is a device optimised in terms of the
energy consumption, which means long periods of use on a single battery at the expense
of a smaller range of 50-80 [m], as well as a low bandwidth of useful data. However,
by using dedicated antennas you can get the range of up to 250 [m], but usually the
iBeacons work on miniature antennas mounted on the PCB.

The iBeacon continuously broadcasts its UUID identifier within a given interval,
without the need to receive confirmations or establishing relations with devices receiving
the transmitted frames. Many iBeacons which can be received by the smartphone can work
in a given area. A person who is in range of the iBeacon broadcast, and has a smartphone
with Bluetooth 4.0 technology, running a suitable application can, for example, receive
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personalised messages about products in the store or the way to the correct terminal at the
airport. On the basis of, among others, the radio signal strength determined by the Received
Signal Strength Indication (RSSI) coefficient, a smartphone located within the iBeacon
range can estimate the distance from the transmitter. In the context of determining the
distance, developers define three ranges of distance: close (2–10 cm), medium (3–10 [m])
and far (10–70 [m]). The iBeacon technology is therefore an interesting alternative to the
NFC technology, which works only in direct contact of devices.

2 Implementation of a Selected iBeacon System Module in the BLE
Hardware Module

2.1 Development Environment for BGScript Language

The programming of the BLE112 module was implemented using dedicated Bluegiga
BGScript1 language. However, the module can also be programmed in ANSI C language in
the IAR Embedded Workbench SDK environment. In accordance with the manufacturer’s
instructions, the editing of the software files was carried out using the Notepad ++ text
editor, version 6.4.5 with the additional plug-in enabling highlighting the script language
syntax, provided by Bluegiga [6]. The compilation of the project was carried out using
Bluegiga BLE SW Update Tool application, version 1.3.2-122 [7].

Programming in script language involves constructing short blocks of code that are
performed depending on the occurrence of a specific event, e.g. reset after the detection
of an interruption, establishing or breaking the connection with another module. In
addition to the implementation of the logic of programme operation, there is also a
possibility to change the module parameters specified in the file describing the hardware.
BGScript language specification is available on the manufacturer’s website [8]. The
project of the software consists of a set of files that must be created manually and edited
in the Notepad ++ editor:

• a file with the *.bgproj extension – the main file of the project, which includes:
• a list of files that will be compiled and the name of the *.hex resulting file;
• a gatt.xml file – specifying the configuration, UUIDs of characteristics and services

offered by the programmed module and visible in mobile applications;
• a hardware.xml file – describing the settings of electrical parameters, such as the data

rate of the USART port, USB parameters, power of the transmitter, oscillator operating
mode;

• scripts.xml – file describing the logic of the programme operation using a dedicated
script language.

2.2 Description of the Hardware Platform with a BLE112 Module

The hardware platform, hereinafter referred to as BLE112 module was built based on the
commercially available pre-prepared Bluetooth ble112-A system of the Bluegiga company,
(Fig. 1) soldered to the designed and made [9] base printed circuit board shown in Fig. 2.
This circuit board has support functions for the wireless system, intended to ensure power
supply, remove the programmer/debugger interface and signal the system status via LEDs.
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Fig. 1. Bluegiga BLE 112-A module

Fig. 2. Appearance of the BLE112 module

After programming the radio system and loading the developed software imple‐
menting the iBeacon functionality, the board requires only providing the power supply
via USB or debugger connector shown in Fig. 2.

The Ble112A system is a radio device of the Bluetooth LE 4.0 family equipped
with a programmable microcontroller. The radio parameters of the system are as
follows: Bluetooth 4.0 Low Energy receiver/transmitter; transmitter power:
+3 [dBm] max; receiver sensitivity: -92 [dBm]; integrated antenna or U.FL
connector; peak power consumption of the transmitter: 27 [mA] (with the power of
0 [dBm]); current consumption in the sleep mode: 0.4 [μA]. The parameters of the
Bluetooth module: L2CAP, ATT, GATT, GAP and Security Manager; Bluetooth
Smart profiles; Master and Client modes; ability to maintain 8 connections in
Master mode; The parameters of the base board: SPI, I2C, PWM, UART, GPIO, USB
host; ADC 12-bit; supply voltage: 2.0–3.6 [V]; temperature range: -40 to +85 [°C];
8051 microcontroller; 8 [KB] of RAM; 128 [KB] Flash.

The developed software of the BLE112 module is designed to configure the micro‐
controller system controlling the radio system in such a way as to hold the function of
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Fig. 3. The algorithm of the iBeacon program operation
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the iBeacon. The BLE112 module programmed in this way operates as a standalone
device visible to other devices working in the Bluetooth 4.0 standard.

The described hardware module implements the full functionality of iBeacon by
sending its identifier. This module has the ability to configure the power and interval of
the broadcast via radio. The broadcast starts always automatically after power is provided
and after a reset. For the purpose of the module configuration a service with the
1d5688de-866d-3aa4-ec46-a1bddb37ecf6 UUID signature with two UUID characteris‐
tics aa20fbac-2518-4998-9af7-af42540731b3 to configure power, and UUID
bb20fbac-2518-4998-9af7-af42540731b3 to configure the time interval of the broadcast,
have been implemented. The record of the values from 1 to 5 for these characteristics via
mobile application changes the parameters of the iBeacon. Both characteristics have the
Read/Write attribute, and after their setting, you can also perform the read to verify the
settings. All settings made in this way are stored in the volatile memory and are lost when
power is removed or reset. For the purposes of the study, the ability to define the
DEBUG = 1 flag in the *.bgs file was provided. Defining the flag activates the LED and
blocks entering into the non-reconfigurable mode after 1 min since providing power. An
illuminating LED indicates whether the module is in configuration mode or not. The
configuration can be changed within 1 min after switching on the module, because after
that time the iBeacon enters the mode preventing configuration. The implementation is
modelled on the examples provided on the company’s forum at: https://blue‐
giga.zendesk.com. The algorithm of the program operation is shown in Fig. 3.

3 Tests of the Developed Module

The studies presented in this section were aimed at determining the parameters of the
designed device in different operating conditions.

3.1 Estimation of the Maximum Operation Time on the Battery

The measurement of the current consumption was made using Tektronix TDS7154B
oscilloscope with a TCA-1MEG amplifier and a P6139A probe. The measurement was
performed by connecting the 9.7 [Ohm] resistor in series into the line no. 9 of the CC
Debugger tape power supplying the BLE112 module. The oscilloscope was connected
to the terminals of the standard resistor. The current measurements were carried out for
the iBeacon transmitter power of -18 [dBm] (txpower power parameter = “3”). The
bundles of pulses registered by the oscilloscope which were used to determine the current
consumption are shown in Fig. 4.

Analysing the oscillograms, we read that a single transmission consists of a main
part in which the 3 broadcast frames with parameters t = 0.9 [ms] I = 35 [mA] (340/9.7)
are sent, and the auxiliary (preparatory and ending the transmission) part with parameters
t = 1.5 [ms] I = 21.7 [mA] (210/9.7). Calculating the energy for such transmission, we
get 17.8 [nAh] in one transaction. Dividing the CR2477T battery capacity by the energy
consumed for one transaction, we obtain the total number of 56200000 transactions
(1 [Ah] /17.8 [nAh]).
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Assuming that the iBeacon sends 10 frames per second, we obtain 864,000 transac‐
tions per day (10 * 60 * 60 * 24). Hence, it is easy to calculate that the device would
work 65 days on the battery. It is true only for the assumption that the transmission break
in between the transactions is zero. In the present case there is a high current leakage,
which would significantly decrease the battery life.

The current in a sleep state consumed by the system amounted to 14.4 [mA]
(140 mV /9.7). The obtained value is more than an order of magnitude greater than that
the one provided by the manufacturer for a similar hardware configuration described in
[10]. This is probably due to the presence of the R13 resistor-jumper connecting the
P1_0 port to VDD and the connection of the signal lines of the P1 port to the programmer
socket, which powered the module.

Assuming that the value of the quiescent current is 0.9 [uA], and adjusting the value
read from the oscillogram (subtracting 14 [mA] from the calculated current values), we
would get 135 days of work time. Such an operation time is realistic and similar to the
operation time of the Estimote device (Table  1).

Table 1. Estimated operation time after the additional current leakage adjustment

Battery type Transmission parameters Estimated operation time

CR2477: 1000 [mAh] Power -18 dBm,
Interval 100 ms

135 days

Fig. 4. Characteristics of the voltage drop on the measuring resistor – the voltage cursors are
visible
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3.2 Test of Accuracy of Determining the Distance from the iBeacon Emitter Using
Mobile Applications

The study was carried out in the hall of an underground garage which did not have
windows, and it was located under the ground at the -2 level. No vehicles or people were
moving in the room during the measurements. The vertical space between the iBeacon
and the smartphone had the height of approx. 2.5 [m] and was limited from the bottom
by a reinforced concrete floor and from the top by a reinforced concrete ceiling, under
which the electrical systems (lighting, fire protection, visual monitoring), central heating
pipes, and metal ventilation ducts were routed. The horizontal measurement surface had
a width of about 8 [m], and it was limited on both sides by reinforced concrete walls.
Cars were parked on both sides along the walls and perpendicular to them, occupying
about 50 % of the parking spaces.

Fig. 5. Sketch of the measurement area in the underground garage.

No other devices in the 2.4 GHz band (Wi-Fi, microwave ovens, Bluetooth devices)
worked at the place of the measurement performance. The tested iBeacon was placed at
a height of 1.5 [m] above the floor, about 50 [cm] from the wall in such a way that the
main radiation direction was perpendicular to the wall. The study was performed using
a smartphone as described in paragraph 2.1.1 held in the hand at a height of 1.5 [m]
above the floor. The tests with the use of mobile applications were performed using the
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Samsung Galaxy SIII Mini GT-I8190 N phone. The Android software in this phone was
adapted, and the 8 GB microSD card and a SIM card with access to the internet were
installed. The phone with the original software does not allow to carry out experiments
with BLE devices; it was necessary to install a newer OS. In this case, the CyanogenMod
12 software available on the internet, based on the Android software, version 5.0.2 was
used. The Beacon Scanner & Logger mobile application was launched on the phone. It
is the application used, among others, to capture and save the iBeacon frame to the file.
You can import the text file with data, e.g. to an Excel spreadsheet. The person
performing the measurement for all measuring points was facing the iBeacon trans‐
mitter, and the smartphone was held in a horizontal position, face up, with the speaker
facing the iBeacon transmitter. The measuring application recorded 1 frame per second.
The test was performed for the measuring points arranged as shown in Fig. 5. Bearing
in mind the significant fluctuations of the RSSI coefficient values for the iBeacon trans‐
mitter, it was assumed that for each measuring point 100 RSSI measurements would be
performed and then a median of RSSI values will be determined for each point. The
values for calibration of the model were A = -72.13 [dB], n = 1.6102 respectively. The
average value of the RSSI measurement results depending on the distance are shown in
Table 2. The ranges of distances including the measurements for certain points, assumed
by developers are defined in Table 2, in the last column.

Table 2. Average values of the RSSI coefficient for each of the measuring points.

No. Distance of measuring point
from the iBeacon [m]

RSSI median [dBm] Distance range

1      1 -73 average

2      2 -74.7

3      3 -82

4      5 -80.7

5      7 -95 far

6 10 -90.2

7 15 -96.2

8 20 -83.7

9 25 -102

10 30 -92.9

11 40 -101

12 50 -100.3
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Having a set of the RSSI measurements for various distances, using a simple expo‐
nential model of propagation [11] it is possible to determine the approximated RSSI
values for any distance:

(1)

Assuming in the formula that: d0 = 1 [m], and P(d0) = A, we obtain a formula for
the distance:

(2)

The A and n parameters for the above formulas shall be determined for the location
in which the measurements are carried out. In our case the A parameter value is an
average RSSI value determined at a distance of 1 [m] from the iBeacon. The parameter
n was calculated separately for each measuring point, and then the average was deter‐
mined, and this value was used in the formula for approximation of the RSSI for the
chart below. The chart below presents the course of the approximated course of the RSSI
(black) and the measurement results obtained for each measurement with the logarithmic
approximation (green).

Analysing the RSSI course, it can be seen that with increasing distance the slope
of the curve decreases, which in practice means a weaker accuracy of determining
the distance on the basis of an observable change in the RSSI for longer distances
(Table  3).

Fig. 6. Approximation of the distance from the iBeacon transmitter and the results of
measurements of the RSSI in the function of the distance (Color figure online)

The table below presents a summary of the results of determining the distance and
errors for all measurement points.
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Table 3. Accuracy of calculating the distances for individual measuring points

No. d [m] Calculated d [m] Relative error [%] Absolute error [m]

1      2 1,45 27,5 0,5

2      3 3,42 13,5 0,4

3      5 3,39 32,3 1,6

4      7 24,78 254 17,8

5 10 13,34 33,4 3,3

6 15 31,09 107 16,1

7 20 5,24 73,8 14,8

8 25 55,82 122 30,5

9 30 19,54 34,9 10,5

10 40 22,45 43,9 17,6

11 50 55,82 11,6 5,8

The analysis of the results, while rejecting the results of items 4, 6, and 8, being
regarded as extremely unrealistic, shows that the relative error for all points was in the
range from 0.4 [m] to 14.5 [m], corresponding respectively to 27.5 % and 73.8 %. In
order to determine the causes of these errors, the measurements should be carried out in
different conditions and using different instruments to verify the results e.g. the Nexus
smartphone, the use of which Bluegiga refers to the examples. Bearing in mind the very
stable results obtained by using the SmartRF Studio 7 device (paragraph 3.3), it is
assumed that the errors in determining the distance could be related to the properties of
the Bluetooth receiver in the tested smartphone.

3.3 Test of RSS Values at a Distance of 1 [M] for Various Broadcasting Channels

The test was performed for the purposes of determining the RSSI required to add to the
iBeacon frame to the Measured power field. This test is important because at the manu‐
facturing stage of the iBeacon the one determined value of the RSSI power level at a
distance of 1 [m] from the device is entered to the broadcast frame, although the iBeacon
broadcasts in three channels with numbers 37, 38, 39. In order to avoid measurement
errors for each test, after setting the initial parameters, 100 consecutive frames were
recorded using SmartRF Studio 7 tool, which automatically calculates and displays the
average RSSI value.

The tests were performed for all power levels implemented in the iBeacon (i.e.
-18, -13, -8, -3, 3 [dBm]) for the constant broadcast interval value equal to 100 [ms].
The power level while carrying the examination was changed using a BLE Scanner
mobile application, while the power level measurement was performed using the
ble112 module and SmartRF Studio software. The choice of tools was dictated by the
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chosen environment that enabled automated recording of a series of frames (e.g. 100)
along with the calculation of the average RSSI or BER. The RSSI values for each
channel at the fixed power differ significantly, as shown in Fig. 6.

The collected data were compiled in the form of a chart and shown in Fig. 6. The
X-axis indicates the subsequent values of power set in the tested module, and the
Y-axis indicates the RSSI power level measured at a distance of 1 [m]. The RSSI
measurements for the three broadcasting channels were carried out for each power
setting and they were distinguished in the chart by using different colours (Fig. 7).

Fig. 7. Characteristics of the effects of the set transmitter power on the RSSI level for different
channels

The chart shows that at the set broadcast power the RSSI value for the different chan‐
nels may vary by up to 8 [dB] – as it is for the first series of data, plotted for -18 [dBm].
The second characteristic and repetitive property which can be observed is a decrease in
the RSSI, along with the increase of the channel number at the set broadcast power. The
analysis of the charts also confirms the growth of the RSSI values along with the increase
of the set transmitter power. By the set power of -18 [dBm], the average value of RSSI
was on average -73 [dB] and for the power of 3 [dB] an average value of the RSSI was
-51 [dB]. It could be observed when performing these measurements that the placement
of any object in the Fresnel zone affected the level of the measured RSSI power very
strongly. When placing a hand or a smartphone in this area, it was observed that the signal
level decreased from a few to several [dB].

4 Conclusions

The article describes the dedicated, reconfigurable iBeacon transmitter based on the BLE
112 module. The system was tested during the examination carried out in the hall of the
underground garage. The determined distance values calculated on the basis of the RSSI
signal levels for the individual measuring points were compared with the characteristics
determined based on the exponential model of propagation. The relative error for the
BLE112 module for all points was in the range from the 0.4 [m] to 14.5 [m], which
corresponded with 27.5 % and 73.8 % respectively. Signals of such quality are
completely sufficient for applications in which it is necessary to estimate the distance
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from the potential receiver to the iBeacon. Comparing the accuracy of the obtained
measurements as described in the article [11], the results obtained here are burdened
with a relatively big error. In order to determine the causes of these errors, the meas‐
urements in different conditions and using different tools (e.g. a higher class smartphone)
should be carried out to verify the results.

In the course of the research on the RSSI signal level at a distance of 1 [m] from the
iBeacon, the signal levels for the three broadcasting channels were measured and
compared. In the case of the ble112 module, the RSSI discrepancies depending on the
test channel up to 8 [dB] were obtained. A significant effect of distribution of iBeacons
on the RSSI level measured by the scanner was observed during the test. In a study of
RSSI at a distance of 1 [m], when devices were located directly on the table made of
chipboard, the decrease of the RSSI on the scanner of up to a dozen dB was noted, in
comparison to the test in which the devices were placed 30 [cm] above the table,
providing the free space within the Fresnel zone.
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Abstract. The paper presents a new approach to modeling and analysis
of conflicting spatial phenomena. The proposal is based on an extension
of Cellular Automata. A new approach, namely Layered Competitive
Cellular Automata for modeling of spatial conflicts of dynamic nature
is put forward. The idea of this approach consists in building two or
more levels of the grid with competitive automata and defining influences
about them. A first implementation is presented and application example
illustrating the approach is provided.

Keywords: Cellular Automata · Conflicts · Layered Competitive
Cellular Automata · Spatial modeling

1 Introduction

Since Spring and Autumn period of ancient China, people have known how grave
is war and conflict. Sun Tzu1 said, that war was the greatest thing of the state. In
modern World practically all types of conflicts are omnipresent; in fact they are
part of everyday life. In practice, all people observe, are involved in or actively
participate in conflicts. This happens in at ours work or at school, in private life,
in public life and in politics, in international situation, often with involvement of
army. Hence, modeling and analysis of conflicts becomes very important issues;
for dealing with them both theory and tools must be developed.

Conflicts can be modeled and analyzed with a variety of tools, more or rather
less formal. In fact, conflicts are investigated in domains such as psychology, soci-
ology, economy, game theory, operations research, theory of combat, etc. The
tools used for modeling range from natural language, through visual modeling
to some mathematical models such as equation (e.g. the Lanchester Models of

A. Lig ↪eza—AGH Research Contract No.: 11.11.120.859.
1 Chinese military general, strategist, and philosopher who lived in the Spring and
Autumn period of ancient China. According to him: War is the greatest thing of the
state, the basis of life and death, Tao survival or destruction. It must be carefully
considered and analyzed.
(Sun Tzu: The Art of War).

c© Springer International Publishing Switzerland 2015
A. Dziech et al. (Eds.): MCSS 2015, CCIS 566, pp. 95–109, 2015.
DOI: 10.1007/978-3-319-26404-2 8
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Combat), game-theoretical models (tables, graphs), to simulation models incor-
porating use of specialized programming languages.

In this paper the main focus is on modeling spatial, dynamic phenomena
(such as fire or terrorism) and spatial conflicts among such phenomena. The
models incorporate the Cellular Automata (CA) approach. CA is a popular tool
for modeling dynamic spatial phenomena, both of continuous and discrete nature
[2,16,21]. Classical CA are used to modeling a single phenomenon, typically with
homogeneous, uniformly spread cells over a predefined rectangular grid. The
presented approach is aimed at providing an important extension: two (or more)
conflicting or competitive CA, are introduced. These CAs fight each against the
other.

For intuition, such an approach can be used for modeling contradictory envi-
ronments, each of them influencing the other. In the example (see Sect. 6) the
phenomenon of fire and the firemen with extinction tools (resources of water)
form two sides of the conflict. By changing the initial conditions and environment
parameters (e.g. strength and direction of wind, amount of water used, etc.) one
can simulate, visualize and analyze behavior of such a dynamic system. A nice
feature is the conflict visualization tool allowing for transparent presentation of
the dynamically changing situation.

The approach proposed in this paper is build around a new concept: the Lay-
ered Competitive Cellular Automata, or LCCA for short. The Automata involved
in the modeling are organized in two (or more) layers. They are described by:

– type and parameters of the cells in use (different cells maybe used at different
layers),

– spatial location of the cells (placement over the predefined grid),
– interaction among cells (of the same layer as well as cross-layers).

Such an approach allows for modeling a variety of conflicting and competitive
phenomena of dynamic, spatial nature. In fact, the cellular automata of the
LCCA type are best fitted for simulation and modeling of spatial phenomena,
where two (or more) conflicting phenomena influence (e.g. fight against) each
other. Some typical example applications may include:

– conflicts of spatial nature (military and non-military),
– problems of international and internal safety and security, including
– migrations of refugees vs. contractions of local authorities and forces,
– terrorism: initial centers, spread of, effects of counteraction,
– natural disasters such as fire, flooding, avalanches, etc.,
– broadening epidemics and contraction,
– disasters of critical infrastructure, e.g. propagation of damages of a network

and influence of undertaken actions [19,20].

The proposed approach captures both the spatial aspects of the modeled phe-
nomena and the dynamics of each of the medium itself and the conflict as well. In
the next subsection we present some concepts used in this paper at the intuitive
level.
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1.1 A Brief Outline of LCCA: How It Works

Let us briefly present the basic ideas about the Layered Competitive Cellular
Automata — a tool for modeling dynamic, spatial, conflicting phenomena. The
basic concept here is a cell — almost exactly as in the classical Cellular Automata
[2]. Such a cell models the phenomenon of interest at a specific point; the location
is described with classical Cartesian coordinates x and y. The cells are located
in an rectangular space on a regular grid. The environment itself is defined in an
analogous way. The rules of interaction are predefined and implemented in the
simulation engine.

For illustration, consider a simple map as presented in a following figure (see
Fig. 1). The map is located in the top-left corner. It contains:

– trees — to be denoted with 1,
– grass — to be denoted with 2,
– concrete (walls, pavement) — to be denoted with 3,

Fig. 1. An example LCC Automaton representation (Color figure online)
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– sand — to be denoted with 4, and
– water — to be denoted with 5.

Such a map is represented as a numerical matrix defining the environment. The
appropriate matrix in shown in the figure, right to the original map. The above
components are represented with respective numbers, while 0 denotes empty
space.

Having defined the environment, represented as layer 0 (the basic level) one
can define next active layers for representation of the spatial phenomena to
be simulated. For example, here we define the fire. It is modeled with Object
Oriented approach; each cell is defined as specific object, and there are numerous
cells in a single layer, so that the predefined grid is covered one-to-one.

The cells are initialized by static assignment of type of a cell (in fact the
type defines a specific behavior, e.g. fire) and some value (intensity or wear) —
representing the level of the phenomenon at the respective cell (location). In the
figure, the bottom-left picture is a visualization of the initial state. The dark-
green color represents the grass, the green represents the trees, and the blue
pixels represent the water.

In this example only one extra layer is defined to model the fire. The cells
representing fire form a separate layer (layer 1). Fire is visualized with red color,
and its hue denotes its intensity. A state of the fire is visualized in the bottom-
right picture.

In an analogous way new layers can be added. They can represent other
(conflicting) phenomena. The interaction among phenomena allocated at differ-
ent levels are defined with rules of operation. In this way competitive spatial
phenomena and their interactions can be modeled, visualized and analyzed.

1.2 Organization of the Paper

The paper is organized as follows. In Sect. 2 an overview of theory, tools
and applications of conflict modeling are presented in brief. In Sect. 2 a brief
overview of the selected approaches to modeling conflicts is presented. We
refer to Lanchester models, game-theoretical approaches and some work of
Z. Pawlak. The next Sect. 3 recapitulates some essential notes on classical Cel-
lular Automata. Section 4 is entirely devoted to presentation of the proposed
approach: the concept of Layered Competitive Cellular Automata (LCCA). In
the next Sect. 5 some details of implementation in the Python programming
language are reported in brief. Some application of the proposed approach is
presented in Sect. 6. Finally, concluding remarks are given in Sect. 7.

2 Conflict Modeling

Conflicts are omnipresent in everyday life, politics, economy, work. There exists
many definitions of conflict, but for the purposes of this paper we use definition
of sociological dictionary:
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Definition 1. Conflict situation occurs between two or more sides, where one
of the sides (an individual or a group) preclude other group from reaching the
target [15].

So, a conflicting situations is one where two or more agents are confronted and
having mutually exclusive goals.

2.1 Lanchester Model of Combat

Most of the simulations and models of modern battlefield [1,3,10] are based on
the concepts of English mathematician F.W. Lanchester [8]. In 1914, Lanchester
formulated the Lanchester Laws, with which one can analytically determine the
course of the battle. Lanchester Laws allow at any time to estimate the number
of individual parties of the conflict and the level of losses incurred.

Nowadays, there are also common opinions that Lanchester models [6] are no
longer valid, because they seem inadequate to the modern battlefields. The basic
Lanchester model presupposes the existence of two sides fighting, to be labeled
A and B. Loss factors are known to both sides fighting denoted by SA and SB .

At the time t the number of fighting units of A-side is described as a(t), the
number of fighting units B side is described as b(t), the initial number of sides
are a0 and b0.

Lanchester Laws describing the battle take the form of the following systems
of ordinary differential equations:

da

dt
= −SAb (1)

db

dt
= −SBa (2)

with the following initial conditions: a(0) = a0 and b(0) = b0, and assuming
SA > 0 and SB > 0.

Factor SA is determined by the ability of the forces B for the destruction
forces A, analogously ratio SB depends on the power to destroy a force B. These
equations are known as the square Lanchester Law; they describe known from
economies effect of scale. This effect is associated with size of the fighting forces
and its impact on the potential to destroy the enemy forces. There are also
equations of homogeneous type of combat (e.g. infantry vs. infantry), in which
both sides have the same weapons and have equal firepower and the battlefield
(the so-called First Lanchester Law) and in the case of the known area of fighting,
but ignorance of the exact location of hostile forces, which can lead to erroneous
elimination of own units one can use second linear law of Lanchester.

The main problem with the models such as Lanchester Laws is that they
are very compound; in fact no spatial characteristics are taken into account.
Moreover the dynamics once defined stays not changed despite of the changes in
conditions and environment.
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2.2 Conflicts in Game Theory

The area of interest in game theory [7] are problems with decisions in systems
with more participants (agents, players), each of which has some of its pref-
erences, defining its mode of action (within the set of rules) and its winning
situations. It is assumed that all players behave rationally, which in the game
theory means that each player tries to maximize his own winnings, regardless of
what are doing other players.

Each player makes decisions about the movements that are consistent with
the rules of the game and that maximize his winnings. Game theory has found
wide applications in economics, evolutionary biology, sociology, political science,
and in computer science. In all these areas, game theory serves as a tool for
examining models of optimal decisions (strategy) in situations involving at least
two players also in such situations when individual players are not sure of the
actions that take other players.

2.3 Conflicts with Agents

Around 1984, Z. Pawlak proposed a model of conflict situations based on infor-
mation systems and the theory of Rough Sets [11]. Since that time, it is being
developed by various authors (e.g. [4,5,14]). Pawlak’s model describes the con-
flict situation in the steady state in which the agents decided to analyze the
conflict peacefully by voting on given conflict cases. In addition to that descrip-
tion of the conflict situation Pawlak considering a solution to the conflict basis
on the division of the spoils (power solution and with common accord) [12].

In the conflict involved sides are called agents. The agents define their posi-
tions by assigning the opinion of each selected case. In Pawlak’s model the rela-
tionship between the agent and with the case (attribute) are presented in the
form of a table where agents are corresponding to rows of the table and affairs
correspond to attributes in columns.

The values assigned for each agent and attribute come from the trivalent set
−1, 0, 1, where −1 means that the agent is against, 0 is neutral and 1 means
approval for the case. Formally, the table creates an information system defined
as follows.

Definition 2. The information system which is modeling conflicts is a pair I =
(U,A), where: U - is a non-empty, finite set called the universe; elements of the
set are objects - here called agents, A - is a non-empty, finite set of attributes
(cases). Each attribute a ∈ A is a mapping a : U → Va, where Va is a set of
attribute a values. The elements of the set Va are the opinions of the agent ag
about the case a. The sets values of attributes for Pawlak’s conflicts model are
limited to three values: −1, 0, 1, which represent opposition, neutrality approval.

Relations between agents are defined by their views on issues under consideration
[11,14]. Relation of consent is an equivalence relation [13], agents belonging to the
class of equivalence defined by this relationship in the coalition are determined
by the attribute a.
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3 Cellular Automata

John von Neumann is considered as the father of the theory of cellular automata.
The foundations of the theory laid by J. von Neumann became useful in clarifying
and modeling complex situations present in the real world [9]. Cellular automata
are complex systems of cell networks representing mathematical models to assist
in the analysis and modeling of physical systems [22]. The value of the machine is
described by the values which are the cells in the grid. Changes in the cells during
simulation follow in accordance with established rules of automata and depend
on their neighbors states in the previous step. The most popular neighborhoods
for 2D automata are: (Fig. 2)

Fig. 2. Types of neighborhood

There are of course other types of neighborhoods like Marolus neighborhood
and hexagonal one.
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Cellular automata rules are selected for mapping the changes in the simulated
system [16]. To make this possible, there are types of automata for adopting
continuous values by the automata (Fuzzy Cellular Automata). For explanation
of the rules of automata, consider the following example: we consider the 2D
automata Cx,y - single cell with coordinates x, y and φx,y(t) denoting the state
of the cell Cx,y at time t ∈ 0, 1, 2, . . . , N – the range of state of the cell (for
finite N).

Having defined the basic concepts we can move on to the definition of rules
that describe the automata:

φx,y(t + 1) = F (φx,y(t), Nx,y(t)) (3)

where: φx,y(t + 1) – - state of the cell with coordinates x, y at the time t + 1,
Nx,y — the states of neighboring (to the one with coordinates x, y) at time
t, F — a function that specifies a change in the cell that accepts a state of
the cell at position x, y at the time t and the states of the cells being in her
neighborhood.

For the description of automata behavior one needs also specification of the
boundary conditions. We can divide them as follows:

– periodic - these types of conditions means grid bonding, cell located on the
shore, e.g. C0,5 has the neighbor in the vicinity of von Neumann cell C20,5

with a range of x ∈ 0, . . . , 20 (an example is the game of life);
– closed absorbing - in this transition rule when the cell reaches the shore then

in time t + 1 the cell ceases to exist (with the boundary condition most often
we deal with in the case of simulation of gas molecules);

– closed reflective boundary conditions - are closed environments to simulate
research in this case the particles reaching the edge of the grid are reflected
off in accordance with the previously designed conditions (such conditions can
meet the simulation HPP).

4 Modeling Spatial Conflicts: The Layered Competitive
Cellular Automata Approach

With use Cellular Automata because with CA one can perform modeling of real
phenomena of irregular, spatial nature and characterized by some dynamically
changing shape. Cellular Automata build on a grid can be used for modeling
diversified media, such as water flow, gas flow, fire propagation, etc. Simulta-
neously, almost direct visualization is possible. In reality, such modeling seems
very useful, since using numbers for modeling the level of intensity one can model
continuous, or even fuzzy spatial objects.

The approach based on Layered Competitive Cellular Automata is dedicated
to modeling spatial phenomena which are in conflict with one another. Some
basic characteristics of the application areas are as follows:
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– 2-D environment, such as land or other 2-D space in which we encounter a
conflict,

– each of participating phenomena has its own dynamics defined,
– when in contact (the same coordinates) or enough close to (at some predefined,

small distance) the conflicting environments influence each other,
– typically, winning environment removes the cells of the other one, and spreads

out in according to predefined rules.

For intuition, with use of the LCCA we can model and analyze conflicts in
following areas:

– safety and security national and international,
– crisis situations,
– damage to critical infrastructure,
– spotted terrorism acts, terrorism propagation over certain territories,
– natural disasters, such as fire, flooding.
– armed conflict,
– politics cooperate,
– other natural phenomena (e.g. propagation of weeds and effects of active

weeding.

A Layered Competitive Cellular Automata is system consisting of several
layers of cells allocated according to predefined grid. Each layer is responsible
for representing a certain phenomenon involved in the simulation.

Definition 3. A single-level cell Cx,y is defined by the following tuple:

Cx,y = (x, y, (s, v)), (4)

where x and y are the cell coordinates defining its location on the rectangular grid,
s defines the type (sort) of the cell, and v is the value defining level of intensity (or
state) of the considered phenomena at the location defined by x and y.

An example cell defining fire, can be as follows:

C7,13 = (7, 13, (fire, 30%))

The above formula represent a cell of type fire, located at position (7, 13) with
the intensity level equal 30 % of the maximum.

In order to enable representation of different phenomena interacting at some
position, several layer must be used. This leads to the definition of a multi-layered
cell.

Definition 4. A multi-layered cell incorporating k levels is defined

MCx,y = (x, y, k, (1, v1), (2, v2), . . . (k, vk)) (5)
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In the definition above the sequence (1, v1), (2, v2), . . . (k, vk) defines as a
natural extension of single-level cell all the necessary layers; definition of each
layer is composed of its type and current value (which can further change over
time). The number k defines how many layers are there. The most typical case,
i.e. modeling of two conflicting phenomena requires used of two layers of CA
(k = 2), and the zero-level layer defining the environment.

Finally, we come to the definition of a Layered Competitive Cellular
Automata.

Definition 5. A Layered Competitive Cellular Automata, LCCA, of k-levels is
defined as:

LCCA = (Nx, Ny, k, D, δ, {MCx,y : x = 1, 2, . . . , Nx, y = 1, 2, . . . , Ny}, F, G), (6)

where Nx and Ny are positive integers defining the size of the grid (identical
to all levels), k is the number of active levels (recall that the environment is
represented by level 0), D is a domain of some basic accessible elements of the
environment, δ is a mapping:

δ : {1, 2, . . . , Nx} × {1, 2, . . . , Ny} → D

defines the zero-level environment (see the example in Sect. 1.1), and MCx,y

multi-level cells assigned to positions over the whole grid, MCx,y are the k-level
cells, F = {F1, F2, . . . , Fk} are the functions of type (3) defining the behavior of
the CA of level k, and, finally, G is a function defining the inter-level dynamics
(the competitive behavior),

G : (δ(x, y), φ1
x,y(t), φ2

x,y(t), . . . , φk
x,y(t)) �→ (φ1

x,y(t+1), φ2
x,y(t+1), . . . , φk

x,y(t+1))

i.e. function G updates the states of the competitive cells located in different
layers at the same coordinates. Note also that, contrary to classical CA, even
in a single layer there can be cells of different type! This means that a single
layer can, in fact, represent non-homogeneous environment. A practical example

Fig. 3. Graphic presentation for grid use in LCCA
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is that the fire extinction level can contain firemen, water, and perhaps other
extinction means.

The resulting multi-level grid is schematically presented in Fig. 3.
Each automaton in the proposed approach is modeled with use of Object Ori-

ented programming. It is a user-defined object, having the coordinate attributes
and several (e.g. 3) levels allowing for definition of its state and wear.

5 Example Implementation

The current implementation is in Python programming language [23]. Python
aroused late in ’80. In 2015 Python is located within the seven most popular
languages [18]. En example definition of a class for representing cells is as follows:

class Cell:

def __init__(self):

self.level = [CellLevel(), CellLevel(), CellLevel()]

def replace_cell(self):

return self

The output map (bottom-left) (see Fig. 1) is visualization-based internal repre-
sentation (top-right) implemented as the following method:

def readMaps(self):

map_ = open("test_maps.txt", "r")

lines = map_.readlines()

self.width = int(lines[0].split(’ ’)[0])

self.height = int(lines[0].split(’ ’)[1])

self.grid = [[Cell() for x in range(self.width)] for y in

range(self.height)]

for x in range(0, self.width):

for y in range(0, self.height):

self.grid[y][x].level[0].state = int(lines[x + 1][y])

self.grid[y][x].level[0].wear = 100

for x in range(0, self.width):

for y in range(0, self.height):

if self.grid[x][y].level[0].state == 0:

self.grid[x][y].level[0].state = EmptyCellState()

elif self.grid[x][y].level[0].state == 1:

self.grid[x][y].level[0].state = TreeCellState()

elif self.grid[x][y].level[0].state == 2:

self.grid[x][y].level[0].state = GrassCellState()

elif self.grid[x][y].level[0].state == 3:

self.grid[x][y].level[0].state = WallCellState()

elif self.grid[x][y].level[0].state == 4:

self.grid[x][y].level[0].state = SandCellState()

elif self.grid[x][y].level[0].state == 5:

self.grid[x][y].level[0].state = WaterCellState()

else:

self.grid[x][y].level[0].state = EmptyCellState()
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Fig. 4. Presentation of rules

The visualization of LCCA is performed with use of PyQT 4.8 [17]; en exam-
ple definition of a window is as follows: (Fig. 4)

class LccaWindow(QMainWindow):

def __init__(self):

super(LccaWindow, self).__init__()

uic.loadUi(’LCCA.ui’, self)

self.gridView = GridView()

self.horizontalLayout.addWidget(self.gridView)

self.grid = Grid()

self.grid.readMaps()

self.gridView.setModein base of predefined rulesl(self.grid)

self.show()

self.timer = QTimer()

self.timer.setSingleSin base of predefined ruleshot(False)

self.timer.setInterval(10)

QObject.connect(self.startButton, SIGNAL("clicked()"), \
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self.timer.start)

QObject.connect(self.stopButton, SIGNAL("clicked()"), \

self.timer.stop)

6 Example Application: Fire Modeling

In this section a generic application example of modeling two conflicting phe-
nomena is presented. The first phenomenon is fire. Its model is located in layer 1.
It is a set of homogeneous cells (Fig. 5).

Fig. 5. An example LCCA application for modeling fire: four subsequent stages are
visualized in turn

The second phenomenon represents the active fight against the fire. It com-
prises of two types of objects: the firemen and their water facilities. At start time
we see only fire in the map, at the second step firemen appear and start taking
part in the conflict. The fire is growing on the base of predefined rules. Firemen
move according to predefined rules too (Fig. 6).
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Fig. 6. An example LCCA application for modeling fire: four subsequent stages are
visualized in turn

7 Conclusions

Modeling conflicts and competition in case of spatial and dynamic phenomena
requires sophisticated tools. In this paper a proposal of the Layered Competi-
tive Cellular Automata (LCCA) was put forward. Both theoretical foundations
and example implementation were discussed. An example application of generic
character was supplied.

The presented proposal seems to constitute an original and simultaneously
generic approach. At present, it is in an initial stage of implementation and test-
ing. Each particular application requires both precise, case-dependent definition
of functions F and G, as well as adequate parameters tuning. On the other hand,
the proposal seem to be of general nature, and possible applications may cover
various phenomena.



Layered Competitive Cellular Automata for Spatial Conflicts 109

It seems that the proposed approach can be used a generic tool for modeling,
analysis and visualization of dynamic, spatial, conflicting phenomena. As such,
it can become a valuable tool in the fight with natural disaster or in military
applications.
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Abstract. In the well explored domain of facial biometrics, methods which
forgo traditional models of intruder detection can lead to a more robust system.
One such method, which is outlined in this paper, is to utilize the movement of
feature points over the course of an expression to make user authentication
systems more secure. To do this, we developed a new algorithm, and used the
process known as ranking, to describe facial expressions in a computationally
cheap way. In our experiments, we performed 309,210 authentication attempts
on 33 user profiles and achieved at best an error of only 3.4 %, with an average
error of 33.28 %. Although such a system is not as accurate as common face
biometric systems, we believe that this method can augment those systems to
make them impervious to common attacks.

Keywords: Facial expression analysis � Biometrics � Feature points � Video
analysis

1 Introduction

With common image/video authentication systems relying on matching an image
against a set of user templates, potential information which can be used to identify a
user, or deny an intruder, is lost. In addition, simply matching an image, or a set of
images, against a template opens the authentication system up to a set of vulnerabilities
such as:

1. Mask Attacks: A type of attack where an attacker fools an authentication system by
wearing/using a print or screening of an authorized user’s face as a mask. This
attack is especially targeted toward systems who utilize liveliness of a user’s eyes
for validation.

2. Picture Attacks: A type of attack where an attacker fools an authentication system
by presenting a picture of an authorized user. This attack is effective against systems
that do not check for liveliness.

3. Replay Attacks: A type of attack where an attacker fools an authentication system
by presenting a recording of an authorized user.

Although each of these particular attacks have been researched, and countered
respectively, (Mask Attacks in [1, 2], Picture Attacks in [3, 4], Replay Attacks in [5])
this reactive way of approaching the problem of user authentication via images and
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videos make it a game of how to best break the system with a given set of constraints.
With the advent of social media, acquiring pictures of users to be used against such
systems becomes almost a trivial task. This is not the most ideal method of approaching
potential attacks on a biometric system when considering the vector of an attack is
limited primarily by the creativity of the attacker.

Instead, it is our belief that better/more robust systems can be made via the
introduction of other methods whose modalities are not the same. That is, by devel-
oping authentication systems which utilize more diverse information about aspects of a
user, as opposed to the user’s image itself, more secure methods of identifying legit-
imate users and attackers can form.

One such method, which is outlined in this paper, is to take into consideration the
differences in how users make expressions. We believe that the dynamics of a facial
expression provides a sufficiently unique signature to identify users and, consequently,
deny attackers. In particular, we found that examining the amount that each facial
feature point moves over the course of a sampling of an expression yields sufficient
data to do this. Such a system is a necessary improvement, as taking into consideration
the temporal characteristics of a user expression renders the system immune to the
aforementioned vulnerabilities, who rely on static imagery in order to match users.

To validate our claim, we performed extensive experimentation where we analyzed
user expressions from the six universal expressions: Angry, Disgusted, Happy, Sad,
Surprised, and Scared, which we chose from their standardized use in popular data-
bases [6]. Our results show that in analyzing facial expression movement over the
course of an expression can yield a primitive authentication system with an acceptable
error rate. As such, the contributions of this paper include:

• A novel method for biometric security based on facial expression by analyzing
video. This new method utilizes the process known as ranking to describe and
compare facial expressions. In addition, in developing this method we created a new
algorithm which can be used for a more precise comparison of rankings. By doing
so, we were able to prove that in comparing facial feature point movement for
expressions, only few (for example five to ten which we used in our experiments)
points truly matter.

• The results of extensive testing of this new method. This testing revealed that this
ranking method of facial expressions is both regular in its performance, and reliable,
which we demonstrate by performing 309,210 authentication attempts on 33 user
profiles. These tests showed that our method has at best an error of 3.4 %, with an
average error of 33.28 %.

2 Background

Within biometrics, there is a delicate balance of both convenience and intrusion in the
implementation of an authentication system. Systems which are convenient, such as
finger print analysis [7] or voice recognition [8], are equally weak in terms of the
protection they offer [9, 10]. As such, it is usually advantageous for signal analysis
systems to match user information without input other than an image, or set of images,
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from the user. This method reduces the potential avenues of attack, but opens potential
complications for template matching. These complications include, but are not limited
to: image lighting, user pose, and background activity. This trade off of environment
limitation for data integrity, however, is one that allows for authentication systems with
high success. Examples of these systems include iris detection [11] and facial
recognition.

These image-based user authentication systems, too, have inherit weaknesses based
on the premise of their foundation. Attacks on these systems, such as mask attacks,
picture attacks, and replay attacks, focus on how deeply coupled the system is with
superficial imagery. As such, there exists a niche for authentication systems who utilize
more peculiar aspects of user imagery. One such system, which is what we are
proposing, is one to utilize facial expression analysis for additional security for
authentication.

There have been multiple studies on facial expression recognition systems, some of
which utilize action units [12], static face imagery [13], neurofuzzy networks [14], and
local binary patterns [15]. These systems, however, are insufficient to handle the
challenges that are imposed by the advent of social media. Too readily can a potential
attacker find a user’s profile online and utilize a picture of the user for an attack. As
such, there needs to be a system for authentication that cannot be readily fooled by an
attacker with pictures of a user.

What we are proposing is a system to rank facial feature points (such as the corner
of an eye or lip) movement during the course of an expression. In addition, the system
we are proposing will not be built to analyze static imagery, but instead video sam-
pling. It is our belief that such a system can produce computationally cheap results (via
2D feature point sampling) and sufficient accuracy for the purpose of rendering a facial
biometric system immune to these kind of attacks.

In Sect. 3, we outline our experimental set up for data collection, as well as how
much data we collected. In Sect. 4, we present our methodology for identification. In
Sect. 5 we outlined how we performed testing, as well as the amount of authentication
attempts that we performed. In Sect. 6, we present the results achieved from this
testing. In Sect. 7, we present our analysis on our results and future works.

3 Experimental Setup

We chose to collect samples of the six universal expressions: Angry, Disgusted, Happy,
Sad, Scared, and Surprised, for our experimentation. We chose these expressions in
particular because, as present psychology suggests, they transcend both race and cul-
ture in their meaning.

To gauge the behavior of facial feature points over the course of an expression,
static imagery would be completely insufficient to provide adequate information.
Therefore, sampling of user expressions needed to be in the format of a video. To
record these samples we utilized a Microsoft LifeCam Cinema which recorded in 720p
HD at approximately 30 frames per second.

For a complete sample, we recorded a participant’s face from a neutral expression,
to a prompted expression, back to a neutral expression. We recorded samples from the
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participant in both a controlled environment where the lighting was controlled by way
of a FalcoEyes LHD-5250 which concentrated five 28 Watt 5000–5500
Kelvin*230 V/50 Hz light bulbs, with a white board background, and an uncontrolled
environment where the lighting varied and the background activity varied. Samples
from 42 participants were acquired in two locations on separate dates and times in the
months of September 2014 and October 2014.

For each participant, we recorded 24 video samples, which consisted of two
samples of each universal expression our controlled setting and our uncontrolled set-
ting. With our total of 42 participants, we had at our discretion 1008 (24 × 42) video
samples. Our participants consisted exclusively of university students and faculty
between the ages of 18 and 40. Information on user ethnicity, gender, or if the user
wore glasses, was not used to separate data.

4 Methodology

For security, our proposed methodology is on the basis of the following: analyze all
facial feature point movement over the course of an expression sample and rank them
in accordance to how far they move (accumulated Euclidian Distance of moving X-Y
coordinates of feature point in frames) and match each point’s movement to a user
template. For example, if a particular point moved frequently it would be ranked higher
than another which did not move as much. We believe such a ranking is sufficient to
describe an expression, allowing us to generate a user profile by defining each of the
universal expressions with a corresponding ranking. To validate, with this definition of
comparison, is to merely compare rankings of an input sample against a user’s
template.

This simplistic method for authentication, which is easily broken down into discrete
steps, is implemented in the following subsections where we disclose how we acquired
feature point data from our samples (Sect. 4.1), why we chose feature point ranking
(Sect. 4.2), and how we solved a limitation on present ranking systems (Sect. 4.3).

4.1 Locating Feature Points

The task for locating feature points in our expression samples, which was auxiliary to
the question that we were asking, was accomplished by Noldus Facereader 5 [16].
Noldus would analyze a given video sample and, for each frame that it would identify a
face, output the 2D location for 49 feature points. See Fig. 1 for examples of one frame
of analysis given by Noldus.

4.2 Feature Point Ranking

With the task of locating feature points for the frames of each video sample handled in
Section A, our goal now was to determine exactly how we would identify a user from
an expression. With 49 feature points moving over the course of a sample, our incli-
nation was that there would be a unique set of points that moved more frequently for
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one expression than another. Indeed, we felt as though the points that moved the most
frequently would also distinctively vary between participants in our data set. As such,
we created a ranking for the magnitude of each feature point’s movement over the
course of a sample, ranking higher points that moved more frequently. As a visual-
ization aid, see Fig. 2 where this relationship given by the point’s movement and a
particular individual is undeniable to see.

Fig. 1. Feature points of user expressions are captured using Noldus. Expression from
participants are given as follows: Happy (top left), Sad (top right), Disgusted (bottom left), and
Scared (bottom right).

         (A)         (B) 

       (C)           (D) 

Fig. 2. A Delaunay Triangulation [17] of facial expression samples is made to visualize the
differences between the samples. Triangles are colored on the basis of their point’s movement.
Points that move more frequently yield warmer colors. Figures A and B represent the expression
of sad for Participant 29 in the controlled environment. Figures C and D represent the expression
of sad for Participant 34 in the controlled environment. The similarities displayed are evident
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With the practice of comparing rankings having been well established by Bergando,
Gunetti, and Picardi in other research [18], we were almost ready to begin testing. In
their research they compared rankings of equal sizes for their similarity. That is, they
were comparing lists of attributes where the number of attributes in each list (for
example, in our case, training and testing) were the same. To compare these rankings,
one merely had to sum the displacement of indexes in one ranking as compared to
another and divide by a maximal disorder that such a ranking can achieve. The
equation for determining the maximal disorder of two equal sized rankings with length
|V|, as given in [18], is given by Eq. (1):

Vj j2
� �

if Vj j is even; Vj j2�1
� �

=2 if Vj j is odd ð1Þ

This equation, however, is limiting in that it requires two rankings to have equal
sizes. We wanted to have the ability to compare rankings of unequal sizes. Intuitively,
this can be seen as wanting to weight a certain number of points higher in determining
how close two expression rankings were. This coincides with our idea that only a
certain set of points in a given expression ranking were highly active as compared to
the rest of the points and can be used to describe the expression overall.

What this meant for us was a need to generate the highest disorder that could be
achieved when comparing two rankings of unequal sizes, M and N. Our methodology
for calculating this is found in the following section.

4.3 Generating Disorder for Unequal Sized Rankings

Given two sets of rankings M and N, such that M is a subset of N, It is possible to
generate a disorder matrix such that each cell’s value is determined by the absolute
value of the index placement in M minus the index placement in N. As an example,
given two rankings with |M| = 6 and |N| = 7, we could generate the disorder matrix in
Table 1.

Table 1. A Disorder Matrix of |M| = 6 by |N| = 7

Indexes 
of M

Indexes of N

1 2 3 4 5 6 7

1 0 1 2 3 4 5 6

2 1 0 1 2 3 4 5

3 2 1 0 1 2 3 4

4 3 2 1 0 1 2 3

5 4 3 2 1 0 1 2

6 5 4 3 2 1 0 1
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For Table 1, each data cell describes given a placement in M, if that corresponding
indexed value was placed in N, what disorder would be created for that particular
index. An example list exhibiting the behavior of having the maximum disorder
achieved by this disorder matrix can be seen in Fig. 3. For this list, the maximum
disorder is 6 + 5 + 4 + 3 + 2 + 1 = 21. In order to provide a convenient method for
calculating this for, we needed a generalize algorithm to calculate the maximum dis-
order that can be achieved for any arbitrary disorder matrix. Such an algorithm is given
by Algorithm 1.

Fig. 3. An example listing of rankings M and N exhibiting maximum disorder is created via the
disorder matrix given by Table 1.
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5 Experiments

To begin the process of testing, we needed to define what data was needed to create a
profile of a valid user. As stated in Sect. 3, we had 1008 video samples to utilize from
42 participants. As outlined in Sect. 4, we could create a ranking from an expression by
sorting the set of feature points from a user based on the magnitude of their point’s
movement over the course of an expression sample.

Therefore, our definition of a valid user would one where we can determine a
ranking of each universal expression. In addition, we decided that in creating the set of
users for our testing that we wanted to separate samples created in a controlled and
uncontrolled setting. We felt as though this would allow us to see the performance of
our method more independent of our data set.

Out of the 42 participants from which we were able to sample expressions from, we
were able to generate 33 complete profiles in each environment. Not every sample were
we able to generate a complete set of facial feature points from every frame. Due to
this, we had to strictly define the definition of a profile to be one where there existed a
complete sample of which we could draw rankings from. It is because of this reason
that we were only able to generate 33 profiles out of 42 participants.

Each user profile was trained off of the first sample for each universal expression in
a particular environment, leaving the other sample for testing purposes. In order to test
these user profiles, we provided both sample rankings, which were of the same
expression from the same participant, and attacker rankings where were of the same
expression from a different participant. The set of attacker rankings included expression
rankings from participants of which a profile could not be generated.

For our controlled setting, we were able to generate rankings for 476 samples. For
our uncontrolled setting, we were able to generate rankings for 461 samples. This
discrepancy in the number of rankings for each environment is due to the reasons
outlined above. Thusly, for an arbitrary set of user profiles, we were able to perform
30,921 authentication attempts (33 participants × 476 samples + 33 participants × 461
samples), with 792 (33 participants × 6 valid files × 2 environments) files being
genuine attempts.

6 Experimental Results

To calculate the results of our experiment, we found for each perspective participant
(33) in each environment (2), for each number of selected points (5, 10, …, 49, chosen
as the top n points in the ranking created by the magnitude of the feature point’s
movement), the Imposter Pass Rate (IPR), False Rejection Rate (FRR), and, conse-
quently, the Equal Error Rate (EER) which is the interception of these two values. To
do this, we iterated acceptance threshold values between 0 and 1 (which are descriptors
of likeness of rankings, with 0 being a 100 % match and 1 being a complete mismatch)
to see which samples were accepted. Stepping by 0.001, we were confidently able to
generate the IPR and FRR for all users, in every environment, for any selected number
of points.

120 D.J. Tubbs and K.A. Rahman



To compute the overall performance of our methodology, we locate the EER for
every participant over the course of the selected number of points. This is done twice,
to demonstrate performance in each setting. Table 2 demonstrates the statistical trends
of the EER for our method, while Fig. 4 graphically represents this data.

7 Summary and Discussion

In conclusion, the methods and experimentation outlined in this paper represent a first step
in the direction for user authentication via expression analytics over the course of a video
sample. In developing our methodology, we created a novel algorithm for use in com-
paring rankings of unequal sizes. For testing our method, we collected 1008 video samples
to generate 33 complete profiles of which 309,210 authentication attempts were made.

Table 2. I. Equal error rate (EER) statistics for each set of 33 users' profiles

Equal error rate Selected number of points
5 10 15 20 25 30 35 40 45 49

User profiles created in the controlled setting
Minimum 0.161 0.163 0.106 0.110 0.070 0.072 0.100 0.108 0.055 0.034
Maximum 0.587 0.666 0.666 0.663 0.666 0.666 0.666 0.666 0.666 0.666
Average 0.322 0.346 0.339 0.330 0.330 0.335 0.346 0.339 0.329 0.312
Standard Deviation 0.107 0.120 0.117 0.120 0.127 0.127 0.124 0.117 0.124 0.118
User profiles created in the uncontrolled setting
Minimum 0.162 0.162 0.162 0.162 0.164 0.164 0.162 0.164 0.164 0.162
Maximum 0.663 0.665 0.670 0.703 0.665 0.661 0.665 0.685 0.668 0.665
Average 0.396 0.383 0.399 0.394 0.382 0.405 0.400 0.403 0.396 0.390
Standard Deviation 0.128 0.134 0.137 0.141 0.133 0.136 0.141 0.138 0.132 0.128

5 10 15 20 25 30 35 40 45 49
0

0.2

0.4

0.6

0.8

1

Error Rates for  
 Controlled Users

Selected Number of Feature Points

E
rr

or
 R

at
e

Minimum
Maximum
Average
Standard Deviation

5 10 15 20 25 30 35 40 45 49
0

0.2

0.4

0.6

0.8

1

Selected Number of Feature Points

E
rr

or
 R

at
e

Error Rates for 
Uncontrolled Users

Minimum
Maximum
Average
Standard Deviation

Fig. 4. The overall trends of the equal error rate for our method is demonstrated over the course
of a selected number of feature points for controlled and uncontrolled users
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As is demonstrated by our results, feature point ranking as a means for user
identification presents a fertile ground for further research. Users created in the con-
trolled setting exhibited erroneous results in on average 31.33 % of attempts, with the
best performance by a user attaining only 3.4 % of error with all 49 feature points
selected. User profiles created in the uncontrolled setting exhibited erroneous results in
on average 38.26 % of attempts, with the best performance by a user attaining only
16.4 % of error with only 25 feature points selected. See Fig. 4.

Although these numbers are the most ideal for each scenario, they’re not too
different from the average behavior exhibited. As can be demonstrated by Fig. 4,
behavior from 5 points to 49 points varies only slightly over the course of testing. This
demonstrates our hypothesis that only a few feature points truly matter over the course
of a given expression ranking.

There are some interesting trends presented in our data that are impossible to ignore.
For instance, take the maximum values for profiles created in our controlled setting. As
outlined, the maximum reaches a certain point and stays static over the course of varying
the selected number of feature points. So too, is this behavior showcased in the minimum
values for users in our uncontrolled setting. In each case, we believe something inter-
esting is at play. In the case of the maximum, we believe that the profile created who
yielded this value most likely had an outlier sample that regularly caused an inflated
amount of attacker samples to be accepted. Conversely, as in the case of the minimum,
we believe that this user had the best sampling in terms of the quality of expressions
trained off of and then given to our system. In both cases, values are well outside of one
standard deviation from the average and should not be given too much weight.

Overall, the results given by our method are moderately successful, even if they are
not as accurate as common image based biometrics. In the future, we believe that our
method can at best be used to augment facial biometric systems who utilize imagery
analysis for authentication. It has been proven that imagery analytics have high per-
formance in terms of accuracy. By augmenting them with this system, they would be
overall safer to use and more robust against attacks. Given the challenge of social
media, an image/video of a user’s face is relatively easy to find, a complete expression,
however, is far more difficult for an attacker to find and use against the system,
rendering it that much safer.
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Abstract. This paper describes an attempt to analyze frequencies of noise occur‐
ring in urban areas using an Android-based smartphone. The proposed solution
enables audio writing to the device’s memory, analysis on the device and trans‐
mission of results to the server. The article presents results of tests carried out in
the city of Krakow.

1 Introduction

Urban development, contributing to development of local transport and industry,
increases the intensity of sounds in a limited area to a level that can be described as
harmful [1]. One of methods to reduce the noise level in areas particularly affected by
this problem, thus ensuring the proper acoustic climate for urban residents is installation
of noise barriers. It should be noted, however, that noise barriers are not an effective
means of dampening of low frequency noise. Monitoring noise levels in urban areas is
a necessity resulting from the requirements of the European Union [2].

The purpose of this publication is to demonstrate that it is possible to carry out rough,
extensive measurements of spectrum characteristics of noise in urban areas, using low-
cost, commonly available mobile devices.

This article is divided into 5 parts. Chapter 2 presents some issues related to the
impact of specific frequency components of noise on human health, regardless of their
intensity. Chapter 3 describes test methods used in this paper and the techniques used
to validate the measurement system. In chapter 4, the obtained results are presented.
Chapter 5 presents plans for further work in this area.

2 Impact of Frequency Noise Components on Human Health

Prolonged exposure to high noise level can lead to disorders that cause diseases such as
hypertension, neurosis etc. [3]. A vexing noise also hampers any mental work and all
forms of recreation. Due to the increasing number of anthropogenic sources of infra‐
sound, especially in the urban environment, the impact of this frequency range for human
health attracts an increasing interest [4]. In 2005, in the Institute of Occupational Medi‐
cine in Łódź, a group of volunteers were subjected to the influence of low frequency
noise (10–250 Hz) at a level not exceeding 50 dB. Participants, which remained under
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the influence of noise, committed multiple errors and worked less effectively than those
not subjected to low frequency. Furthermore, participants under influence of noise had
impaired cognitive function [5]. The results of these studies also show that exposure to
infrasound can cause dysfunction of the human balance system, such as loss of balance
or nystagmus.

Ultrasonic noise can also have adverse effects on the human body [6]. Ultrasonic
noise is characterized by a spectrum in which the high frequency audible components
are present, and low audible ultrasound of 10 kHz to 40 kHz. Research into effects of
ultrasound noise on hearing organ is difficult, because ultrasound noise is usually
accompanied by the audible noise. It is difficult to determine, whether changes in hearing
are due to audible or ultrasonic noise only, or as a result of the simultaneous operation
of both these components. Currently, common views are that as a result of nonlinear
influence of ultrasound, subharmonic components of the sound cause pressure levels of
the same order of magnitude as the basic component of the ultrasound. Therefore, this
phenomenon may cause hearing impairment. A next negative effect of ultrasound is
related to the vestibular organ in the inner ear, manifested by headaches, dizziness,
imbalance, nausea, sleepiness during the day or excessive fatigue [6].

3 Method of Analysis

An important problem during the implementation of the work described in this paper
was the choice of method for computation of the Fourier transform, which, as the basis
one for the spectral analysis, has been selected from other transforms, e.g. piecewise-
linear ones [7, 8]. Several different algorithms for calculating the DFT were also tested.
Due to its high efficiency, fftpack library was used [9], which allows for calculation of
the DFT for the 2048 elements sized vector for the audio signal sampled at 44 kHz, in
the real time, on Android-based Samsung Galaxy S3 smartphone.

In order to simplify the analysis, it was assumed that as the dominant frequency band,
the amplitude filter of 3 dB bandwidth was used. The procedure for detecting dominant
band was based on finding the maximum values in coefficients obtained from the DFT.
Next, number of samples that met the 3 dB criterion was determined. To calculate the
energy associated with the selected band, the Parseval’s theorem was used.

Fig. 1. Typical frequency responses of microphone
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The frequency response of microphones in all devices used during the test were
analyzed [10] with the use of the methodology described in [11]. An example of the
frequency response of the Samsung Galaxy S3 smartphone in presented in Fig. 1. A
similar procedure was also performed for tests based on recording and analyzing of
sounds of selected frequencies.

4 Results

The presented results were obtained in separate research processes, at different times of
the working day and on weekends, in the same places throughout the city. The measuring
points were chosen based on maximum diversity in intensity and spectrum of noise,
depending on the time of day. In the morning, usually the main factor generating the
roadway noise were the combustion engines, with the clear low-frequency dominant
High frequency component, caused as an effect of rotating wheels of vehicles (tire noise)
had a low level due to traffic jams [12]. Noise registered in the afternoon usually was
determined by both factors mentioned above. In the evening, smaller traffic, and a lower
concentration of people resulted in a lower sound levels, and changes in the spectral
characteristics of recorded sounds.

Analysis of the results show that the vast majority of the measured noise is dominated
by the low-frequency range from 200 to 500 Hz, and the medium-frequency approx.
500 to 4 kHz [13]. The noise with the high-frequency dominant above 4 kHz, was
observed only in the vicinity of construction sites.

Table 1. List of noise measurement points.

No. Measurement point name Location

1. Opolska St., street side 50°09’13.4”N 19°92’51.3”E

2. Opolska St., behind noise barriers 50°09’19.2”N 19°92’54.8”E

3. Krowoderski Park 50°08’82.9”N 19°92’42.6”E

4. Rydla St. 50°08’10.6”N 19°90’58.3”E

5. Stańczyka and Armii Krajowej Crossroads 50°07’76.5”N 19°88’96.2”E

6. Lea St. 50°07’36.2”N 19°89’58.0”E

7. AGH Campus 50°06’80.7”N 19°90’72.4”E

8. Czarnowiejska and Mickiewicza Crossroads 50°06’51.9”N 19°92’37.3”E

9. Main Station in Kraków 50°06’82.8”N 19°94’68.6”E

10. Floriańska and Św. Marka Crossroads 50°06’37.4”N 19°06’37.4”E

11. Rynek Główny/Main Square 50°06’04.9”N 19°93’60.6”E

12. Bulwar Czerwieński St. 50°05’37.8”N 19°93’12.0”E
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The results of the measurements carried out at the points listed in Table 1 are indi‐
cated on the maps in Figs. 2, 3 and 4, for different times of day. Each measuring point
is represented by a circle. Both the radius of the circle and the color depends on the
dominant frequency recorded in a given measurement point. The meaning of color
measurement points are shown in Table 2.

Table 2. Meaning of colors of measurement points from Fig. 1.

Dominant frequencies [Hz] Color of the Measurement Point
0 - 150

151 - 300
301 - 550

550 - 2kHz
> 2 kHz

Measurements carried out up to 600 m from the measurement point 1 and 2, i.e. at
Opolska St., show that in the morning the dominant frequency is about 100 Hz lower
than average dominant frequency of the urban noise. This is a result of frequent traffic
jams in the morning, on the streets of Krakow. The main generators of noise in the traffic
jams are vehicle engines, which generate sounds with the low frequency components,
lower than 500 Hz. Diesel engines generate noise at frequencies lower than 200 Hz.

Fig. 2. The frequency characteristics of urban noise in the morning
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Harmonics related to the tire noise, have less impact on the noise spectrum in the
morning. The results of measurements obtained close to the footbridge over the Opolska
St., became the basis for finding, that noise barriers have a significant effect on the
spectral characteristics of the noise. Better suppression was observed for the medium
and high frequencies. Measurements taken immediately before and behind the noise
barriers on Opolska St. show the impact on the frequency spectrum of the urban noise.
Sound recorded on the side of the street has the dominant frequency in the range 500 to
800 Hz, while signal registered behind the barriers is characterized by the dominant
frequency in the range from 400 to 550 Hz. It should be noted that the power of the
dominant band is decreased by about 10 dB, when compared to the power of the sound
recorded from the Opolska St.. These results correspond to the efficiency of noise
barriers with a height of 6 m [12].

For the measuring points 8 and 9, the frequency characteristics were similar to the
measuring points 1 and 2, with the dominant low-frequency and mid-frequency noise.
The high-frequency noise was observed in the location 10. It was associated with oper‐
ation of construction machines with dominant frequency range of 8 kHz to 11 kHz.

Sounds recorded in location 3, had a fairly uniform frequency with the dominant
components of 150 Hz. Spectra recorded in sections 4, 5, 6, 7, and 12 had the largest
energy associated with the frequency band from about 300 to 550 Hz. Frequency char‐
acteristics of short recordings often show frequencies of large amplitude, outside the
specified range. These amplitudes are related to specific incidents, for example with a
screech associated with slipping tires.

Fig. 3. The frequency characteristics of urban noise around noon
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Dominant components of noise in the measurement point 10 were of medium-
frequency and high-frequency, when the equipment in the construction site was working.

In addition to measurements performed in the points specified in Table 1, sounds
recorded at other, random places in the city of Krakow were analyzed. Based on over
200 measurements carried out in areas not included in Table 1, it was possible to observe,
that noise that occurs e.g. in city buses has dominant frequencies in the range from 250
to 450 Hz. A siren of an ambulance was registered, too with the dominant frequency of
approximately 1200 Hz. The observed amplitude of sound of the siren has local maxi‐
mums at around 3500 Hz and 6500 Hz. Figure 5 illustrates the spectrum of an ambulance
siren sound recorded with the smartphone. In the spectrogram shown in Fig. 6 the
Doppler effect arising from movement of the vehicle is also visible.

Fig. 5. The spectrum of sounds emitted by a siren of an ambulance

Fig. 4. The frequency characteristics of urban noise in the evening
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Fig. 6. Spectrogram of sounds emitted by a siren of an ambulance

5 Conclusions

The presented study demonstrated the possibility of using a mobile smartphone to
perform qualitative noise tests in an urban environment, in a limited frequency range
where the accuracy of the measurement is not critical. Performed tests confirmed the
suitability of the proposed measuring system. It was observed that noise level in Krakow
has the dominant components with the low and medium frequencies, and furthermore,
as would be expected, the frequency spectrum depends on the time of day. The noise is
virtually unchanged in the same time of working day, which results from the typical
circadian rhythm of city life. The noise registered near congested roads and streets is
dominated by the lower frequencies than in the case of roads without traffic jams. More‐
over, as expected, noise barriers significantly affect the noise spectrum, mainly
suppressing the high and medium frequencies.

The further work on the proposed solution is planned. These plants are related to
rebuilding the application and its networking interface to enable parallel measurements
on multiple devices simultaneously. This solution will enable a dynamic creation of
rough, qualitative, acoustic maps of cities. Therefore, observing the changes in noise
characteristics without the need for expensive, dedicated research will be possible.
Qualitative acoustic maps could allow public to draw attention to the problem of expo‐
sure to noise.

Acknowledgement. This work was funded by the AGH University of Science and Technology
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Abstract. The DEEP service is comprehensive new content discovery
solution that offers fun, creative, modern way to discover information.
Automated generation of content for DEEP relies on structured and
unstructured sources of data and on multimedia databases. Unfortu-
nately, using the Internet as a source for multimedia can result in the
acquisition of so-called “Near Duplicates” — visually similar images. In
this paper we propose an enhanced method of Near Duplicate detection
for a special kind of photographs – images of celebrities commonly known
as “red carpet” photographs. We have observed that near duplicates of
such photos are most commonly crops of busts (head and upper torso) of
the celebrity. We have combined an automated method for bust cropping
with similarity computation and have obtained 95 % sensitivity and 99%
specificity for near duplicate detection.

Keywords: Image descriptors · Colour structure · Near duplicates ·
Query by example · QbE · MPEG-7

1 Introduction

Today so called Web 2.0, in which the consumer is at the same time the pro-
ducer of the content, is omnipresent in form of blogs, video channels and audio
podcasts. In recent years a new trend in content creation can be observed –
the automated creation. Algorithms used for automated creation of content uti-
lize commonly accessible and well structured data sources in order to produce
on-demand content for the user.

For the past two years we have been working with an Israeli based company
on a product called DEEP. According to its creators “DEEP is a comprehensive
new content discovery solution that offers fun, creative, modern way to discover
information. The service offers a multi-angle, highly visual and interactive way
to experience various subjects, starting with movies, TV series and actors. Data
curation and preparation for presentation are done automatically using DEEP’s
content discovery platform” [3].

The problem we have been tackling is of Near Duplicate (ND) detection and
elimination from photograph database. Near Duplicates are photographs that
c© Springer International Publishing Switzerland 2015
A. Dziech et al. (Eds.): MCSS 2015, CCIS 566, pp. 132–140, 2015.
DOI: 10.1007/978-3-319-26404-2 11
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have almost the same content – come from the same photographic session or
are a result of simple operations such as crop of a part of a photograph. The
goal of our work is an algorithm that is capable of automated detection of near
duplicate images for their elimination form a photograph database. What is also
important is that the photographs considered are mostly so called “red carpet”
photos, that is photographs of celebrities taken during events such as presented
in Fig. 1.

The general problem of ND detection is well explored in numerous publica-
tions. A good overview of ND detection methods is provided in [6]. Low level
image descriptors have many applications, such as in computer forensics [4],
geolocalization [5], intelligent transportation systems [1] or in biomedical appli-
cations [2]. While working on the cited papers and analyzing available literature
(e.g. [9] or [10]) we have observed, that the best results are obtained using a
task–tailored algorithm rather than more general approach.

Fig. 1. Example of a red carpet image and its ND (image: creative commons by Keith
Hinkle)

In our previous paper on the topic [3] we have selected a low level descriptor
(Color Structure from the MPEG-7 standard [7]), experimented with the best
distance threshold and analyzed part-to-part comparison methods. In this paper
we propose a method that exploits a specific property of red carpet photos –
fact, that many near duplicates are a crop of a bust of a person photographed.
We have obtained better results than in our previously published algorithm, thus
have decided to implement it in the DEEP system.

The rest of the paper is structured as follows. Section 2 presents our previous
achievements in Near Duplicate detection. In Sect. 3 we present the principles of
the proposed algorithm and in the following Sect. 4 – results obtain with use of
this algorithm. The paper is concluded in Sect. 5.
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2 Near Duplicate Detection

In our paper [3] we have proposed the first version of the algorithm. For the sake
of the experiment we have prepared training and testing test sets of red carpet
photographs. For reference we have also performed the tests using the external
California ND database [6].

In the experiment we have identified the best performing MPEG-7
descriptor – Color Structure with a vector length of 256 values. We have also
defined the L1 distance metric for p, q image pair defined as:

dL1(p,q) = ‖p − q‖1 =
n∑

i=1

|pi − qi| (1)

Finally, in a set of experiments we have selected the threshold t value of
d1(p, q) which discriminates between duplicate and non duplicate photographs.
If d1 > t we consider the images to be different. Otherwise we consider them to
be similar.

During this stage of research we have experimented with a set of possible
image divisions by comparing parts of images to whole image. The method of
image division was fixed – we have divided the image in 5 parts (Fig. 2).

Fig. 2. Fixed image division method [3].
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3 Enhanced Algorithm

In the presented research we have observed, that most of the near duplicates
of red carpet photographs are crops on bust (torso and head) of the celebrity.
In order to foster this knowledge we have made far going adaptation to our
previous algorithm by comparing whole images and crops of busts. This concept
is depicted in Fig. 3.

Fig. 3. Concept of ND detection using bust similarity. Image: Creative commons by
Marthainsford and Andman8

First, we have created an algorithm that automatically extracts bust of a
person from the image. The flow of the algorithm is presented in Fig. 4. In
the first step we use Haar features in order to locate faces in both photographs
using the method proposed by [8]. We have implemented a robust method of face
detection that locates both faces and eyes in the image. We consider a region to
be a “face” if only it contains at least one “eye”. Once we have located the faces
in the image we locate the largest one. This is justified by an assumption, that
the photographer will make an attempt to compose the image in such a way, that
the main person of interest is visually the largest in the image. Finally, we crop
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a bust (head and torso) from the input image. For selecting the cropping region
we use the location of the face and estimate the size of the bust proportionally
to the size of the face. As a result for each pair of input images I1, I2 we obtain
a pair of busts B1, B2.

Fig. 4. Bust extraction algorithm

In order to assess the similarity of two images I1, I2 we crop busts from the
images (denoted as B1, B2) and calculate their distance in pairs, following the
pattern presented in Fig. 5. In case a bust for one or both of the images cannot
be calculated (e.g. no face is detected) we calculate only dL1(I1, I2) using the
algorithm proposed in [3]. In case busts were cropped successfully the distance d
between images is calculated using Formula 2. The distance calculated this way
is subsequently compared to the t threshold derived in our previous research. If
d(I1, I2) > t we assume the images to be different, otherwise we assume images
to be near duplicates.

d(I1, I2) = min(dL1(I1, I2), dL1(I1, B2), dL1(I2, B1), dL1(B1, B2)) (2)

Fig. 5. Whole image and bust comparison algorithm
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4 Results

In order to assess the results and compare them to our former solution [3] we
have used traditional metrics used for the problem of binary classification. TP
denotes the number of True Positives (similar images recognised as similar), FP
denotes the number of False Positives (similar images recognised as not similar),
TN denotes the number of true negatives (not similar images recognised as not
similar) and FN denotes the number of False Negatives (not similar images recog-
nised as similar). Precision, Sensitivity, Specificity and F-measure are calculated
using the standard formulas for binary classification problems.

Also the same training and testing sets were used, so the results are fully
comparable between the studies. The testing set consisted of 42 images, for which
a correlation matrix was filed. Applying the property of symmetry to distance
calculation (d(I1, I2) = d(I2, I1)) this results in 903 possible comparison between
images or 3612 comparisons in total (4 comparisons per image pair).

For assessing if a results of the algorithm is a false or true result we have
manually created a correlation matrix. If we denote A = aij as a correlation
matrix than aij denotes similarity between ith and jth image. aij = 0 means,
that the images i and j are not similar and aij = 1 means, that the images i
and j are similar. Correlation matrices have always 1 on the main diagonal (as
each image is similar to itself) and are symmetric as aij = aji [3].

Table 1. Comparison of ND detection methods for red carpet photographs

ND detection [3] Enhanced ND detection

TP 53 56

TN 836 834

FP 8 10

FN 6 3

Sensitivity 0,89 0,95

Specificity 0,99 0,99

F–measure 0,88 0,9

Table 1 presents a comparison of results from our previous study [3] and
obtained during the presented research for the red carpet images. We have man-
aged to reduce the number of False Negatives (not similar images recognised as
similar) with an increase of number of False Positives (similar images recognised
as not similar). The overall metrics of sensitivity and F–measure have improved
slightly and are above 95 %, which is a very satisfactory result for an automated
classification method.

What is also worth mentioning is that slight increase in number of False
Positives (by 2, which is 20 % overall) resulting in more significant decrease in
number of False Negatives (by 3, which is 50 % overall) is acceptable from the
point of view of the application. False Negatives (not similar images recognised
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as similar) cause images, that are not near duplicates to be removed from the
database, which is a very undesired effect.

Presented algorithm comes at a cost of increased computational load. Haar
cascades used for bust detection take a significant amount of time to compute.
Comparing and averaging execution times for the algorithms without and with
bust detection we have found, that the algorithm with bust detection is 30
times more time consuming than without this feature. There are two reasons
for that effect. First, pre-trained Haar cascades for face and eye detection have
to be loaded from the hard drive to the memory and Haar detection has to be
performed. Second, each comparison of images with bust detection results in
calculation of Colour Structure descriptors for four images instead of two in case
of the algorithm without bust detection. In absolute values comparison of a pair
of 1024× 786 images without bust detection takes approximately 0,28 s while
comparison of a pair of images with bust detection takes approximately 9 s.

Additionally, we have performed an experiment using the California Near
Duplicate database [6]. This is a database of natural photographs taken by the
author during his holiday. It is accompanied by a set of correlation matrices
provided by the author and 9 other subjects, that have assessed similarity of the
images in the set. Unfortunately, this database is anonymised by means of blur-
ring the faces of persons in the images (Fig. 6). This renders our bust detection
algorithm useless for this set, as it is face–detection dependant. Nevertheless we
have run our former [3] and presented algorithms on the database. This exper-
iment provided identical results for both algorithms confirming, that our new
algorithm behaves correctly in case no bust is detected.

Fig. 6. Anonymized ND images from California ND database

5 Conclusions

In this paper we have proposed an enhanced method of near duplicate detection
for red carpet images. The proposed method is an improvement to a method we
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have proposed previously in [3]. Near duplicate images of red carpet photographs
are mostly crops of busts of actors depicted in those photographs. We use this
property and propose a cross–check between images and automatically extracted
crops of head and body.

Bust crop is executed using Haar cascades for detection of face and eyes.
Based on the position and size of the face in the image a bust can be automati-
cally cropped and used for the cross–check.

Our method improves the sensitivity of the algorithm by retaining its speci-
ficity. This comes at a cost of greatly increased computation time. This increased
computation time is however still acceptable, as near duplicate removal can be
set up as a background task for the database.

Our further research on the topic will focus on integration with the DEEP
system and on optimization for improving execution times. We plan to implement
multi–threaded execution of the algorithm and pre-loading of the Haar feature
vectors in order to minimize the hard drive load.

Acknowledgements. The work was co-financed by The Polish National Centre for
Research and Development (NCBR), as a part of the EUREKA Project IMCOP no.
E! II/PL-IL/10/01A/2012.

References
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Abstract. The correct location of ads, both static and moving, in close proximity
of the roadway is an issue of high significance in the context of road safety. This
publication aims to provide support in solving these issues by presenting a range
of options for the implementation of extensive, multi-faceted research, using
modern technology to allow an objective assessment of the risks arising from the
presence of advertising spots in the roadway. The chosen research tools include
the drivers’ reaction tracking systems based on the use of advanced multimedia
technology. These systems may be integrated in the actual vehicle, allowing for
performing the tests in real-life conditions or as part of an extended driving simu‐
lator. In addition, a part of the proposed approaches to researching the problem
is to check drivers’ opinion using questionnaires and to analyze the traffic acci‐
dents taking place in close proximity to road advertising.

Keywords: Advertising · Billboard · Roads · Road traffic safety

1 Introduction

The absence of sufficiently detailed recommendations and rules governing the location
of static and moving ads in the roadway and its immediate proximity in the context of road
safety is an important issue for public roads managing entities. This situation can also be
a source of potential problems in relations with companies managing this type of adver‐
tising media and, in certain circumstances may also affect the traffic. The absence of such
rules is in contradiction with the Vienna Convention on Road Traffic of 8 November
1968, ratified by the Polish State 24 February, 1988. Article 4, Paragraph d, clause ii
reads: “To install any board, notice, marking or device which might be confused with
signs or other traffic control devices, might render them less visible or effective, or might
dazzle road-users or distract their attention in a way prejudicial to traffic safety”. The
main goal of the proposed research, aimed at providing assistance in solving the prob‐
lems mentioned above, is to provide methods to conduct extensive, multi-faceted experi‐
ments, using modern technology to allow both, an objective assessment of the risks arising
from the presence of advertisements as well as subjective assessments obtained with the
participation of experts from the fields of psychology and psychophysiology of
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perception. For the proper implementation of the various stages of the research, the inno‐
vative research facilities should be designed and programmed, which among others
should include the specialized equipment of the test vehicle, a driving simulator and
traffic monitoring using advanced methods of image analysis. Due to the acquisition of
data from many types of sources, e.g. from accident statistics and surveys psychological
research, formulation of proposals will be possible following the aggregation of multidi‐
mensional data and intelligent, multidimensional analysis using knowledge mining
methods in the form of the decision rules.

2 Related Works

The problem of the impact of advertisements placed in the roadway (or near) has been
increasing for many years. Research conducted in other countries (e.g. USA) show that
objects in the roadway and its close proximity have a significant impact on the behavior
of drivers [28, 29]. This type of comprehensive studies have not been conducted on an
adequate scale in Poland.

Driving is a complex process in which one can identify many elements affecting
safety, including proper maneuvers, effective and purposeful control of the vehicle,
comfort, and psychological and mental state of drivers. In this process there are objects
interacting with each other in a physical way (vehicles, pedestrians, the lighting, the
number of distracting objects, their location, types, sizes, etc.) and facilities consciously
and unconsciously perceived by the user of the road, affecting its internal state (road
signs, advertising) [1, 26, 30, 33]. In order to create the conditions for obtaining an exact
description of the process, its in-depth research, evaluation of interaction and states, it
is necessary to identify the key factors, entities, attributes and methods of an objective
measurement. It is understood that driving a car is realized largely through the activities
carried out reflexively, that is outside of conscious control of the driver. Any appearance
of an unusual stimulus may, however, have a negative impact on the process as the
capabilities of human information processing are in fact limited [2, 11]. The drivers’
reaction are then delayed, which may contribute to the occurrence of a collision or acci‐
dent. Roadway ads can focus the driver’s attention and impair driving. Studies in various
countries have shown that visual focus attracted off the road for more than two seconds
significantly increases the risk of an accident [13]. Therefore, it is necessary to check
whether the ads are able to attract the driver’s attention and gaze for a long time. Hence,
it is necessary to use an adequate eye tracking system that will evaluate the person’s
focus. These types of solutions based on the original vision tracking technology were
used by the authors for determining the degree of focus, to establish communication
with persons diagnosed as patients in a vegetative state [17, 18], control remote cameras
by eye gazing, speech synthesis controlled by eye gazing [4, 14, 16]. In the literature
one can also find numerous references to applications related to the assessment of
drivers’ behavior [10, 23].

Distracted attention can become an additional problem while driving, which is
known and studied since the 60 s of the last century, occurring primarily in the
conditions of cooperation between two senses of sight and hearing. It is defined
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as: changing the perception of the direction of the sound source, whose position does
not coincide with its associated visual stimulus, also referred to as “image prox‐
imity effect” [6, 7]. It stems directly from the fact that the information provided by
the sense of sight is the most crucial in building the human consciousness. This
effect can be defined as the relationship between the position of a visual stimulus and
the content of the stimulus and the focus of the eyes of a person in test and the effect
of image distracting the attention [12, 19, 20, 21, 22]. The special attention will be
paid to dynamic advertising, and especially the possible effects on the functioning
of an organ of vision.

Sudden blindness due to rapid changes in the brightness can be dangerous even when
the driver does not point the gaze towards the advertising. This applies particularly to
the evening and night conditions and can cause dangerous situations. The research team
at the Multimedia Systems Department of Gdansk University of Technology has expe‐
rience with visual tracking technology and its application, and among others, studies of
attention and the distraction effect [14, 16, 17, 19, 20, 21, 22]. The impact of advertising
on drivers is the new field of application of the developed solutions, which may enable
effective use of similar technology in the field related to examining the impact of road‐
side advertising on drivers.

An important group of advertising media placed within a roadway are dynamic
advertisements, using LED screens. Due to their brightness (5000 nits often exceeding)
and volatility of the presented content, they seem to be one of the most significant threats
to road users. The media LED lit advertising media owners displaying the spots prepared
by the clients sometimes provide the guidelines for creating commercials for this type
of media, for example, recommending the use of contrast, saturated colors, indicating
that the size of the letters should be in the range of 10−15 % of the displayed image. At
the same time they advise the use of fast image movements, a large amount of infor‐
mation at one time and white color on large surfaces, arguing it on the grounds of safety
of road users. These assumptions, of a rather arbitrary character, require careful exper‐
imental verification.

3 Research Tools

It would be useful to use an experimental vehicle equipped with devices allowing for
quantitative analysis of the impact of various factors distracting the driver. One of the
most important elements of such a vehicle is a system that allows tracking of visual
focus of the driver. This type of approach used to be adopted in similar studies, but with
advances in eye-gaze tracking systems, it may be planned to measure, in addition to
viewing direction, the preservation of the pupils to enable evaluation of the phenomenon
of pupil accommodation and refraction lens. This is particularly important in the case
of dynamic ads (LED), where, due to changes in the brightness of the presented content,
eye function may be disordered. Such studies have so far been conducted in a very
narrow range (mainly in simulators). Figure 1 illustrates the equipment of the experi‐
mental vehicle designed to enable the study of drivers’ reaction while passing the road‐
side ads as well as photometric measurements and video recording of the pass for
analytical purposes and use of the footage in a driving simulator.
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Fig. 1. Equipment of vehicle used to examine reaction, take measurements and video recording.

The results should be subjected to in-depth analysis, which in turn will help to estab‐
lish guidelines for the deployment of preferred means of advertising media. Low-level
MPEG 7 vision descriptors can be applied for the analysis of the displayed image. For
example, the analysis of descriptors: Color Layout, and Scalable Color and Dominant
Color will investigate occurrences of each color in advertising in both the RGB and
YCbCr. It is also possible to appoint a representative component for each color space.
In turn, the appointment of histograms (number of occurrences of a particular color in
the block) will help to determine the dominant color [27]. In addition, the descriptors of
shape and movement will be used in the study, so that it is possible to determine the
correlation of the responses obtained in questionnaires completed by respondents, as
well as those obtained from the measured parameters using a system of visual fixation,
e.g. heat map and gaze plot [12, 19, 20, 21, 22]. For example, in the case of television
advertising, one of the most important rules is a recommendation for the use of color in
advertising material - EBU Technical Recommendation R103-2000 “Tolerances on
“Illegal” colours in television” [5]. The range of available values in the YUV color space
used in television systems is greater than the combinations which can be achieved in the
actual deposit of basic RGB signals. If the YUV space signal is manipulated, it is possible
for the illegal colors to appear. Television stations hedge against the occurrence of such
colors by providing the ad creators with the Technical Documentation stating that in the
event of a color inconsistency with the recommendations of the EBU R103, the ad will
not be broadcast. Therefore, it seems important to examine these aspects in the context
of illuminated advertising placed on billboards.

An important part of the study may also take place in a laboratory environment,
where driving simulator (Fig. 2), should reflect the driving conditions. The content and
the advertising parameters can be modified in a controlled manner, as well as common
traffic events and threats will be simulated, including a pedestrian on the road, the driver
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blinded and glared by the advertising light and other relevant factors identified during
the first stage of the study. Laboratory study may also use contact measurement of EEG
signals, especially the P100 evoked potential associated with the operation of the center
of vision in the brain. Simulation results should be compared with the results of the
actual passes to determine the correlation degree existing between them.

Fig. 2. Illustration of the driving simulator concept. Optional equipment is an EEG helmet.

4 Description of Research Methods

The proposed research methodology consists of seven stages. Figure 3 shows their
themes and dependencies occurring between them. Finally, the research may be used to
analyze the multilateral results and present conclusions in the form of guidelines and
technical recommendations for the advertisement parameters and their location in rela‐
tion to the roadway.

The factors and actors affecting the way of organizing and conducting experimental
research can be definitely identified after further analysis, that is analysis of accidents
in places with ads, analysis of the knowledge of behavioral psychology and psycho‐
physiology of visual perception (with the participation of experts in the field), and iden‐
tifying legal issues and administrative provisions. In Poland, the data on accidents and
collisions can be downloaded from the System for Registration of Accidents and Colli‐
sions (SEWIK - http://sewik.pl). It should be noted that although holders of substantial
supervision over the proper functioning of the system have the appropriate training and
qualifications (according to their position), when interpreting the system data, it will be
n0ecessary to take into account the errors occurring in the system (human factor) and
the fact that some of the events are not reported to the police. Access to the system is
public, but a login is required.
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The data for analysis may also be pulled from the results of questionnaires collected
among the drivers within the second stage of research. The polls content is in itself a
significant research issue of an interdisciplinary character that requires the cooperation
of specialists in the field of traffic engineering, police and psychologists. The task of this
type has already been undertaken, as there are publications on research on similar
subjects abroad [32], but a lack of the surveys relating to the specifics of the local traffic,
the opinion of Polish drivers and professionals, requires for the issue to be looked at
once again. The next phase of the work should focus on analysis of the amount of light
emitted or reflected from advertising media [8]. Research in the field of perception shows
that when within the field of sight an object is visibly brighter or darker than its
surrounding, the visual attention is directed at it involuntarily. At dusk, the driver’s eyes
compensate for low-light, becoming more sensitive to light, resulting in even greater
susceptibility to distraction or dazzle [24]. Since ones can expect that innovative
methods of image analysis, the study of reaction and the combined multidimensional
data processing will provide a large number of results, the last stage of testing should
be devoted for their analysis and on the basis of which, the guidelines and technical
recommendations should be formulated, becoming the project deliverables.

4.1 Identification of Factors and Entities Associated with the Processes
of Perception and Response to Advertising Traffic

In the context of identifying these factors and entities, among others, the following
parameters should be examined:

Fig. 3. The stages of the research and their interdependence
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– driver-related physical (visual acuity, vision correction if used, seat height, distance
from the windscreen, the optical horizon height above the plane of the roadway) [36];

– driver-related behavioral (degree of focus, viewing direction, the eyesight retention
time on the elements of the scene, reaction time);

– vehicle (windshield size, height of the seat above the road surface, the instantaneous
velocity of a ride);

– road (turn, tilt, number of lanes, road type, road signs present in a given place and
their distribution in relation to the vehicle and billboards, topology of intersections
and junctions, green belts width) and traffic (flow, liquidity, the effect of traffic lights)

– the weather and sunlight;
– history of accidents broken down by type of event, time of day, year [34] and loca‐

tion [9].

A set of parameters of the road ads is important in future studies, including the list
expected attributes that can be developed during the study.

– the content (images, text, elements size, and their emotional character);
– dynamic content (changes in color, contrast, flicker, movement character, the size of

moving elements);
– orientation and position relative to the road;
– uniformity, directionality and strength of light.

The instantaneous driver behavioral traits should be pre-tested, such as eye fixation
point tracking (recording objects that attract attention and the time they fixed the
eyesight), the activity of the optic tract and the response to the stimulus (P100 potential
in EEG measuring), response times (the time to start braking after noticing threats).
Interdependencies and relationships of cause and effect between the various factors and
actors can be identified by means of observation, surveys and statistical analysis carried
out within the remaining steps of the study.

4.2 The Questionnaire Survey of Drivers on the Road Advertising

Creating a survey is one of the critical stages of an overall study. The prepared ques‐
tionnaire should be correlated with laboratory tests (examination of respondents in
conditions of a virtual, simulated test environment, ad sizes and controlled parameters)
and with the measurements taken in real-life conditions. For this reason, the question‐
naire questions should refer to the circumstances of the place, i.e. urban area, industrial
area, built-up area outside the city, green area–park, type of road (fast road, highway,
country road, etc.), distance from the road, the angle of the billboards in relation to the
road, road topology: the straight section of the road, the curvature; varying weather
conditions; time of day/night. Another part of the survey should include the questions
regarding the content of the displayed ad, its colors, the frequency of the scene changes
within a single ad, and between advertisements. In addition, questions should also refer
to the respondent’s assessment of vision (normal vision, in case of defected vision, the
type of defect, in case of corrected vision, glasses or contact lenses worn by the driver),
sensitivity to light, etc. The element common to surveys, laboratory and real-life tests
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should be the answer that would determine the extent to which the LED advertising
impacts the eyesight distraction effect. The use of the point of visual fixation tracking
system in the will allow to examine the impact of the LED ads on perception.

4.3 The Study on the Equipment Used to Display Advertising Content

This step allows to examine the luminance of currently used advertising panels,
depending on the location and the time of day or night [8, 24]. In the case of dynamic
ads (LED screens) the evaluation should be subjected to the light emitted by the screen
directly, in the case of traditional advertising it should be the light reflected from the
surface of the billboard. The photometer with appropriate lenses should be used for the
luminance tests. The measurements are done in two ways: by using the luminance
measurements adapter and without it. A proper adapter allows for precise luminance
measurement results for a small angle of light, which means that a photometer without
and adapter may turn out to be more practical. The methodology involves the use of
light meter to measure the total light in a particular location with the tested advertising
media lights switched on and off. Then, using appropriate transformations, one can get
the difference in the level of luminance scenes from the carrier and without it, which
expresses the luminance of the advertising media. The described method is insensitive
to small changes in the angle of measurement, which significantly improves the meas‐
urement process. Additionally, the original concept for measuring the luminance of
advertising media is to use the cameras recording the inside of the vehicle. Changing
the parameters of the recorded image while maintaining a constant level of exposure
will allow to determine the desired luminance levels. This method, as experimental,
however, requires verification and comparison with the assessments carried out on the
basis of the indication of a light meter. In addition to measuring the luminance of adver‐
tising space, the physical dimensions and location in relation to the road should also be
measured. All measurements should be performed at different times of the day and night
to cover the widest possible range of variation of the whole scene. One should also take
into account the limited angles of illumination of the LED screens (typically approx.
120 degrees horizontally and 50 degrees vertically).

4.4 Design, Equipment and the Use of Experimental Vehicle to Record Drivers’
Reaction to Road Advertising in Real Conditions

A number of test runs are required to conduct a research related to the driver’s perception
of static and dynamic advertising, during which the driver’s reactions are measured and
recorded (for further analysis) journey parameters (e.g. change of speed). An experi‐
mental vehicle is indispensable for the realization of the research. The vehicle should
be equipped with the following:

– contactless eye tracker enables the evaluation of the driver’s visual point of focus
and concentration over time, pupil diameter will also be analyzed in order to assess
the process of accommodation and refraction of the eye;

– photometer used to assess ambient light and the intensity of light coming from the
dynamic ads;
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– stereoscopic image-recording camera in front of a car will allow to overlay the
recording on the information gathered using the eye tracker (such as the eyesight
points of focus);

– set of high-resolution cameras, enabling 360 degree image recording around the car.
The images will be then used during the tests in the simulator and to assess the traffic;

– camera recording the driver’s face - for the purposes of assessing the driver’s
behavior;

– GPS logger to monitor the route and record the drive parameters (e.g. speed, lane
changing frequency);

– accelerometer to record data on braking and acceleration of the vehicle;
– LTE based system for data transfer to enable the transmission of data in real time.

Research should be based on relatively large group (e.g. 60 drivers) divided into three
categories:

– young drivers - at the age of 18−30 years, not more than 10 years holding the license;
– mature driver - at the age of 30−60 years, driving license for more than 10 years;
– elderly drivers - over 60 years of age, as shown by research in this age group there

is a deterioration of cognitive properties, which may mean that they the exposure to
the road advertising may affect them in a different way [38].

Test rides must include the different categories of roads that can be chosen in a way that
would allow to record the driver’s behavior. Because of the involvement of the driver’s
attention and the fatigue related to it, it can be assumed that one of the routes will lead
in an urban area, the other outside the urban area, including fast roads or motorways.
The length of the route may be approx. 15−20 km for the urban area and approx.
40−50 km for the area outside the city. For each route and each driver, rides should take
place both during the day and night. Each route must be selected in such a way that the
driver has passed a certain number of ads of each type. The billboard airtime purchase
should also be planned so that messages of specific content and color can be displayed
in order to get the results of reference.

Since the tests will take place on existing public roads and in the presence of other
vehicles, it does not seem possible to maintain constant conditions (e.g. the amount of
traffic, traffic jams) for all drivers. However, by recording images from the camera
recording the image around the vehicle and GPS data, it will be possible to take into
account the traffic as one of the parameters affecting the results obtained.

4.5 The Study on Drivers’ Reaction to Advertising Content in the Driving
Simulator

The purpose of this step is to provide a laboratory environment to emit the stimulus and
measure the subject’s reaction. The test environment can be recreated inside the vehicle
(windshield, steering wheel and pedals, instruments, made on a 3D printer or purchased)
and the vehicle environment (engine sound emission and projection of preformatted
imagery o large-format monitors, auto-stereoscope monitors that do not require glasses
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to project 3D content or projectors in front of and at the sides of the cab). The meas‐
urement of a conscious reaction might be determined by pressing the button, brake, etc.,
at a notion of a road sign, pedestrian, changing lights, or a hazard. On the other hand,
visual fixation test and EEG-P100 evoked potential may be employed to measure the
unconscious response. The following should be tested and determined:

– the impact of the billboard light glare (time and emissions) on the duration of
readaptation to twilight and night vision [26, 30, 31, 36, 37];

– minimal duration of a correct perception of the content of the traffic sign after the
perception of the visual stimuli of advertising [1, 33];

– influence of the advertisement content on the traffic signs comprehension and assess‐
ment of the situation on the road [26, 30].

Visual stimuli can come from two sources:

– video recordings of the ride on the selected route, recorded using the system devel‐
oped in the previous stage, merged into a high resolution panoramic image,
surrounding the person in test;

– interactive driving simulation, close to real virtual environments, which allow one to
modify elements of the road, visibility conditions, content, advertising and other
aspects.

In case of a virtual environment, some routes can be prepared (at least 10), that would
playback the previously recorded actual road segments. This would allow to compare
the results obtained for the footage and the virtual stimulus and to determine the corre‐
lation with the data collected during the actual traffic passing. The test procedure and
method of selection of stimuli should be developed that would reduce the effects of
memorizing the route and road signs so that the same person could participate repeatedly
in the study.

The elements and time the test person focuses on should be determined using an
eye tracking device, for example. CyberEye [15]. It would resolve the issue the
attracting object identification, despite the constant movement present in the
displayed image. Analysis of the data will provide an objective measure of the
degree of attention on the road and the time of distraction caused by the objects on
the roadside. The second measurement will use the visually evoked potentials -
signals recorded on the scalp using electrodes. Typically, in order to determine the
activity of the brain related to processing visual stimulus (for example in the diag‐
nosis of intersection of the optic nerve, glaucoma, multiple sclerosis) recording the
most dominant wave with a latency of about 100 ms and a positive sense. This study
enables objective evaluation of the optic tract and brain response to the stimulus.
Subjective aspects, e.g. comprehension of the scene (road signs, situation on the
road) can be measured using input devices: such as the steering wheel, pedals
(including braking in response to the threat) and touch screen with a list of ones’
choice (such as questions about the content of the sign) to study the conscious
perception of the characters after stimulus presentation. At the same time, the P100
potential measurement will determine the relationship between the elongation of
conscious perception, advertisement parameters and the complexity of the scene.
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4.6 The Automated Observation of the Behavior of Drivers in Traffic Conditioned
by the Influence of the Presence of Advertising

The aforementioned objectives of the research can be achieved based on the methods
of computer vision processing imagery provided by the cameras observing the traffic
in the vicinity the advertising media. The acquired signals are correlated with the
signals from the system tracking the point of visual fixation and cameras mounted
on the vehicle. This approach enables the analysis of driver behavior, not only in
terms of units (per driver), but also as a whole (traffic, creating traffic jams because
of advertising set near the road). Analysis of images from the cameras will deter‐
mine both the flow of traffic near the billboard advertising, as well it will make it
possible to determine the degree of how busy the roadway is. Driver behavior can
be modeled using a set of parameters such as distance between the vehicles and the
average speed. These parameters can be changed in the neighborhood of adver‐
tising. This way, it is possible to detect behaviors such as slowing down in the area
of the billboard, unconscious turning in the direction of advertising, or delayed
responses to light signals emitted by traffic lights. It would be useful to have expe‐
rience in the analysis of traffic and spotting events that may be occur it [35] as well
as in modeling the behavior of objects in the area supervised by a camera moni‐
toring system [3, 25]. In particular, one should examine the reactions of drivers to
solid black background media, simulating a non-operating billboard.

4.7 Analysis and Research Results in the Form of Guidelines and Technical
Recommendations

Cumulative analysis of results should be an erudite, but not exclusively, as is ay be
possible to use advanced methods of data analysis, namely statistical and intelligent
methods based on the of knowledge mining. The latter approach is justified by the
multidisciplinary nature of research, the results of which will have a diverse form and
nature, ranging from data derived from extensive questionnaires, through the analysis
of the accident, the measurements of technical parameters advertising displays and
defining descriptors of the broadcast advertising material, to the results of biometric tests
in simulated and actual conditions and data from monitoring of the traffic surrounded
by ads.

5 Experiment Guidelines

Implementation of the research will enable the construction of driving simulator, devel‐
opment of multimodal data analysis algorithms and to investigate the impact of adver‐
tising on the roads on the perception of the driver. These elements can provide the
environment for the further development of research on perception and behavior. For
testing purposes, the recordings from the cockpit of the vehicle were conducted (sample
scene of the recording is shown in Fig. 4), however they were not subjected to a thorough
analysis, yet.
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The test results could be used to settle the problem of administrative location of
static and dynamic advertising in the roadway and its immediate proximity. In the
case of dynamic ads, it will also allow to specify the rules for emission of the content
and the panel brightness in order to avoid not only excessive attraction of driver’s
attention, but also blinding the driver, especially in unfavorable conditions when that
easily lead to a situation that requires urgent accommodation of the eye. Emphasis
should be placed on recommendations on the four most common types of adver‐
tising media:

– static billboard 6 × 3 m in size (area of 18m2);
– static billboard 5,04 × 2,38 m in size (area of 12m2);
– LED advertising - typical medium of this type has an area of approx. 20−30m2 and

a resolution in the range from 576 × 288 to 640 × 480;
– backlit panels also known as citylights- medium sized 1,2 × 1,8 m, backlit, placed

mostly on bus stops.

Fig. 4. Frame of the recording made during a sample test

The main assumption relating to the prospects of the implementation developed under the
above research guidelines is to collect a knowledge on advisable ways to present adver‐
tising content, in order to increase traffic safety. The most important entity - human, is the
primary recipient of the results of such research, through an indirect impact on the protec‐
tion of life and health, potentially reducing the fatigue caused by driving.
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Abstract. In this paper we investigate the accuracy of an identification
scheme based on the sound of typing a password. The novelty of this paper
lies in the comparison of performance between timing based and audio
based keystroke dynamics data in both an authentication and an identifi-
cation setting. We collected data of 50 people typing the same given pass-
word 100 times, divided into 4 sessions of 25 typings, and tested how well
the system could recognize the correct typist. When training with data
of 3 sessions and testing with the remaining session we achieved a maxi-
mal accuracy of 97.3 % using cross validation. Repeating this with train-
ing with 1 session and testing with the 3 remaining sessions we achieved
an accuracy of still 90.6 %. The results show the potential of using Audio
Keystroke Dynamics information as a way to identify users during log on.

Keywords: Biometrics · Keyboard dynamics · Acoustical analysis ·
Authentication · Identification

1 Introduction

Password systems are widespread and used many times on a daily basis. The
main advantage is the easy usage, but that advantage is often offset because users
select weak passwords and hence the password system becomes weak. Analysis
on a database of 32M leaked passwords [1] has shown that users select pass-
words that can be easily broken by a dictionary attack. Biometric systems pro-
vide higher security, but generally at the cost of an expensive sensor. Keystroke
Dynamics (KD) is a way to combine passwords and biometrics at no additional
costs, because this is a device already present at a laptop or computer. Keystroke
Dynamics does not so much look at what a user types, but how a user types. So
far, the most used features in KD are timing related features, as this information
is easiest to collect [2,3]. The Operating System (OS) of a computer can provide
information on when a key is pressed down (down time) and when it is released
(up time). In some research also key pressure [4,5] has been considered for KD
features. This will however require a special keyboard, which means that the
advantage of no extra costs is lost.
c© Springer International Publishing Switzerland 2015
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160 P. Bours et al.

Relatively little research has been done using the sound produced when typ-
ing on a keyboard [6–9]. In this paper we will investigate this area and see if we
can identify the user by the sound of typing his/her password. The novelty of
this paper lies in the fact that will compare the performance of “classical” timing
based KD with the relatively new audio based KD. Our comparison is both with
respect to authentication as well as identification. Most laptops and desktop
computers do have a microphone and camera present, hence it will be relatively
easy to collect audio information. The remainder of this paper is organized as
follows. In Sect. 2 we will give an overview of the research done in Keystroke
Dynamics with the focus on using audio information. We will also provide some
additional information on how audio typing information can be used. Section 3
will describe the setup of our experiment as well as describe the data that is col-
lected. Sections 4 and 5 will provide the description of how the analysis on our
data has been performed as well as the results of this analysis. We conclude this
research with a discussion of our results and topics for future research in Sect. 6.

2 State of Art

Keystroke Dynamics is a behavioural biometric modality that is used to authen-
tication or identify individuals based on their typing rhythm [2]. The major
advantage of KD as a biometric is that it can be software based and no extra
hardware is required. Most KD systems used key-up and key-down timing infor-
mation from which the duration and latency features can be derived. Duration
is a single key feature and represents how long that key had been kept down (i.e.
the elapsed time between key-down and key-up of that particular key). Latency
is a feature of 2 consecutive keys and represents the time that the keyboard is
not used, i.e. the time between key-up of the first key and key-down of the sec-
ond key. Alternative definitions of latency exist but this is not relevant for this
paper. Note that latency can be negative, if the second key is pressed before the
first is released. In [10] a comparative study of statistical and machine learning
approaches has been conducted on a common database to see what analysis tech-
nique performs best. On a database of 51 persons and 400 samples per person,
the best performing analysis method was using the Scaled Manhattan Distance,
with a 9.6 % Equal Error Rate.

In some research [4] it has shown that including key pressure will lead to bet-
ter performance results. This, however, requires specialized hardware to measure
this kind of information. If KD is performed on a tablet with a touch screen,
then such information is available. In our research we will not focus on pressure
or touch screens. We will exhibit the fact that the sound of typing is different
for different persons. Some people gently press each key separately, while others
might type fast and hit keys hard. It has been noted before that the sound of
typing differs per person, and, per key typed. This information can be used to
either recognize the person that is typing, or what this person is typing. Early
research was mostly focused on retrieving the text from the keystroke audio
[11–13]. Interestingly, it is not just the sound that can be recorded, but also
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the vibration of a laptop screen [14], due to the typing on the keyboard, can be
captured by a laser microphone and be used to reconstruct the typed text. An
assumption that is often made is that the user types English text, and no typing
corrections are considered.

Little research has been done in using the typing audio for authentication or
identification of people. To the best of our knowledge is this first investigated in
[6], where the authors combine keystroke timing information with typing sound
information. In their investigation they experiment participants needed to type
the password “kirakira”. Audio data was collected through a separate micro-
phone placed at the base of the laptop keyboard. Ten users all provided 10
typing samples, and of these samples 5 were used to train a Self Organizing
Map (SOM), while the other 5 were used for testing. They evaluated the perfor-
mance of the system in an authentication setting. In a follow-up publication [7]
they used Supervised Pareto SOM to improve their results. The main difference
between the research in [6,7] and our research threefold. First of all do we use
a different analysis technique on the audio data, furthermore do we compare
performance between timing KD and audio KD and finally is our dataset much
larger (50 versus 10 users and 100 versus 10 samples per user). The overlap lies
in the fact that they, just as we, have used a fixed password, i.e. we considered
static authentication in both cases.

In [9] the authors extend their initial work [8] on keystroke sound. They inves-
tigate not the possibility for static authentication, but concentrate on continuous
authentication [15] to see how the sound of typing can be used. They collected
audio data of 50 persons, typing either a fixed text (i.e. the first paragraph of
“A Tale of Two Cities” by Charles Dickens, containing 613 characters, shown on
screen) or a free text (i.e. they were tasked to type a half page email to family
without further instructions on the content). Audio data was collected using the
microphone of an inexpensive webcam mounted at the top of the laptop screen,
where the microphone was directed towards the keyboard. The authors obtain
an EER of approximately 11 % in their experiments. They also briefly looked
at an identification setting where they obtained a rank-1 accuracy of approx-
imately 75 %. The main differences with the research from Roth et al. is that
they focus on long texts, i.e. on continuous authentication, while our focus is on
short passwords, i.e. static authentication.

The contributions in this paper can be summed up as follows:

– Collection of a database of timing and audio related information (see Sect. 3
for more details);

– Comparison of authentication and identification performance between timing
based KD and audio based KD.

3 Data Collection

Because there exist no publicly available dataset for our purposes, we did have
to collect our own data. The setup for our data collection is similar to what
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is done in the works from Dozono et al. [6] and Nakakuni et al. [7] and from
Roth et al. [8,9]. The difference with [6,7] is the size of the collected database
and with [8,9] is the amount of data per sample. We focus on the password
scenario where all users type the same password. The password used is the word
“password” and the participants in the experiment cannot see what they type.
This is enforced by moving the screen away from the participants and only
the experiment supervisor can see what the participant types. Each of the 50
participants (10 female, 40 male, average age 26, mainly staff and students of
Gjøvik University College) has to type the password 100 times, divided into
4 session of 25 times. The experiment supervisor checked how many correct
typings of the password occurred in each session and stopped the participants
after the session. In between sessions the participants could relax a few minutes
before they continued to the next session. The experiment took place in a semi-
controlled environment, where there was no background noise, but noise from
neighboring rooms could not be controlled, only recorded. Generally speaking the
noise level from adjacent rooms was very low during the full experiment. In our
experiment we used a simple webcam microphone (Logitech model QuickCam

Fig. 1. Experiment setup used to collect the audio data
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Pro 9000) to collect the typing sound of a desktop keyboard (DELL model
SK-8135). The webcam and keyboard were placed in an area marked by tape,
indicating also the location of the microphone of the webcam. The distance
between the keyboard and the microphone was approximately 10 cm and the
microphone was placed near the middle of the keyboard. Minor moves of the
equipment could have appeared, but no large movements were possible. One
major difference between our research and related research is that we have used
a desktop keyboard instead of a laptop keyboard. Figure 1 shows the setup that
was used in the experiment.

Besides the audio data collected we also the timing information from the
typing data. This data will be used to calculate the performance for static timing
based KD to see the difference in performance when compared to the audio
typing data.

The password is ‘password’ and coded as k1, k2, ..., k8, e.g. k5 = ’w’ and
k3 = k4 = ’s’. The data from user i (i = 1..50) collected in typing j (j = 1..25)
of session l (l = 1..4) is:

1. The key-down timings: tdown
i,j,l,m for m = 1..8;

2. The key-up timings: tupi,j,l,m for m = 1..8;
3. The audio file Si,j,l for the full typing of the password.

From the key-down and key-up timings duration and latency can be calcu-
lated. More precisely we have:

1. duri,j,l,m = tupi,j,l,m − tdown
i,j,l,m for m = 1..8; and

2. lati,j,l,m = tdown
i,j,l,m+1 − tupi,j,l,m for m = 1..7.

Durations and latencies are used to measure the performance of the timing based
KD system and will be used to compare against the performance of the audio
KD system.

An graphical representation of one audio file is given in Fig. 2. We can clearly
distinguish the sound produced by each pressing down and releasing of a key.
This particular user had relatively high latencies (distance between key release
of one key and key down of the next key), except between the two s’es. Various
other users typed faster, resulting into some negative latencies, meaning that
the sound of the key down of the next key was recorded before the sound of the
key up of the current key.

4 Data Analysis

This section is split into two parts. In the first part we will focus on the base-
line analysis based on the timing information, while the second part focuses on
performance for audio related information.
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Fig. 2. Example WAV file for typing ‘password’

4.1 Timing Based Analysis

We have used the collected timing information to calculate the duration and
latency features for all 100 typings of each of the 50 participants. We used 1
session for training and 3 sessions for testing, and used cross validation to assure
that all 4 sessions are used for training. Alternatively we used 3 sessions for
training and 1 for testing in a similar setup. We evaluated the performance of
the system both for authentication and for identification. The template of a user
consisted of the mean and standard deviation for each of the 8 durations and 7
latencies [2]. The distance metric used is the Scaled Manhattan Distance (SMD)
as this is the best performing distance metric according to [10]. If a template is
denoted by T = ((μ1, σ1), (μ2, σ2), . . . , (μ15, σ15)) and the test input is denoted
by t = (t1, t2, . . . , t15), then the Scaled Manhattan Distance is equal to:

d(T, t) =
15∑
i=1

|μi − ti|
σi

.

4.2 Audio Based Analysis

According to the previous setup the acoustic data were split into a training and
a testing set. To capture the nature of the acoustic signal, the MFCC (Mel-
Frequency Cepstral Coefficients) features were applied [16]. Figure 3 shows the
MFCC features for a single typing of a user (i.e. for a recorded audio file). These
features were extracted from 25 ms Hamming windows with a 10ms frame shift.
The Mel-filter bank was created by 26 filters and the final number of cepstral
coefficients was set to 12. We also used log energy, and first and second time
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derivatives of the 12 static coefficients as features. One signal frame was finally
described by a 39 dimensional MFCC feature vector (MFCCEDA). The Hidden
Markov Model (HMM) based approach was employed for the classification. Each
user was modeled by ergodic HMMs from 1 to 7 states and from 1 to 1024 PDFs
(Probability Density Functions). All user models were created and evaluated in
off-line tests (using the HTK toolkit [17]), but generally 5, 6 and 7 states achieved
worse results compared to HMMs with a lower number of states, therefore these
results are not presented here. In the authentication setting we used a number of
frames and log energy for normalization of the recognition score (log probability
of the particular model).

Fig. 3. Example of 13 static MFCC features for one user

5 Results

In this section will we present the results from our analysis. As in the previous
section will this section also be divided into two parts, one for the results related
to the timing based analysis from Sect. 4.1 and one for the results related to the
audio based analysis from Sect. 4.2.

5.1 Timing Based Results

The obtained Equal Error Rate (EER) when using 1 session for training and 3
for testing was equal to 14.4 %, which dropped to 11.7 % when 3 sessions were
used for training and 1 for testing.

When evaluating in an identification setting, with the same template and
distance metric as above, we obtained a rank 1 accuracy of 56.7 % when using
1 session for training and 64.6 % when using 3 sessions for training. For the last
case the full Cumulative Matching Curve (CMC) is given in Fig. 4.

We clearly see that the identification accuracy is not very high and only
increases slightly when using three sessions for training and the remaining ses-
sion for testing. The EER for authentication is at an acceptable level, certainly
given the fact that it is a short password (only 8 characters, i.e. 15 features)
and that it is a common English word that most likely is easy to type for all
participants.
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Fig. 4. CMC curve for 3 training sessions and 1 test session

5.2 Audio Based Results

We first evaluated the audio information for authentication purposes. However,
when using a single session for training and the remaining three sessions for
testing, we found that the EER was as high as 21.1 %. Even when using 3
sessions for training and the last session for testing did not improve these results
significantly, as the EER only decreased to 19.1 %. These results obviously are
too low for practical purposes, and in particular these are lower than the results
we obtained based on the timing data.

When using the audio based information in an identification setting, we
noticed that the results were much better. The accuracy did highly depend on
the number of PDFs and the number of HMMs used. Table 1 gives a partial
overview of the accuracies obtained for various values of the number of PDFs
used and various HMM states. The table shows the results when using 3 sets for
training and 1 for testing. It can be seen that the best result is obtained for 3
HMM states in combination with using 128 PDFs, but other settings give results
that are almost as high.

We have done a similar test, but now using only a single session for training
the system, while the other 3 sessions are used for testing. In this case the results
are significantly lower, as can be seen in Table 2. We also note, when comparing
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the two tables, that the range of accuracy values is much broader when using
only 1 session for training.

Table 1. Accuracy results when using 3 sessions for training and 1 for testing

# PDFs \ # HMM 1 2 3 4 5

64 94.6 95.7 96.8 94.9 92.7

128 96.0 96.8 97.3 96.6 94.4

256 96.9 97.0 96.7 96.2 94.4

512 97.2 95.6 92.8 92.2 90.0

1024 96.1 83.4 71.5 62.0 70.8

Table 2. Accuracy results when using 1 session for training and 3 for testing

# PDFs \ # HMM 1 2 3 4 5

64 88.3 89.6 90.0 86.5 81.7

128 90.6 88.5 86.2 82.9 77.1

256 90.0 76.7 65.4 59.1 58.1

512 83.5 39.1 26.0 25.1 29.2

5.3 Comparison

In this section we will make a comparison between the performance results based
on timing information compared to the audio information

What we can clearly observe is that audio and timing information perform
differently. Most noticeable is that timing information performs significantly bet-
ter in an authentication setting, while in an identification setting the performance
of audio information is much better. Given the high performance of audio KD
data in case of identification we do assume that we must be able to gain a better
performance also for authentication. The main hurdle is at this moment that the
distance scores need to be normalized.

6 Conclusions and Future Work

We have conducted an experiment to investigate if timing information or acoustic
information of typing a password would give a better performance, both for
authentication and for identification.

From the above analysis we see that acoustic information obtained from
typing a password does not provide high quality data for authentication pur-
poses. When using the timing information obtained at the same time, our per-
formance is significantly higher (11.7 % compared to 19.1 % Equal Error Rate).
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It is interesting to notice that for identification purposes this conclusion needs
to be reversed, as the rank-1 accuracy based on the timing data is only 64.6 %
while it is 97.3 % for audio based data.

The above observation leads to an interesting question, that will be pur-
sued in future research. It will be very interesting to see what the performance
and accuracy of the system will be if we apply fusion of the timing and audio
information.

In this paper we have used a restricted setting, where a fixed keyboard and
microphone is used and background noise was reduced as much as possible. These
settings are in line with similar research on acoustic keystroke dynamics. Any
variation of these settings is worth investigating, as well as an extension to a
continuous setting, where audio produced while typing on a keyboard can be
used to confirm that no change of user has occurred.
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Abstract. Behavioral biometrics such as mouse dynamics are gaining
attention these days to address the limitations of conventional verifica-
tion systems. In this paper we present a novel method to continuously
verify a user via their mouse activities. Our method, based on comparing
mouse activities against a simple statistical profile, was tested over 76,500
mouse activities collected from 45 users. A total of 354,375 genuine and
impostor verification attempts have been performed by deploying 175
different verifier setups. In our experiments, we achieved an impressive
low Equal Error Rate (EER) of 6.70 %. On average the EER was 13.42 %.
We opine that, our method can complement regular verification systems
and can better serve for continuous verification purpose because of its
simplicity.

Keywords: Mouse dynamics · Behavioral biometrics · Continuous
verification

1 Introduction and Background

In the wake of growing concern over security that came about with the increasing
involvement of technology such as computer, internet, multimedia in our lives, it
is becoming more important than ever to continuously verify who a user actually
is. Among the existing methods to continuously verify a user, behavioral traits
(e.g., keystroke dynamics, mouse dynamics, and web usage patterns) are now
under the spotlight. For continuous verification, behavioral traits are promising
because they can be gathered without inconveniencing the user and even from
a remote location. Among the traits, mouse dynamics is gaining attention since
mouse activities are one of the most common activities a user performs and
that ensures a reasonable supply of samples which is mandatory for continuous
verification. Another benefit of authenticating a user based on mouse activities
is, unlike many other biometric features, there is no extra equipment needed.
Just the mouse that is normally already connected to a computer.

While relatively new, user authenticationwithmouse activities does have exist-
ing research. The research already done, however, has limitations. The majority
c© Springer International Publishing Switzerland 2015
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of the existing research was done with a relatively small population. Using a
small population when conducting research can affect the results of that research.
Another limitation present in existing research is high Impostor Pass Rate (IPR).
When testing for authentication, the amount of false acceptances should be as
close to 0 % as possible. Having higher IPR and False Rejection Rates (FRR)
leaves room for improvement on the research already conducted.

We see high IPR and FRR occurring with multiple accounts of previous
research done in this area [1–3]. One of these research procedures only took into
account mouse curves when authenticating a user [3]. This could be the reason
they saw such high IPR and FRR rates, successful authentication is more difficult
to achieve when only a few characteristics are used to build a user profile.

There has been some previous research done with very promising results.
However, while the research in [4] saw IPR at only 0.43 % and FRR at 1.75 %,
the population size used was very low, they only used 11 subjects when con-
ducting their research. While the results they achieved are more successful than
the majority of other research done in this area, their low subject count raises
questions about how reliable their system may be. When using a broader subject
count, there is a possibility that these low IPR and FRR percentages would no
longer be as low as originally recorded. It is hard to tell reliability when such
a small population is being used. One study done in [5] that saw very low IPR
and FRR rates at 0.55 % and 3 % respectively, only 10 subjects were used to
calculate these results. These subjects were also studied over a long period time,
making the system much more accurate. This method may be difficult to imple-
ment on a larger group of people to get results that accurate. Another instance
in [6] where this research saw low IPR and FRR rates (just over 2 %) also had
a relatively low subject count. This research used a slightly larger number of
subjects, 22, but even that number is still relatively low to see accurate results
for large populations of people.

Promising research that has been done so far in [1] used 37 subjects, saw
higher IPR and FRR rates at slightly under 10 %, and needed only 11.8 s to
authenticate a user. While the IPR and FRR rates are lower than most other
research with a similar authentication time, they are still higher than what
is desired. If lower IPR and FRR rates could be achieved at an even faster
authentication time, the practicality of using mouse movements to authenticate
users would increase. Another instance of promising results found in [7] saw an
EER of 1.3 %. However, they came to this conclusion based on of research done
on keystroke dynamics, saying that larger sample sizes make chances of two users
having similar characteristics increases significantly.

The most promising existing mouse dynamic authentication research achieved
IPR at 0 % and FRR at 0.36 % in [8]. However, their method relies on relatively
heavy computation. Another research procedure showed in [9], had users use the
mouse to login as if unlocking a combination lock. They saw successful results
with low IPR and FRR. Another research procedure in [10] had users draw a
complex figure with the mouse to login. They saw a 93 % successful verification
rate with their research. While the results of mouse authentication through the
use of a mouse to draw a pattern to login into a system are promising, it is not as
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practical as a continuous verification system would be. Drawing a pattern with
the mouse is more easily replicated than a user’s specific and unique everyday
normal use of the mouse.

Our research on mouse dynamic user authentication addresses the limitations
talked about. We have used a larger population base to take our samples from
to stabilize our accuracy. With our research, we have taken a larger variety of
mouse characteristics into consideration when measuring the uniqueness of a
user’s mouse characteristics. Using a larger amount of mouse characteristics can
build a more complete and specific profile for each user.

Contribution of this work follows:

• We propose a simple method of user verification using mouse dynamics. Unlike
existing methods which rely on sophisticated calculations, our method uses
basic statistical information. A light weight system such as ours, is more suit-
able for continuous verification in real time.

• We performed 354,375 rigorous tests under 175 experimental setups. Our
dataset containing mouse activities collected from 45 users, was large enough
for a sustainable test result. Our system, showed impressive results with EER
as low as 6.70 %.

We organized the paper as follows. In Sect. 2 we discuss data collection.
In Sect. 3 we present the feature extraction method. In Sect. 4 we discuss the
experimental setup. In Sect. 5 we present our results and analysis. We conclude
in Sect. 6.

2 Data Collection

We wanted our data set to include movements that were natural to best simulate
the day-to-day actions a user would perform on the computer in a real situation.
This is to have a more relevant set of data that our authentication method would
see in a more practical environment. To do this, we asked a class of students to
record their mouse movements. The students were instructed to perform any
activity on the computer they normally would for an hour period.

In order to log the mouse activity of users we created a simple mouse logger.
The logger was a small piece of software that ran on the windows operating
system. The logger, when run on a machine, logged the position of the cursor
using the windows method GetCursorPos(), the state of the left and right mouse
buttons (up or down), and a timestamp every 15.6 ms. 15.6 ms being the aver-
age default timer resolution that windows supports. The resulting log was then
placed into a text file. We then screened the samples and removed samples with
very few (0 to 10) movements and samples that weren’t an hour long. Post-
screening we had 45 valid user samples and left around 76,500 mouse activities
for our experiments. Our samples consisted of university students’ mouse activ-
ities collected from late November 2014 to early December 2014. Table 1 shows
some statistics of collected samples.
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Table 1. Overview of the samples collected

Activity Maximum Minimum Average

Left clicks 716 37 547.84

Right clicks 690 0 122.8

Double clicks 1282 1 181.64

3 Methodology

So far, we have outlined the source of our data and the essential idea that we
are trying to attain. In this section we will define the steps we took to create a
system capable of authenticating a user based on their mouse movements alone.
We will define exactly which features in the mouse data we consider as well as
how we create a profile of a user based on their own mouse data which accurately
represents that user. Finally, we explain how the profiles which we created for
each user are able to verify whether a set of mouse movements are likely to have
originated from it’s own user.

3.1 Feature Extraction

In order to classify a test sample we needed some way to compare test samples
and training samples. To do this we used features that are found in our definition
of a mouse movement. The features, defined in Table 2 and visualized in Fig. 1,
were found to be unique among users. In total we had six features and three sub-
features. The double click length feature is interesting in that it contains three
sub features allowing each sample to provide a unique set of features even if the
entire length of the double clicks happen to be the same between the testing and
training sets.

We defined a mouse movement as a period of cursor movement followed by a
click. This isn’t to say that a click without any prior movement is not considered
a mouse movement. It would be a mouse movement with zero speed, acceleration,
and jerk.

If the cursor sustains no action (movement or clicks) for a period of 500 ms
or longer we classify that period and any preceding cursor movement as a
pause. This allows for periods where a user is not concentrating on moving
the mouse with intent while not having it affect periods where a user is moving
the mouse with intent. We do not use pauses for classification in our method.
If a mouse movement ends in a pause instead of a click we could define that
as a partial mouse movement. Research has gone into studying these partial
movements [7]. However, we do not consider these partial movements in our
classifier because their occurrences, while abundant, degrade the accuracy of the
final result. While they may hold unique identifying information about a user its
more difficult to tell if the partial mouse movement came from purposeful move-
ment (e.g. shaking the mouse to wake up the screen) or accidental movement
(e.g. knocking into the mouse with your elbow.)
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Table 2. Descriptions of the features used

Feature Description

Left click length The length of a single click from the first record the mouse
button is found to be down to the first record the mouse
button is found to be up

Right click length

Double click length Split into 4 sub-features: Total Length and intervals 1,2, and 3

Total length: The time between the first record the mouse is
found to be down and the first record the mouse is found
to be up after the second click

Interval 1: The first single left click length in a double click

Interval 2: The time between the first record of the left mouse
button being found up after the first click to the first
record of the left mouse button being found down for the
second left click

Interval 3: The second single left click length in a double click

Note: A visualization of the intervals in Fig. 1

Speed Distance the cursor travelled divided by the total time of the
movement up until the click

Acceleration Change in Speed over time

Jerk Change in Acceleration over time

Fig. 1. A visual representation of the click features. Dashes representing no button
activity, dots representing periods where the mouse button is down, and vertical bars
representing the first record that the mouse button has changed state.

3.2 Outlier Filtering

For our setup we first went through each of the user samples and extracted each
of the features from each mouse movement. To remove rare cases of features far
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from the normal, we implemented an outlier removal scheme. We define a mouse
feature to be an outlier if it is more eccentric than 66 % of the population of
the same mouse features for a single user. For example, if we are looking to find
if a particular mouse feature F is an outlier we use the algorithm described in
Algorithm 1.

Algorithm 1. Determines if a single feature F is an outlier from the rest of
the population of its own kind. featurePopulation is an array of same-typed
features from a testing sample that F is also a member of.
1: procedure IsAnOutlier(F )
2: count ← 0
3: for each feature in featurePopulation do
4: if |F − feature| > R then
5: count ← count + 1
6: if count ÷ featurePopulationsize ≥ .33 then
7: return True

8: else
9: return False

We defined a variable R, for each mouse feature, a number large enough to
include most of the population while small enough to remove the noise from the
data. We found optimal values for our R values after extensive experimentation
we will describe later on.

We created a simple algorithm for determining if a particular record of a
mouse feature is an outlier outlined in Algorithm1. For a given set of mouse
features from a training sample (the featurePopulation), we compared each
feature in the featurePopulation against every other feature of the same type,
i.e. a Single Left Click Length feature is only compared to every other Single Left
Click Length feature. Then a simple tally is kept of how many of the features in
the featurePopulation have a distance greater than R as shown on line 4 and 5
of Algorithm 1. On line 6 we simple restate that if the if the tally is greater than
33 % of the featurePopulation we claim the feature F is an outlier and discard
it from the training set.

3.3 Verification

To authenticate a user based on their mouse movements, we analyze six mouse fea-
tures over the course of a sample. Our method is a simplistic user-authentication
model. We create a profile based on a user’s past behavior then test further sam-
ples against that profile to determine if the sample we test with is close enough
to the previous profile to be considered the same user. In a real world set-up
the method would look similar to Fig. 2. Instead, we use half of the recorded
mouse movements as a test set for a user and the other half are used to train
the user’s profile. We then split the edited list of features into a testing set and
a training set. For each file we create user profiles based on half of the user’s
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Fig. 2. An overview of continuous verification with mouse movements. In the training
phase a user creates a profile based on their mouse movements (the average and stan-
dard deviation of each mouse feature). The profile is used to represent a user in the
verification phase where features from live mouse movements can be verified against
the profile in order to determine if the live mouse movements came from the user
who created the profile. If the verifier determines that the live mouse movements are
illegitimate an action can be taken. (e.g. logging the user out, creating a log of the
incident, etc.)

sample (about 50 mouse movements on average for our samples). The profiles
being simply the averages and standard deviations of each of the mouse features.
The mouse movements from the sample that we did not use for the profile go
into the user’s testing set. Using a simple classification scoring method we can
see how well a user profile and a testing set of data match up. For our entire set
of data we took every user profile and tested each against every testing set. Our
custom testing method generated a score for each test between 0 and 1 based
on a simple scoring formula

score =
Number of Accepted Features

Total Number of Features
(1)

1 being a perfect match and 0 being a complete mismatch. It should be noted
we accept a particular feature if

lowerBound ≤ featureV alue ≤ upperBound,where,
lowerBound = AV GTrain − M ∗ STDTrain

upperBound = AV GTrain + M ∗ STDTrain

(2)

We tested by comparing each of the mouse movements in a testing set against
the users profile. If the features in the mouse movement are within M standard
deviations of the corresponding means in the user profile then the test gets a
point. The total amount of points accrued is divided by the total amount of
mouse movements in the file to generate the score.
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4 Experimental Setup

We had a few parameters where it was not immediately apparent what we should
set them as. For the R variables we needed values that can discriminate mouse
feature values that are too eccentric while keeping as much unique data as pos-
sible. To solve this we wrote a script that ran the feature extraction and verifi-
cation programs and found the EER over an array of values for each parameter
to determine the optimal values for those parameters where the EER is at its
lowest. We found that an M value of 1.9, a Single Click R of 20 ms, and a Double
Click R of 185 ms to produce the lowest EER for our set of data. By varying
the parameter value we experimented with 175 (5 Single Click R × 5 Double
Click R × 7 M Values) different experimental set-ups. Note that we do not use
any R parameter for the other features since they show less variance. In total,
we experimented with 354,357 verification attempts (45 users × 45 users × 175
experimental setups) (Table 3).

Table 3. The values used for our parameters for testing.

Parameter Values tested

Single click R value 15 20 25 30 25

Double click R value 175 180 185 190 195

M value 0.7 1 1.3 1.6 1.9 2.2 2.3

5 Experimental Results and Analysis

To calculate the results of our experiment we took each users profile and tested
that against every other set of testing data. Therefore, for experimental setup,
we generated 2025 (45 × 45) verification scores. We then calculated the False
Reject Rate (FRR) and Impostor Pass Rate (IPR) values for varying threshold
values from 0 to 1 with a stepsize of 0.01. We plotted 1000 FRR and IPR values
as shown in each subfigure in Fig. 3. For space constraint, we show FRRs and
IPRs for four experimental setup out of 175 setups. In each subfigure, the EER
is marked as the crossover point between FRR and IPR curves. In total, we
generated 175 EERs from all setups. In Table 4, 35 EER values generated by
varying double click R and M values when single click value set to 20 ms, are
listed. In Fig. 4, EER values are shown for four other single click R values. From
the figures, our observations are as follows:

• The Lowest EER achieved is 6.70 % (see Fig. 4(c)) when M= 2.2, single click
R=20 ms and double click R=185 ms. Average EER is 13.19 % and standard
deviation is 5.77 %.

• Among the parameters, M is found to have greater influence on accuracy (see
the curves in each sub-figure in Fig. 4). This urges to explore setting up the
M value for each user separately rather than deploying generic one.
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Fig. 3. Scatter plots of EER over the ranges of the parameter values we chose. The
X-axis is Double Click R-Values, the Y-axis is the EER. Each plot is a separate Single
Click R value. Global Max = 30.02 % Global Min = 6.70 % Global Average = 13.19 %
Global STD = 5.77 %
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Fig. 4. Plots of the IPR and the FRR for four different parameter settings. The point
at which the IPR and FRR intersect is the Equal Error Rate (EER).
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• Single click R value also show some level of influence on accuracy. EERs in
Fig. 4(b, c) are lower than EERs in Fig. 4(a, d). It is worth mentioning that,
number of single clicks are found to be far more than other activities.

Table 4. The EER rates found across multiple parameter values. Each column is a
separate double click R value while each row is a separate M value. The entire table
is tested against one single click R value set to 20ms.

M
v
a
lu
e
s

Double click R values

175 180 185 190 195

.7 14.86% 10.53% 9.33% 9.33% 8.99%

1 30.02% 24.23% 24.23% 27.37% 24.00%

1.3 14.46% 13.90% 10.40% 13.56% 13.33%

1.6 11.35% 10.40% 10.40% 10.59% 11.81%

1.9 13.35% 12.00% 12.00% 11.81% 11.36%

2.2 13.36% 6.77% 6.70% 6.75% 6.88%

2.5 7.71% 8.00% 8.00% 7.89% 7.50%

6 Conclusion

Our comprehensive experiment which comprises 354,357 verification attempts
carried over 45 users, shows the effectiveness of our method. On average, the
EER we found was 13.42 %. The lowest EER was found to be 6.70 %. In the
future, we want to test our method on more user samples with finer control over
the environment the users manipulated the mouse in so as to ensure our method
is characterizing the differences between users and less between environments. To
improve accuracy even further, we want to set the parameter values (especially
M) for each users separately instead of adopting generic values. We believe that,
a simple system with impressive accuracy such as ours, can easily be considered
for continuously verify system users in real time.
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Abstract. The paper presents the concept of integration of INSIGMA Event
Reporting System (INSIGMA ERS) and national emergency notification system,
SPR in polish (System Powiadamiania Ratunkowego). The concept is based on
the logical interface between systems as a tool of proposed integration. The
resulting integration may present the synergy effect which would provide faster
and timely delivery of emergency information from society to public security
services. It may significantly increase the security of citizens.

The exemplary performance results show the large potential for optimisation
of reporting as well as transmission process.

Keywords: Emergency notification system · Event reporting · Co-operation

1 Introduction

The objective of INSIGMA project is to design and implement sophisticated information
system for detection and identification of threats as well as monitoring and identification of
mobile objects. The project is conducted by three universities, AGH University of Science
and Technology, Military University of Technology, University of Computer Engineering
Telecommunication as well as by Military Communication Institute. There are three task
groups defined, which embrace following research areas: (1) design of automatic observa‐
tion and recording of mobile objects parameters, their data transmission and archiving,
personal identification of their users, (2) threat detection and road traffic analysis with visu‐
alization on dynamic map, (3) person and threat detection based on use of mobile terminals
and advanced monitoring, searching of persons, data and multimedia content.

The primary data sources intended for INSIGMA system are intelligent cameras and
road traffic sensors, e.g. inductive loops, light-sensitive detectors, passive acoustic
sensors, etc. installed in pre-planned locations.

Intelligent Information System for Global Monitoring, Detection and Identification of
Threats (INSIGMA). Work has been co-financed by the European Regional Development
Fund under the Innovative Economy Operational Program, INSIGMA project no. POIG.
01.01.0200-062/09.
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However, there is a significant requirement to collect data from areas outside the
range of fixed sensors. This need motivated the project team to develop a model and a
prototype of mobile sensors as a supplement of stationary infrastructure. For this purpose
the terminal, i.e. mobile phone, with appropriate application program was proposed. The
application was developed which allows sending of messages with information about
current threats, road accidents and other dangerous events from the user of terminal to
the INSIGMA system. A graphical and textual interface is offered to the user, presenting
structured menu-driven form to enter the data. The developed terminal software is made
as an Android application program. The software provides the user interface, back‐
ground map and communication facilities to INSIGMA system. The tabular input form
is customised according to the type of accident selected and is linked with the INSIG‐
MA’s ontological classification of events.

The server part of software collects, processes and stores messages from users. The
function is provided by modules, adapted to the needs of INSIGMA’s event processing
subsystem.

The paper is focused on presenting the concept of co-operation of designed and
implemented INSIGMA ERS and national emergency notification system. There are
presented: short characteristics of national emergency notification system, concept of
co-operation between systems in question, description of INSIGMA ERS and exemplary
results of laboratory tests.

2 The National Emergency Notification System

The national emergency notification system SPR [1] is a part of the national rescue system
(pol. Krajowy System Ratownictwa, KSR). It should be noted that KSR consists of state
emergency medical service (pol. Państwowe Ratownictwo Medyczne, PRM), state fire
service PSP (pol. Państwowa Straż Pożarna,), the Police (in polish Policja), etc.

The main elements of the SPR are:

• National IT Network for “112” call emergency number (in polish Ogólnopolska Sieć
Teleinformatyczna na potrzeby obsługi numeru 112, OST 112) [2],

• Emergency Call Centre (pol. Centrum Powiadamiania Ratunkowego, CPR),
• Focal Point of the System of Emergency Centres (pol. Centralny Punkt Systemu

Centrów Powiadamiania Ratunkowego, CP SCPR),
• Localisation and Information Platform with a Central Database (pol. Platforma

Lokalizacyjno-Informacyjna z Centralną Bazą Danych, PLI CBD),
• Emergency Notification IT System (pol. System Informatyczny Powiadamiania

Ratunkowego, SIPR),
• Command Support Systems (pol. System Wspomagania Dowodzenia, SWD) of the

Police, PRM, PSP etc.,
• Information System of the Main Office of Geodesy and Cartography (pol. System

Informatyczny Głównego Urzędu Geodezji i Kartografii, SI GUGiK),
• Central Map Module (pol. Centralny Moduł Mapowy, CMM).
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Functional diagram of the SPR is shown in the Fig. 1. The task of the SPR is to provide
an information, so that it will be possible to arrive of appropriate rescue units to the
person requesting of assistance.

The process of handling the alarm notification in the SPR is presented in the Fig. 2.
The notice of an event requiring the intervention of emergency or ordinal services

is done by dialing 112 or another emergency number. Checking the location of the person
requesting assistance shall take place in the PLI CBD, and then the alarm signal from
the phone is redirected over the 112 OST network to the appropriate CPR for localization
of event.

CPR1…17

CP SCPR
PLI CBD

OST 112

SI GUGiK

SWD
PRM, Policja, PSP

SIPR

CMM

Fig. 1. Functional diagram of the SPR

GUGiK
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SIPR

OST 112

Public Telephone Network
landlines and mobile

Telecommunications
Operator

Localization

SWD
PRM

SWD
PSP

CPR

SWD
POLICJA

Fig. 2. The process of handling the alarm notification in the SPR
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After the connection has been setup, in the CPR the phone number of the person
requesting assistance is displayed. The Calling Line Identification Presentation func‐
tionality is used.

The operator sends the message over the 112 OST network to the Police, PSP
and/or PRM command posts.

The digital map is used as a support for public services. It is developed and updated
by GUGiK. Particular map layers include the characteristics of the site, the layout of the
streets and the location of the relevant objects. On the basis of geographical coordinates
corresponding to the location of the person requesting assistance, visualization of this
location is presented automatically.

Information received by the CPR dispatcher shall be supplemented by additional data
and redirected to the Police patrol, fire-rescue units of the PSP or ambulances of the PRM.

3 Cooperation Between INSIGMA ERS and SPR

According to the Ministry of Administration and Digitization of Poland decree [3] it is
formally possible to co-operate between SPR and other information systems using inter‐
faces, which are developed as a part of its open architecture. Because of above there is
possible to connect SPR and INSIGMA ERS systems using interface called “other
systems”, which is shown in the Fig. 3.

When a user of the INSIGMA system would like to report an event, he/she opens the
ERS Client application and fill-in data into the data-entry form, with structured description
of the event. These data are sent to Traffic Intensity Data Repository (TIDR) and further
to other modules of INSIGMA system. Thanks to the fact, that it is possible to use the
SPR’s interface to “other systems”, the information from INSIGMA system can be shared
with SPR. However, the technical details of interface are not covered in the legal docu‐
ments. It seems the technical specification of this interface is left to SPR Administrator, i.e.
it is “site/implementation defined”. This was the motivation to propose, based on the
INSIGMA project experiences, the Web Services (WS) technology with SOAP/XML and
WSDL specifications as an integration “glue”. The reason is that WS allows to automate
the process of designing and implementation of inter-operable interfaces which do not
depend on a specific programming language, library and operating system features.

The prerequisite of cooperation between the INSIGMA ERS and the SPR is
providing the communication interface with the following properties:

1. information or data related to the emergency notification:
(a) unique identifier of the notification;
(b) the date and time of acceptance of the notification;
(c) the information about operator who received the notification;
(d) information concerning the location of the network termination, from which a

connection to emergency number was made;
(e) information on the place of event, including:

(i) event address (residential if available),
(ii) geographic coordinates of the event,
(iii) name of the object where the event takes place,
(iv) information about the building in which the event takes place;
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Fig. 3. The proposed concept of cooperation between SPR and INSIGMA ERS systems
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(f) information on the nature of the event, according to a detailed directory of
events;

(g) information about emergency entity or entities, which were reporting the alarm;
(h) a description of the event, including:

(i) the number of victims,
(ii) other relevant data or information related to notification;

(i) data of person who is sending notification message, including:
(i) name and surname,
(ii) phone number,
(iii) localisation data;

(j) confirmation of notification received by operator;
(k) information about the status of the notification;
(l) information on the state of the dial-up connection to the person declaring the

notification;
2. notification message should contain:

(a) ID of the voice record,
(b) the content of the original notification.

4 The Design of the INSIGMA Event Reporting Service

The INSIGMA ERS is used as a user-driven source of information about observed and
detected events and abnormal environmental conditions. The primary assumption was
to allow a user to send appropriately detailed messages to the INSIGMA system. The
ERS was designed as a client-server infrastructure with functionality divided between
mobile terminal and ERS server. The client software provides graphical input forms to
gather the necessary information about the type, subtype and attributes of an event. Next,
the input is formatted into structured SIP message and conveyed to ERS server by avail‐
able communications means, e.g. Wi-Fi, GSM data transfer or other Internet connection.
The data collected at the ERS server are stored at the Event Registry (ER), where they
are preliminary processed to comply with Event Correlator (EC) requirements. The ER
is monitored by Operator’s Console, which presents the collected messages, allowing
to selectively check them, confirm or reject.

The ERS is composed of several functional modules, i.e. SIP Application Server,
Interface Modules, Event Registry and access infrastructure, as depicted in the Fig. 4.

It is assumed that the reports may be delivered from external entities, e.g. road
administrators, emergency service operator, the user of INSIGMA system as well as
each person who installed the ERS application in his/her Android terminal. The archi‐
tecture do not preclude acquisition of automatic reports e.g. from unmanned weather
observation stations, water level monitoring, acoustic sensors, etc. The type of reported
event is limited by the INSIGMA Event Ontology (IEO) [4]. The Graphical User Inter‐
face (GUI) of ERS reflects the contents of IEO too. The GUI provides input forms for
the following event attributes:
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– type of event,
– subtype of event,
– geolocation of event,
– event details,
– occurrence time of event.

The part of the design and development processes were two Web Services-base
interfaces, IMD.Event and SUzzWs. They form one-way communications channels
from ERS to EC and from external systems to ERS accordingly. The IMD.Event is a
kind of internal interface, thus it will be not described further. The second, SUzzWs
interface, provides the functional API to the ERS event registry. Until now following
methods are available in SUzzWs:

Events management:

– addEvent
– sendEvent
– sendEvents

Events searching:

– findEvent
– findAllEvents
– findEventsByCircle
– findEventsByUser
– findEventsByType
– findEventsByRect
– findEventsOnDate
– findEventsInDateRange

Fig. 4. The structure of INSIGMA ERS
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User management:

• addUser
• findAllUsers

The full specification of SUzzWs interface takes about three hundred lines of XML
text data and is not presented here to conserve space. The specification can be made
available after the contact with authors of this paper.

5 Tests in the Laboratory Infrastructure

The tests conducted in the infrastructure were focused on gathering time performance
metrics. The results provided in this paper give the Total Service Latency - TSL. TSL is
defined as:

where:

– TSent – is the time when the report was sent from ERS terminal;
– TAck – is the time when the acknowledgement of reception was received at ERS

terminal.

For testing the ERS server the SIPSAK tool was used [5] with specially crafted SIP
message. The content of the testing SIP message was as following:

Header Data:

Payload Data:
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The results of tests are gathered for two cases:

– 2 Mbps, high quality link, PER = 0
– 2 Mbps, degraded quality link, PER = 0.1

PER means Packet Error Rate. The confidence level was assumed at 0.98. The results
are collected in the Table 1.

Table 1. The results of Total Service Latency measurements

The nominal Packet Error
Rate on link

Total Service Latency [ms] Mean number of timeouts
per single transmission

0 85 ± 16.8 0

0.1 115 ± 19.5 11

Subtracting the double serialization time on 2 Mbps link, i.e. 2 × 3.9 ms, the mean
TSL was about 77 ms. For the degraded case the TSL increased to about 107 ms. It was
observed that on average one of ten messages was re-transmitted.

The content of SUzzWs messages was omitted to conserve space in the paper.
However, it can be accessed on request from authors.

6 Summary

The paper presents the short descriptions of INSIGMA ERS and national emergency
notification system – SPR. These covers the emergency call handling procedures and
its external interface to other systems. The interface is the basis of proposed integration
of SPR and INSIGMA Event Reporting System. The synergy effect is expected as a
result of integration. It would provide faster and timely delivery of emergency infor‐
mation from society to public security services. It may significantly increase the security
of citizens.

The exemplary performance results show the large potential for optimisation of
reporting as well as transmission process.

The further work are focused on technical issues of interoperability between
INSIGMA ERS and National Emergency Notification System. It was observed, that
potential customers do not limit transmission options to cellular infrastructure, but dedi‐
cated wireless transmission methods without infrastructure are in the area of interest.
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Abstract. The motivation for the presented work was the need for
solution allowing efficient estimation of traffic parameters in based on
sparse measurements covering a small fraction road segments within large
urban road network. The solution was intended to be deployed within
the Dynamic Map, an important component of the INSIGMA system
used for route planning and traffic control. We have chosen to base the
estimation model on Fuzzy Cognitive Maps (FCM) formalism and apply
an Evolutionary Algorithm to learn the model parameters. The main
argument in favor of FCM is their simplicity and the speed of calcula-
tions that can be required for real-time updates of traffic parameters.
This paper discusses a novel evolutionary algorithm for FCM learning
and demonstrates feasibility and efficiency of such approach by giving
results of tests performed on road networks of various size.

Keywords: ITS · Traffic prediction · Evolutionary algorithm · Fuzzy
Cognitive Maps

1 Introduction

Integration of Intelligent Transportation Systems (ITS) with urban traffic
infrastructure is considered a most promising avenue of development of modern
cities. ITS are combinations of various underlying technologies: sensing, data
interpretation, communications, information integration and control assembled
together to reach the most prominent goals: safety, mobility and environmental
performance.

The system developed within INSIGMA project [6] is an ITS offering such
services as collection and storage of traffic data originating from various types
of sensors including cameras [14], and GPS devices [28,29], personalized and
dynamic route planning [9,27], vehicle tracking and traffic control. Capabili-
ties of INSIGMA system would not be fully described without mentioning such
advanced traffic surveillance functions, as make and model recognition of cars
[4,5] and license plate recognition [15].
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The key component responsible for storing static and dynamic data related
to urban traffic within INSIGMA system is the Dynamic Map [6,27]. It can
be considered a complex information system composed of spatial databases, as
well as a set of software modules responsible for data collection, interpreta-
tion and provision. The Dynamic Map uses internally semantic representation
of traffic parameters relying on the system ontology [25,36] and offers ontology
based access method for various clients [27]. The ontology defines unambigu-
ously numerous types of measured parameters including average traveling times
for road segments, maximum speeds for current traffic conditions, maneuver
time at crossroads or queues length for selected lanes. Availability of such read-
ings depends on installed and integrated sensors and their capabilities, whose
semantic descriptions are incorporated into the Dynamic Map.

The challenging problem for interpretation of data stored in the Dynamic
Map by various clients is their sparsity. Taking as a reference the Kraków city,
whose road network comprises about 5000 road segments, it is hard to imagine
that such fixed sensors as cameras or inductive loops would virtually cover the
whole urban area. It is more likely to assume that the traffic monitoring system
would be installed at a few dozen of selected main roads and crossroads yielding a
set of observable traffic parameters. For the majority of secondary roads, smaller
streets reaching main city arteries their traffic conditions cannot be effectively
monitored.

To discuss this concept, we refer to Fig. 1 showing an excerpt of a map com-
prising a main road with separated lanes and a number of secondary roads reach-
ing it. Assuming that two sensors are installed at locations marked as A and B,
we expect that there are dependencies between the measurements at point A and
the part of road network marked with dash line, as well as the measurements at
point B and at road segments marked with solid line. Hence, abstracting of their
exact semantics, traffic parameters attributed to road network can be divided
into two sets: observable (measured) and unobservable. For such application as
dynamic route planning based on information in the Dynamic Map, the later
that should be estimated (predicted) by applying a certain model capturing
causal dependencies between them (see Fig. 1b).

Fig. 1. A partial map with indicated sensors A and B and a concept of the traffic
parameters estimation system

In this paper we propose to apply Fuzzy Cognitive Maps (FCM) to express
dependencies between traffic intensity at points, where its is measured and other
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roads that are not monitored. The main argument in favor of FCM is their sim-
plicity and the speed of calculations (basically a multiplication of vector by a
sparse matrix) that can be required for real-time updates of traffic parameters.
For FCM leraning and validation we used data generated by the traffic simu-
lator SUMO [17]. SUMO ( Simulation of Urban MObility) is a free and open
traffic simulation framework allowing to model road vehicles, public transport
and pedestrians.

The deployment of the solution based on FCM within the Dynamic Map
included the following steps:

1. Various traffic conditions were simulated using the off-shelf mature traffic
simulator SUMO. As an option, actual traffic measurements can be performed
in field for selected roads (in the vicinity of sensor locations).

2. Traffic data (time series) for all road segments in the analyzed road network
were collected.

3. Prospective locations, where sensors are to be installed were selected. Then
the road segments were divided into two sets: the first comprised elements,
for which the traffic parameters are to be measured, the second those, for
which they should be estimated

4. An initial FCM structure reflecting the topology of road network was pro-
posed and its parameters were learned with dedicated evolutionary algorithm.

5. Finally, the developed FCM model was applied in the operational system (the
Dynamic Map).

Due to limited space we focus here on the step 4 from the above workflow.
In particular, we discuss the construction of FCM learning algorithm, as well as
we report results of experiments.

The paper is organized as follows: next Sect. 2 discusses various traffic pre-
diction methods and defines the FCM. It is followed by Sect. 3, which discusses
a novel evolutionary FCM learning algorithm. In Sect. 4 results of experiments
are given. Section 5 provides concluding remarks.

2 Related Works

This section discusses traffic prediction models, as well as provides an introduc-
tion to the Fuzzy Cognitive Maps formalism.

2.1 Traffic Prediction Methods

The need of reliable and fast traffic prediction methods emerged with the recently
observed development of ITS. The methods can be divided into two groups [10]:
classical, which are based on statistical approaches combined with flow models,
and data-driven using such machine learning models as Artificial Neural Net-
works (ANN) [33,34], Support Vector Regression (SVR) and fuzzy systems. The
later group seems to be dominant in the recent publications. In [10] ANN is
applied to forecast traffic patterns in Budapest based on data originating from
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Vissim simulator. Similarly, in [37] ANN was used for prediction, however, the
described method comprises clustering both in spatial and temporal domain to
group traffic influence points within the road network. SVR combined with a
radial basis kernel was applied in [2]. The article [19] discusses a novel SVR
method coupled with the Kalman filter. In [12] hybrid fuzzy rule-based system
was used for the modeling and short-term forecasting of traffic flow in urban arte-
rial networks and a Genetic Algorithm was used to learn membership functions.

Examples of classical methods are given in [11], where unified models for
network-wide traffic prediction based on partial least squares method and its
tensor variants were proposed or [22], which describes enhanced Autoregressive
Integrated Moving Average (ARIMA) and Historical Average methods applied to
predict traffic conditions, in particular, to predict congestion caused by accidents.

2.2 Fuzzy Cognitive Maps

Cognitive maps were first proposed by Axelrod [3] as a tool for modeling political
decisions, then extended by Kosko [16] by introducing fuzzy values. A large
number of applications of Fuzzy Cognititive Maps (FCM) were reported, e.g.
in project risk modeling [18], risk assessment related to IT security [30–32],
crisis management and decision making, analysis of development of economic
systems and the introduction of new technologies, academic units development
[26], ecosystem analysis [21], signal processing and decision support in medicine.
A survey on Fuzzy Cognitive Maps and their applications can be found in [1]
and [23].

FCMs are directed graphs whose vertices represent concepts, whereas edges
are used to express causal relations between them. A set of concepts C =
{c1, . . . , cn} appearing in a model encompasses events, conditions or other rel-
evant factors. A system state is an n-dimensional vector of concept activation
levels (n = |C|) that can be real values belonging to [0, 1] or [−1, 1].

Causal relations between concepts are represented in FCM by edges and
assigned weights. A positive weight of an edge linking two concepts ci and cj
models a situation, where an increase of the level of ci results in a growing cj ; a
negative weight is used to describe the opposite rapport.

Causal relations between concepts in FCM can be represented by n × n
influence matrix E = [eij ], whose elements eij are weights assigned to edges
linking ci and cj or have 0 values, if there is no link between them.

Figure 2 gives an example of an FCM graph, whose vertices were assigned
with concepts c1, c2, c3 and c4, whereas the edges were assigned with linguistic
weights defining mutual influences. Corresponding E matrix is defined by (1).
The selection of values corresponding to linguistic values is arbitrary; in the
example the values: −1, −0.66, −0.33, 0, 0.33, 0.66 and 1 were used.

E =

⎡
⎢⎣

0 0 0 0
1 0 0 −0.33

0.66 0.33 0 0
0 0.66 −1 0

⎤
⎥⎦ (1)
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Fig. 2. An example of FCM graph. Vertices are assigned with concepts, directed arcs
with linguistic weights of specifying influence.

Reasoning with FCM consists in building a sequence of states:

α = A(0), A(1), . . . , A(k), . . .

starting from an initial vector of activation levels of concepts. Consecutive ele-
ments are calculated according to the formula (2). In the k+1 iteration the vector
A(k) is multiplied by the influence matrix E, then the resulting activation levels
of concepts are mapped onto the assumed range by means of an activation (or
splashing) function.

Ai(k + 1) = Si(
n∑

j=1

eij Aj(k)) (2)

The selection of the activation function depends on assumptions regarding
the calculation model, in particular the selected range and the decision to use
continuous or discrete values. Multiplication of an n-dimensional square matrix
E, both containing elements whose absolute values are bounded by 1, results in a
vector having elements in [−n, n]. Values from this interval should be mapped by
an activation function into the range [−1, 1] (or [0, 1]) preserving monotonicity
and satisfying S(0) = 0 (or S(0.5) = 0.5 in the second case.)

In the further analysis we used a popular sigmoid activation functions were
used:

S(x) =
1

1 + exp(−βx)
(3)

Basically, a sequence of consecutive states α = A(0), A(1), . . . , A(k), . . . is
infinite. However, it was shown that after k iterations, where k is a number close
to the rank of matrix E, a steady state is reached or a cycle occurs. Hence, the
stop criterion for the reasoning algorithm in the k step is the following:

∃j < k : d(A(k), A(j)) < ε, (4)

where d is a distance and ε a small value, e.g. 10−2.
A sequence of states α can be interpreted in two ways. Firstly, it can be

treated as a representation of a dynamic behavior of the modeled system. In
this case there exist implicit temporal relations between consecutive system
states and the whole sequence describes an evolution of the system in the form
of a scenario. Under the second interpretation the sequence represents a non-
monotonic fuzzy inference process, in which selected elements of a steady state
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are interpreted as reasoning results (outputs). An occurrence of a cycle can be
treated as a form of undecidability.

A common task related to applications of FCM is learning. For the majority
of cases, the set of concepts is C is established by experts, and the goal of the
learning process is to align responses of modeled system and FCM by tweaking
the weights in the matrix E. Selection of learning methods and fitness functions
depend on whether a user is interested in mimicking dynamic behavior of the
analyzed system or rather aligning output values of selected concepts in a steady
state [23]. We will discuss the second approach in more detailed manner, as it
was employed in our research.

Let AS
1 , . . . AS

m, where m ≤ n denote values of output (or decision) con-
cepts determined in a reasoning process performed according to the formula (2).
While defining a fitness function a common approach [24] consists in making
assumption that for an input vector it would be possible to appoint strict bounds
[Amin

i , Amax
i ] in which the obtained values of AS

i should lay. The bounds can be
defined by experts participating in the learning process or originate from obser-
vations.

Under this setting, the fitness function expresses a penalty for leaving the
bounds. It is given by (5), the symbol H denotes the Heaviside function: H(x) =
0, if x < 0 and H(x) = 1, if x � 0.

ϕ(E) =
m∑

i=1

H
(
Amin
i − AS

i

) ∣∣∣Amin
i − AS

i

∣∣∣+
m∑

i=1

H
(
AS
i − Amax

i

) ∣∣∣AS
i − Amax

i

∣∣∣ (5)

The survey by Papageorgiou [23] reports more then 20 FCM learning algo-
rithm falling into three groups: population based (e.g. genetics algorithm, PSO,
memetic PSO, Tabu search), Hebbian-based and hybrid. Due to limited space
we refer the reader to the included bibliography.

3 Evolutionary Algorithm for Learning of Fuzzy
Cognitive Maps

In this section we describe FCMEVOL, an evolutionary algorithm developed
for learning FCM expressing dependencies between traffic intensity at road
segments.

A solution in FCMEVOL is represented as the vector of real numbers and
the algorithm uses a specialized set of pseudo-genetic operators. As crossover
operators BlendAlphaCrossover (BAC) with randomly chosen α value and
BlendAlphaBetaCrossover (BABC) with α = 0.5 and β = 0.75 are applied
[35]. The mutation (RM) operator changes a randomly picked element in solu-
tion vector (normal distribution). Additionally, in FCMEVOL local optimization
(LO) algorithm was implemented.

The knowledge, accumulated in the search process for the problem solution,
is encoded as a set P of solutions called population, where M = |P | is the
population size. The evolution of the population with use of genetic operators
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realizes the search process within EA. Every genetic operator generates new
solutions (offsprings) on the basis of old solutions (parents).

Selection mechanism implemented in FCMEVOL [7] algorithm exploits the
modified approach to selection schema proposed by Michalowicz [20] called
modGA. The modification with respect to the classical genetic algorithm is the
following: in the modGA a new population is formed by selecting from the old
population independently r, 1 < r < M , solutions to be parents and r solutions
to die. These selections are performed based on the fitness of solutions: a solution
with a better than average performance has a higher chance to be selected as a
parent, solutions with a worse than average performance have higher chances to
be selected to die. Then, a new population consists of (M −r) solutions from the
old population (all solutions except these selected to die) and r offspring of the
r selected parents; i.e. r selected solutions undergo transformations by means of
genetic operators. This way, in course of one iteration (one generation) only r,
r < M , solutions are selected and processed.

For FCM weights selection a special type of the evolutionary algorithm
was used, called BREADTH DEPTH, which implements mechanisms prevent-
ing from premature convergence. In course of one iteration initially one genetic
operator is randomly chosen and then r, r ∈ {1, 2}, solutions are selected
from the population and processed: one solution if mutation operator is cho-
sen and two in case of crossover operator. Thus, the algorithm also belongs
to the class of Steady State EA and in this way it has all features of the
modGA. We assume that the population set P is linearly ordered in accor-
dance with the solution’s fitness by means of objective function ϕ(x): the best
population permutation (xbest = argmin ϕ(x) : x ∈ P ) has number 1, the worst
(xworst = argmin ϕ(x) : x ∈ P ) has number α = |P |. Besides, to simplify genetic
search process and save the computation time, the parents are selected from
the population P by means of random-uniform sampling mechanism and the
generated offspring is inserted between other in accordance with its fitness.

Let us notice that the best population permutations have the chance to be
selected more frequently, then other permutations and in this way these solutions
become super individuals. Such super individual has a large number of offspring
and this, due to the constant size of the population, prevents other individuals
from contributing an offspring in the next generations. In some generations a
super individual can eliminate desirable ‘chromosomal material’, what leads to a
rapid convergence to the local optimum. To avoid this shortcoming we introduced
the tabu mechanism [8]. We assumed, that at the first stage of the evolutionary
search process called BREADTH, a number of best population permutations,
ltop top-solutions, can not be chosen as parents. It is most likely that in this
case the evolution search process can be performed in the whole search space.
In the second stage of genetic search process, called DEPTH, the genetic search
process is enhanced to the space regions connected with the best population
permutations for local tuning. Thus, in this stage, the mutation operator is
replaced by a local optimization (hill climbing) procedure and some number of
worst population permutations, lend solutions, are tabu and cannot be chosen
as parents.
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The implemented FCMEVOL algorithm follows the main idea of BREAD-
RTH DEPTH search process. On the other hand the number of algorithm para-
meters is decreased. In this way the adjustment of the algorithm for solution of
the problem instance is much easier. In FCMEVOL, instead of two stages of the
search process like in BREADRTH DEPTH search, we split the population P ,
by one algorithm parameter m, into two parts and limit application of the unary
genetic operators to definite area of the population.

During experiments the presented FCMEVOL algorithm (Algorithm 1) had
the following parameters: λ - the population size, L - total iteration num-
ber, m - population split number and genetic operator selection probabilities
pRM , pBAC , pBACB , pLO. Thus the expected numbers of genetic operators appli-
cation, during the whole search process, are: RM − L · pRM , BAC − L · pBAC ,
BACB − l · pBACB , LO − L · pLO.

Algorithm 1. FCMEVOL algorithm.
Require ϕ(·), pLO, pRM , pBAC , pBACB , m, L, λ.

Step 1. Initialize population with λ random solutions.

Generate randomly λ solutions, as well as compute objective function ϕ(x) for each
solution. Set up the initial population P ordering the generated permutation by func-
tion ϕ(x), so that the first permutation, permutation in the population P is the best
one and the last permutation λ is the worst, i.e., xworst = argmaxϕ(x) : x ∈ P .

Step 2. Selection of crossover operator.

Choose randomly one pseudo-genetic operator from the set BAC, BACB, where selec-
tion probabilities of the operators are: pBAC , pBACB = 1 − pBAC as well as select
randomly, with uniform distribution, and copy two solution - parents from the popula-
tion P. Using chosen crossover operator generate two offspring x1, x2 of the parents and
insert them between other population P solutions in accordance with objective function
λ(xj), (j = 1, 2) value. Remove two worst (last) permutations from the population P .

Step 3. Mutation.

Sample randomly number γ ∈ [0, 1] and if γ < pRM , then chose one permutation from
the items [1, m] of the population P , modify it by the use of mutation operator RM
and insert between other population solutions in accordance with objective function
value.

Step 4. Local optimization.

Sample randomly number γ ∈ [0, 1] and if γ < pLO then chose one permutation from
the items [m+1, λ] of the population P , improve it by use of local optimization operator
LO and insert between other population solutions in accordance with objective function
value.

Step 5. Check the stop condition.

After L iteration return xapprox = argmin {ϕ(x) : x ∈ P (x)}
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4 Experiments

In this section we discuss results of experiments performed using FCMEVAL.
The traffic data were generated using the space-continuous traffic simula-
tor - SUMO (Simulation of Urban MObility) developed by the Institute of
Transportation Systems in German Aerospace Center [17]. SUMO models the
movement of every single vehicle in the streets, assuming that its behavior
depends on both: the vehicle’s physical abilities to move and the driver’s control-
ling behavior. SUMO allows also to introduce detectors into road segments and
collect statistical data during simulations, including average speed, occupancy,
waiting time, travel time and density.

The developed FCM model of a traffic network followed a simple rule: each
road segment was represented by a concept. Hence, for a network comprising n
road segments, the FCM would contain n concepts and at most n·(n−1) weights
expressing influences. It should be noted that some values of mutual influences
could be equal zero, which means no influence between concepts.

As the goal function, the function ϕ(E) defined by the formula (5) was used.
The bounds [Amin

i , Amax
i ] for individual road segments were established by per-

forming multiple simulations for several time slots characterized by different
traffic properties (flow directions, traffic intensity). There were selected 12 basic
time slots and for each of them 12 simulations were made. The collected data
allowed to establish reference values of [Amin

i , Amax
i ] bounds.

4.1 Experiments on a Small Road Network

In this case a small network with 15 single carriageway was used. For this network
10 car routes were generated with variable flow intensity (Table 1). Three exper-
iments were carried out using the traffic network defined on Fig. 3. In the exper-
iment case detectors are presented on subset of edges Eded = {U,W,X, Y, Z}.

Fig. 3. Small network used in tests

The FCMEVOL algorithm was used with the following control parameters
(which were determined during several preliminary tests): the population size
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Table 1. Routes and traffic volumes in map presented in Fig. 3.

Route nr Edges Volume [cars/s] Route nr Edges [cars/s]

1 1-2-3-4-5 0.25-3 6 5-4-3-2-1 0.33-2

2 9-4-5 0.33-2 7 1-2-3-15-14-13 0.33-2

3 9-4-6-7 0.33-2 8 7-13 0.33-2

4 12-10-4-9 0.33-2 9 1-16-17-4-5 0.33-2

5 1-16-8-12 0.33-2 10 1-16-8-11 0.33-2

λ = 60, the number of algorithm iteration - L = 100, the local optimisation
probability - pLO = 0.1, the random mutation probability - pRM = 0.2, BlendAl-
phaCrossover pseudo-genetic operator probability - pBAC = 0.6, BlendAl-
phaCrossover pseudo-genetic operator probability - pBACB = 0.4, the split pop-
ulation parameter m = 20.
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Fig. 4. FCM learning process for the traffic network presented in Fig. 3

Results returned by the trained FCM network were compared with the data
collected from SUMO. Table 2 summarizes outcomes of three tests performed:
using the data applied in the learning process (Test#1), using randomly gen-
erated data for low traffic intensity (Test#2) and high intensity (Test#3). The
investigated parameter was the road occupancy, i.e. percentage of lane length
covered by vehicles. Columns OS refer to values collected from the SUMO sim-
ulator, whereas OFCM to results yielded by learned FCM.

For the first test average difference between results obtained using SUMO
(reference values) and FCM is about 9 %, the biggest is about 18 % and the
smallest is about 1.35 %. It can be noted that in Test#2 that average difference
between results obtained using SUMO (reference values) and FCM is about 11 %,
the biggest is about 31 % and the smallest is about 5 %. For the third test the
average difference between results obtained using SUMO (reference values) and
FCM is about 20 %, the biggest is about 38 % and the smallest is about 2 %.
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Table 2. Test results of prediction traffic volumes (occupation) using FCM

Test#1 Test#2 Test#3

Lane OSavr [%] OFCM [%] OSavr [%] OFCMavr [%] OSavr [%] OFCMavr [%]

U in direction 14 58.25 55.45 45.07 62.54 75.31 42.91

U outside map 30.83 25.17 19.80 28.78 50.27 12.35

W in direction 2 17.03 26.58 15.11 10.01 28.13 37.52

W in direction 4 75.34 57.38 60.69 43.00 84.38 65.28

X in direction 12 35.16 43.28 8.13 2.10 53.13 55.17

X in direction 16 70.52 89.21 51.79 82.97 87.64 50.49

Y in direction 13 17.23 33.64 14.43 9.57 28.44 68.15

Y in direction 15 50.27 48.92 31.17 20.46 61.73 56.62

Z in direction 4 22.12 18.84 6.07 19.47 25.18 11.22

Z outside map 8.52 0.44 4.38 11.35 10.17 13.48

4.2 Learning FCM Network on Example of Kraków City Map

In this test a map of part of Kraków with 682 road segments was used. The
corresponding FCM network has 682 vertices and 464 442 edges. To reproduce
the real situation six types of vehicle was used: passanger, bus, motorcycle,
delivery transport/trailer and passenger/sedan. For each vehicles, appropriate
values of acceleration, length and maximal speed were defined.

Similarly to the test cases described in Sect. 4.1, three experiments were
carried out using the traffic network defined on Fig. 5. In the experiment virtual
detectors were placed at subset of edges Eded = {A,B,C,D,E, F,GH, I, J}.

Fig. 5. Large road network - city of Kraków
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Table 3. Test results of prediction traffic volumes (occupation) using FCM for the
network presented in Fig. 5.

Test#1 Test#2 Test#3

Lane OSavr [%] OFCM [%] OSavr [%] OFCMavr [%] OSavr [%] OFCMavr [%]

A 34.15 41.78 26.79 89.80 51.32 16.80

B 37.13 39.34 32.35 17.81 58.22 2.28

C 26.64 20.51 24.92 21.60 38.72 16.88

D 55.13 32.39 38.17 45.61 79.43 10.37

E 16.83 24.27 18.22 100 30.10 25.65

F 74.82 79.95 68.21 81.26 95.23 29.10

G 41.28 45.54 27.84 36.56 52.37 12.50

H 52.33 61.74 31.76 42.68 59.45 8.59

I 18.35 24.33 12.43 26.91 32.03 13.11

J 18.98 25.23 10.02 19.36 22.62 17.21

For learning FCM, FCMEVOL algorithm was used with the same control
parameters values as in Sect. 4.1. The trained FCM network was tested for pre-
diction of traffic intensity for three test cases corresponding to those performed
in the case of the small network (Table 3).

For Test#1 it can be observed that average difference between results
obtained using SUMO (reference values) and FCM is about 7.71 %, the biggest
is about 22.74 % and the smallest is about 2.21 %. In the second test the average
difference between results obtained using SUMO and FCM is about 11 %, the
biggest is about 80 % and the smallest is about 3.32 %. Results for Test#3 are
the following: average difference between results obtained using SUMO (refer-
ence values) and FCM is about 36 %, the biggest is about 69 % and the smallest
is about 4.45 %.

The learning process of the FCM network with detectors on Eded subset of
edges was presented in Fig. 6. It can be noted that the value of the objective

0 10 20 30 40 50 60 70 80 90 100

10

20

30

Iteration

ϕ
(w

)

Fig. 6. FCM learning process for the road network of city Kraków
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function, at the end learning process, is significantly greater than in case of
presented on Fig. 4. It is because the size of the traffic network and the number
of elements summed in the objective function is much bigger.

5 Conclusions

The motivation for the presented work was the need for solution allowing efficient
estimation of traffic parameters in based on sparse measurements covering a
small fraction road segments within large urban road network. The solution was
intended to be deployed within Dynamic Map, an important component of the
INSIGMA system used for route planning and traffic control. We have chosen to
base the estimation model on Fuzzy Cognitive Maps formalism and apply FCM
learning techniques to determine the model parameters.

This paper discusses a novel evolutionary algorithm FCMEVOL for FCM
learning and demonstrates feasibility and efficiency of such approach. In our
experiments we have used SUMO simulator to generate learning data for net-
works of various sizes, as well as to generate test data for various traffic scenarios.

Due to a certain similarity of FCM to ANN, the proposed approach is close to
intensively investigated data-driven traffic prediction methods based on neural
networks [10,13,37]. However, for the network learning an evolutionary algorithm
is used, what is more common for fuzzy traffic models [12].

Due to the problem complexity and the relative simplicity of the FCM, the
obtained results sometimes differs from real traffic. We may conclude, however,
that any estimation method would inherently involve a tradeoff between accu-
racy and real-time performance. In this light, FCM offer a real advantage: once
learned, the traffic estimation can be performed really quickly and in most cases
at accepted level of accuracy.
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