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Preface

This book contains a selection of papers accepted for presentation and discussion at
The 2015 International Conference on Software Process Improvement (CIMPS’15).
This Conference had the support of the CIMAT A.C. (Mathematics Research
Center/Centro de Investigación en Matemáticas), FIMAZ (Faculty of
Informatic/Facultad de Informática Mazatlán, México), AISTI (Iberian Association
for Information Systems and Technologies/Associação Ibérica de Sistemas e
Tecnologias de Informação), ROOKBIZ Solutions, México, ReCIBE (Revista
electrónica de Computación, Informática, Biomédica y Electrónica) and ROPRIN
(Optimization Network of Industrial Processes/Red de Optimización de Procesos
Industriales). It took place at Faculty of Informatic Mazatlán of the Autonomous
University of Sinaloa, México, from 28 to 30 October 2015.

The International Conference on Software Process Improvement (CIMPS) is a
global forum for researchers and practitioners that present and discuss the most
recent innovations, trends, results, experiences, and concerns in the several per-
spectives of Software Engineering with a clear relationship but not limited to
software processes, Security in Information and Communication Technology, and
Big Data Field. One of its main aims is to strengthen the drive toward a holistic
symbiosis among academy, society, industry, government, and the business com-
munity promoting the creation of networks by disseminating the results of recent
research in order to align their needs. CIMPS’15 built on the successes of
CIMPS’12, CIMPS’13, and CIMPS’14, which took place in Zacatecas, Zac,
México.

The Program Committee of CIMPS’15 was composed of a multidisciplinary
group of experts and those who are intimately concerned with Software
Engineering and Information Systems and Technologies. They have had the
responsibility for evaluating, in a ‘blind review’ process, the papers received for
each of the main themes proposed for the Conference: Organizational Models,
Standards and Methodologies, Knowledge Management, Software Systems,
Applications and Tools, Information and Communication Technologies and
Processes in non-software domains (Mining, automotive, aerospace, business,
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health care, manufacturing, etc.) with a demonstrated relationship to software
process challenges.

CIMPS’15 received contributions from several countries around the world. The
papers accepted for presentation and discussion at the Conference are published by
Springer (this book) and by another e-book. Extended versions of the best selected
papers will be published in relevant journals, including SCI/SSCI and Scopus
indexed journals.

We acknowledge all those who contributed to the staging of CIMPS’15 (authors,
committees, and sponsors); their involvement and support is very much
appreciated.

Mazatlán Jezreel Mejia
Sinaloa Mirna Muñoz
México Álvaro Rocha
October 2015 Jose Calvo-Manzano
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Organizational Models, Standards

and Methodologies



Project Management in Small-Sized
Software Enterprises:
A Metamodeling-Based Approach

I. Garcia, C. Pacheco, M. Arcilla and N. Sanchez

Abstract Software development involves a unique effort that comprises managing
many activities, resources, skills, and people to build a quality product. Thus, this
effort is frequently seen from two different perspectives: the software development
perspective and the project management perspective. Nowadays, any software
enterprise that aims to develop high quality products should perform an adequate
combination of both perspectives. However, such integration is generally not well
addressed by the small-sized software enterprises due to the lack of knowledge,
resources and time. In this sense, this paper introduces a metamodel to define a
“lite” version of the project management process and to manage the generated
knowledge during the software development.

Keywords Software process improvement � Project management � Metamodel �
Small-sized software enterprises � Small teams
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1 Introduction

The small-sized software enterprises—companies with less than 50 employees that
have been independently financed and organized—make a significant contribution
to the economy of any country in terms of employment, innovation and growth.
According to [1], project management can play a significant role in facilitating this
contribution, but this kind of enterprises require less bureaucratic ways of projects
management than those used by larger organizations. More importantly, in the US,
Brazil, Canada, China, Mexico, India, Finland, Ireland, Hungary, and many other
countries, small companies represent up to 85 % of all software organizations [2].
However, to persevere and grow, the small-sized software enterprises need efficient
and effective software engineering solutions. Unlike large companies, the small
ones don’t have enough staff to develop functional specialties that would enable
them to perform complex and secondary tasks to improve the quality of their
software products. In this sense, it is true that some project management
procedures/methods for medium-sized enterprises have been developed and these
also have paid attention in the human aspects of Software Engineering (e.g.,
teamworking). Even so, they are also too bureaucratic for the smallest enterprises.
Besides, in the context of these enterprises, it is common that software projects are
developed by small teams1 that are frequently integrated by poorly-skilled practi-
tioners that have to be able to do all the work. Moreover, small-sized software
enterprises require a “micro-lite” version of project management to support this way
of work, with a preference for laissez-faire styles of management [4]. This is
difficult, but not impossible.

For example, traditional methodologies usually provide guidance on what steps
to follow in order to manage a project for obtaining a desired product. However, an
extra effort is required when trying to match a given methodology with the small
enterprise’s enacted processes. But, what would happen if a small team receives a
simplification of the practice? In this sense, metamodels have been proposed as a
mean for proper understanding of the methodologies/processes through modeling.
In essence, using metamodels means modeling a methodology as if it were any
other system, applying the same modeling ideas and procedures that are usually
applied to business applications or other software-intensive systems [5]. According
to Callegari and Bastos [6], a metamodel can provide a conceptual model that leads
to a formalization of concepts, so, formal definitions of the process can be used to
generate tools for supporting the software development process. Thus, this paper
aims to present a metamodel that represents, in this context, a simplified version of
the basic project management activities. The rest of this paper is organized as
follows: Sect. 2 outlines related work in the use of metamodels in Software
Engineering. In Sect. 3 our metamodel is presented in order to provide an easy

1A small team is composed by a maximum of 10 people who usually work with a very limited
infrastructure and resources. Nevertheless, these teams can be more productive than the large ones,
because they are rapidly integrated and they usually work with less communication problems [3].
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description for project management. Furthermore, in order to illustrate the practi-
cability of this metamodel a brief description of an add-in for Microsoft Project®

2007 is also provided. Finally, Sect. 4 draws the conclusions and suggestions for
future research.

2 Related Work

In the context of Software Engineering research, a recent analysis presents the
relevance of study how people manage the software development process [7]. In
this sense, 20 years ago Feiler and Humphrey had stated that any form of man-
agement “should be tailored to the needs of the project” [8], a concept that has been
widely studied. Nevertheless, these needs are influenced by the situational context
wherein the project must operate and therefore, the most suitable software devel-
opment process should be contingent on that context [9]. Thus, project and process
managers must evaluate a wide range of contextual factors before deciding on the
most appropriate process to adopt for any given project [10, 11]. Based on these
arguments some researchers have been creating descriptive models for documenting
and, thereby, better understanding implementations of project management activi-
ties. Such models enable the better study and evaluation of project management and
can thereby bring a finer granularity for the understanding of the practice [12].
Thus, the benefit to small-sized software enterprises from using these models is to
get a better understanding of the project management activities by obtaining a
“simplified” version of the actual practice. In this sense, a metamodel is also a
model and it is generally defined as a “model of models” or, equally, “a model of a
set of models” [5]. Therefore, metamodels can be used in order to increase the
general understanding of the enterprise systems and processes and, specifically, to
perform various kinds of analysis.

In this context, the use of metamodels has been increasingly investigated by
software engineering researchers to simplify the software process. However, in
spite of diverse areas of Software Engineering have been explored under the
metamodel approach (e.g., requirements engineering [13–15], software process
assessment [16, 17] and measurement [18, 19], software process improvement
[20–22]), the project management has been poorly analyzed. For example, in [23]
the PROMONT ontology for project management was introduced to build a
common understanding of project related terms and methods, and thus, facilitating
the management of projects conducted in dynamic virtual environments. Moreover,
a workflow for teaching and practicing the agile project management methods by
using LEGO® bricks is presented in [24]. This workflow is a result of the meta-
model of the methods—agile project management and bricks building, and suggests
new more creative ways of playing that are in fact learned from agile software
development. Similarly, research by Callegari and Bastos [6] presented a meta-
model for software project management based on PMBOK® Guide and its inte-
gration with RUP (Rational Unified Process). The purpose of this research was to
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provide a complete understanding of the core concepts of both models, providing a
mapping between them, and proposing an integrated model that can guide practi-
tioners towards a better management and, consequently, better products. Finally,
Mas and Mesquida [25] recommend a set of best practices to facilitate the imple-
mentation of project management processes in small-sized software enterprises.
This research consists on analyzing the relationships between different standards
containing project management processes. As a conclusion, the authors proposed to
use the ISO/IEC 29110-5-1-2 Project Management process and complement it by
the knowledge of the selected areas of the PMBOK® Guide.

In conclusion, the research on metamodels to reduce the complexity of project
management has been quietly developed and mainly focused on small enterprises.
Continuing with this approach, we provide a metamodel for supporting the defi-
nition of a “lite” version of the project management process by promoting the
knowledge management.

3 Defining a Metamodel for Project Management

According to Henderson-Sellers [5], metamodeling in current Software Engineering
follows one of two possible architectures (see Fig. 1). The OMG (Object
Management Group) architecture that is based on strict metamodeling [26] wherein
the only relationship between levels is called “instance of” (left side of Fig. 1).
In OMG standards, for example, an M0 object is said to be an instance of a class in
level M1; a class in level M1 is said to be an instance of a metaclass in level M2 and
so on. On the other hand, the right side of Fig. 1 shows an alternative multi-level
architecture that introduces the powertype pattern as used in ISO/IEC 24744 [27].
Thus, an object facet provides attributes for Method Domain entities while the class
facet provides specification of attributes that are given a value in the Endeavour

Fig. 1 Architectures for metamodeling in current software engineering [5]
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Domain. Furthermore, the use of powertypes permits both instance-of and gener-
alization relationships between levels. Thus, in the context of defining method-
ologies for software development, this pattern combines the main advantages of
other metamodeling approaches and enables the integration of documental aspects
into the methodology [28].

In this sense, taking into account the ISO/IEC 24744 recommendations, a
conceptual architecture has been proposed to build our metamodel (see Fig. 2). This
representation aims to integrate all the process-related elements through the four
layers and leads the formalization of concepts in the small enterprise context.

Thus, the purpose of this conceptual architecture is providing a mechanism to
improve the understanding and use of a process through the four layers of
abstraction:

• Level M0: The data generated by the projects represent the “real word” in the
architecture. Thus, all historical data obtained by developing successful or failed
projects are useful to learn how to manage them and, in a long-term, to predict
the process performance.

• Level M1: An adjustment of complexity of practices recommended by process
reference models is needed to provide to small enterprises a simplification of the
practice. In this sense, our metamodel provides a set of scripts, templates and
guidelines (assets) to support the project manager’s labor. Additionally, the
process evaluation is a crucial activity for this level, because it is not possible to
define (adapt) a new process without determining the current state of practice
(weaknesses and strengths).

• Level M2: The definition of a new process is related to the necessity to adequate
a simplified description in a specific context. The pattern concept explored by
González-Pérez and Henderson-Sellers [28] is introduced in M2 for enabling

Fig. 2 The conceptual architecture for the metamodel
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project managers to take, from the concepts defined in M1, those useful to
develop a specific project. This level uses a process asset library to enable
project managers the definition of an enacted process.

• Level M3: The repository of all previous meta-elements uses instances at dif-
ferent levels, as an analogy to the SPEM metamodel [29], to create different
versions of a process from other processes that may be previously defined.

Thus, following this conceptual model, the metamodel shown in Fig. 3 is pre-
sented with the intention to facilitate the definition of project management in
small-sized software enterprises. It is important to mention that this metamodel
summarizes the essential elements of project management that a small enterprise
can use to begin to manage their projects. Furthermore, the main idea of this
research is that with this metamodel a small enterprise can begin to mature at
project-level and, in the future, mature at process-level.

To explain the metamodel, our description initiates from “basic” concepts and
then presents their relationships to define a simplified managing schema. Due to
space reasons, the details (such as all metamodel’s attributes) were not included, but
only the elements necessary for the explanation of this paper. Through the meta-
model, the enterprise develops a project by integrating teams that perform activities
by following, or trying to follow at least, a methodology. Regularly a methodology
states “what to do” in software development, but not “how”, neither “who does it”.
Thus these methodologies are composed of a collection of phases. Each phase is

Fig. 3 The metamodeling-based approach
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composed by a set of activities. It is noteworthy that the architecture of our
metamodel does not establish by default a set of strict steps or activities for project
managers. According to the conceptual model presented above, when a request for a
specific project is created, it is necessary that the project manager choose all the
elements of his process. This process should take into the account the necessities
and complexity of that project (e.g., Fig. 4 shows that an add-in had loaded to the
project all the basic process elements of PMBOK® Guide, for managerial activities,
and MoProSoft®, for productive activities). At the same time, activities can be
broken down into more specific actions called tasks that require work products to
facilitate their execution. Activities may have dependencies between them, which
help to define the order in which they should be executed within the project. The
activities are usually supported by some kind of guideline (e.g., a tool, technique,
artifact, process asset) so that it is possible to verify the procedure to be performed
before its execution. The activities typically produce outputs (e.g., deliverables,
documents, artifacts), and depend on inputs to generate a result.

The roles in the metamodel are divided according to the type of activity to be
performed (i.e., a management activity or a productive activity). Thus, each activity
must be performed by one or more roles, typical of small teams. A similar rela-
tionship can occur with the resources (physical or human) because an activity may
depend on certain infrastructure and knowledge to achieve the project’s objective.
Furthermore, any given activity has only one responsible (as it is indicated by the
standards and methodologies for project management), so we try to eliminate the
common problem of small-sized software enterprises that constantly change roles in
each project. An activity can use a work product as input or output, but it can also
modify an existing one; thus, this concept has been extended to allow three distinct

Fig. 4 The incorporation of the DPMP to Microsoft Project®
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associations: generates, modifies, and uses as inputs (i.e., an activity can generate a
work product, or modify or use an existing one). It is important to mention that it
has also been indicated the association “modifies” between the work product and
the role, because it is the person who plays that role the one who has the possibility
to change an artifact without performing any work. This consideration was also
added to enable automation of an instantiated process considering the fact that it is
not possible to eliminate an activity that creates a work product if there is another
activity that modifies or uses as input the same product. Each work product must
display information about its version (i.e., configuration management) and its type:
“external” (when it is subject to the approval of a person or client) or “internal”
(when is total or partially delivered to the role that is responsible of that activity).
Finally, a work product and an activity should use measures to be verified and to
determine its successful use, respectively.

Thus, the proposed metamodel provides a conceptual architecture that enables
project managers to define a unique process to assist them in project planning and
control monitoring taking into the account the concepts arising from the software
development processes. To demonstrate the feasibility of the proposed idea, we
have developed a software prototype called DPMP (Definition of a Project
Management Process) as an add-in for Microsoft Project® 2007. Based on this idea,
the concepts coming from the metamodel were added to this prototype (which has
already included as start point the simplifications of PMBOK® Guide and
MoProSoft® for managerial and productive activities, respectively). This choice
allows small-sized software enterprises to take advantage of the features that are
already implemented in Microsoft Project® with the proposed definition of a pro-
cess for project management (see Fig. 4).

4 Conclusions

We started this paper by recognizing the common problem in project management
that the small-sized software enterprises need to confront to support the success of a
project. In this sense, many project management methodologies have been devel-
oped from industry practices and international standards to ensure a higher ratio of
success for software projects. It is true that these methodologies have been widely
and effectively used in large-sized software companies. However, when software
projects are developed within the context of a small-sized software enterprise, there
is often a lack of an appropriate method for project management or skilled project
implementers who can use the methodologies used in large-sized organizations.
Therefore, this research coincides with the findings of Sánchez-Gordón and
O’Connor [30] in the sense that it is necessary to provide an insight toward a
simplification of work products as they relate to software development process
activities in small-sized enterprises for supporting the project success.
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Thus, this paper has presented a proposal for simplifying the main concepts
related to project management with a metamodel for defining a customized process
in the context of small-sized software enterprises. Our study has initially identified
the relevance of project management activities for these enterprises during a soft-
ware project. Then, the lack of information about these skills in most small-sized
software enterprises has been noticed. After an individual analysis of many
methodologies for project management, we have proposed an alternative meta-
model that aims to provide a simplified perspective of management. This meta-
model identifies the basic elements that enable enterprises to focus their effort to
improve at project-level and, in the future, at process-level. The definition of a
customized process emphasizes the importance of individuals’ skills to both
develop and manage a software project and create a solid basis of knowledge to
improve the software and product qualities.

Finally, we have created the DPMP add-in for Microsoft Project®, one of the
most management tools used in the context of small-sized software enterprises, to
evaluate the feasibility of our idea. We are currently collecting data through per-
forming some case studies to provide more formal conclusions about the incor-
poration of the metamodel to define simplified processes in real projects and teams.
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Can User Stories and Use Cases Be Used
in Combination in a Same Project?
A Systematic Review

Dennis Cohn-Muroy and José Antonio Pow-Sang

Abstract Requirement elicitation (RE) is one of the main tasks that must be
performed in order to guarantee the correct implementation of a software devel-
opment. Its incorrect specification can cause unnecessary overdue costs for the
project and, in some cases, its complete failure. The objective of this paper is to
provide a state of the art of the elicitation models that makes simultaneous use of
two well-known techniques: the use cases model and user stories. The systematic
literature review was chosen as a supportive investigation methodology. From the
45 found publications, the search strategy identified 11 studies and 3 method-
ological proposals: Athena, K-gileRE and NORMAP. Finally, after having
reviewed the literature, it was found that there are a few validated proposals that
makes use of the combination of user stories and use cases models. Also, there is
not enough information to acknowledge the actual efficacy of combining both
techniques.

Keywords NFR � Non functional requirements � Requirement elicitation �
Requirements engineering � Software engineering � SLR � Systematic literature
review � Use cases � User stories

1 Introduction

The requirement elicitation (RE) process is one of the main tasks to be performed in
order to guarantee the correct implementation of a software product. Unnecessary
costs or even the project failure can be derived from its incorrect implementation.
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Boehm et al. [1] reported that the 45 % of errors that exists in a software product are
originated during the RE and the preliminary design. Also, fixing these errors
would demand more effort than fixing the errors originated during the coding
process. In 1995, the Standish Group [2] presented in the Chaos Report that the
ambiguity of the requirements and its incompleteness is one of the reasons that
explains the failure of software projects.

According to Barbacci et al. [3] during the software RE, non functional
requirements (NFR) related to the quality attributes of the software product tend to
be ignored or ambiguously specified. Consequently, the software architect is the
responsible on identifying and prioritizing these attributes. However, his decision
may differ from the priorities and expectations of the stakeholders. Nord and
Tomayko [4] indicated that in some software projects the architecture design task
does not get enough importance.

There are two well-known techniques which may be used during the RE process.
The first one is the use case modeling technique, which is a group of organized
scenarios that are used to define the purpose of systems and software Alexander and
Zink [5]. Its main goal is to help during the RE process defining the interactions
between the environment (actors) and the system. In its description, the function-
alities that the software must meet are included Gallardo-Valencia et al. [6].

Cockburn [7] defines use cases as a group of requirements that can detail the
software behavior if they are correctly specified. Use cases do not require including
all of the functionalities that had been indentified; however, they must include the
most relevant ones. They have the following elements: (i) Name, (ii) Objective,
(iii) Brief Description, (iv) Flow of events, (v) Preconditions, (vi) Post-conditions,
(vii) NFR, (viii) Supportive Diagrams.

The second technique is known as user stories. According to Cohn [8] and
Winbladh et al. [9], they are short stories that describe some feature that needs to be
included in the system. They are centered in the needs of the user and are com-
monly used in agile projects. User stories have the following components: (i) The
Card, which is a description of the story where the user role, the task to be per-
formed and the task’s goal are presented; (ii) The conversation, which contains
additional information that can complement the Card; (iii) The confirmation, which
is a group of tests that can be used to verify the completeness of the user story.

The objective of this paper is to provide an overview of the state of the art of the
elicitation methods that simultaneously use the use cases model and the user stories.
Then, identify how they can improve the RE process by adequately specifying NFR
and which of them are not only proposals but have been validated by the academia
or evaluated by the industry.

This document is organized as follows. Section 2 presents the review protocol
that was followed; the proposed research questions; the execution of the search and
the data analysis of the found results. Section 3 proposes answers for each one of
the research questions based on the search results. In Sect. 4, the threats to validity
of this study are analyzed. Finally, Sect. 5 presents the conclusions and proposes
future studies that can be done.
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2 Review Process

A Systematic Literature Review (SLR) was performed. According to Kitchenham
and Charters [10], this method would allow the identification, evaluation and
interpretation of a set of researches from the same topic. The objective of this study
is the identification and review of RE modeling techniques that simultaneously use
the user stories and the use cases model. Figure 1 shows the review protocol
proposed by Ahmad et al. [11] that was followed on this paper.

2.1 Planning

Research Questions. The 5 PICOC (Population, Intervention, Comparison,
Outcomes & Context) criteria were used in the construction of three secondary
research questions that would help answering the main question:

RQ1: Are there any proposed models that make simultaneous use of user stories
and use cases model?—This question makes use of the Population and Intervention
(PI) categories of the PICOC technique. As shown in Table 1, the goal of this
question is to obtain the current state of the art of all the available publications in
software engineering or requirement engineering that makes simultaneous use of
use cases and user stories.

Fig. 1 Systematic literature review protocol proposed by Ahmad et al. [11]

Table 1 PICOC for Q1

Criteria Scope

Population Software engineering OR software requirements OR software development

Intervention Techniques that make use of uses cases and user stories
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RQ2: Do any of the proposed models take into account the elicitation of non
functional requirements?—Making use of the results achieved through RQ1, this
question’s goal is to find which of the proposed models considers the elicitation of
NFR. Table 2 shows the structure of the question.
RQ3: Do any of the proposed models have been validated or are used by the
industries?—From the results of the RQ1 and considering the paper classification
proposed by Wieringa et al. [12]: evaluation, proposal, validation, philosophy,
opinion, personal experiences. This question’s goal is to find out if any of the
proposed models has been applied in the industry or in the academia. Table 3 shows
the structure of the question.

2.2 Execution

Selection of Studies. The following inclusion and exclusion criteria were applied
over the publications found during the primary and secondary searches.

Inclusion Criteria. (i) The publications must be written in English. (ii) The full
text of the paper must be accessible. (iii) Only the following classifications will be
considered: reviews, proposals, validations, evaluations [12].

Exclusion Criteria. (i) Papers which are not proposing a model that makes
simultaneous use of use cases and user stories. (ii) Papers which are not validating
or evaluating the combined use of both techniques, use cases and user stories.
(iii) In the case of duplicated papers, only the most complete paper will be
considered.

Search Strategy. For the primary search, the 5 steps proposed by Ahmad et al.
[11] were followed. These steps are described in Table 4.

For each one of the research questions, a string query was built:

SQ1: ((“user story” OR “user stories”) AND (“use case” OR “use cases”)) AND
(“software development” OR “software construction” OR “software project” OR

Table 2 PICOC for Q2

Criteria Scope

Population Software engineering OR software requirements OR software development

Intervention Techniques that make use of uses cases and user stories

Outcome Non functional requirements elicitation

Table 3 PICOC for Q3

Criteria Scope

Population Software engineering OR software requirements OR software development

Intervention Techniques that make use of uses cases and user stories

Context Application on academia or industry
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“software projects” OR “software process” OR “software processes” OR “software
engineering” OR “requirement* engineering” OR “requirement*”)
SQ2: SQ1 AND (“Non Functional Requirement*” OR NFR)
SQ3: SQ1 AND (study OR studies OR experiment* OR verificat* OR validat* OR
evaluation*)

The queries were executed on April 2015 in the following data sources: Sciverse
Scopus (SS, http://scopus.com/), IEEExplore (IEEE, http://ieeexplore.ieee.org),
ACM Digital Library (ACM, http://dl.acm.org/) and ISI Web of Science (ISI, http://
isiknowledge.com). The included search fields were title, abstract and keywords
only if the data source provided those options. No publication year filter was
applied over the search.

The primary search returned a total of 42 studies published between the years
2003 and 2014. There were 16 duplicated studies. Then, the inclusion and exclusion
criteria were applied over the abstract of the unique results reducing the number of
papers to 15. Finally, the full text of the 15 papers was reviewed, reducing the
number of relevant studies to 8.

On the secondary search there were reviewed (i) papers that cite the primary
search results and (ii) papers that are cited by the primary search results. In both
cases the selected papers must fulfill with the inclusion and exclusion criteria.
Through applying the secondary search to the abstract of the studies, 3 additional
publications were found.

The full list of selected publications is shown on Table 5.
Studio Quality Assessment. The quality of the 11 selected studies was evalu-

ated using the checklist proposed by Zarour et al. [23]. For each question, there
were 3 possible answers (Yes = 1 point; No = 0 point; Partially = 0.5 point). The
quality assessment checklist and the results are presented on Tables 6 and 7.

Only publications with a score higher than 2.5 were accepted. From the selected
studies, the lowest score achieved was 3.0 and the average was 3.95. Then, the
result of the quality assessment test shows that the 11 publications are acceptable.

Data Extraction and Synthesis. The next step was to extract and synthesize the
data of the selected publications listed on Table 4.

Table 4 Steps performed during the primary search

Steps Description

Build the search
queries

The search queries were built based on the terms listed on the
Tables 1, 2 and 3

Consider synonyms Synonyms were considered for each term used on the search

Combine the search
terms

The logical connector “OR” was used to connect the synonyms and
the connector “AND” was used for connecting the criteria

Divide the search
string

The search string was divided in substrings so they can be executed on
the different data sources

Manage the found
references

The Mendeley tool was used for managing the references
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Publications yearly distribution. From the results, it was found that all of the
selected studies were published from 2007 to 2015. The years 2007 and 2012 were
the ones with the most studies published. However, there were no published studies
on 2014.

Most relevant publishing sources. According to the information on Table 5,
IEEE SOUTHEASTCON is the source where the most number of publications has
been published. Also, 81.8 % of the publications were Conference papers, 9.1 %
were Journal papers (Computers in Industry) and the rest were Thesis publications
(NSU Thesis).

Table 5 Selected studies from the primary and secondary search

Reference Digital Source Proposal Classification
[12]

NFR Type

Farid [13] – NORMAP Proposal
validation

Yes Secondary

Farid [14] ACM NORMAP Proposal Yes Primary

Farid et al. [15] SS, IEEE, ISI NORMAP Proposal
validation

Yes Primary

Farid et al. [16] SS, IEEE, ISI NORMAP Proposal
validation

Yes Primary

Farid et al. [17] – NORMAP Proposal
validation

Yes Secondary

Gallardo-Valencia [6] SS, IEEE,
ACM

– Validation No Primary

Gallardo-Valencia
[18]

SS – Validation No Primary

Hvalshagen [19] SS – Philosophy
validation

No Primary

Kumar et al. [20] SS, ACM K-gileRE Proposal
validation

No Primary

Laporti et al. [21] SS, ACM, ISI Athena Proposal
Validation

Yes Primary

Liskin [22] – – Validation
evaluation

No Secondary

Table 6 Quality assessment checklist

ID Question Yes Partially No

QA1 Is the aim of the research sufficiently explained? 11 0 0

QA2 Is the presented idea/approach clearly explained? 10 1 0

QA3 Are threats to validity taken into consideration? 2 2 7

QA4 Is there an adequate description of the context in which
the research was carried out?

10 0 1

QA5 Are the findings of the research clearly stated? 7 4 0
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Publications’ synthesis. After reviewing the full text of the selected studies, there
were identified 3 RE proposals that make simultaneous use of use cases models and
user stories (Athena, K-gileRE and NORMAP). The main characteristics of each
proposal were extracted in order to compare their similarities and differences. In all
of them, the user stories are applied differently before the use cases. Athena and
K-gileRE construct the user stories through collective communication between the
stakeholders and analysts. In NORMAP, each of the system requirements must be
converted into a user story following the W8 card format extension.

Furthermore, although Athena mentions its capacity for handling NFR elicita-
tion, that skill depends on how much detail has been included in the user stories.
Consequently, the method will fail if the information related to the NFR require-
ments is ambiguous or incomplete. On the other hand, NORMAP has
pre-established a list of metrics that allows the correct detection of NFR and its
impact during the project’s risk analysis.

3 Discussion

This Section presents the answers for each of the research questions proposed on
Sect. 2.

RQ1: Are there any proposed models that make simultaneous use of user stories
and use cases model?

Three RE methods that combines the use of user stories and use cases have been
identified from the selected papers: Athena [21], K-gileRE [20] and NORMAP
[13–17].

RQ2: Do any of the proposed models take into account the elicitation of non
functional requirements?

Table 7 Quality assesment result per selected publication

References QA1 QA2 QA3 QA4 QA5 Score

Farid [13] 1.0 0.5 0.0 1.0 1.0 3.5

Farid [14] 1.0 1.0 0.0 1.0 1.0 4.0

Farid et al. [15] 1.0 1.0 0.0 1.0 1.0 4.0

Farid et al. [16] 1.0 1.0 0.0 1.0 1.0 4.0

Farid et al. [17] 1.0 1.0 0.0 1.0 0.5 3.5

Gallardo-Valencia et al. [6] 1.0 1.0 1.0 1.0 1.0 5.0

Gallardo-Valencia et al. [18] 1.0 1.0 0.0 1.0 0.5 3.5

Hvalshagen et al. [19] 1.0 1.0 0.0 0.0 1.0 3.0

Kumar et al. [20] 1.0 1.0 0.5 1.0 0.5 4.0

Laporti et al. [21] 1.0 1.0 0.5 1.0 0.5 4.0

Liskin [22] 1.0 1.0 1.0 1.0 1.0 5.0
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From the found methods, NORMAP makes use of an user story extension for
getting additional information of the client necessities like quality attributes pri-
oritization and impact analysis evaluation. It also proposes 3 new components for
the requirements modeling: AUC (a simplified use case diagram), ALC (for rep-
resenting NFR associated to an AUC) and ACC (proposed solutions for an ALC).

On the other hand, even though the authors of Athena affirm that it can be used
as a tool for NFR elicitation, this method does not have enough tools to guarantee
the correct elicitation of these kinds of requirements.

RQ3: Do any of the proposed models have been validated or are used by the
industries?

From the 3 found methods, none of them has been evaluated in a non-academic
environment. In the case of Athena, its authors proposed to evaluate the method in a
real environment in a future study. K-gileRE has only been validated in a small
project where it showed good results; but it is necessary to validate the method in
bigger projects, so its behavior in real projects can be predicted. Moreover, the
NORMAP method was validated making use of a real project data and documen-
tation; however it is necessary to validate the method over a more diverse list of
projects before its results can be generalized.

Even though the papers of Hvalshagen et al. [19] and Gallardo-Valencia et al. [6,
18] do not propose a RE methodology, the results from their experiments related to
the combined use of user stories and use cases bring a significant input for the
proposal of new solutions or for improving any of the found techniques.

4 Threats to Validity

According to Jedlitschka et al. [24] there are 4 possible threads to validity that must
be discussed.

Construct Validity: The search queries were built from words’ synonyms of each
research question’s PICOC and were ran in each of the selected data sources. Some
relevant studies might have not been included due to being indexed in non-included
data sources or they might have terms which were not considered during the
building of the query.
Internal Validity: In order to mitigate the risk of the study selection bias, the adviser
validated the analysis performed by the main researcher.
External Validity: In order to mitigate the threat related to the incapability of
generalizing the results of this study, the search process was run multiple times.
Conclusion Validity: In order to mitigate the threat of excluding relevant studies
during the SLR, the inclusion and exclusion criteria were carefully built. Also, the
quality of the relevant studies was evaluated through a quality assessment checklist.
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5 Conclusion and Future Work

The objective of this review was to identify and evaluate RE methods that simul-
taneously used user stories and use cases modeling. From the 45 found studies, 11
publications were selected. From them, 3 proposal solutions were found: Athena,
K-gileRE and NORMAP. Each of these proposals has been validated in an aca-
demic controlled environment; however, none of them have been evaluated in a real
life environment. Consequently, it is not possible to measure their actual efficacy.

Moreover, each of the methods has some characteristics and assumptions that do
not necessarily apply to a real environment situation. In Athena and K-gileRE there
is no guarantee that the stakeholders will willingly have the availability and interest
to work collectively or that the analysts will share with the stakeholders their
knowledge on the requirements analysis. In the case of NORMAP, because of its
complexity, is highly dependable of its CASE tool (NORMATIC) even though it
was developed for being applied in agile projects. Furthermore, in spite of the fact
that its proposed use cases give input related to the NFR of the software to be
implemented, it does not include the necessary information to identify which actor
initializes a specific use case.

In conclusion, there have been a few publications that has presented the
advantages (or disadvantages) of combining the use of both techniques, so future
studies on this topic can analyze the benefits of applying these techniques on agile
(or non-agile) projects and how its combination can affect the level of ambiguity or
completeness of requirements during the software development life cycle. Also,
from the identified solution proposals, it is recommended to evaluate them in the
industry in order to measure their efficacy and how much they do satisfy the needs
of the people who applied them during the elicitation process.

The next step will be to evaluate if the simultaneous usage of user stories and use
cases benefits communicability and transparency during the requirements
elicitation.
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Addressing Product Quality
Characteristics Using the ISO/IEC 29110

Gabriel Alberto García-Mireles

Abstract Several software process models have been proposed to increase the
competitiveness of small companies based on the idea that increasing the capability
of software process can increase the quality of the software product. Software
quality is a complex concept which can be studied from diverse perspectives, such
as process and product. The aim of this work is to identify to what extent product
quality characteristics are addressed in process models oriented towards very small
companies. A mapping method is used to study the ISO/IEC 29110 basic profile in
order to select practices directly related to product quality. The quality character-
istics under study are described in ISO/IEC 25010. The results show that correct-
ness and testability are mandatory quality characteristics, whereas usability is
optional. However, they are only addressed during analysis activities. This result
can lead to the development of new profiles oriented towards increasing product
quality throughout the software life-cycle.

Keywords Product quality � Very small organizations � Software process

1 Introduction

Software quality is a main driver that organizations, including small ones, need to
take into account in order to survive and grow. A common approach organizations
use is to implement software quality models. However, small software companies
have different requirements when implementing them [1].

Although several research groups have developed models for software process
improvement and assessment in small companies, subcommittee 7 of ISO/IEC
started a project to address software lifecycle processes for very small companies
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[2]. As a result of this effort, the ISO/IEC 29110 was developed. Its goal is to
support very small organizations in assessing and improving their software process.
A very small entity (VSE) is defined as an “entity (enterprise, organization,
department or project) having up to 25 people” [3].

VSEs are an important sector that significantly contribute to economic growth in
many countries [4]. VSEs involved in software development can provide software
technology for the domestic market as well as the offshore market. In addition, they
can become suppliers of software components in the manufacturing sector. In this
setting, a defective software component integrated in a product can have expensive
consequences [5]. Therefore, VSEs have a pressing need to develop their products
efficiently, effectively and with high quality [1].

Software quality can be viewed from distinct perspectives, for instance, con-
sidering process view and product view. In the former a set of practices is rec-
ommended to eventually optimize the software process. The latter view takes into
account product characteristics that meet users’ needs [6]. Product quality charac-
teristics relevant to software quality are described in models such as ISO/IEC 25010
[7]. A holistic view of quality should address both quality perspectives—process
and product [6]. Taking into account that one purpose of implementing process
models in VSEs is to enhance product quality, in this work a report of the extent to
which ISO/IEC 29110 Basic Profile [8] address product quality is presented. The
identification of the activities within processes can support the development of
improvement strategies to enhance product quality.

In order to identify those activities that can contribute to enhancing product
quality, a mapping between the product quality model (ISO/IEC 25010) and the
process model (ISO/IEC 29110 Basic Profile), was performed. Mappings between
quality approaches are considered an effective way to identify requirements from
different quality models and are useful to support multimodel appraisals [9]. As a
result, the outcome of the mapping can be the starting point for developing a
software process initiative that considers both product and process quality
perspectives.

The remainder of the paper is organized as follows: Sect. 2 describes related
work, and Sect. 3 gives a description of the mapping method. The results obtained
are presented in Sect. 4. Section 5 is the discussion of results, while the conclusions
and future work are addressed in Sect. 6.

2 Related Work

Quality approaches can be categorized based on the main artifacts targeted: product
or process. It is recognized that software organizations must deal with several
quality models simultaneously [9, 10]. However, several issues can arise when an
organization implements them [11]. The differences among quality models with
regard to their structure, granularity, and vocabulary can erode the expected benefits
from an improvement initiative [9]. Furthermore, the majority of mappings between
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quality models have been carried out with process models [9, 12]. Few reports have
described how to integrate both process and product quality views.

Several mappings between process and product quality standards have been
reported in the literature. Ashrafi [13] suggested that a particular process model,
CMM or ISO 9000, contributed towards enhancing a particular set of product
quality characteristics. A similar approach was taken by Pardo et al. [14]. They
provided a decision tree to show the influence of CMMI-Dev 1.2 and ISO 90003 on
the ISO/IEC 25010 product quality model. In addition, García-Mireles et al. [15]
carried out a harmonization between ISO 25010 and process models, such as
ISO/IEC 12207 and CMMI. They found that product quality characteristics are
described in activities suggested for elicitation and analysis of requirements.

Finally, García-Mireles et al. [6] found that the majority of mappings between
process and product models have been performed for security related process
models. Other mappings have focused on reliability, maintainability and security
and have been performed on process models such as ISO/IEC 12207 or CMMI.
However, the report by García-Mireles et al. does not include process models
specifically targeted to VSEs.

3 Mapping Method

The method presented herein was derived from the method presented in [15]. The
main difference is that the method applied in this paper includes the formal iden-
tification of the elements under comparison. This change correspond to one of the
practices for preparing standardized profiles [16]. The activities included in the
mapping method are:

1. Analyze models. The purpose of this activity is to identify the goals of the
quality models, describe their structure and requirements.

2. Design mapping. The purpose of this activity is to establish a procedure for
carrying out the mapping.

3. Execute mapping. The purpose of this activity is to perform the mapping
between quality models.

4. Prepare a report. The purpose is to present a report with the results of the
mapping between models.

4 Mapping ISO/IEC 25010 onto ISO/IEC 29110

The result of applying the mapping between the process standard (ISO/IEC 29110)
and the product quality model described in ISO/IEC 25010 is presented in this
Section, which is organized according to the activities described above.
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4.1 Analyze Models

ISO/IEC 25010 [7] is a standard which describes the quality in use model and the
product quality model. The quality in use model is composed of five characteristics,
which are named effectiveness, efficiency, satisfaction, freedom from risk, and
context coverage. Its primary concern is quality when software is used in the
operation stage of its life cycle. The product quality model identifies eight quality
characteristics, which are named functional suitability, performance efficiency,
compatibility, usability, reliability, security, maintainability, and portability. It
addresses quality when software is in the development stage.

Figure 1 depicts the quality characteristics belonging to the product quality model.
The number inside the parenthesis shows the number of subcharacteristics included
within each of the quality characteristics. For instance, the maintainability quality
characteristic contains five subcharacteristics: modularity, reusability, analyzability,
modifiability, and testability. In thiswork I have focused on the product qualitymodel,
since my interest is in addressing product quality during software development.

The ISO/IEC 25010 provides consistent terms and definitions to address relevant
quality characteristics of all software products [7]. The quality models can be used
to specify, measure, and evaluate software quality. Thus, ISO/IEC 25010 can be
applied in different stages of the software lifecycle, including in the requirements,
development, use, and maintenance stages.

The ISO/IEC 29110 [3] includes a set of standards and technical reports targeted
to very small organizations, with the aim of improving both software quality and
process performance. The expected benefits include an improved internal man-
agement process, enhanced customer satisfaction, improved product quality, and a
decrease in development costs. Taking into account the limited resources of very
small enterprises, the ISO/IEC 29110 focuses on the project management process
and software implementation process. These processes were derived from the
ISO/IEC 12207 software lifecycle processes standard [17]. The products described
inside these processes rely on the ISO/IEC 15289 information products [8].

Functional 
suitability (3)

Performance 
efficiency (3)

Compatibility 
(2) 

Usability (6)

Reliability (4)

Security (5)

Maintainability 
(5) 

Portability (3)

Software Product Quality ModelFig. 1 Quality characteristics
from ISO/IEC 25010
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A primary component of the ISO/IEC 29110 is the profile that a VSE can apply
to implement specific practices, which they do by means of guidelines published as
technical reports. A profile is a “set of one or more base standards and/or stan-
dardized profiles and, where applicable, the identification of chosen classes, con-
forming subsets, options and parameters of those base standards, or standardized
profiles necessary to accomplish a particular function” [3]. A profile group is a
“collection of profiles which are related either by composition of processes (i.e.
activities, tasks) or by capability level, or both” [3]. Each profile must be related to
additional components such as an assessment guide and at least one implementation
guide. Deployment packages can be developed as optional material to facilitate the
implementation of profiles [3].

ISO/IEC 29110 includes the generic profile group which is applicable to VSEs
that do not develop critical software products [16]. The profile group is decomposed
into initial, basic, intermediate, and advanced. Currently, the basic profile is pub-
lished as a technical report [8]. In this work I focus on the Basic Profile ISO/IEC
29110 to determine the best approach for addressing product quality. In order to
meet a conformance profile, a VSE must demonstrate that (1) the work product
developed is conformant with content described in the mandatory information
products and that (2) the current practices applied in a software project produce the
mandatory products described in the profile processes. Process, activities, objec-
tives, work products, and outputs are mandatory. Tasks and inputs are optional.

The basic profile consists of two processes, the project management process and
the software implementation process [8]. The purpose of the former process is to
establish, and perform systematically, software development activities with the
expected quality and within time and cost restrictions. The purpose of the latter
process is to systematically carry out the activities of analysis, design, construction,
integration and testing of a software product that meets the specified requirements
[8]. Both processes are described in terms of purpose, objectives, input products,
output products, internal products, roles involved, the flow of information diagram,
activities, and tasks.

4.2 Design the Mapping

The purpose of the mapping is to identify those activities in a process model that
address product quality characteristics. Thus, ISO/IEC 25010 was used as a source
for product quality vocabulary, terms and definitions [7]. From the ISO/IEC 29110
[8] each process, goal, purpose, process, activity, task and work product was
compared with the product quality characteristics. The method used tables to
identify each element from the ISO/IEC 29110 standard. Each table row contains
the description of a process element. If a process element mentioned a product
quality characteristic then the row was linked to the appropriate clause from
ISO/IEC 25010.
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4.3 Execute the Mapping

The mapping was executed after the design mapping activity. In order to preserve
the relationship between both standards, an excel worksheet was used for each
process element from. For instance, the mapping between process objectives from
the Software Implementation Process and product quality characteristics is pre-
sented in Table 1. The template contains columns that allow the identify cation of
each element, as they are described in the standards, and includes a column to verify
if the element description addresses any product quality characteristic. In this case,
only the objective SI.O2 mentions two quality sub-characteristics: correctness and
testability. The former belongs to the functional suitability characteristic while the
latter to the maintainability quality characteristic. Process objectives from the
Project Management Process do not address product quality characteristics; hence,
this process is no longer used in this mapping.

The comparison of activities described in ISO/IEC 29110 used the same struc-
ture of Table 1. We found that activity SI.2 Software requirements analysis (from
ISO/IEC 25010) is related to objective SI.O2 (from ISO/IEC 29110) and this
activity also mentions correctness and testability as quality sub-characteristics.

When tasks were compared, we found that two of the seven tasks related to SI.2
software requirements analysis activity (from ISO/IEC 25010) mention quality

Table 1 Mapping objectives from the software implementation process (from ISO/IEC 29110)
with product quality characteristics (from ISO/IEC 25010)

Software
implementation
objective

Brief description Product
quality?

Product quality
characteristic—
Reference ISO/IEC
25010

SI.O1 Tasks are performed as regards
the project plan

0

SI.O2 Software requirements are defined
and analyzed for correctness and
testability, …

1 4.2.1.2 functional
correctness.
4.2.7.5 testability

SI.O3 Software architectural and
detailed design is developed and
baselined

0

SI.O4 Software components defined by
the design are produced

0

SI.O5 Software components are
integrated and verified

0

SI.O6 Software configuration is
integrated and stores at project
repository

0

SI.O7 Verification and validation tasks
are performed

0

Total 1
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characteristics (from ISO/IEC 29110). The task SI.2.3 suggests verifying the cor-
rectness and testability of the requirements specification. This task is consistent
with the objective SI.O2. The task SI.2.4 suggests “validate that requirements
specification satisfies needs and agreed upon expectations, including the user
interface usability” [11]. However, usability is not explicitly mentioned in process
objectives and activities.

With regard to work products, we found that requirements specification
addresses the majority of quality characteristics described into ISO/IEC 25010,
except security and compatibility. Software design document suggests addressing
performance efficiency, security, usability and reliability. However, there is an
inconsistency, since security is not mentioned as a content in the requirements
document but it is included in design. The software user documentation and
maintenance documentation ask for content understandability. This quality sub-
characteristic corresponds to usability.

4.4 Prepare a Report

The analysis of mapping between process reference and product quality model
showed that ISO/IEC 29110 is aware of the need to improve product quality. From
the process perspective, only Objective 2 (SI.O2) of the Software Implementation
Process addresses two quality sub-characteristics, named as correctness and testa-
bility. These subcharacteristics must be defined and analyzed during the software
requirements analysis activity (SI.2), since objectives and activities are mandatory
parts of the process, as described in ISO/IEC 29110. The task SI.2.3 suggests
verifying and obtaining approval of requirements using a verification approach. In
addition, task SI.2.4 recommends validating the usability of the user interface.
Although usability is not explicitly addressed in the process objectives, it is
important to recognize its relevance for products developed by VSEs.

When focusing on the work products included in the Software Implementation
Process, we found several work products that address product quality characteris-
tics: requirements specification, software design, the product operation guide,
software user documentation, and the maintenance documentation. However,
quality characteristics addressed in the requirements specification are very difficult
to trace in other work products of the software implementation process. In addition,
there is a lack of definition of terms related to quality characteristics.

The requirements specification addresses several quality characteristics and
subcharacteristics as they are described in the ISO/IEC 25010 (Fig. 2). These
quality characteristics are addressed as quality requirements. It is important to note
that the security and compatibility quality characteristics are not addressed in the
description of requirements specification document [8]. This inconsistency could
provide a basis to harmonize the ISO/IEC 15289 with ISO/IEC 25010.
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5 Discussion

The implementation of process models focused on the characteristics of small
companies can improve software quality. This goal can be achieved by imple-
menting the set of practices suggested in the ISO/IEC 29110. In addition, this
standard shows that small companies also need to be aware of product quality
characteristics. It is necessary to define and verify the correctness of the software
specification and testability characteristics. However, the standard does not provide
a definition of each product quality characteristic. Thus, ISO/IEC 25010 can be
used to establish a baseline vocabulary for managing software product quality.

From the two processes described in ISO/IEC 29110, only the software imple-
mentation process refers explicitly to product quality characteristics. However, the
mandatory process elements only address quality requirements during the validation
activities of the requirements document. When the requirements document is
analyzed, other quality characteristics are mentioned as optional. In addition, the
design document, the maintenance document, and the user documentation address
several optional quality characteristics.

In order to support VSEs in their effort to enhance software product quality, it is
necessary to provide guidelines to address practices that improve quality charac-
teristics. The guidelines should state how the quality characteristics are addressed in
each stage of the software development lifecycle. In order to improve usability, for
example, there are several methods that can be applied in different stages of soft-
ware development [18, 19]. Thus, in order to provide appropriate support for a
specific quality characteristic, the software organizations need to take into account
additional practices. As a result, it is necessary to provide reference models, or
profiles, that can help VSEs to achieve their specific product quality goals.
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6 Conclusions

A mapping between the process and product quality models is presented. The
results show that the ISO/IEC 29110 Basic Profile includes very few references to
product quality characteristics as they are described in ISO/IEC 25010. The
mandatory quality subcharacteristics of testability and correctness are addressed
during verification activities of a software requirements document. Another quality
characteristic, usability, is considered optional in the profile. When work product
content is reviewed, several other quality characteristics and subcharacteristics are
addressed as optional elements.

Beyond the software requirements verification activities identified to deal with
product quality, the mapping results also suggest future work that is needed.
Correctness and testability can be verified if they were previously taken into
account when the work product was developed. Thus, it is necessary to consider
those activities that aim to enhance a particular quality characteristic.

By considering the difference between product and process perspectives the
consistency between ISO/IEC 29110 profiles and quality characteristics that must
be considered in each outcome product can be seen. VSEs require guidelines to
introduce practices that are oriented towards enhancing specific software quality
goals. In addition, the mapping outcomes presented in this paper should be vali-
dated in future work by conducting empirical studies. Finally, the results of this
work have the potential to lead to the development of new profiles oriented towards
increasing product quality throughout the software life-cycle.

References

1. Basri, S., O’Connor, R.V.: Understanding the perception of very small software companies
towards the adoption of process standards. In: Riel, A., O’Connor, R.V., Tichkiewitch, S.,
Messnarz, R. (eds.) EuroSPI 2010 CCIS, vol. 99, pp. 153–164. Springer, Berlin (2010)

2. Laporte, C.Y., O’Connor, R.V.: Systems and software engineering standards for very small
entities: Implementation and initial results. In: 9th International Conference on the Quality of
Information and Communications Technology, QUATIC 2014, pp. 38–47. IEEE, Guimaraes
(2014)

3. ISO: ISO/IEC 29110-1:2011 Software engineering—lifecycle profiles for Very Small Entitites
(VSEs)—part 1: overview (2011)

4. Muñoz, M., Gasca, G., Valtierra, C.: Caracterizando las necesidades de las pymes para
implementar mejoras de procesos software: una comparativa entre la teoría y la realidad. Rev.
Ibér. Sistemas y Tecnologías Información E1, 1–15 (2014)

5. Laporte, C.Y., O’Connor, R.V.: A systems process lifecycle standard for very small entities:
development and pilot trials. In: Barafort, B., O’Connor, R.V., Poth, A., Messnarz, R. (eds.)
EuroSPI 2014. CCIS, vol. 425, pp. 13–24. Springer, Berlin (2014)

6. García-Mireles, G.A., Moraga, M.Á., García, F., Piattini, M.: Approaches to promote product
quality within software process improvement initiatives: a mapping study. J. Syst. Softw. 103,
150–166 (2015)

Addressing Product Quality Characteristics … 33



7. ISO: ISO/IEC FCD 25010: Systems and software engineering—system and software product
quality requirements and evaluation (SQauRE)—system and software quality models (2010)

8. ISO: ISO/IEC TR 29110-5-1-2:2011 Software engineering—lifecycle profiles for Very Small
Entities (VSEs)—part 5-1-2: Management and engineering guide: Generic profile group: Basic
profile (2011)

9. Kelemen, Z.D., Kusters, R., Trienekens, J.: Identifying criteria for multimodel software
process improvement solutions-based on a review of current problems and initiatives. J. Softw.
Evol. Process. 24, 895–909 (2012)

10. Pardo, C., Pino, F.J., Garcia, F., Baldassarre, M.T., Piattini, M.: From chaos to the systematic
harmonization of multiple reference models: a harmonization framework applied in two case
studies. J. Syst. Softw. 86, 125–143 (2013)

11. Henderson-Sellers, B.: Standards harmonization: theory and practice. Softw. Syst. Model. 11,
153–161 (2012)

12. Pardo, C., Pino, F.J., García, F., Velthius, M.P., Baldassarre, M.T.: Trends in harmonization of
multiple reference models. In: 5th International Conference on Evaluation of Novel
Approaches to Software Engineering, pp. 61–73. Springer, Berlin (2011)

13. Ashrafi, N.: The impact of software process improvement on quality: in theory and practice.
Inf. Manag. 40, 677–690 (2003)

14. Pardo, C., Pino, F.J., García, F., Piattini, M.: Harmonizing quality assurance processes and
product characteristics. Computer 44, 94–96 (2011)

15. García-Mireles, G.A., Moraga, M.Á., García, F., Piattini, M.: Towards the harmonization of
process and product oriented software quality approaches. In: Winkler, D., O’Connor, R.,
Messnarz, R. (eds.) EuroSPI 2012. CCIS, vol. 301, pp. 133–144. Springer, Berlin (2012)

16. ISO: ISO/IEC FDIS 29110-2 Software engineering—lifecycle profiles for Very Small Entities
(VSEs)—part 2: framework and taxonomy (2010)

17. ISO: ISO/IEC 12207 Systems and software engineering—software life cycle processes (2008)
18. Ferré, X., Juristo, N., Moreno, A.M.: Framework for integrating usability practices into the

software process. In: 6th International Conference on Product Focused Software Process
Improvement, pp. 202–215. Springer, Oulu (2005)

19. García-Mireles, G.A., Moraga, M.Á., Garcia, F., Piattini, M.: The influence of process quality
on product usability: a systematic review. CLEI Electron. J. 16, 1–13. http://www.clei.org/
cleiej/paper.php?id=278 (2013)

34 G.A. García-Mireles

http://www.clei.org/cleiej/paper.php?id=278
http://www.clei.org/cleiej/paper.php?id=278


Analysis of Coverage of Moprosoft
Practices in Curricula Programs Related
to Computer Science and Informatics
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Abstract In Mexico, the small and medium size companies (SMEs) are key for the
software development industry, in such a way that having highly qualified personal
for the development of high quality software products is a fundamental piece to
guarantee their permanency in the market. Therefore, matching the software
industry requirements with the academy training represents a big problem that must
be reduced for the benefit of both sectors. In this context, to understand the cov-
erage of the academic curricula programs in higher education, regarding the soft-
ware industry requirements is a fundamental aspect to take actions to reduce the
current gap between industry and academy. This paper presents an analysis of
coverage between Moprosoft norm, standard used for software industry to ensure
quality in Software Engineering practices, and four academic curricula programs of
higher education related to Computer Science and Informatics.
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1 Introduction

Software development in Small and Medium Enterprises (SMEs) has grown and
strengthened, becoming a key element in the consolidation of the software industry
[1–3]. According to the Mexican Association of Information Technology Industry
[4], SMEs represent 87 % of the total of software development industries in
Mexico. This fact highlights the importance of guaranteeing the quality of SMEs
products.

In this context, providing qualified professionals able to work under quality
models and standards represents a big challenge for universities. This challenge is
not new, according to Moreno et al. [5] and Laporte [6, 7], one of the most critical
tasks to be addressed in software education is to reduce the gap among educating
software practitioners and the software development industry, to confront current
and future challenges of the software industry.

Based on the research work made by Moreno et al. [5], the goal of this paper is
to answer if the universities provide an adequate knowledge to Computer Science
students to enable them to develop the skills needed to be integrated in organiza-
tions that work under process models.

In order to answer this question, this paper presents an analysis between the
knowledge provided by the academy and the software industry requirements. For
this, on the one hand we took four curricula programs of Mexican universities in
Computer Science and Informatics such as: (1) BS in computer science; (2) soft-
ware engineering; (3) degree in computer science; and (4) computer engineering
were selected and analyzed; and on the other hand, the Moprosoft model, used by
the software industry in Mexico, was selected and taken as a base of the software
industry requirements.

After this introduction, the rest of the paper is structured as follows: Sect. 2
shows the background of this research work; Sect. 3 presents the followed
methodology to analyze the curricula programs regarding the knowledge required
to be able to perform the practices proposed by the Moprosoft model; Sect. 4 shows
the obtained results; and finally, Sect. 5 presents conclusions.

2 Background

Two of the main challenges that graduate students in Computer Science and
Informatics face when they are incorporated into an organizational environment are
to be able: to perform a roll in a project development as part of a development team;
and to work under quality models or standards, which are required by the orga-
nization, specifically in SMEs where the human resources are limited [8].

In this context, based on the work of Moreno et al. [5] and Laporte et al. [7], this
research work aims to analyze if the knowledge provided at universities for
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computers science and informatics students is adequate, so that they can meet the
requirements of the software industry regarding the quality models and standards.

In order to achieve this goal, this research began performing a comparative
analysis, aimed to understand the coverage of the academic curricula programs in
higher education based on what the government norms establish for their accred-
itation. Then, on the one hand, it was selected CONAIC [9], which is a Mexican
government agency that seeks the quality assurance in educational programs of
public and private institutions of education, specifically focusing on the Framework
for Accreditation of Academic Programs and Computing Higher Education; and on
the other hand, Moprosoft [10], which is a Mexican model developed to lead
Mexican SMEs to improve the software development process and was established
as the NMX-I059/02-NYCE-2011 norm.

The main results obtained of the analysis highlight the findings listed bellow.
The complete analysis was published in [8].

(a) Findings in requirement management: the knowledge contained in the cur-
ricular model ANIEI allows having high coverage regarding the requirement
management, but the knowledge regarding the requirement development has
very low coverage. The knowledge of requirement development is important
to identify in an adequate way the customer needs and to define them
correctly.

(b) Findings in project management: the knowledge contained in the curricular
model ANIEI allows having a good coverage regarding the project monitoring
and control, but the coverage level regarding the practices of risk, validation,
measurement and analysis, and configuration management should be
improved. The knowledge related to risk management is very important,
because it can affect the project; the knowledge related to validation is key to
know if the developed product meets the customer needs. The knowledge
related to measurement and analysis is necessary to choose the adequate
measures to analyze the project performance. Finally, the knowledge related to
the configuration management is necessary to control the base line of docu-
mentation and obtained products throughout the project development.

Based on the obtained results, as future work it was proposed to analyze specific
curricula programs, such as: degree in computer science; software engineering;
computer science; and computer engineering, as provided by Mexican universities:
that is the goal of this paper.

3 Methodology for the Analysis of Curricula Programs

To perform the analysis of the four curricula programs of Mexican universities
related to computer science and informatics such as: (1) degree in computer science;
(2) software engineering; (3) computer science; and (4) computer engineering, it
was taken as a base the methodology for analyzing coverage proposed in [8].
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This methodology is composed of 3 phases: (a) analyze the Moprosoft model;
(b) analyze the ANEI curricula and; (c) establish coverage. Because of this research
goal, the methodology was adapted to meet it as follows:

(a) Analyze Moprosoft model: In this phase were selected the Moprosoft targeted
processes, to identify the generic knowledge performed in each practice
contained in the selected processes. This identified generic knowledge is taken
for the analysis of the curricula programs.

(b) Analyze the ANEI curricula: In this phase were identified the ANEI curricular
elements. This phase was completely changed because the analysis presented
in this paper is focused on four curricula programs. Therefore, each subject of
the total of each curricula program was analyzed in order to identify the
knowledge provided.

(c) Analyze coverage: This phase was focused on establishing a scale of values as
well as the coverage level between the CONAI and Moprosoft regarding the
knowledge required to perform projects, which uses the Moprosoft norm.
Then, the scale of values was used to analyze the four curricula programs
evaluating the coverage level between the knowledge provided in the subject
and the knowledge required to perform a Moprosoft practice. The scale of
values was established in the range of 0–4 as follows:

• 0: the knowledge provided through the subject does not have knowledge
related to the Moprosoft practice. It means the practice has no coverage.

• 1: the knowledge provided through the subject is minimal and indirectly
related to the Moprosoft practice. It means that the practice has a low level
of coverage.

• 2: The knowledge provided through the subject is generic and useful to
perform the Moprosoft practice. It means that the practice has a medium
level of coverage.

• 3: The knowledge provided through the subject directly supports the per-
formance of the Moprosoft practice. It means that the practice has a high
level of coverage.

• 4: The knowledge provided through the subject is specific and directly
related to the requirement to perform the Moprosoft practice. It means that
the practice has a complete coverage level.

The same process proposed in [8] was followed in order to perform the analysis
as shown in Fig. 1.

It is important to mention that the four authors execute the process individually,
then, a crosschecking of the obtained results was performed in order to compare the
values assigned by each researcher. Besides, a set of meetings was performed to get
agreements in different values. In this way, the coverage values were refined. Next
section shows the obtained results.
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4 Obtained Results

It is important to mention that this study is focused in process related to project
management, because it is a key process for organizations in order to achieve a
maturity level 2 [11]. Processes related to project management are the most targeted
in order to implement software improvements [11]. Also the processes that support
the project management process included in the engineering and support areas are
included.

Therefore, it is fundamental for undergraduate students, to be provided with the
adequate knowledge to manage software processes covering the requirements to
manage projects under the quality models and standards used in Mexican SMEs,
such as the Moprosoft model.

The processes included in the analysis are: requirement management (REQM);
project planning (PP); project monitoring and control (PMC); supplier agreement
management (SAM); risk management (RSKM); requirements development (RD);
verification (VER); validation (VAL); configuration management (CM); measure-
ment and analysis (MA) among others.

The analyses performed are focused on two aspects:

• Analysis of curricula program coverage by process: to establish the coverage
level by process. To achieve this, two steps were performed, first, individual
coverage level for each subject of the curricula programs was calculated
applying the next coverage value formula:

Coverage percentage value by practice ¼ Ri. . .n practices coverage value=

number of practices � maximum coverageð Þ

where the maximum coverage level or complete coverage is 4.
• Analysis comparing the four curricula program coverage by area: to establish

the coverage percentage by area. The process areas included are important for
developing and supporting a project performance. To achieve it the next formula
was applied:

Fig. 1 Process followed to assign coverage level values to each Moprosoft practice
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Coverage percentage by area ¼ Ri. . .nCoverage percentage value by practice=

number of processes

Next, this section shows the analysis of the results obtained for each curricula
program coverage by process (Sects. 4.1–4.5 shows an analysis comparing the four
curricula programs coverage by area.

4.1 Analysis of BS in Computer Science Curricula
Programs

The BS in computer science curricula program aims to create and maintain creative
and innovative solutions regarding the information systems.

Table 1 shows the results obtained analyzing the BS in the computer science
curricula programs. As can be seen in Table 1, risk management is the only process
fully covered by the curricula program. The other process areas are not fully
covered by the curricula program. However, it was found that graduates are better
qualified to carry out the practices involved in requirement management, project
monitoring and control, and requirements development.

Besides, process areas in which graduates needs to improve their training are:
project planning, supplier management, verification, and validation.

4.2 Analysis of Software Engineering Curricula Program

The software engineering curricula program aims to train professionals in process
development and the evolution of large and small scale software systems that solve
problems in different areas, using appropriate tools to optimize time and cost.

Table 1 Summary of obtained values by process

Area Processes Percentage of coverage level (%)

Project management Requirement management 92

Project planning 76

Project monitoring and control 80

Supplier agreement management 38

Risk management 100

Engineering Requirements development 83

Verification 59

Validation 53

Support Configuration management 68

Measurement and analysis 50
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Table 2 shows the results obtained of analyzing the software engineering cur-
ricula programs. As this table shows, processes such as requirement management,
risk management, requirements development, validation, and measurement and
analysis are processes fully covered by the curricula program.

The other process areas are not fully covered by the curricula program. However,
it was found that graduates are better qualified to carry out the practices involved in
project monitoring and control, verification, supplier agreement management,
configuration management, and project planning.

4.3 Analysis of Degree in Computer Science Curricula
Program

The degree in computer science curricula program aims to train professionals with
analytical skills, critical skills, creativity and leadership to provide computational
solutions in organizations applying information technology and communications.

Table 3 shows the results obtained of analyzing the degree in computer science
curricula program. As this table shows, processes such as requirement management
and requirements development are fully covered by the curricula program.

The other process areas are not fully covered by the curricula program. However,
it was found that graduates are better qualified to carry out the practices involving
validation, project monitoring and control, project planning, risk management,
measurement and analysis, and verification.

Besides, process areas in which graduates need to improve their training are
supplier agreement management and configuration management.

Table 2 Summary of obtained values by process

Area Processes Percentage of coverage level (%)

Project management Requirement management 100

Project planning 84

Project monitoring and control 96

Supplier agreement management 88

Risk management 100

Engineering Requirements development 100

Verification 89

Validation 100

Support Configuration management 85

Measurement and analysis 100

Analysis of Coverage of Moprosoft Practices … 41



4.4 Analysis of Computer Engineering Curricula Program

The computer engineering curricula program aims to train professionals with
analytic capacities, critical to provide creative solutions to the regional and state
development using computer technology, and promoting socials values as well as
the environmental care.

Table 4 shows the results obtained of analyzing the degree in computer science
curricula program. As this table shows, not any process is fully covered by the
curricula program. However, it was found that graduates are better qualified to carry
out the practices involved in requirements development.

Process area in which graduates need to improve their training are: requirement
management, verification, validation, and project planning; but they receive defi-
cient training in processes such as project monitoring and control, risk management,
and supplier agreement management.

Table 3 Summary of obtained values by process

Area Processes Percentage of coverage level (%)

Project management Requirement management 100

Project planning 75

Project monitoring and control 92

Supplier agreement management 50

Risk management 75

Engineering Requirements development 100

Verification 71

Validation 94

Support Configuration management 45

Measurement and analysis 75

Table 4 Summary of obtained values by process

Area Processes Percentage of coverage level (%)

Project management Requirement management 50

Project planning 30

Project monitoring and control 26

Supplier agreement management 13

Risk management 25

Engineering Requirements development 83

Verification 54

Validation 34

Support Configuration management 33

Measurement and analysis 55
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4.5 Analysis of the Four Curricula Programs Coverage
Level by Area

This analysis establishes the coverage level of curricula programs regarding three
areas: project management, engineering and support.

Table 5 shows the obtained results comparing the four curricula programs as
follows (column a) BS in computer science curricula program; (column b) software
engineering curricula program; (column c) degree in computer science curricula
program; and (column d) computer engineering curricula program.

The findings of the analysis performed to the obtained results are summarized as
follows:

• Project management: it contains key processes to perform a project. This area
analysis is focused on practices related to planning, monitoring, and controlling
the project.
Interpretation: not any area is fully covered by the curricula programs.
However, it was found that graduates of software engineering curricula program
(column b) are better qualified to carry out the practices involved in project
management. However, it was found that graduates of BS in computer science
curricula program (column a) and degree in computer science curricula program
(column c) need to improve their training to carry out the practices involved in
project management. Finally, graduates of computer engineering curricula
program (column d) receive minimum training to carry out the practices
involved in project management.

• Engineering: it contains processes that support the development of software.
This area analysis is focused on practices related to verification, validation and
requirement management.
Interpretation: not any area is fully covered by the curricula program. However,
it was found that graduates of software engineering curricula program (column
b) and degree in computer science curricula program (column c) are better
qualified to carry out the practices involved in engineering. However, it was
found that graduates of BS in computer science curricula program (column a)
and graduates of computer engineering curricula program (column d) need to
improve their training to carry out the practices involved in engineering.

• Support: it contains processes focused on providing the necessary support to
perform a project related to configuration management and, measurement and
analysis.

Table 5 Summary of
obtained percentage by area

Area a (%) b (%) c (%) d (%)

Project management 77 94 78 29

Engineering 65 96 88 57

Support 59 93 60 44
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Interpretation: not any area is fully covered by the curricula program. However,
it was found that graduates of software engineering curricula program (column
b) are better qualified to carry out the practices involved in support. However, it
was found that graduates of BS in computer science curricula program (column
a), degree in computer science curricula program (column c) and graduates of
computer engineering curricula program (column d) need to improve their
training to carry out the practices involved in support.

Finally, Table 6 shows the obtained results comparing the four curricula pro-
grams of the coverage level of practices of Moprosoft categories: management,
operation and maintenance-operation regardless of the area to which the practices
belong, with a total of 37 practices of the management category; 41 practices of
operation and 62 practices of maintenance-operation.

As Table 6 show, not any category is full covered by the four curricula program.
However the four curricula programs have a tendency to train graduates in oper-
ation category. Besides, the graduates of software engineering curricula program
(column b), degree in computer science curricula program (column c) and BS in
computer science curricula program (column a) are better qualified to carry out the
practices involved in management category; and graduates of computer engineering
curricula program (column d) are better qualified to carry out the practices involved
in maintenance-support categories.

5 Conclusions

This paper presents the results of analyzing the coverage of Moprosoft practices
from the knowledge provided by four curricula programs of universities of México
related to computer science and informatics such as: (1) BS in computer science
curricula program; (2) software engineering curricula program; (3) degree in
computer science curricula program; and (4) computer engineering curricula
program.

The paper do not pretend to determine whether or not graduates are able to
perform a practice, but to analyze how helpful is the knowledge provided in the four
curricula programs for training graduates toward achieving the requirements of
software industry regarding quality models and standards such as Moprosoft in
México.

Therefore, it can be highlighted that software-engineering curricula program has
a better coverage of practices involved in project management, engineering and

Table 6 Summary of
obtained values by Moprosoft
categories

Area a (%) b (%) c (%) d (%)

Management 67 83 76 22

Operation 70 90 77 32

Maintenance-operation 63 89 72 44
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support, followed by degree in computer science curricula program and BS in
computer science curricula program, which have similar results, and finally com-
puter engineering curricula program with the lowest results in the percentage of
coverage level.

Besides, it is important to mention that the four curricula programs have a
tendency to train graduates in the operation category.

Finally, it is important to mention that the obtained results are useful for both
academic and industry sectors. For the academic viewpoint, it is highlighted the
specific knowledge that should be improved in order to provide an adequate
knowledge to undergraduates. And from the viewpoint of the software industry,
they are highlighted the process areas in which graduates have received more or less
training, useful for the design of training programs.
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ProPAM/Static: A Static View
of a Methodology for Process and Project
Alignment

Paula Ventura Martins and Alberto Rodrigues da Silva

Abstract Process descriptions represent high-level plans and do not contain
information necessary for concrete software projects. Processes that are unrelated to
daily practices or hardly mapped to project practices, cause misalignments between
processes and projects. We argue that software processes should emerge and evolve
collaboratively within an organization. In this chapter we present a Process and
Project Alignment Methodology for agile software process improvement and par-
ticularly describe its static view.

Keywords Software process improvement � Process management � Project
management

1 Introduction

Software process improvement (SPI) is a challenge to organizations trying to con-
tinually improve software quality and productivity and to keep up their competi-
tiveness [1]. Organizations tend to react to: (1) changes in the environment that they
operate, (2) changes at a corporate level, (3) unplanned situations not considered in
the model, or (4) improve the quality of their final products. Such changes may be
caused, for example, by poor performance, by new tools acquired by the company to
support its software development teams, changes in the marketing strategy or in
clients’ expectations and requirements. Thus, an existing process model must be
modified or extended to reflect the evolution of the environment and/or internal
changes. However, existing process models—that only take into account descriptive
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aspects, such as work related activities and technical work products—couldn’t
address such features. Additionally, several surveys and studies [2–4] have
emphasized that the majority of small organisations are not adopting standards such
as CMMI [5]. Another case is observed in Brazil where software industry and
universities are working cooperatively in implementing a successful SPI strategy
that take into account software engineering best practices and aligned to Brazilian
software organizations context [6].

We argue that the emphasis in SPI should be stressed on communication,
coordination, and collaboration within and among project teams in daily project
activities, and consequently the effort in process improvement should be minimized
and performed as natural as possible. Little attention had been paid to the effective
implementation of SPI models, which has resulted in limited success for many SPI
programs. SPI managers want guidance on how to implement SPI activities, rather
than what SPI activities do actually implement. Limited research has been carried
out on exploring new approaches to effectively implement SPI programs. However,
to bridge this gap some initiatives have emerged, namely the MIGME-RRC
methodology [7]. On this basis, we propose a new methodology to describe and
improve software process based on organizations projects experience.

In this paper we propose a SPI methodology called Process and Project
Alignment Methodology (ProPAM). The main goal is to develop a SPI method-
ology that can evolve with project’s knowledge and consequent improvement at
software development process level. This methodology takes into consideration
project and organization’s views and adapts the best practices to define a base
software development process. The model is grounded in personal experience and
observations from a real case study, related to the extensive literature review, and
focused on the three main objectives: (1) further understand how modeling and
implementation of software processes can contribute to successful SPI; (2) provide
a SPI approach for SPI practitioners to ensure a successful process implementation
and (3) contribute to the body of knowledge of SPI with a focus on implementation
of software processes based on project experience.

The remainder of this paper is organized as follows: Sect. 2 presents related
work and other initiatives. Section 3 overviews ProPAM and describes the details
of its Static View. Finally, Sect. 4 presents the conclusions and discusses our
perception that this proposal has innovative contributions for the community.

2 Related Work

There are several popular SPI models, such as ISO/IEC 15504 [8], CMMI [5] and
ISO/IEC 29110 [9]. These models have become well known among practitioners
and researchers. However, implementation and adoption of SPI at software
development organizations is frequently unsuccessful [10, 11]. These SPI models
are often prescriptive and attuned to those relative areas for which they are intended
and therefore do not take into account other aspects like project and organization
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specific features. Rather than just repair and adjust the process to specific areas
imposed by these SPI models, we should refocus SPI to analyze the current
organization practices and introduce practices adapted to the organizations needs.
SPI should be based on project’s experience and learn with project team member’s.
Software development is not a rigid or a disciplined manufacture. It has a strong
creative and social interaction that can’t be totally re-planned in a standardized and
detailed process model elaborated by specific groups and without active partici-
pation of project teams. These SPI models identify what to improve but don’t give
any information about how to do it. Indeed, given the reported problems with
existing SPI models, there is a need for a more comprehensive model to SPI.

We argue that SPI requires further researches on SPI models based on project’s
experience. Following the trend of agile processes [12, 13], SPI requires a com-
mitment to project learning and this organizational knowledge is constructed
through collaboration of project team members. Therefore, we need to include
guidelines in a SPI model that allow to incorporate project team knowledge in the
software process (without constraints imposed by a standard which limits embed
tacit knowledge) and that can address features not focused on existing SPI models.

3 Process and Project Alignment Methodology—The
Static View

This section presents an overview and details of the ProPAM methodology [15].
ProPAM is about how the process and project are represented and how project
teams acquire and use knowledge to improve work. ProPAM is different from
existing models in which SPI is seen as starting with the implementation of best
practices according to a predetermined scheme, independently of organization’s
experience of problematic situations. The proposed methodology proposes solving
the problems faced in software development projects carried within the organiza-
tions. A critical feature in ProPAM is the integration of SPI activities with software
development activities. This way, we considered project teams and projects as the
baseline for improvement. Project managers and project teams, under the super-
vision of the process manager, are the foremost responsible for keeping the orga-
nization’s processes on the leading edge. As Fig. 1 illustrates, ProPAM includes
SPI activities to monitoring and tracking software projects (project level) besides
the SPI activities that intend to develop and implement the software process
(process level). The main differences between these two levels are the followings.

At project level, ProPAM helps organizations in their efforts to assess and
manage problematic situations of specific projects, and to develop and implement
solutions to manage these problems. The project level encompasses project(s)
information needed to systematically support or reject many of the decisions about
the process. At project level, team members work together to develop work
products. This focus on project team and their collaborative process is important
because no one embodies the breadth and depth of knowledge necessary to
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comprehend large and complex software systems. Project teams are concerned with
concrete situations as experienced in all their complexity during software devel-
opment. Projects context is constantly being created and recreated and it can’t be
based on a static process model. Participating in a project team is consequently not
only a matter of developing software, but also to change organization’s knowledge
about software development.

At process level, project’s feedbacks conduct to process reviews and iterative
process improvement. The dynamic interplay between these two levels shows the
synergy between the activities performed by project roles (project manager and
team member) and the activities performed by the process roles (process manager)
involved in SPI. At process level, actors involved in SPI programs take time to
express its shared practices in a form that can meaningfully be understood and
exploited by other organizational actors. This includes not only the definition of

Fig. 1 ProPAM levels
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concepts, models and guidelines, but also the evaluation of success of the
improvements.

The scope of the levels is defined considering that process and projects actors
collaborate on SPI programs. However, to manage the inherent complexity of these
levels, namely ProPAM represented at process level, it is common practice to
present views on the models of a level. In general, a view is defined as a projection
of a process model that focuses on selected features of the process [14]. ProPAM is
organized in two correlated and complementary views, the static view and the
dynamic view that represent the behavior at that particular level. Whereas the static
view describes aspects of the methodology as core and supporting disciplines in
terms of activities, work products and roles, the dynamic view shows the lifecycle
aspects of ProPAM expressed in terms of stages and milestones. The remaining of
the section is dedicated to details of the static view. Previous work already
described the dynamic view [16].

The ProPAM static view describes disciplines involved in SPI and relations
between them. Static view is expressed as workflow diagrams, which show struc-
tural elements (roles, work products and activities) involved in each ProPAM
discipline. Swim lanes in the workflow diagram make obvious the roles responsible
to perform specific activities and also identifies involved input and output work
products. For each role, control flow transitions between activities are omitted since
activities are neither performed in sequence, nor done all at once. Nevertheless,
such representation does not describe SPI program changes with time passing.
A time-based perspective of the process is left to dynamic view.

ProPAM static view integrates project management, process management, SPI
and Knowledge Management (KM) disciplines. These disciplines assure alignment
of projects with organization vision and goals, and the adopted and improved
software process. Other disciplines of concern were omitted, like business model-
ing, analyze and design, environment, requirements management or configuration
management, because those concerns are considered too specific for SPI programs.

Project Management. Project managers are usually interested to be informed
about how the project follows its base process and how to handle the changes intro-
duced in the project that are not compliant with the respective process. It is important
to detect deviations from schedules (project control and project tracking activities) as
soon as possible in order to take corrective actions. Deviations allow identifying
elements that do not appear or are incorrectly described in the software process.
Therefore, project managers have to be informed about process states in a way that
satisfies management needs. This bridges the gap between process management and
project management, since project plans should reflect the exact set of activities
defined for a given process. To avoid creating detailed plans, project managers may
create the plan incrementally, and using only higher-level activities, leveraging lower
level tasks only as a guide for how to do the work. The most important goal is to
address conflicts and align projects and processes. Figure 2 illustrates the main roles,
activities and work products involved in the Project Management discipline.

Software Process Management. Software process management discipline
involves actions performed to coordinate knowledge acquisition about software
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processes, to model and to analyze the way teams develop software and, finally, to
ensure that future software processes are carried out on the basis offindings obtained
in process analysis [17]. Software process management is a collective work
involving project managers, senior engineers and the process manager. Nevertheless,
at process level the process manager must be concentrated in process definition and
implementation. While at project level the process manager coordinate the interac-
tion with projects team members with respect to process assessment. Software
process roles should develop the following activities with direct impact on SPI:
(1) collect relevant material; (2) organize interviews and questionnaires; (3) make
interviews; (4) understand project experiences; (5) define and implements the pro-
cess model; (6) establish engineering practices; (7) identify the technical infras-
tructure; and (8) participate in interviews/answer to questionnaires. Figure 3 presents
the main roles, activities and work products involved in the Software Process
Management discipline. Some details of the main activities allow understanding the
importance of this discipline. In this case, the project manager has the same
responsibilities of the other team members, so he isn’t seen as a specific role.

Fig. 2 Project management view
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The most important goal is to design a set of solutions for the software process based
on performed projects. To help the viewer understanding the diagram in Fig. 3, a
restriction some flows from and to work products were omitted, since these work
products are inputs or outputs of almost all the activities of the discipline.

Software Process Improvement. The effort of supporting software processes is
encompassed by the SPI discipline of the ProPAM methodology. This discipline
extends the process management discipline, where the main difference is the scope:
the process management discipline is concerned with the process configuration for
the organization, while the SPI discipline addresses improvements in the process
itself based on assessment results. SPI is the discipline of characterizing, defining,
measuring and improving software management and development processes,
leading to software business success, and successful software development man-
agement. Success is defined in terms of greater design innovation, faster cycle
times, lower development costs, and higher product quality, simultaneously [18].

Fig. 3 Software process management view
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SPI focus is related to the establishment of a set of responsible roles and of the
associated competences concerned to the software development process with the
aim of improving the organization’s software process. The main activity of this
discipline is the maintenance of software process knowledge and the improvement
of coordination and monitoring activities. The organization must plan to create a
stable environment and monitor these activities in order to have clear commitments
for current and future projects. The most important goals to be achieved are:
(1) software development process and improvement activities are coordinated
throughout the organization; (2) the strengths and weakness of the used software
process are identified relative to a base process, if it was previously defined; and
(3) improvement activities are always planned. ProPAM also suggests that orga-
nizations should identify a group of software managers composed by skilled per-
sons and (internal or external to the organization) advisors, who contribute to
identify the process strengths and to improve it when weakness are identified.
Figure 4 presents the workflow diagram that illustrates the main roles, activities and
work products involved in the SPI discipline.

Fig. 4 Software process improvement view
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Knowledge Management (KM). Data is organized into information by com-
bining data with prior knowledge and the person’s self-system to create a knowl-
edge representation. This is normally done to solve a problem or make sense of a
phenomenon. This knowledge representation is consistently changing as we receive
new inputs, such as learning, feelings, and experiences. Knowledge is dynamic, that
is, our various knowledge representations change and grow with each new expe-
rience and learning. Due to the complexity of knowledge representations, most are
not captured by documents; rather they only reside within the creator of the rep-
resentation. In many cases, the knowledge representation stays within the creator, in
which case the “flow of knowledge” stops.

A KM system, which may be as simple as a story or as complex as an expensive
computer program, captures a snapshot of the person’s knowledge representation.
Others may make use of the knowledge representation “snapshot” by using the
story or tapping into the KM system and then combining it with their prior
knowledge. This in turn forms a new or modified knowledge representation. This
knowledge representation is then applied to solve a personal or business need, or
explain a phenomenon. The main goal is to connect knowledge providers with
seekers concerning software processes. Figure 5 presents the main roles, activities
and work products involved in the Knowledge Management discipline.

Fig. 5 Knowledge management view
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4 Conclusion

In the state of the art, several problems were identified concerning SPI programs
based on standard SPI models. ProPAM is presents as an alternative approach to
SPI focused on gaps and problems identified on existing SPI standards.

A case study was performed in a small organization without conditions to
accomplish a maturity assessment using CMMI. The main goal of the case study
was to give us insight into how SPI initiatives can best suit organizational goals and
also showed us the impact on the organization and the strengths and weaknesses of
ProPAM. Since the focus of the paper is to present ProPAM as an alternative agile
SPI approach, the description of the case study is out-of-scope.

As final conclusion, the prescriptive nature of traditional approaches (such as
CMMI) and costs necessary to implement SPI programs are the main reasons for
further research on SPI based on project’s experience. Namely, SPI models must
address the importance of using the experience of software teams as an important
source to SPI. Another gap observed was the deficient alignment between the
process and projects. Nevertheless, the contribution of this work wasn’t just an
approach to align process and project specifications; we also proposed a mechanism
to analyze evolution based on the changing needs of the software development
organization.
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References

1. Salo, O.: Improving software development practices in an agile fashion. In: Book Improving
Software Development Practices in an Agile Fashion, Series Improving Software
Development Practices in an Agile Fashion, Agile-ITEA, p. 8 (2005)

2. Staples, M., et al.: An exploratory study of why organizations do not adopt CMMI. J. Syst.
Softw. 80(6), 883–895 (2007)

3. Coleman, G., O’Connor, R.V.: Investigating software process in practice: a grounded theory
perspective. J. Syst. Softw. 81(5), 772–784 (2008)

4. Basri, S., O’Connor, R.: Organizational commitment towards software process improvement
an Irish software VSEs case study. In: Proceedings 4th International Symposium on
Information Technology 2010 (ITSim 2010) (2010)

5. SEI, CMMI for Development, Version 1.3, S. E. I.-C. M. University (2010)
6. Weber, K. et al.: MPS model-based software acquisition process improvement in Brazil. In:

Proceedings 6th Quality of Information and Communications Technology (QUATIC 2007),
pp. 110–122. IEEE Computer Society, Lisbon (2007)

7. Mirna, M. et al.: The results analysis of using MIGME-RRC methodology for software
process improvement. In: Proceedings 6th Iberian Conference on Information Systems and
Technologies (CISTI) (2011)

8. ISO/IEC, 15504-2 Information technology—software process assessment—part 2: a reference
model for processes and process capability, ISO/IEC TR 15504-2, July, 1998

56 P.V. Martins and A.R. da Silva



9. Laporte, C.Y. et al.: A software engineering lifecycle standard for very small enterprises. In:
Proceedings Software Process Improvement, 15th European Conference, EuroSPI 2008,
pp. 129–141. Springer, Berlin (2008)

10. Goldenson, D., Herbsleb, J.D.: After the appraisal: a systematic survey of process
improvement, its benefits, and factors that influence success (1995)

11. Baddoo, N., Hall, T.: De-motivators for software process improvement: an analysis of
practitioners’ views. J. Syst. Softw. 66(1), 23–33 (2003)

12. Beck, K.: Extreme programming explained: embrace change, p. 224. Addison Wesley, Boston
(2004)

13. Rising, L., Janoff, N.: The Scrum software development process for small teams. IEEE Softw.
17, 26–32 (2000)

14. Verlage, M.: Multi–view modeling of software processes. In: Proceedings of the Third
European Workshop on Software Process Technology, pp. 123–126. Springer, Berlin (1994)

15. Martins, P.V., Silva, A.R.: ProPAM: discussion for a new SPI approach. Softw. Qual. Prof.
J. 11(2), 4–17 (2009) (American Society for Quality)

16. Martins, P.V., Silva, A.R.: ProjectIT-Enterprise: a software process improvement framework.
In: Industrial Proceedings of the 17th EuroSPI Conference, pp. 257–266. Grenoble, France
(2010)

17. Dissmann, S. et al.: Integration of software process management and development history
recording. In: Proceedings Second Asia-Pacific Software Engineering Conference
(APSEC’95), p. 468 (1995)

18. Rico, D.: Using cost benefit analyses to develop software process improvement
(SPI) strategies, A. E. S. D. ITT Industries, Defense Technical Information Center (DTIC)/
AI (2000)

ProPAM/Static: A Static View of a Methodology … 57



Proposal of a Hybrid Process to Manage
Vulnerabilities in Web Applications

Ana L. Hernández-Saucedo and Jezreel Mejía

Abstract The information systems security is essential for organizations because
organizations use information systems to manage their key information related to
customers, products, and transactions, among others. The information systems of
organizations are mostly web. However, over 70 % of the vulnerabilities are found
in web applications, such as SQL Injection, Cross-site Scripting (XSS), Cross Site
Request Forgery CSRF, Insecure Configuration Management, among others.
Therefore, it is very important to secure the web systems. Therefore in the last 3
years have been observed an increase in the vulnerabilities having impact in the
web systems attacks. Moreover, it has been detected that organizations do not
implement procedures or processes to manage vulnerabilities, leaving exposed their
systems. In this context, this paper presents a hybrid process that will enable
organizations to detect and manage vulnerabilities in their web applications.

Keywords Security of information systems � Vulnerabilities � Models and
standards � Web applications

1 Introduction

Today the information system security is essential for all organizations, because they
manage key information related to customer and clients, services, among others [1,
2]. Most organizations use web applications in order to publicize their information,

A.L. Hernández-Saucedo (&) � J. Mejía
Centro de Investigación en Matemáticas, Av. Universidad No. 222, 98068 Guadalupe,
Zacatecas, Mexico
e-mail: ana.hernandez@cimat.mx

J. Mejía
e-mail: jmejia@cimat.mx

© Springer International Publishing Switzerland 2016
J. Mejia et al. (eds.), Trends and Applications in Software Engineering,
Advances in Intelligent Systems and Computing 405,
DOI 10.1007/978-3-319-26285-7_6

59



services and products [1], however more than 70 % of the vulnerabilities are detected
in the application layer [3, 4] and 75 % of attacks are focused on applications [3].

In this context, statistics in [5, 6] indicate that the vulnerabilities have increased
in the last three years. In 2011 were recorded 4000 vulnerabilities reports compared
with over 5000 vulnerabilities in 2014. Besides, the most common vulnerabilities in
web applications are included: place Cross-Site scripting XSS vulnerabilities,
Denial of Service DoS, SQL Injection, Cross-Site Request Forgery (CSRF) and
finally file inclusion vulnerabilities [7].

The increase in the vulnerabilities has an impact in the increase of attacks because
use of new employed attack techniques [8]. Therefore, the systems must be free of
vulnerabilities. Then, it is important to detect and mange vulnerabilities to prevent
and avoid the stealing or alteration of any information included in these systems.

However, organizations do not perform or implement procedures or processes to
detect and manage vulnerabilities of their web systems, as well as, don’t implement
good security practices such as the practices proposed by the CERT-RMM model
or ISO/IEC 27002 standard, leaving their systems exposed to receive a potential
attacks.

As a solution, this paper presents a proposal of a hybrid process that will enable
organization to detect and manage vulnerabilities of their web applications. To
achieve this, the next steps were performed: (1) Conduct a systematic review to
identify the current vulnerabilities, the main tools and techniques that allow
detecting vulnerabilities and the main models or standards focuses on information
security. (2) Perform a traceability to define the hybrid process from models and
standards that allow managing vulnerabilities.

This paper is structured as follow; Sect. 2 presents the main results of the
systematic review as a basis for establishing the hybrid process, then models and
standard that allow vulnerability management. Section 3 presents the steps per-
formed to traceability in order to establish the proposed hybrid process for
managing vulnerabilities in web applications, finally, Sect. 4 presents the
conclusions.

2 Background

The systematic literature review protocol was conducted to find the current vul-
nerabilities, the main tools and techniques that allow detecting vulnerabilities and
identify the main models or standards focused on information security.

2.1 Systematic Review

A systematic literature review was conducted at the end of 2014 following the
guidelines to perform systematic literature reviews proposed by Kitchenham [9]. As
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a result of the systematic review the main techniques and tools used to detect
vulnerabilities in web applications were obtained. The protocol and steps of the
systematic review were published in the journal Recibe at the beginning of 2015
[10]. Table 1 shows a part of main systematic review’s results regarding the main
techniques and tools [10].

2.2 Models and Standards

As another result of the systematic review, we found that the CERT-RMM model
and ISO 27002 standard are focused on security, specifically in vulnerability
management. These models and standards provide a guide with activities to be

Table 1 Traceability of attack, vulnerability, techniques and tools (systematic review results)

Attack Vulnerability Technique
vulnerabilities
detection

Tool for vulnerabilities
detection

SQL
injection

Injection Static code
analysis

QualysGuard Web Application
Scanning WAS

Dynamic code
analysis

WebSite Security Audit- WSSA

Penetration testing • WEBAPP 360: Enterprise
class web application scanning

• Retina web security scanner

• W3AF Web Application
Attack and Audit Framework

Session
fixation
attack

Broken authentication
and session management

Session
management
standard

• QualysGuard Web
Application Scanning WAS

• WebSite Security Audit-
WSSA

• Retina web security scanner

• WEBAPP 360: enterprise
class web application scanning

• W3AF Web Application
Attack and Audit Framework

XSS attack Cross-site scripting
(XSS)

Static code
analysis

• QualysGuard Web
Application Scanning WAS

Penetration testing • WebSite Security Audit-
WSSA

• Retina web security scanner

• WEBAPP 360: enterprise
class web application scanning

• W3AF Web Application
Attack and Audit Framework

• OWASP Xenotix framework
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performed to manage vulnerabilities in a properly way, allow to achieve an optimal
level of security for the organization [11]. The next subsection the CERT-RMM
and ISO 27002 are briefly described.

2.2.1 CERT-RMM

CERT Resilience Management Model (CERT-RMM) aims to manage the opera-
tional recovery resilience at a level that supports the mission success. CERT-RMM
is not based on the CMMI model; also it does not form an additional CMMI
constellation or directly intersect with existing constellations. However,
CERT-RMM uses several CMMI components, including fundamental process areas
and process areas from CMMI-DEV [12]. CERT-RMM has 26 process areas that
are organized into categories of high level of operational resilience: engineering,
enterprise management, operations and process management. In this model, the
process area focused on vulnerability management is the vulnerability analysis and
resolution that is part of the operations category. The purpose of vulnerability
analysis and resolution process area is to identify, analyze, and manage vulnera-
bilities in an organization’s operating environment. Vulnerability analysis and
resolution informs the organization of threats that must be analyzed in the risk
management process to determine whether they represent a tangible risk to the
organization based on its unique risk drivers, appetite, and tolerance [12]. The
Table 2 shows the practices in this process area.

2.2.2 ISO/IEC 27000

International standard for management systems provides a model for the imple-
mentation and operation of a management system. With the use of system man-
agement for information security included in this standard, organizations can
develop and implement a model to manage the security of their assets and prepare
an independent evaluation [13]. This standard provides an overview of the man-
agement system information security, as well as the terms and definitions com-
monly used in the SGSI family of standards.

As part of the SGSI family of standards ISO/IEC 27001 and ISO/IEC 27002
among others are included. The standard ISO/IEC 27002 establishes guidelines and
general principles for beginning, implementation, maintenance and improvement
the information security management [14]. Their goal is to provide information for
implementing security information in an organization. It is a set of best practices for
developing and maintaining safety standards and management practices in an
organization to improve the information security reliability [15, 16].

In this standard, the domain focuses on vulnerability management is the operations
security domain. This domain contains control objective of technical vulnerability
management, its objective is to prevent the exploitation of technical vulnerabilities.
The next section shows the implementation guide of this control objective.
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Table 2 Activities in the vulnerability analysis and resolution process area [12]

Specific goals Practices Subpractices

VAR:SG1 prepare for
vulnerability analysis
and resolution

VAR:SG1.SP1 establish
scope

• Identify the assets that are the focus
of vulnerability analysis and
resolution activities

• Identify the operational
environments where vulnerabilities
may exist for each asset

• Define the scope of vulnerability
analysis and resolution activities

VAR:SG1.SP2 establish a
vulnerability analysis and
resolution strategy • Develop and document an

operational vulnerability analysis and
resolution strategy

• Communicate the operational
vulnerability analysis and resolution
strategy to relevant stakeholders and
obtain their commitment to the
activities described in the strategy

• Assign resources to specific
vulnerability analysis and resolution
roles and responsibilities

• Identify the tools, techniques, and
methods that the organization will use
to identify vulnerabilities to assets

VAR:SG2 identify and
analyze vulnerabilities

VAR:SG2.SP1 identify
sources of vulnerability
information

• Identify sources of relevant
vulnerability information

• Review sources on a regular basis
and update as necessary

VAR:SG2.SP2 discover
vulnerabilities

• Discover vulnerabilities

• Provide training to the staff to
perform data collection and discover
vulnerabilities

• Populate the vulnerability repository

• Provide access to the vulnerability
repository to appropriate process
stakeholders

VAR:SG2.SP3 analyze
vulnerabilities

• Develop prioritization guidelines for
vulnerabilities

• Analyze the structure and action of
the vulnerability

• Prioritize and categorize
vulnerabilities for disposition

• Update the vulnerability repository
with analysis and prioritization and
categorization information

(continued)
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Implementation Guide to Establish Control Objectives in Technical
Vulnerabilities

The control objective of technical vulnerability management has the controls of
Management of technical vulnerabilities and restriction on software installation.
The activities to the implementation guideline are:

• A current and complete inventory of assets is a prerequisite for effective tech-
nical vulnerability management.

• A current and complete inventory of assets is a prerequisite for effective tech-
nical vulnerability management.

• Define and establish the roles and responsibilities associated with technical
vulnerability management, including vulnerability monitoring, vulnerability risk
assessment, patching, asset tracking and any coordination responsibilities
required.

• Information resources that will be used to identify relevant technical vulnera-
bilities and to maintain awareness about them should be identified for software
and other technology.

• Defined to react to notifications of potentially relevant technical vulnerabilities

Table 2 (continued)

Specific goals Practices Subpractices

VAR:SG3 manage
exposure to
vulnerabilities

VAR:SG3.SP1 manage
exposure to vulnerabilities

• Develop a vulnerability management
strategy for all vulnerabilities that
require resolution

• Ensure that relevant stakeholders are
informed of resolution activities

• Update the vulnerability repository
with information about the
vulnerability management strategy

• Monitor the status of open
vulnerabilities

• Analyze the effectiveness of
vulnerability management strategies
to ensure that objectives are achieved

VAR:SG4 identify root
causes

VAR:SG4.SP1 perform
root-cause analysis

• Identify and select root-cause tools,
techniques, and methods appropriate
to be used in analyzing the underlying
causes of vulnerabilities

• Identify and analyze the root causes
of vulnerabilities

• Develop and implement strategies to
address root causes

• Monitor the effects of implementing
strategies to address root causes
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• Once a potential technical vulnerability has been identified, the organization
should identify the associated risks and the actions to be taken; such action
could involve patching of vulnerable systems or applying other controls.

• Depending on how urgently a technical vulnerability needs to be addressed, the
action taken should be carried out according to the controls related to change
management or by following information security incident response procedures

• If a patch is available from a legitimate source, the risks associated with
installing the patch should be assessed

• Patches should be tested and evaluated before they are installed to ensure they
are effective and do not result in side effects that cannot be tolerated; if no patch
is available, other controls should be considered, such as:

– Turning off services or capabilities related to the vulnerability
– Adapting or adding access controls, e.g. firewalls, at network borders
– Increased monitoring to detect actual attacks
– Raising awareness of the vulnerability

• An audit log should be kept for all procedures undertaken
• The technical vulnerability management process should be regularly monitored

and evaluated in order to ensure its effectiveness and efficiency
• Systems at high risk should be addressed first
• An effective technical vulnerability management process should be aligned with

incident management activities, to communicate data on vulnerabilities to the
incident response function and provide technical procedures to be carried out
should an incident occur

• Define a procedure to address the situation where a vulnerability has been
identified but there is no suitable countermeasure

The implementation guideline restriction activities in the installation of software
control are:

• Define and enforce strict policy on which types of software users may install
• The principle of least privilege should be applied. If granted certain privileges,

users may have the ability to install software.

3 Vulnerability Management Process in Web Applications

According to the results of the systematic review a hybrid process is proposed using
the CERT-RMM model and the ISO/IEC 27002 standard for managing vulnera-
bilities in web applications. A hybrid is all that is the result of mixing two or more
elements of different types. A hybrid borrows from all component elements into
something new [17].

The hybrid vulnerability management process was established by one activity.
This activity is related to the definition of hybrid process between CERT-RMM
model and ISO/IEC 27002 standard. This activity includes the following steps:
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3.1 Steps to Develop Hybrid Process

In order to establish the proposed hybrid process the following steps between
CERT-RMM model and ISO/IEC 27002 standard were performed:

1. Analyze of the official information of CERT-RMM model

a. Input artifact: Official documentation of CERT-RMM model

2. Analyze of the official information of ISO/IEC 27002 standard.

a. Input artifact: Official documentation of ISO/IEC 27002 standard

3. Identify process areas and domains related with vulnerability management

a. Output artifact: List of process areas and domains related with vulnerability
management

4. Establish of Traceability: Identification of the similarities and differences of both
structures. It focused the analysis on process areas and domains

a. Output artifact: List of similar activities that are different
b. Structure analyze: process structure (practice or activities, process area,

specific goals, practices and subpractices)

5. Analyze whether the activities that are different are not implicit in other
activities

6. Define of the hybrid process using activities of CERT-RMM model and
ISO/IEC 27002 to complement the activities of vulnerability management
according to our needs.

a. Output artifact: Documentation of hybrid process

According to the activities listed above, Table 3 shows part of obtained trace-
ability. This traceability was performed among the vulnerability analysis and res-
olution of CERT-RMM process area that are shown in Table 2 and the
implementation guidance of control objective technical vulnerability management
of ISO/IEC standard that are shown in Sect. 2.2.2.1.

As a result of the performed traceability the hybrid process was defined as
follows:

1. Identify and records the assets to be analyze to detect vulnerabilities. Record
information that supports vulnerability management, such as version number,
current state of implementation, responsible person, and others.

a. Output artifact: Document the organization’s assets, as well as information
that support vulnerability management.

2. Define and assign the responsibilities for vulnerability management.

a. Output artifact: Document of responsibilities definition and assignment
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3. Identify tools and techniques to be used to identify vulnerabilities.

a. Output artifact: List of tools and techniques for identifying vulnerabilities

4. Identify resources or sources information to be used to identify vulnerabilities

a. Output artifact: List of information source to identify vulnerabilities

5. Develop guidelines to prioritize the vulnerabilities. Vulnerabilities with a
higher risk should be treated first.

a. Output artifact: Guide for prioritizing vulnerabilities

Table 3 Traceability of CERT-RMM and ISO/IEC 27002 standard

Specific goals Practices Subpractices ISO/IEC 27002

VAR:SG1
prepare for
vulnerability
analysis and
resolution

VAR:SG1.SP1
establish scope

• Identify the assets that
are the focus of
vulnerability analysis and
resolution activities

A current and complete
inventory of assets is a
prerequisite for effective
technical vulnerability
management• Identify the operational

environments where
vulnerabilities may exist
for each asset

• Define the scope of
vulnerability analysis and
resolution activities

VAR:SG1.SP2
establish a
vulnerability
analysis and
resolution strategy

• Develop and document
an operational
vulnerability analysis and
resolution strategy

Define and establish the
roles and responsibilities
associated with technical
vulnerability
management, including
vulnerability monitoring,
vulnerability risk
assessment, patching,
asset tracking and any
coordination
responsibilities required

• Communicate the
operational vulnerability
analysis and resolution
strategy to relevant
stakeholders and obtain
their commitment to the
activities described in the
strategy

• Assign resources to
specific vulnerability
analysis and resolution
roles and responsibilities

• Identify the tools,
techniques, and methods
that the organization will
use to identify
vulnerabilities to assets

Information resources that
will be used to identify
relevant technical
vulnerabilities and to
maintain awareness about
them should be identified
for software and other
technology
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6. Discover vulnerabilities. Update the vulnerabilities repository according to the
discovered vulnerabilities

7. Identify the risks associated with each discovered vulnerability

a. Output artifact: List of vulnerabilities risk

8. Develop actions to address vulnerabilities that require solution. If no actions are
available to resolve the vulnerability, consider:

a. Disable the capabilities related to the vulnerability
b. Increase monitoring to detect or prevent attacks
c. Increase awareness of the vulnerability
d. Monitor information source for possible actions to perform

9. Evaluate the risks associated with the actions taken to address vulnerabilities.
10. Update the information vulnerabilities repository with actions or procedures

performed to address the vulnerability.
11. Monitor the status of the vulnerability
12. Identify and analyze the root-causes of vulnerability

a. Output artifact: Document the root-causes of vulnerability

13. Develop and implement strategies to address the root-causes.

a. Output artifact: Document of strategies to address the root-cause of
vulnerability

14. Monitor effectiveness of the implemented strategies to address the root-causes.

The proposed hybrid process takes into account activities to reduce the risk
resulting from exposure of published technical vulnerabilities and allow identify,
analyze and manage the vulnerabilities in an organization’s operations environment.

4 Conclusions

The information system security is essential to ensure the integrity of information in
organizations. A great amount of this information is in their web systems. This
research shows that a high proportion of the vulnerabilities are in the applications
layer. For this reason it is very important to perform vulnerability detection in
addition to establish processes or procedures for managing these vulnerabilities.

As result of the systematic review it was observed that there are researches that
disclose techniques and tools to detect vulnerabilities; however it was appreciated
through the analysis of these results that there a lack of knowledge about models
and standards to manage these vulnerabilities.

Besides, it was found a model and a standard that provide guidance for
managing vulnerabilities. The CERT-RMM model focuses on operational vulner-
abilities and ISO/IEC 27002 standard focuses on managing technical
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vulnerabilities. To cover both kind of vulnerabilities was proposed a hybrid process
between the CERT-RMM and ISO/IEC 27002.

Finally, the proposed hybrid process will enable organizations to identify and
manage vulnerabilities in their web applications; as future work the tool are being
developed to automatize the proposed hybrid process to validate it.
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Abstract There are several models used in the software process improvement such
as CMMI and ISO/IEC 15504 that provide advantages to software organizations,
like their improvement in ability and maturity which is reflected in their competi-
tiveness. However, most of the time they are not properly implemented, demanding
too many resources and long-term commitments, hindering its implementation in
software organizations. Moreover, a properly implementation of a model or stan-
dard, involves not only the definition of processes, but introducing the organiza-
tions in the development of a continuous process improvement culture. In this
context, a feasible way to achieve continuous process improvement is the opti-
mization of processes through their lightening. This paper presents the results of a
systematic review method in order to establish the state of art for lightening soft-
ware process, focusing on three aspects: (1) frameworks, methods and method-
ologies; (2) targeted processes; and (3) strategies.
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1 Introduction

The software process improvement (SPI) aims to increase the efficient of software
process in organizations, as well as the quality of software products through a
continuous assess and adjustment of their software processes [1]. As a result, a set
of process improvement models and standards have been proposed such as the
Capability Maturity Model Integration (CMMI) (CMMI Product Team, [2], and the
ISO/IEC 15504 [3] standard, which provide a set of best practices that has proved a
high performance and successful in software organizations [4].

However, the goal of these models and standards are perceived for many
organizations as a “heavyweight”, that means too hard to understand and to
implement [5, 6], because of the great amount of resources and the short and
long-term commitments that they required. This makes difficult for small and
medium enterprises to start and to carry out activities regarding the assessment and
improvement due to the required time and costs [5–7].

In this context, it is important to emphasize that a proper implementation of a
model or standard, involves not only the definition of processes, but it introduces to
the organizations in the developing of a continuous improvement culture. Therefore,
in organizations with defined processes based on the implementation of models and
standards such as CMMI and ISO/IEC 15504 where they adopted a continuous
improvement culture, optimizing their processes through their lightening is a feasible
way. Quoting the phrase wrote by Saint-Exupery in [8]: “Perfection is achieved, not
when there is nothing to add, but when there is nothing to take away”.

This research aims to establish the state of the art regarding the lightening of
software process focusing in three key aspects: frameworks, methods or method-
ologies used; targeted processes, and implemented strategies.

The rest of the paper is organized as follows: Sect. 2 shows the systematic
review protocol developed for this research; Sect. 3 presents the analysis of the data
extracted from the primary studies and; Sect. 4 summarizes the findings and out-
lines future work.

2 Systematic Literature Review

The Systematic Literature Review (SLR) is a method to identify, evaluate and
interpret all relevant evidence available regarding a topic or research question.
The SLR reduces the potential for bias in the search of studies because it has a
defined protocol, which specifies the methods to be used and guides the systematic
review. The SRL consisting of three main phases: planning the review, conducting
the review, and reporting the results [9]. Next, the defined protocol for this research
is briefly described.
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2.1 Planning the Systematic Review

Planning is the first phase of the systematic review, it includes the following
activities: identify the need to perform the review, specify the research questions,
create the search string and select the data sources.

2.1.1 Identify the Need to Perform the SLR

One of the most important concerns in the software industry is the development of
software products with the optimal use of resources, time and costs, i.e., a software
organization needs to be efficient and have an optimal software development [10].
According to Rizwan & Hussain [11], for being efficient, an organization needs to
lighter their software development processes. The systematic review is performed in
order to know the current status of lightening software process, focusing on three
key elements: used frameworks, methods and methodologies; targeted software
process and; used strategies.

2.1.2 Specify the Research Questions

Three research questions were set: (RQ1) What frameworks, methods or method-
ologies exist for lightening or optimizing software process?; (RQ2) What are the
most targeted software processes? and; (RQ3) What are the strategies used for
lightening the software process?

2.1.3 Create the Search String

The words of the research questions considered key for the research were selected.
As Table 1 shows, synonyms and terms related to the keywords were listed. Then,
combining the keywords with the logical connectors such as “AND” and “OR” the
search string was created.

2.1.4 Select the Data Sources

Data sources considered relevant in Software Engineering filed were selected as
follows: (a) IEEE Xplore, (b) Elsevier Science (Science Direct), (c) SpringerLink
and, (d) ACM Digital Library.
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2.2 Conducting the Review

The second phase of the SLR is conducting the review, which focuses on obtaining
the primary studies. It includes the following activities: set the inclusion and
exclusion criteria, select the primary studies, and data extraction.

2.2.1 Set the Inclusion and Exclusion Criteria

Inclusion criteria: (1) studies in the English or Spanish languages; (2) studies
between the years 2008 and 2015; (3) studies containing at least two keywords in
the title and abstract; (4) studies containing the analysis, evaluation and application
of models or software process standards; (5) studies containing case studies or
validated proposals; and (6) studies showing the results of software processes
lightening or optimization.

Exclusion criteria: (1) studies that do not contain information about software
process lightening of software processes or lightweight software process; (2) studies
repeated in more than one source; (3) Inaccessible studies.

2.2.2 Select the Primary Studies

The primary studies were obtained by executing the selection process. It consists of
five steps: (1) take the search string and adapt it to the data sources of the search
engine; (2) filter studies using the first three inclusion criteria; (3) read the titles and
abstracts to identify potentially relevant studies; (4) apply the remaining inclusion
and exclusion criteria on reading the introduction, methods, conclusion and, if
necessary, all the study; and (5) select the primary studies.

Figure 1 shows the implementation of the steps and the number of studies
obtained. As figure shows, of 562,256 studies found running the search string in the
data sources, only 32 studies met all the inclusion and exclusion criteria. These

Table 1 Keywords and search string

Keywords Synonyms or related
words

Search string

Frameworks, methods,
methodologies

(framework OR method OR
methodology) AND (lightweight OR lean
OR lighten OR light OR optimize OR
optimizing) AND software process

Lightening Lightweight/light-weight

Lean

Light

Lighten

Optimize Optimizing

Software process
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studies were analyzed and used for this research. The list of primary studies is
shown in Appendix A.

2.2.3 Data Extraction

The data extracted from the primary studies was registered in a developed template
in a spreadsheet editor (Microsoft Excel™), which contains the following data: title,
author, year, keywords, data source, goal, problem, strategy, validation, findings,
targeted phase o process, and proposal type (method, methodology or framework).

3 Results Analysis

This section shows the analysis of the main results.

3.1 Frameworks, Methods and Methodologies

This analysis aims to identify those frameworks, methods and methodologies
developed in order to lighten software process. As Fig. 2 shows, not only frame-
works, methods and methodologies were found; in addition, other proposals such as
tools and processes were gotten. The results show that most of the proposals are
focused on the development of frameworks and tools, followed by methods and
methodologies.

Fig. 1 Primary studies
obtained performing the
selection process
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The Appendix B includes a summary of the identified proposals, including
information of their goal and type of proposal.

3.2 Targeted Processes

This analysis aims to identify targeted processes for their lightening. The results of
this analysis shows that most of the targeted processes are related to process areas
of the Capability Maturity Model Integration for development (CMMI-DEV) and
the life cycle development stages. Therefore, processes and life cycle stages were
classified within the process areas of CMMI-DEV. To perform the classification,
studies that lighten phases such as design and software architecture were considered
in the technical solution process area, and software testing were considered in the
validation process area or verification as appropriate. The number of studies clas-
sified by process areas and maturity levels are shown in Table 2.

As shown in Table 2, the process areas most targeted are technical solution (5),
validation (5), organizational process focus (4), and requirements development (3).
Moreover, it can be observed that process areas of maturity level 3 are the most
focused.

Besides, this section includes an analysis that classifies the targeted process
according to the categories proposed by CMMI-DEV: project management, sup-
port, process management and engineering (see Fig. 3). The results show that most
of the targeted processes are within the engineering and project management
categories.

3.3 Used Strategies for Software Process Lightening

A categorization was made to know the strategies used for lightening software
process. The classification includes the following strategies: the use of tools; the
combination of formal and agile software development (ASD) practices; the iden-
tification of success factors in agile development; the identification of the organi-
zational best practices; the use of meetings among stakeholders; the design of

Fig. 2 Number of studies by proposal type
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Table 2 Number of studies by process area

Maturity level 2 Abbr. SNa Maturity level 3 Abbr. SNa

Configuration management CM 2 Decision analysis and
resolution

DAR 1

Measurement and analysis MA 2 Integrated project management IPM 1

Project monitoring and
control

PMC 2 Organizational process
definition

OPD 2

Project planning PP 2 Organizational process focus OPF 4

Process and product quality
assurance

PPQA 2 Organizational training OT 1

Requirements management REQM 2 Product integration PI 2

Supplier agreement
management

SAM 2 Requirements development RD 3

Risk management RSKM 1

Technical solution TS 5

Validation VAL 5

Verification VER 2

Total 14 Total 27

Maturity level 4 Abbr. SNa Maturity level 5 Abbr. SNa

Organizational process
performance

OPP 0 Causal analysis and resolution CAR 1

Quantitative project
management

QPM 0 Organizational performance
management

OPM 0

Total 0 Total 1
aSN = Number of studies

Fig. 3 Number of process
areas by CMMI categories
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methodologies to lighten software process; and the use of Lean methods. Table 3
shows the strategies classification including a description of the strategy and the
number of found studies.

According to the obtained results, “the use of tools” is the most used strategy for
lightening software process. However, tools are focused on the process automation,
reducing the time and effort that takes its execution, but they do not analyze the
process.

Moreover, due to the nature of the strategies, it is identified that the strategies are
not mutually exclusive. Then, they can be integrated or combined for lightening
software processes.

4 Conclusions and Future Work

A systematic literature review was conducted to establish the state of the art of
lightening software process focus on three key elements: frameworks, methods and
methodologies, targeted software process and strategies. After applying an inclu-
sion and exclusion criteria, from 562,256 only 32 studies were selected as “primary
studies”.

The main results shows that the model focused for lightening processes is the
Capability Maturity Model Integration for Development (CMMI-DEV); evidence
of proposals using the ISO 15504 standard was not found.

Other found results are that the most targeted processes are technical solution
and software validation, followed by the organizational process focus, and
requirements development. Besides, most of the targeted processes are included in
the maturity level 2 and 3, and the engineering and project management category.

Table 3 Strategies for lightening software process

Strategy Description SNa

Use of tools Use of tools for automating the process, reducing the time
and effort for its implementation.

8

Combination of formal
practices and ASD

Integrate practices of the formal methods with the agile
software development practices.

6

Identifying success factors
in ASD

Identify critical elements of success in agile methodologies
and modeling a software process.

3

Identification of
organizational best
practices

Identify key practices that an organization needs to achieve
its business objectives and define the process based on
them.

3

Meetings among
stakeholders

Streamline the outputs of a process by conducting
meetings or workshops with stakeholders.

3

Design methodology Designing a methodology for defining lightweight
software processes.

3

Use of Lean methods Using Lean processes: eliminate activities that do not add
value to the process.

3

aSN = Number of studies
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Finally, the most used strategies for lightening software process are based on the
use of tools; however, these tools are focused on reducing the time and effort for the
process execution, not performing an analysis to optimize the process activities.
Furthermore, analyzing other strategies it was concluded that they could be inte-
grated or combined to analyze the processes for their proper lightening.

Based on the above-mentioned as future work, the goal of this research is to
develop a method for lightening software process, analyzing the use of some of the
identified strategies. The proposed method will aim to support software organiza-
tions in a continuous improvement optimizing their process through lightening
them without losing the requirements to achieve a certification on models or
standards such as CMMI or ISO 15504.

Appendix A: Primary Studies

S1 Akbar, R., Hassan, M. F., & Abdullah, A. (2012). A framework of software
process tailoring for small and medium size IT companies. 2012
International Conference on Computer & Information Science (ICCIS), 2,
914–918. http://doi.org/10.1109/ICCISci.2012.6297156

S2 Al-Tarawneh, M. Y., Abdullah, M. S., & Ali, A. B. M. (2011). A proposed
methodology for establishing software process development improvement
for small software development firms. Procedia Computer Science, 3, 893–
897. http://doi.org/10.1016Zj.procs.2010.12.146
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Appendix B: Proposals Type and Their Goal

ID Proposal
type

Authors Goal

S1 Framework (Akbar, Hassan, &
Abdullah, 2012)

Presents a meta-model framework for
adaptation lightweight software processes.

S2 Methodology (Al-Tarawneh, Abdullah,
& Ali, 2011)

Presents a methodology for SPI in SMEs
using CMMI.

S3 Framework (Alwardt, Mikeska,
Pandorf, & Tarpley, 2009)

Shows how Lean 123 with an automatic
approach in software testing saves costs and
improves product quality.

S4 Tool (Camargo, Ferrari, &
Fabbri, 2015)

Identifies a set of key practices to support a
generic lightweight process for software
testing based on TMMi.

S5 Method (Edison, Wang, &
Abrahamsson, 2015)

Analyses why large companies should
adopt Lean Startup to seek radical
innovation.

S6 Methodology (Farid, 2012) Presents NORMAP, a lightweight
methodology for non-functional
requirements in agile process.

S7 Framework (Farrow & Greene, 2008) Presents a lightweight framework for the
software release, in order to optimize time
and delivering high quality to customers.

S8 Methodology (Funkhouser, Etzkorn, &
Hughes, 2008)

Presents a methodology to automate
software validation.

S9 Tool (García, Amescua,
Sánchez, & Bermón,
2011)

Design guidelines for implementing a
Process Asset Library (PAL) via a wiki, for
storing organizational best practices.

S10 Tool (Ivarsson & Gorschek,
2012)

Presents a tool support for disseminating
and improving practices used in an
organization based on the Experience
Factory approach.

S11 Tool (Kim, Chandra, &
Zeldovich, 2013)

Demonstrates that TAO tool can reduce
unit test execution time in two large Python
software projects by over 96 %.

S12 Framework (Kirk & Tempero, 2012) Develop a framework to capture the best
practices of successful companies.
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(continued)

ID Proposal
type

Authors Goal

S13 Othera (Kruchten, 2011) Explain why large and heavy processes are
not suitable for software development and
should be used lightweight processes.

S14 Method (Lehtinen, Mäntylä, &
Vanhanen, 2011)

Presents a lightweight method for RCA
(Root Cause Analysis) called ARCA, in
which the detection of a problem is based
on a group meeting focused on the issue.

S15 Methodology (Lin & Fan, 2009) Shows the practice to develop software for
medical devices that need formal and
rigorous processes using a hybrid approach
between CMMI and agile software
development (ASD).

S16 Framewok (Misra, Kumar, & Kumar,
2009)

Presents the state of the art on the
identification of success factors in adopting
agile software development practices.

S17 Tool (Motta & Mangano, 2013) Improves the Calico tool to allow a
lightweight analysis, giving rapid feedback
to the developer when developing a design.

S18 Framework (Pang, Zhou, & Chang,
2011)

Designs a lightweight web framework
based on page flow to improve software
development and reduce development
costs.

S19 Tool (Park & Bae, 2011) Proposes an approach for analyzing the
impact of the change of a software process
using slicing y simulation.

S20 Method (Peng, Chen, Yu, & Zhao,
2012)

Proposes a method of selftuning that can
dynamically capture the quality
requirements and make tradeoff decisions
through a Preference-Based Goal
Reasoning procedure.

S21 Method (Petersen & Wohlin,
2010)

Proposes a novel approach to bring together
the quality improvement paradigm and lean
software development practices, called
SPI-LEAM method.

S22 Framework (Pettersson et al., 2008) Presents a guide to light weight software
process assessment and improvement
planning.

S23 Framework (Pino, Pedreira, García,
Luaces, & Piattini, 2010)

Proposes a “Lightweight process to
incorporate improvements”, using the
philosophy of the Scrum agile method,
aiming to give detailed guidelines for
incorporating process improvements in
small companies.

(continued)
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(continued)

ID Proposal
type

Authors Goal

S24 Method (Rapp et al., 2014) Develops a lightweight method to answer
questions related to the quality of
requirements engineering process, so that a
company can be assessed and improved.

S25 Tool (Rigby, Cleary,
Painchaud, Storey, &
German, 2012)

Describes lessons learned from the review
process code in OSS (Open Source
Software) to transfer them to development
of proprietary software.

S26 Methodology (Rodríguez, Mikkonen,
Kuvaja, Oivo, &
Garbajosa, 2013)

Explores how Lean principles are
implemented in the software development
companies and the challenges in the
implementation of Lean.

S27 Framework (Rubin & Rubin, 2011) Proposes the system design Active
Documentation Software Design (ADSD),
by this, source code incorporates
documentation statements.

S28 Othera (Selleri et al., 2015) Evaluates, synthesize, and present results
on the use of the CMMI in combination
with agile software development, and
thereafter to give an overview of the topics
researched.

S29 Othera (Stankovic, Nikolic,
Djordjevic, & Cao, 2013)

Presents the results of an empirical study to
determine the critical factors that influence
the success of agile projects.

S30 Method (Vale et al., 2014) Introduces SPLICE, a lightweight process
that combines agile development practices
with Software Product Line Engineering.

S31 Method (Vanhanen, Mäntylä, &
Itkonen, 2009)

Presents a method that gathers relevant
stakeholders to elicit, prioritize, and
elaborate the quality goals of a software
product

S32 Othera (Zarour, Abran,
Desharnais, & Alarifi,
2015)

Presents the results of performing a
systematic literature review focused on the
best practices that help to SPA (Software
Process Assessment) researchers and
practitioners in designing and
implementing lightweight assessment
methods.

aIn these studies the subject of lightening software processes are analyzed, but they do not present
a proposal
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Structure of a Multi-model Catalog
for Software Projects Management
Including Agile and Traditional Practices

Andrés Felipe Bustamante, Jesús Andrés Hincapié
and Gloria Piedad Gasca-Hurtado

Abstract Software development projects can be managed under a great variety of
methodologies and frameworks. Use of traditional frameworks can lead to extended
planning stages that take a significant amount of time. Agile methodologies are
designed to accelerate the creation of value through an incremental evolutionary
process, where activities that create more costumer value are prioritized. Use of
agile methodologies can relegate important factors in project management, if they
are not included in the planning phase, since these methodologies do not propose
dimensions that traditional methodologies do. We pretend to identify whether it is
possible to combine agile methodologies and traditional models to define a catalog
of best practices for software development project planning. We propose to reduce
the complexity of implementing an integrated agile/traditional model, through a
methodological catalog for project planning. We present a high level solution
design, including initial concepts of the model for a future catalog development.

Keywords Process improvement � Software project management � Agile
methodologies � Traditional reference frameworks � Multi-model environment

1 Introduction

When planning and executing software development projects, we can take into
account a great variety of methodologies and reference frameworks that provide the
foundations for such projects, as it is illustrated by [1].
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In this paper we study two groups of reference frameworks. In the one hand, we
have the traditional reference frameworks such as PMI [2], CMMI [3], ISO 9001
[4] or TSP [5]. In the other hand, we have agile methodologies such as Scrum [6],
Kanban [7] or XP [8].

Traditional reference frameworks for project management are based on a set of
best practices and formats that help considering important aspects when managing a
project. Such aspects must be defined from the beginning of the project with
reference frameworks such as CMMI, which gives guidelines for developing
effective processes and provides “a set of best practices to develop products and
services, covering the whole lifecycle of the project” [9].

The use of traditional reference frameworks can lead to extended planning
stages, where taking into account all the relevant project aspects can take a con-
siderable amount of time. This can impact development time negatively, since more
documentation detail is required and more time has to be invested in process
improvement activities [10].

Agile methodologies propose frameworks to accelerate the generation of value
through an incremental evolutionary process, where activities that create more
costumer value are prioritized. This requires a more active participation of the client
and a relentless decision making in order to define what is to be implemented in
each process iteration [10].

Agile methodologies “propose to deliver results in small periods of time, which
required great discipline” [9], however they can also relegate important factors of
project planning, since this methodologies do not consider the dimensions that
traditional reference frameworks do. In this sense, it is not easy for organizations
with an agile culture to be rigorous with the requirements of traditional reference
frameworks such as CMMI or ISO [10].

This work aims at proposing a solution to reduce the complexity involved in
implementing an integrated agile/traditional model, through a methodological cat-
alog for project planning, establishing execution paths guided by dimensions
defined within the catalog. To this end, we pretend to analyze studies about soft-
ware development that consider best practices in agile methodologies and tradi-
tional reference frameworks regarding project management.

This problem has been addressed in other works, using knowledge management
strategies by means of reusable project patterns [11, 12]. The idea is to encapsulate
information about the recommended practices to develop specific software projects.

Although our proposal also seeks to combine practices from different method-
ologies or reference frameworks, its difference lies on the fact that we intent to
provide a guideline in terms of dimensions that take into account specific practices
from the agile and the traditional world.

This paper is structured as follows. In Sect. 2 we present the characteristics of the
performed study about agile and traditional approaches to software project man-
agement, and analyze the results of the study discussing the advantages and dis-
advantages of the reviewed works. In Sect. 3 we present the proposal of the
multi-model catalog for software project management including agile practices. In
Sect. 4 we discuss our proposal and draw some conclusions and future work.
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2 Study of Agile and Traditional Approaches to Software
Project Management

For our proposal, we performed a study of several works that consider approaches
to software project management both from the agile and the traditional perspective.
We define the following characteristics based on the protocol established in [13].

The first characteristic was the focus of the question, which was to identify
solutions that take into account best practices in agile methodologies and traditional
reference frameworks regarding software development projects management.

Secondly, we define the problem as follows: selecting a software project plan-
ning and execution methodology from a traditional reference framework or an agile
methodology exclusively can generate very robust planning stages, where taking
into account all the relevant project aspects can take a considerable amount of time,
or where not all the relevant project aspects are considered.

The third characteristic was the questions to guide the search process. We define
two questions for the study:

1. Which solutions have been proposed in recent years that consider best practices
of agile methodologies and traditional reference frameworks for software
development project management?

2. What are the advantages and disadvantages that have been identified when using
best practices of agile methodologies and traditional reference frameworks for
software development project management?

Finally, we define the effect we wanted from the study, which was to identify
best practices of software development project management from the integration of
agile methodologies and traditional reference frameworks.

We conducted a search in several sources looking for works related to software
project management with traditional reference frameworks and agile methodolo-
gies. After a review process, we selected several works that are listed in Table 1.

The selected works were evaluated according to the following four criteria:

CRIT1 was whether the work poses an approach to software development project
management from the perspective of traditional reference frameworks.
CRIT2 was whether the work poses and approach to software development project
management from the perspective of agile methodologies.
CRIT3 was whether the work integrates or compares traditional reference frame-
works and agile methodologies in order to abstract best practices of software
projects management.
CRIT4 was whether the work identifies advantages, problems or improvement
opportunities regarding software development projects management.

The criteria were measured with the following scale: 0 means the work does not
meet the criterion; ½ means the work partially meets the criterion; and 1 means the
work completely meets the criterion. Results are shown in Table 2.
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After the assessment, we could observe, in general terms, that the evaluation
criteria were met. Works PAP01–PAP07, PAP10 and PAP12 deeply explore tra-
ditional reference frameworks regarding projects management, giving a thorough
description of the approach and recommending best practices for software devel-
opment projects.

Špunda poses a clear analysis, identifying the basic idea behind traditional
approaches, where “projects are expected to be relatively simple, predictable and
linear, with clearly defined limits that allow detailed planning and execution
without many changes” [14].

Table 1 Selected works

ID Works Keywords

PAP01 Mixed agile/traditional project
management methodology—reality or
illusion? [14]

Agile project management; traditional
project management; methodology

PAP02 Dealing the selection of project
management through hybrid model of
verbal decision analysis [15]

Verbal Decision Analysis; ZAPROS III-i;
ORCLASS; Project Management;
Specific Practices; CMMI

PAP03 The root cause of failure in complex IT
projects: complexity itself [16]

project management; project failure;
information technology; complex
adaptive systems; PMBOK; agile

PAP04 Barriers towards integrated product
development—challenges from a holistic
project management perspective [17]

Integrated product development; Project
management; Project governance; Case
study method

PAP05 The integration of project management
and organizational change management is
now a necessity [18]

Organizational change management;
Project management; Organizational
change; Organization

PAP06 A reduced set of RUP roles to small
software development teams [19]

RUP; small teams; SME; RUP tailoring

PAP07 A scrum-based approach to CMMI
maturity level 2 in web development
environments [9]

CMMI (Capability Maturity Model
Integration), Agile methodologies,
Scrum, Web Engineering

PAP08 Light maturity models (LMM): an Agile
application [20]

Agile, Maturity Models, Crosby,
Continual Process Improvement

PAP09 Agility at scale: economic governance,
measured improvement, and disciplined
delivery [21]

Software process improvement, agile
development, integration first, economic
governance, measured improvement

PAP10 Combining maturity with agility: lessons
learnt from a case study [10]

Management, Measurement, Design,
Documentation, Experimentation, Human
Factors, Standardization, Verification

PAP11 Theory based software engineering with
the SEMAT kernel: preliminary
investigation and experiences [22]

Management—lifecycle, productivity,
programming teams, software process
models

PAP12 A pattern system of underlying theories
for process improvement [23]

Productivity, Software Process Models
Economics, Management, Theory,
Process improvement, best practices
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Definitions such as the above are common among different authors, which
explain projects, following a traditional framework, as “rational systems where
artifacts resulting from the planning and design stages are a formalized structure to
be executed with authority by the project manager” [16].

Agile methodologies analysis is presented in all the works evaluated, in greater
depth in papers PAP01–PAP03, PAP05–PAP07 and PAP09–PAP12, where they
explain the importance of including agile practices in project planning, emphasizing
in software development projects.

The papers coincide in the idea that “agile project planning is well aware of the
necessity of including concerns about social systems, focusing on the importance of
culture, people development, self-management, self-discipline, participative deci-
sion making, focus on user and less bureaucracy” [18].

They also focus on risk control through agile methodologies, by posing software
development in small periods of time and including customer participation in the
decision making of each project stage [10].

Integration of traditional reference frameworks and agile methodologies is
considered, starting from recommended best practices from both perspectives.

Works PAP01, PAP02, PAP05–PAP10 and PAP12 present a hybrid integrated
model that includes practices from agile methodologies as well as traditional ref-
erence frameworks. All others works, except PAP03, PAP04 and PAP08 present
problems to explain why it is useful to include best practices of agile methodologies
and traditional frameworks.

Considering all these works, we can say that there is a general idea of having
different methodologies combined in order to improve planning, taking into account
integration of agile practices and traditional practices as it is explained by

Table 2 Evaluation of works

Evaluation criteria

CRIT1 CRIT2 CRIT3 CRIT4

Works PAP01 1 1 1 1

PAP02 1 1 1 1

PAP03 1 1 1/2 1/2

PAP04 1 1/2 0 1/2

PAP05 1 1 1 1

PAP06 1 1 1 1

PAP07 1 1 1 1

PAP08 1/2 1/2 1 1/2

PAP09 1/2 1 1 1

PAP10 1 1 1 1

PAP11 1/2 1 1/2 1

PAP12 1 1 1 1

Structure of a Multi-model Catalog for Software Projects … 91



Torrecillas Salinas et al., where traditional reference frameworks contribute to
establish what needs to be done, and agile methodologies state how to do it [9].

The analysis of the selected works showed that there are clear advantages when
integrating agile methodologies and traditional reference frameworks, as well as
there are some opportunities for improvement.

Among the advantages that became evident, we can highlight some that come
from the agile methodologies such as quick feedback, greater tolerance for change,
risks management [10] and a social approach that empowers clients and project
members [18]; we can also highlight advantages that come from traditional refer-
ence frameworks such as having a good project structure, having clear and precise
artifacts [14] and understanding key activities and sets of best practices to fully
cover the project life cycle [9].

3 Multi-model Catalog for Software Project Management

Organizations are using a growing set of international standards and models to
manage their businesses, increase customer satisfaction, attain competitive advan-
tage, and achieve process performance and regulatory compliance [24]. For this
reason, it is likely that a company uses more than one process improvement model,
standard and technology [25]. Multi-model Environment is an approach of the
Software Engineering Institute developed to harmonize the process improvement
models [26].

So far, we have shown that the integration between agile methodologies and
traditional reference frameworks is a reality that is being contemplated in the
industry today, with approaches that analyze mixed solutions, abstract models and
sets of best practices of both sides.

However, when a company or a team is about to start a new project, and wants to
tackle it from a mixed agile/traditional angle, it is required a deep analysis of topics
regarding the company environment and the lack of clarity when several models are
integrated. The idea is to reduce the risk of redundant or unproductive tasks and
provide tools to determine what to use and how to use it properly.

The proposed solution to this problem is to include activities homologation
catalogs between different methodologies. Such catalogs will consider practices
categorization by framework in order to guide the process of deciding what to use
and how to use it to assemble a self-defined methodology, according to the specific
needs of a company and regardless of the model or standard used in it.

Starting from company needs and characteristics, and including agile and tra-
ditional reference frameworks, we propose four dimensions that help to structure
the company’s integrated methodological framework and enable it to start from an
established path. An approach of this catalog can be seen in Fig. 1.
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3.1 Dimension 1—Type of Activities

This dimension categorizes activities in 2 different types:

• Structural: Delivery tangible planning artifacts.
• Behavioral: Dynamics of activities to resolve a situation.

Similar to catalogs of other areas like Gamma et al. present in “Design Patterns:
Elements of Reusable Object-Oriented Software” [27], also known as GoF patterns,
the initial point to consider in the proposed catalog is a categorization under which
activities are classified.

For software development project planning and its implementation, it is possible
to start with these two types of activity, where the former gives guidelines of
tangible artifacts in the planning stages, and the latter gives dynamic patterns of
activities to solve specific situations.

Fig. 1 Multi-model catalog for software project management
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3.2 Dimension 2—Project Size

This dimension adjusts or avoids activities implementation, according to the project
size, which could be measured by hours, effort or complexity.

It is necessary to set an importance factor for activities, according to the project
size, so it is possible to avoid non-essential activities or execute activities in a more
agile way than defined by a framework.

3.3 Dimension 3—Redundant Activities

This dimension identifies and unifies activities with the same goal, making explicit
the activities and its focus.

When combining methodologies, there is a risk of doing activities of different
frameworks that can be focused on the same goal, but have significant differences in
the methodological framework to which they belong, where it is not so explicit that
they are pursuing the same goal.

Activities homologation between different methodological frameworks, includ-
ing information about activities usefulness within a project, is the cornerstone of a
catalog that really guides its users in the selection of the best way to go.

3.4 Dimension 4—Complementary Activities

This dimension groups and correlates activities between different frameworks,
identifying connectors of activities that do not belong to the same framework.

It is a fact that in any methodology there are activities that depend on others,
however, when methodologies are combined, it is likely that some dependencies
between activities of the same methodological framework disappear, because such
activities are replaced by others of a different framework.

Here, the idea is that replacement activities of a different framework allow
reaching the objective that original dependencies sought.

Each dimension arises from the need to simplify the inclusion analysis of an
activity or set of activities in a customized approach, based on the integration of
various methodologies. These dimensions seek to address problems identified in the
previous study, such as the need to discern between what to do and how to do it [9],
giving relevance to dimension 1; the execution of non-value tasks in certain type of
projects because of a rigid model [19], giving relevance to dimension 2; and the
breakdown of activities without a clear structure [10], giving relevance to dimen-
sions 3 and 4.

The catalog includes these four dimensions, allowing its users to define a
methodological model that integrates best agile/traditional software development
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practices for projects planning. Besides, the catalog will provide the guidance to
understand the implications of taking one path or another when defining the nec-
essary activities.

4 Conclusions and Further Work

In this work, we have performed a study of agile and traditional approaches for
software project management that led us to believe that it is possible to combine
activities and techniques from both sides. According to this, we have made an initial
proposal for the structure of a multi-model methodological catalog for software
project management, which will establish activities paths guided by different
dimensions that are defined within the catalog itself.

A proposal of a new methodological framework that integrates agile method-
ologies and traditional reference frameworks for project management could excel in
providing an initial way to build the elements of a self-tailored methodology, but it
also has the disadvantage of generating additional complexity, since there are a lot of
possible activities to choose from, with no clear indication of how to combine them.

The multi-model catalog approach we propose allows integrating best practices
from agile and traditional approaches, right through understandable steps that a
company or team may follow and adjust, according to its own environment. These
guided steps provide a solution to the additional complexity problem, allowing the
structuring of the methodology by means of the proposed dimensions.

Our approach can help to accelerate the adoption of traditional reference frame-
works by including best practices of agile methodologies. We believe this is true
because, through the multi-model catalog, it is possible to facilitate the implemen-
tation of activities, eliminate activities, perform methodical replacements between
activities that seek the same goal, and correlate activities of different frameworks.

When combining agile/traditional frameworks, it is important to take into
account the need to carefully select the approach a project should take. It is required
that the project and company characteristics are revised, so the methodology can be
adapted to the project or company and not the contrary.

We are aware that the proposal is still in its early stages and there is a lot of work
to do; however, we believe the structure of the catalog covers the important aspects
that need to be considered when merging approaches of different nature.

As future work, we will define activities from different frameworks that will
make up the catalog. We will also define guides that will provide indications for
using the catalog. Also, we will define a case of study in order to use the catalog
and validate it.

Our approach does not provide tools to ensure that a project is not being tailored
to meet a methodology in particular. This is something we consider as further work,
since we think it is important to identify when the multi-model catalog is relevant
for a project context. In order to do that, we need to analyze the quality and maturity
of company’s processes, how such processes generate value to the company, how
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the company responds to requirement changes, or how much value there is in
frequent deliveries to the costumer. These will help to decide whether an integrated
agile/traditional framework is required or not.
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Situational Factors Which Have an Impact
on the Successful Usage of an Agile
Methodology for Software Maintenance:
An Empirical Study

Lourdes Hernández, Nahum Vite, Francisco Alvarez
and Alma-Rosa García

Abstract A software maintenance process implies a high difficulty degree, since it
tries to keep a current version operational, concurrently with the execution of
changes which once implemented must guarantee the service continuity. Therefore,
the adoption of a methodology requires the accurate identification of restrictions
and characteristics of software maintenance which allows anticipating risk situa-
tions and guaranteeing aim compliance. The current study examines contextual
factors and its influence in a maintenance process using agile methodologies.
Specifically in the maintenance of the Registry System, Assessment and on line
Applicators and Auxiliaries Selection case study in the admission process to the
Universidad Veracruzana. The results confirm the success of the adoption is highly
associated to the identification of situational factors, to the discipline for the activity
registration and control, as well as in the communication techniques and applied
management.
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1 Introduction

The evolution of a software product considers the group of activities oriented to
increase, adapt, correct or improve functionalities. Therefore, the usage of a soft-
ware maintenance methodology which supports the control of tasks and which
contributes to improve software quality is important. A software maintenance
process is complex among other situations because the product must be operational
and concurrently assist the requirements to include corrections or improvements [1].

It is recommended to use a methodology in software maintenance which allows
minimizing risks in aim deviation. The application of agile methodologies with
emphasis in frequent liberation, final user intense interaction and iterative devel-
opment is a useful option for projects with time restrictions and reduced develop-
mental teams [2].

In a software maintenance project converging factors of a different nature from
human to technology. Determining the most appropriate strategy to perform
depends on the type of software maintenance and the execution context.
A successful adoption strategy of a process depends on specific characteristics of
the maintenance project that is under attention. Among such characteristics, the
personnel experience on business control, technical competence on development
tools to be applied or requirement stability can be mentioned.

There are frameworks of reference [1, 3, 4] which put forward a group of factors
that are related to software processes, oriented to facilitate the quick identification of
restrictions and characteristics of a specific project. The current study takes Clarke’s
et al. [4] proposed frameworks as the main point; as well as the factors related to
sustained adoption of an agile methodology suggested by Senapathi et al. [2] and it
also selects several applicable factors to a case study in order to validate its
dependence with the project’s compliance on time, by the application of agile
methodologies for the control and compliance of the requested maintenance process.

The information presented within this article is structured in the following
sections: related research work, design and compliance of the case study, results
analysis and conclusions.

2 Related Research Work

The maintenance of a software product implies an important resource revision and it
also has an impact on the business objectives of the institution or company which it
is used in. A software maintenance process includes the completion of the stages [2]
shown on Fig. 1b.

In a software project different kinds of factors converge, from human to tech-
nological resources, so the precise software maintenance identification and its
realization context nature is necessary in order to determine the most appropriate
strategies for a successful compliance [5–7]. The revision of related research work
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was guided by the question: Which are the factors to support the decision making
related to the implementation of an agile methodology in a software maintenance
process.

The search range considered publications from January 2010 to January 2015.
The consulted databases were: IEEE Xplore, ACM digital Library, Science Direct
(Elsiever), Web of science. The search equation was structured as follows:
(“software maintenance process” or “software evolution process”) and (“migration”
or “adoption” or “introduction”) and (“strategy” or “feasibility” or “barriers” or
“success factors”). From these initial results, those non-oriented to an evaluation or
identification of success factors were excluded from the methodology application.
Eleven of the research work which included a systematic revision, improvement
processes and case of study were analyzed in detail.

Rajlich analyzes the importance of a software maintenance process, pointing that
before a dynamic context in the technological and business process aspects, such
activity takes particular relevance [8]. He reflects about the applied techniques,
especially those of the agile type and he also presents a reflection about the
Software Engineering teaching process.

Fig. 1 a The software maintenance process is directly related with the operational process itself,
increasing its complexity in the incorporation of updates, b Stages of a maintenance process
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Clarke et al. proposed an analysis through the inherent factors of situational
characteristics associated to a specific software developmental or maintenance
scenario [1, 4]. For instance, the following can be mentioned: the nature of the
system, the size of the hardware, the volatility of the requirements and personal
experience. Clarke’s et al. work is supported on an analysis of 22 elements of
research work related to seven specific domains, which results is an initial frame-
work of 8 factors and 44 characteristics [1, 3].

In Sulayman’s et al. work [7] a qualitative study is described. It determines the
success key factors in the implementation of improvement strategies in small
companies (10 to 50 employees) devoted to web development. Some of the iden-
tified factors include: automatic tool usage to improve processes, metric definition
and usage, improvement process activity definition and implementation of iterative
strategies, project monitoring through revisions, standards implementation (e.g.
CMMI [9] and IDEAL [10]), final user and development team satisfaction, feed-
back mechanisms, management support, process priority, process documentation,
improvement process alignment with the business objectives as well as aim and
benefit achievement of the improvement process. On the other hand, Pedreira et al.
[6] analyze the impact of rule application on games, for example, points and
insignia in software engineering processes.

In reference to factors associated to agile methodologies application, Senapathi
et al. [2], introduce an analysis of factors associated to the adoption and sustained
usage of agile methodologies.

The findings on the revision of selected work make the following situations
evident:

• The strategies have a relevant emphasis towards a software development pro-
cess, and less on maintenance processes characteristics or software evolution.

• The proposed frameworks of reference on the analysis of situational factors
which have influence on a software developmental or maintenance process, have
recently appeared, and therefore validation is required.

The problem presented in this work validates the compliance strategy of a
software maintenance process, specific situational factors, and the project success
degree to support, from the results, the decision making towards management and
operation processes.

3 Methodology

The process to perform the exploratory study current in this research work is
introduced in Fig. 2. Using the standard notation BPMN (Business Process Model
and Notation) [11] describing the activities to perform, the relation between them
and the expected products.

The current study introduces an evaluation of the result of the aspects of software
maintenance process control applying the MANTEMA [12] based Software
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Maintenance Reduced Guide methodology (GRMSM, for its acronym in
Spanish; MSMRG hereinafter) in the development of the second version of
Application and on Line Auxiliaries Evaluation and Selection Registration System
(APLIAU-UV V 2.0 for its acronym in Spanish,), which participate in the entrance
examination for undergraduate and technical college levels of the University of
Veracruz, Mexico. The main objective of the study is to determine the continuity
of the usage of MSMRG and its contribution in the objective business. A group of
functional and non-functional requirements frame the current work, and the
MSMRG implementation setting the proper scenario to analyze its application.

The verification instruments of time and range variables are characteristic of the
MSMRG and SCRUM methodologies, while the instruments to measure qualitative
situational factors were selected by its nature, such as design and implementation of
a survey and statistic techniques to analyze the results.

4 Case of Study Design

The case of study design considers the definition proposed by Runesco et al. [10],
“The case of study in software engineering is an empirical proposal which uses
multiple evidence sources to research an instance (or a reduced number of
instances) of a contemporary software engineering phenomenon and its relation in a
real implementation context, especially when the limits between the phenomenon
and the context cannot be clearly specified”. The current case of study is concep-
tualized as a specific proposal of software product maintenance used by an insti-
tution of higher education and supported by a reduced group of people having an
impact on important objectives of the educational business. The most important
elements of the present case are summarized as follows.

Essential Reason: to establish a strategy to maximize the probability of success
in the APLIAUX.UV software maintenance.

Goal: to determine the implementation continuity of the MSMRG methodology.

Fig. 2 Methodology for the implementation of the current study using standard BPMN. The task
sequence and the main products, derived from each of them is indicated
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Case: improvement of the trainers’ management module of the APLIAUX-UV
system.

Study Unit: Coordination of school admission of the University of Veracruz,
group responsible of software development and maintenance. APLIAUX-UV
system.

Related research work: analysis of research work about factors which have an
impact on the implementation of methodologies in software development or
maintenance.

Research question: Which are the factors to consider for the determination of
continuity in the implementation of an agile methodology in a software mainte-
nance process.

Hypothesis: a group of contextual and technical factors determine the success in
the usage of a software maintenance methodology, subject to a dynamic environ-
ment which will be assessed before deciding the implementation of a specific
methodology.

Concept and measurement definition: definition of new functionalities through
use cases, function points effort measurement. Effort days estimated time unit, with
a upper limit of 6 months. Eleven people participated with the roles of applicant,
final user, maintenance responsible, developer and test engineers. Contextual
impact factors definition.

Methods and data extraction: the information was extracted from four models:
UML (use cases, collaboration, sequence, class). Six formats ruled by MSMRG.
The Sprint Backlog, Retrospective and Product backlog from SCRUM. The eval-
uation of contextual or situational factors was implemented through a survey using
a Likert scale. The validity of the survey was verified applying the Alpha Cronbach
technique.

4.1 Software Maintenance Project Context

The group of characteristics which dominated during the case of study imple-
mentation process is listed as follows.

• An exploratory program of the possible technologies was not required since the
same technology of the previous version of APLAIUX-UV was applied.

• There was a minimum gap between the ability shown by the programmers and
the expected one, assisted by the maintenance for the control of change incor-
poration responsible.

• Human resources participant rotation was inexistent in the estimated time period
for the maintenance implementation.

• The selected technological tools showed a maturity and stability degree con-
venient for the project.

• The team training on agile methodologies required gradual training as every
phase of the process went by.
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4.2 Functional and Non-functional Requirements

The specific maintenance request consisted on improving and adapting the fol-
lowing functionalities: (a) evaluate the participants with a random assessment on
line, in order to know the learned abilities during the training course, (b) to
implement a pre selection process and arrangement of the participants for their
training, distributing them evenly in the different sites of participation.

For non-functional requirements, the following were considered: an intuitive
user interface, a standard security level (SQL injection or Cross-site Scripting
attacks) [12] and support for easy modification of its modules. The appointed norm
of the Coordination of University Transparency, information access, and personal
information protection was applied, following the 581 Law for the protection of the
Personal Information for the State of Veracruz, Mexico.

4.3 Software Development Applied Methodologies

Due to the characteristics of the case of the study and institutional guidelines, the
MSMRG was selected, proposed by Viveros [12]. It includes the following stages:
Problem Definition, Analysis, Design-implementation, Test, Liberation and Final
Assessment. Each stage had a format for task control and management (Fig. 3).

According to Shuterland [13], SCRUM is a working framework which allows
managing the development of a software product. For the case of study, the Sprint
Backlog, Retrospective and Product backlog were used. Nine sprints were

Fig. 3 Software maintenance reduced guide methodology (GRMSM. The task sequence and the
main artifacts is indicated
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generated for three usage cases (See Fig. 4). The duration of each sprint was
planned from 15 to 20 days ideally and for each task some previously established
difficulty points were assigned. Product backlog was used to visualize the aims of
each sprint and the difficulty points were taken from Sprint backlog to complete
each of the tasks. Finally, retrospectives were held for each sprint, in order to
continuously improve the deliveries and quality of the product. Reunions with the
final users were held in order to validate the requirements and to identify adjust-
ments as early as possible.

Analysis of sprint burndown chart reflects the experience of the team in the
scope setting to achieve the goals. The graph shows a late progress in the first half
of the sprint where the team met some issues to ensure the achievement of the goal.
As a result of the retrospective the team improved in the execution of the next sprint
and reconsider their ability to complete additional work.

4.4 Analyzed Situational Factors

From the analysis of some related work, the proposals of Senapathi [2] and Clarke
[4] were considered to select a set of factors that affect the determination of rele-
vance for the continuity of application of an agile methodology for software
development. From both proposals, matches with the presented case study were

Fig. 4 Scrum methodology. Example of activities and sprint burndown chart

106 L. Hernández et al.



identified and it was determined to carry out a survey among the participating
members obtain their perception. Thereon seven of these factors were associated
with indicators as shown in Table 2 and Fig. 5. The survey was composed of twenty
questions using a rating scale from 1 to 5, where 5 represented the highest impact or
relevancy.

5 Results Analysis

The implementation of MSMRG and SCRUM supported the communication
between the project leader (responsible) and the maintenance applicant (user),
specifically in the requirement definition, the recording of the request and liberation
dates of each of the devices and the recording of the delivery dates of the working
software. It supplied the evidence registry and, consequently, the convenient failure
detection.

Table 2 Selected factors and indicators for perception assessment given by the members of the
maintenance team

Factors Indicators

A B C D E F G H I J K L M N

F1. Management support X

F2. Attitude X X X X

F3. Motivation X X

F4. Team composition X X X X X

F5. Training X X

F6. Agile mind X X

F7. Engineering practice X

The columns that correspond to the indicators are identified by A Communication, B Honesty,
C Collaborative attitude, D Learning willingness, E Responsibility, F Recognition, G Growth
expectations, H Technical abilities, I Decision making, J business control knowledge, K Training,
L Team commitment, M Institutional belonging sense, N Tool usage

Contextual factors

Sum of average scores by factor

Fig. 5 Grouped grades by assigned factors by the maintenance team comprised by eleven people
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The established guidelines allowed maintaining a collaborative and supportive
environment among team members, favoring a constant rhythm of productivity and
responsibility, especially within the short delivery cycles. The recognition to the
daily effort by each participant was shown in the daily pursuit and in the retro-
spective meetings. The involved personnel in the case of study kept a balance
between technical competence and detailed knowledge of the business control and a
series of relevant pieces of evidence according to the process key elements.

Due to the obtained results, the team was willing to learn the agile techniques
and to perform tasks as indicated by the maintenance responsible. The final
assessment of situational factors confirmed their relevance from the perspective
from all the participants.

The results presented a high consideration of factors impact attitude motivation
and composition of the team. The applied methodologies encourage collaborative
work and communication. The project manager role confirmed the impact of the
factors supporting the management, training, agile mindset and practices of soft-
ware engineering. The managers promptly detected deviations from the objectives
and verified compliance responsibilities through tools mapping the time and effort
invested. This situation facilitated the implementation of preventive and corrective
actions as proper training and delimitation of functional scope.

6 Conclusions and Future Work

When closing the analysis, the importance of having methodological tools is clear,
as they allow an adequate management of software maintenance, leading efforts to
reach the foreseen targets and thus the fulfillment of the business objectives. The
contextual factors analysis allowed a successful planning and performance con-
sidering particularly to even the experience and expertise levels of the team, a
recognition of the performed work, growth expectations, effective communication
and risky situations early detection.

Nevertheless, it is important to point that the success in the current case study
must be taken with reserve when modifying the compliance context. In such case
the proposed criteria must be taken as referent to minimize the impact and to
guarantee proper performance. The frameworks taken as reference highly facilitated
the identification of characteristics and restrictions associated to the project.

For the future work lines, the automation of MSMRG flow can be mentioned,
considering the six used devices and the analysis of key indicators, associated to
processes to optimize, along with the frameworks of reference, the convenient
detection of objective deviations.
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Definition and Implementation
of the Enterprise Business Layer Through
a Business Reference Model, Using
the Architecture Development Method
ADM-TOGAF

Armando Cabrera, Marco Abad, Danilo Jaramillo, Jefferson Gómez
and José Carrillo Verdum

Abstract Definition and implementation of the Enterprise Business Layer, is
focused on strengthening the business architecture and IT governance. This work
allows the company to define, and to be clear about the key elements of the
business, also allows to establish the business baseline and the target business state.
This work uses ADM-TOGAF v9. Based on this, the iteration of architectural
capability of ADM has been tackled (Preliminary Phase and Architecture Vision),
that has allowed the creation and evolution of the architectural capability required to
start the exercise of enterprise architecture, this includes the establishment of an
approach, principles, scope, vision and architectural governance. The architecture
capability iteration serve as input for the first phase of the development iteration
(Business Architecture), in which it has been performed the AS-IS and TO-BE
analysis “as reported by Giraldo et al. (Propuesta de arquitectura empresarial
proyecto banco los alpes)” [1], which enables to establish the key points that should
a company take to improve their current business scheme.
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Keywords Enterprise architecture � Business reference model � Business strategy

1 Introduction

Enterprise Architecture (EA) currently plays an important role in the structure of
organizations [2], due to the constant evolution of society, the advance of com-
petitors and market requirements, the companies must be prepared to endure the
changes and be at the forefront of technology, the level of the competition and the
demands of customers [3].

The current concept of Enterprise Architecture (EA) implies a form of view the
organization in an integrated and relational way, considering each and every one of
the elements that compose it [4]. This leads to establish a business vision for
business transformation that helps to align technology with the needs of the
organization from a strategic perspective and customer oriented.

The organization’s ability to manage business transformation is highly necessary
to stay competitive, this involves fundamental and complex organizational changes,
not only within companies, but also through their value chain. This can also change
the relationship between a company and its broader economic and social envi-
ronment. The transformation process is complex, time consuming and always
occurs within an ecosystem that is organization’s core disciplines and its envi-
ronment (i.e. customers, competitors, government regulators and vinvestors). This
process only can be done handling an EA framework.

MALCA Company was used as a case of study, which is an industry dedicated
to the production of sugar cane derivatives, and food marketing. Its main offices
(administrative, financial), field and factory are located in Loja—Ecuador [5].
Currently the capacity in terms of infrastructure of the company is limited, and the
business processes are not aligned with their strategic business goals.

Therefore, it is necessary to evaluate the architectural capacity of the enterprise
and project a vision to bring the technology investment, requirements, applications,
process changes, business modeling, market factors, resources (human, technical)
all available in each area to meet comprehensively and coordinately the goals of the
company.

2 Related Work

Lots of literature has been written in order to guide managers and their companies
through a process of change. From a practical point of view, understanding the key
concepts are well established, but their integration and implementation within
programs of transformation is less known. From an academic point of view, the
theoretical work on the transformation has coalesced around a set of architectural
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frames, but not taken into consideration practical aspects of linking elements of a
coherent and effective way, especially when it involves coping to complex
transformations.

3 Problem

MALCA currently lacks an organizational model that integrates coordinately the IT
with their business vision, this has led to the company lacks of: alignment between
resources and standardized development policies, of agility in making business
decisions and performance information of their areas of production, administrative,
financial and IT. For this work it is proposed to use the architectural development
method TOGAF ADM, which will allow to:

• Implement a system of controls on the creation and monitoring for all compo-
nents of the architectural exercise activities to ensure the successful introduction,
implementation and evolution of the architectures within the organization [6].

• Implement a system to ensure compliance with internal and external standards
and regulatory obligations.

• Establish, define and develop processes to support effective management of
corporate activities within agreed parameters.

• Develop practices that ensure accountability to stakeholders clearly identified.
• Liaising between processes, resources and information with business objectives

and strategies.
• Integrate and institutionalize the best architectural practices
• Align with IT management frameworks such as COBIT (planning and orga-

nizing, acquiring and implementing, delivering and supporting, and monitoring
the IT performance) [7]

• Maximize the information, infrastructure and assets of hardware/software.
• Protect digital assets underlying the company.
• Support (internal and external) regulations and better practices such as auditing,

security, responsibility and accountability.
• Promote risk management [7, 8].

3.1 TOGAF

TOGAF is an architectural framework, which provides a focus for the design,
planning, implementation and governance of an EA. The framework is oriented
toward the four levels or business domains: Business, Data, Applications and
Technology [9]. Its iterative model based on good practices allows the acceptance,
use, and maintenance of enterprise architectures using the ADM as a primary
method of development [9].
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TOGAF reflects the structure and content of the Architectural capacity within a
company, Table 1 describes each of this components.

ADM suggests a series of artifacts and deliverables that has been adapted to the
reality of business, they are the product of architectural exercise and aim to specify
contractually and describe the key aspects of the project. Figure 1 shows the phases
and iterations of ADM.

In the developed architectural exercise the capability iteration was applied, it
considers the Preliminary and Architectural Vision phases. Throughout the devel-
opment of these phases validation of results were made with the main stakeholders
of the business case, it has allowed to consider and validate the project’s scope.

4 Activities and Results

The activities and results have been obtained by applying the guidelines of ADM,
and using TOGAF templates which have been adapted to the reality of the case
under study.

Table 1 TOGAF structure, adapted from [6]

Section Description

Part I: Introduction Provides a high-level introduction to the key concepts of
Enterprise Architecture for key stakeholders and in particular to
the TOGAF approach. It contains definitions of terms used
throughout TOGAF and release notes detailing the changes
between this version and the previous version of TOGAF

Part II: Architectural
development method

Architectural development method is the core of TOGAF.
Describes the development method of TOGAF architecture—is a
gradual approach to the development of an enterprise
architecture

Part III: ADM guidelines
and techniques

Contains a collection of guides and techniques available for the
implementation of ADM

Part IV: Content framework Describes the architectural framework of TOGAF content,
including a structured meta model for architectural artifacts, the
use of Architectural Building Block (ABB) and a description of
typical architecture deliverables

Part V: Enterprise
continuum and tools

Addresses the appropriate taxonomies and tools for sorting and
storing the results of the architectural activity within an
enterprise

Part VI: TOGAF reference
models

Provides two architectural models of reference: technical
reference model and TOGAF reference model for integrated
information infrastructure

Part VII: Capability
framework

Capacity analyzes the organization, processes, capabilities,
functions and responsibilities required to establish and operate
an architectural function
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4.1 Activities

The activities within the study case to get the results are described below:
Preliminary phase: In this phase the activities were (i) Define the scope of the

affected business organizational units; (ii) Check the governance and support
frameworks; (iii) Define and establish the organization and equipment of the
enterprise architecture; (iv) Identify and define the architectural principles;
(v) Tailor TOGAF; (vi) Implement architectural tools;

Architectural vision phase: In this phase the activities were (i) Set the archi-
tectural Project; (ii) Identify the stakeholders concerns and business requirements
[10, 11]; (iii) Confirm and develop the business goals, business drivers and con-
straints [12]; (iv) Evaluate the enterprise capability; (v) Evaluate the willingness of
the company to business transformation; (vi) Define the scope; (vii) Develop
architectural vision; (viii) Define the value propositions of the target architecture;
(ix) Identify the risks of business transformation and mitigation activities (devel-
oped conceptual level); (x) Develop the statement of architectural work.

Fig. 1 Phases of ADM, adapted from [6]
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Business architecture phase: In this phase the activities were (i) Select refer-
ence models, points of view and tools; (ii) Develop the description of the business
architecture baseline; (iii) Develop the description of the target business architec-
ture; (iv) Conduct gap analysis [13]; (v) Define the components of the architectural
roadmap candidates; (vii) Solve architectural landscape impacts; (viii) Conduct
formal review with stakeholders; (ix) Finish the Business Architecture; (x) Create
the document Architectural Definition.

4.2 Results

The development of the activities described above in the study case has yielded the
following results:

4.2.1 Preliminary Phase

Evaluation of architectural capability, the main issues of the study case were
identified:

4.2.2 Insufficient Level of Architectural Definition

• There is no mandate for EA.
• The EA is seen as an isolated IT activity.
• The EA (standards, references, drawings) is performed in silos without having a

comprehensive view of the company.
• The EA generates no impact either on business or results of IT.
• Architectural Governance is nonexistent, IT guiding principles, reference

architectures and architectural schemes are not considered
• Little or no exchange of business and technology platforms (except perhaps the

infrastructure).

4.2.3 Ineffective or no Architectural Organization

• The skills and knowledge architectural are absent, underdeveloped or unused.
• Informal or undefined processes for the management or delivery of architectural

projects.
• There is not an area within IT architecture focused on enterprise management.
• The EA is activity that has little or no participation in the value chain.
• Incentives focused on the performance of functional units and business, any at

enterprise level.

116 A. Cabrera et al.



4.2.4 Lack of Alignment Between Business Activities and IT

• Culture of “firefighters” instead of proper planning.
• Integrated plans (strategic plan 2008, Ishikawa´s plan) do not have support of

business stakeholders and IT.
• The role of the EA lacks clarity with regard to operational and business

stakeholders, and its decision-making process.
• Pressure to implement short-term requirements without long-term vision.
• The business areas implement their own technologies (SIGTH, Integrated

System of Human Resource Management), without taking into account business
considerations.

• Proliferation of applications and redundant processes.

It was identified, mapped out and adapted an architectural framework [14]
(Fig. 2 shows the basic components of the architect’s office), which has created the
organizational business architecture through the architectural office. The estab-
lishment of this office in the case study allowed:

• Create awareness and architectural culture in major business stakeholders
• Manage the entire architectural exercise
• Focus architecture in different value propositions according to business work

environments: Strategic Alignment Transformation Plans and Project and
Portfolio Management

• Transform the business structure from an IT management scheme into a com-
prehensive management scheme and transformation at organizational, process
and IT.

• Link the gaps between business strategy and IT
• Generate benefits: Project Management, Business Management and

Governance.
• Adding value to business management

Fig. 2 Office of the achitect, adapted from [14]

Definition and Implementation of the Enterprise Business Layer … 117



• Evaluate the architectural capacity through maturity models.
• A set of architectural principles were defined for domains/subdomains based on

the requirements of the company:
• Principles of Business: Business Planning, Common Vocabulary, Simple and

flexible technological independence, centered on the client.
• Principles of Data and Information: Formally defined, alignment with business

needs, Clarity and Consistency, integrity, accessibility and availability.
• Principles of Applications: Traceability, Flexibility, Modularity, Buy versus

Build, consolidation, interoperability, reusability, compatibility, Updates,
Compliance, Security.

• Technology Principles: Property, Technology Business Model Integration Level
Approach Quality Metrics Maintenance infrastructure, rationalization and
Platform Products, Product Selection, Product Portfolio, Infrastructure,
Security/Privacy, Design, Strength and Resilience.

Organizational Model: organizations (departments, sections, sub-sections) of the
company affected by the architectural work were described.

Adapted frame Architectural Reference: It allowed TOGAF to be used effec-
tively with other frameworks such as CMMI process, project management like
PRINCE2, PMI (PMBOK) and IT governance also some operational like COBIT
and ITIL.

Application of architectural work: business imperatives behind the project were
described, thereby driving the requirements and performance metrics for architec-
tural work.

4.2.5 Architectural Vision Phase

Stakeholder’s matrix: the main involved ones were recognized and defined in the
architectural exercise; also it allowed to have a view of high-level issues and
concerns that are currently have main stakeholders in the case under study [10].
Additionally allocation of responsibilities were performed (RACI) which set, to
each of the components of reach specific role [15].

Architectural Vision: the expected result to be achieved in the architectural
exercise was defined; it gives communications supports of the project by providing
an initial version on a level of an executive summary of the architectural definition
version, the same that was socialized to each of the stakeholders of the business.

The settings and models proposed for the case study process, is shown through a
value chain (Fig. 2) as a part of the architectural vision (Fig. 3).

4.2.6 Business Architecture Phase

Business Model Reference: It provided the guidelines that the company used for the
development of the assets of EA [17].
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Figure 4 proposes a reference model for managing the business, this model was
evaluated by the major business stakeholders for its implementation.

Table 2 describes the activities related to each of the components of the reference
model and how they were implemented within business.

Fig. 3 Value chain. Adapted from [16]

Fig. 4 Business model. Adapted from [17]
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5 Conclusions

An exercise of business transformation depends on the vision that IT leaders and
managers provide to an organizational transformation project, where the estab-
lishment of the architect’s office is fundamental to address business problems
through an architectural framework. The company also must be managed on the
basis of a reference model which is suited to its current state, this model should be
launched in a long-term projection, and it will improve the business structure in
which the company acts. Finally the adoption of the process reference model can be
executed at any time.

References

1. Giraldo, L., Balaguera, N., Rodríguez, P.: Propuesta de arquitectura empresarial proyecto
banco los alpes. Bogotá, Colombia: ECOS, 14 de Marzo del (2010)

2. Cabrera, A., Quezada, P.: Information Technology Management Guide, Loja-Ecuador (2013)
3. Ross, J., Peter, W., Robertson, D.: Enterprise architecture as strategy: creating a foundation for

business execution. Cambridge, Massachusetts: Hardcover, Agosto 1 del (2006).
8398-HBK-ENG

4. ISO 42010:2007: Systems and software engineering—recommended practice for architectural
description of software-intensive systems, Edition 1. Ginebra, Suiza (2011)

Table 2 Description of the outlook business model

Perspective Description

Environment Addresses the context in which the company will operate. External factors
affecting performance were identified: competition, regulation and
customers of the company, besides it was described the overall strategy to be
implemented by the company for its market positioning. This perspective
describes why the company has the motivation to follow a certain course of
action

Value
proposition

Describes the offer made by the company in terms of products, services,
brand and value to its shareholders. This perspective specify the impact that
the company wants to generate and how it should add value to key
stakeholders

Operating model Describes the resources available to the company, the same should be
implemented to generate the value proposition. This perspective describes
how the company will be able to meet their value propositions

Risks Identifies the main risks existing around how the company delivers its value
proposition uncertainties. This perspective describes the threats that face the
company from “inside out” (INSIDE-OUT)

Compliance Represents the set of criteria that the company must meet in order to ensure
its value proposition will be delivered with acceptable business practice.
This perspective described the restrictions that prevent the company act in
negative, destructive or improperly way and the corresponding opportunities
that can be exploited from a discrete position of compliance

120 A. Cabrera et al.



5. MALCA CÍA. LTDA. http://www.malca.ec/informes/index.php/corporativo/resena-historica.
[Cited: 24-02-2014.] http://www.malca.ec. Accessed Oct 2014

6. THE OPEN GROUP: TOGAF® Version 9.1. USA. 2011. 978-90-8753-679-4
7. ISACA: A business framework for the governance and management of enterprise IT, COBIT

5. Rolling Meadows, Estados Unidos (2012). ISBN 978-1-60420-282-3
8. Stefan, K., Andrea, K.: Introduction to ITIL® Versión 3 and ITIL® Process Map V3. Hörnle,

Alemania, Pfronten (2010). D-87459
9. Infantil, L.: TOGAF® Versión 9.1—Pocket Guide. s.l.: Van Haren Publishing, Zaltbommel

(2013). ISBN: 978 90 8753 813 2
10. PMI: A Guide to the project management body of knowledge (PMBOK® Guide) fourth

edition. Philadelphia, EEUU: s.n. (2008). ANSI/PMI 99-001-2008
11. Gottesdiener, E: The software requirements memory Jogger™, 1st edn. Salem, Massachusetts,

EEUU, Goal Q P C Inc, Noviembre 30 del 2005. ISBN 1-57681-060-7
12. International Institute of Business Analysis. A Guide to the Business Analysis Body of

Knowledge® (BABOK® Guide) V2.0. Toronto, Canadá: s.n. (2009). ISBN-13:
978-0-9811292-2-8

13. Analysis, Gap: Methodology, tool and first application. Moritz. Darmstadt, Alemania.
Septiembre del, Gomm (2009)

14. Beshilas, W.: Creating a Sustainable Architecture Organization. Chicago, EEUU: Saturn
Conference, 7 Mayo del (2014). 847-274-3071

15. Logarini, C.: RACI Matrix, una herramienta para organizar tareas en la empresa. Buenos
Aires, Argentina (2009)

16. Porter, M.: Competitive Advantage Creating and Sustaining Superior Performance. New York,
EEUU: The Free Press, 1 de Junio de (1998). 0684841460

17. The Open Group, BRM. World-Class EA: Business Reference Model. San Francisco (2014).
Document No.: W146

Definition and Implementation of the Enterprise Business Layer … 121

http://www.malca.ec/informes/index.php/corporativo/resena-historica
http://www.malca.ec


Part II
Knowledge Management



Towards the Creation of a Semantic
Repository of iStar-Based Context Models

Karina Abad, Juan Pablo Carvallo, Mauricio Espinoza
and Victor Saquicela

Abstract The System Architecture definition of the majority of organizations
requires a deep understanding about its environment and organizational structure;
nevertheless, the construction of such models is not an easy task because of the gap
of knowledge and communication between the technical and administrative staff.
The DHARMA method, which makes intensive use of the i* notation, propose a
solution to that problem, supporting the Context Models construction. This paper
presents an approach for annotating the i* models with semantic technologies, to
support the search and generation of Context Models based on the knowledge
defined in ontological models, allowing the creation of a Semantic Repository of
Context Models, which will be used to discover relations between different i*
models and extract patterns from them.

Keywords Context models � Context actors � Strategic dependency � Ontology �
Semantic repository � Linked data

1 Introduction

Modern enterprises rely on Information Systems (IS) designed to manage the
increasing complexity of interactions with its environment and operation. The
Enterprise Architecture (EA) [1] is an approach increasingly accepted, that com-
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prises different levels of architectural design, which starting from the business
strategy allows to identify IS Architecture. Early phases of EA are usually oriented
to model the enterprise context, aiming to understand the purpose of enterprises in
its context (e.g., what is required from them) and to help the decision makers to
design and refine their business strategies, and the responsibles for developing the
EA to understand what is required from the resulting IS. Far from simple, the
construction of Context Models (CM) is usually cumbersome, mainly due to the
communication gap between the technical personnel (e.g., internal and external
consultants) with a limited knowledge about the enterprise structure, operations and
strategy, and its administrative counterpart, which impose pressure and time limi-
tations to the process.

In order to deal with this problems, in the last years, the i* notation has been
intensively used to bridge the gap among technical consultants and non-technical
stakeholders [2], and the DHARMA Method has been proposed [3], to discover
enterprise architectures starting from the construction of CM expressed in i*
notation.

Furthermore, in [4, 5], a set of patterns and instantiation rules have been pro-
posed, in order to semi-automatically construct CM. Although these proposals are
useful in practice, they are based on syntactic techniques which constraint their
practical application (e.g., because of the difficulty to identify terms such as syn-
onyms and antonyms). To address this difficulty, this paper proposes to extend early
phases of the DHARMA method with the incorporation of semantic technologies,
aimed to improve the identification of elements and the construction of new CM,
based in a semantic repository of CM elements. Since i* CM will be defined
through an ontology, this allows to keep a common vocabulary to share knowledge,
and to use the capability of reasoning discovering relations existing among different
models, making easier for Enterprise Architects to reuse experiences.

This paper describes the process used in the construction of the semantic
repository of CM expressed in i* notation. A short introduction to the i* notation
and the DHARMA method is presented in Sect. 2, the process of construction of
CMs is exposed in Sect. 3 and then, the approach used in the process of creating the
semantic repository is described in Sect. 4. Finally, a set of conclusions and future
works are presented in Sect. 5.

2 Background and Related Problems

2.1 The i* Framework

The i* framework [6] was formulated for representing, modeling and reasoning
about socio-technical systems. Its modeling language is constituted by a set of
graphic constructs which can be used in two models: the Strategic Dependency
(SD) model, which allows for the representation of organizational actors, and the
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Strategic Rationale (SR) model, which represents the internal actor’s rationale.
Since this work makes intensive use of SD models, we focus the explanation on its
constructs.

Actors in SD models are represented by a circle. They can be related by is-a
(subtyping) relationships and may have social dependencies. A dependency is a
relationship among two actors, one of them, named depender, who depends for the
accomplishment of some internal intention from a second actor, named dependee.
The dependency is then characterized by an intentional element (dependum) which
represents the dependency’s element. The primary intentional elements are (see
Fig. 1): resource represented by a rectangle (e.g., Invoice or Voucher), task rep-
resented by a hexagon (omitted in this work because considered to prescriptive for
an early phase in the requirements engineering process), goal represented by an
oval (e.g., Purchases Invoiced) and soft-goal represented by a shrunken oval (e.g.,
Timely Payment). Goals represent services or functional requirements, whilst
soft-goals represent goals that can be partially satisfied or that requires additional
agreement about how they are satisfied. Soft-goals are usually introduced to rep-
resent non-functional requirements and quality concerns. Resources on the other
hand, represent physical or logical elements required to satisfy a goal whilst tasks
specific ways to achieve them.

2.2 The DHARMA Method

The DHARMA (Discovering Hybrid Architectures by Modelling Actors) method,
aims at the definition of enterprise architectures using the i* framework. The
strategic framework is based on Porter’s model of market forces and value chain
[7]. The first is designed to analyze the influence of five competitive forces on
business context (threat of new entrants; threat of substitution; bargain power of
customers; bargain power of suppliers; and rivalry among current competitors) and
reason about strategies to make organizations profitable. To balance the forces,
enterprises adopt an internal organization known as Value Chain, which encom-
passes five primary (inbound logistics; operations; outbound logistics; marketing &
sales; and support) and four support (Infrastructure; human resources

Fig. 1 Excerpt of a CM representing the intentionality between actors Organization and Customer
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management; technology development; and procurement) value activities (VA),
required to generate value and eventually a margin (difference among total value
generated and cost of performing VA). Primary activities are core and specific of
business whilst supporting ones are transversal to them. The DHARMA method has
been used in several industrial case studies, which have let to the identification of
improvement opportunities, some of which are addressed in this paper. The method
is structured with four main activities:

Activity 1: Modelling the enterprise context. The organization and its strategy
are carefully analysed, to identify its role inside the context. This analysis makes
evident the Context Actors (CA) and the Organizational Areas (OA) which
structure it (DHARMA recognizes four types of actors, human, organizational,
hardware or software). CA are identified in relation to market forces and examined
in relation to each OA in the value chain, to identify strategic needs among them
(Context Dependencies—CD-). Also OAs are analysed in relation to each other to
identify their strategic interactions (Internal Dependencies—ID-). i* SD models are
built and used to support reasoning and represent results from this activity.
Various CM are constructed from the perspective of each OA, including their
related CA and OAs as well as their CD and ID. Resulting models are eventually
combined into a single Enterprise Context Model.

Activity 2: Modelling the environment of the system. An IS-to-be is placed into
the organization (it can be a pure IS or a hybrid system including hardware, software
or hardware with embedded software components) and the impact that it has over the
elements in the CM is analysed. Strategic dependencies identified in the previous
activity (internal and context), are examined to determine which of them may be
totally or partially satisfied by IS. These dependencies are redirected inside the i* SD
diagram to the IS. The model includes the organization itself as an actor in IS
environment, its needs are modelled as strategic dependencies over the IS.

Activity 3: Decomposition of system goals and identification of system
actors. Dependencies included in the IS CM are analysed and decomposed into a
hierarchy of goals required to satisfy them. The goals represent the services that IS
must provide, to support interaction with CA and OA activities. An i* SR diagram
for the system is built, using means-end links of type goal-goal (representing then a
decomposition of objectives into sub-objectives).

Activity 4: Identification of system architecture. Finally, goals included in the
SR model are analysed and systematically grouped into System Actors (SA).
Objectives are clustered into services, according to an analysis of the strategic
dependencies with the environment and an exploration of software components
marketplace. Relationships between SA that form IS architecture are described
according to the direction of the means-end links that exist among the objectives
included inside them. SA are not software components; they represent atomic
software domains for which several situations may occur: there can be a software
component covering the functionality of several SA; the functionality of a single
SA is covered by several software components for ubiquity reasons e.g. mobile and
local applications; or there can be cases for which no software components exist,
leading to the need of bespoke software.
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2.3 Scenario or Problem

Despite the guidelines proposed in [3], the construction of CMs is usually manual
and ad hoc process. However, in [4, 5] some semantic alternatives are presented,
which allows to reuse CM elements (actors and dependencies), contained in pat-
terns. These patterns are used to support the construction of i* SD CM from scratch
and eventually to automate this process. Specifically in [5] some ortogonal
dimensions have been identified for classifying generic actors (as example see
Table 1, in relation to the generic actor Customer). Each dimension has a set of
associated value labels, representing potential actor instances. Those labels have a
set of generic dependencies associated to them. Based on this table, practitioners
(systems engineers and administrative staff) can systematically identify a large
number of actors in their operational context, selecting and combining labels from
each dimension. To illustrate the approach, let’s consider the first two labels of three
of the Customer’s categorization dimensions in table 1, frequency/volume, distri-
bution channel, and payment method. In this case, 12 combinations representing
potential instances of actors in the context of the organization are possible:
Potential Wholesaler Credit, Potential Wholesaler Cash, New Wholesaler Credit,
New Wholesaler Cash, Important Wholesaler Credit, Important Wholesaler Cash,
Potential Retailer Credit, Potential Retailer Cash, New Retailer Credit, New
Retailer Cash, Important Retailer Credit, and Important Retailer Cash.

Suppose that in a particular case, the New Wholesaler Credit Customer has been
selected from this set of combinations, then all dependencies associated to its labels
will be the potential dependencies to be included in the organizational CM. Thus,
the identification of dependencies can also be automated. Although this approach
constitutes a significant contribution, it has a problem with the labels and associated
dependencies because those are “static”, which introduces an important problem
from the semantic point of view, for example by ignoring synonymous labels to the
defined in the table. So, if the word “client” appears instead of “customer”, the label
wouldn’t be recognized and therefore the potential dependencies won’t be included
in the CM.

2.4 Related Works and Literature Review

The use of ontologies has increased in a wide range of areas (including IS) in the
last years and since this work focuses in CMs obtained as result of early require-
ments modeled according to the DHARMA Method activities, we have performed a
mapping study of ontologies, which allow the semantic annotation of i* models,
obtaining few related works. In [8, 9] the development of OntoiStar and
OntoiStar + is presented, both are meta-ontologies used to describe i* models,
aiming the integration of different i* variants; based on these ontologies some
related works has been performed, for example the development of a Tool for the
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Table 1 Customer Dimensions and associated Dependencies

Generic
actor

Dimension Actor
instances

Associated dependencies Type Direction

Customers Frequency
or volume

Potencial Widespread promotions Goal →
Promocional samples Resource ←

New Membership card provided Goal →
Special introduction prices
provided

Soft goal →

Membership card Resource →
Personal information
registered

Goal ←

Important VIP benefits granted Goal →
Personalized attention Soft goal →
VIP card Resource →
Important high volume order
placed

Goal ←

Distribution
channel

Wholesaler Product availability
guaranteed

Goal ←

Product distribution
agreement signed

Soft goal ←

Increase sales through the
distribution chain

Soft goal ←

Product distribution
agreement

Resource ←

Product distribution chain
achieved

Soft goal →

Retailer Restocking in small quantities
provided

Goal →

Approach consumers through
an specific location

Soft goal ←

Increase sales through
individual stores

Soft goal ←

Specific
market
Segment

Specialized customer service
infrastructure

Soft goal →

Trained stuff for specific needs Soft goal →
Specific documents Resource →

Payment
method

Credit Deferred payments Goal →
Credit flexibility Soft goal →
Acceptance of various credit
cards

Soft goal →

Voucher Resource →
Warranty documents Resource ←

Cash Cash rebates Goal →
Money Resource ←

(continued)
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Automatic Generation of Organizational Ontologies (TAGOON+) [9]; and a
method for integrating the constructs of i* variants through the use of ontologies
[10].

In [11] the development of an Intermediate Retrieval Ontology is proposed, it
allows the annotation of i* models and their validation through the rules defined in
the ontology, and eventually find domain ontologies useful to extend the vocabu-
lary of the model under analysis. Even though that works allows the annotation of
i* models, this paper goes beyond, looking for the creation of a Semantic
Repository of Context Models, from which a system could infer and thus help
informatics consultants to perform enterprise analysis easier and faster, through the
reuse and inference provided by the repository.

3 The DHARMA Method Application

The outcome of each DHARMA Method activity are a group of i* models. Those
models can be used as inputs to supply information to a semantic repository, in
which the models could be represented through ontologies. This work focuses in the
first two activities of the DHARMA Method.

The CM resulting from the first activity can be expressed in tabular form, using a
structured table composedby thefields (seeTable 2):Actor1,Actor2,Dependency,Type,
Direction; where Actor1 and Actor2 can perform the role of Depender or Dependee,

Table 1 (continued)

Generic
actor

Dimension Actor
instances

Associated dependencies Type Direction

Technology, products or
services provided

Goal ←

Timely payments Soft goal ←
Products, services, technology Resource ←
Invoiced purchases Goal →
Quality of products or servi
ces

Soft goal →

Bill Resource →

Table 2 Tabular representation of the CM included in Fig. 1

Actor 1 Actor 2 Dependency Type Direction

Customer Organization Technology, products or services
acquired

Goal >

Customer Organization Technology, products or services Resource >

Customer Organization Quality of products and services Soft goal >

Customer Organization Invoice Resource >
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based to the value of the Direction field. Whilst, the Dependency field describes the
strategic interactionbetweenActor1 andActor2, and theTypefield defines the typeof the
dependency: Goal, Soft-goal, Resource or Task.

The second activity of the method attempts to establish the dependencies which
can be automated through an IS. From the tabular point of view, it’s enough to
extend the resulting table from the activity 1, including a pair of columns estab-
lishing if the system can cover Partially or Totally the services (functionality)
required for satisfying the dependencies.

4 Semantic Repository Creation Process

In this section, we present a proposal for the creation of a semantic repository using
the principles of Linked Data [12], departing from i* models generated through the
DHARMA method. The proposal is based on the guidelines defined by the W3C
Working Group [13] and the guidelines proposed in [14].

4.1 Data Source Selection

In this section, the data source to be processed is identified. We used Excel files to
represent the i* models in tabular way, as mentioned in Sect. 3. These files have
been collected over time in real experiences, in over 30 organizations where the
DHARMA method has been used. In this paper, a first manual approximation is
used to transform the raw data into RDF format.

4.2 URIs Definition

In this stage URIs representing resources are defined, allowing the unique identi-
fication of an i* model. In W3C Working Group there are some guidelines for
defining URIs for resources [15].

URIs design, the root URI is http://www.ucuenca.edu.ec/. The URI for the
identification of resources (i* model) modeled in the ontology is http://www.
ucuenca.edu.ec/ontologies/iStar/<organization_name>#. The URI for the identifi-
cation of each element consists of the project URI plus the description of the i*
element. For instance, in the case of actors, the Customer actor URI is defined as:
http://www.ucuenca.edu.ec/ontologies/iStar/dgenerico#Customer; for dependencies
and links the URI consists of the project URI plus the dependency description and
the resource type, for instance http://www.ucuenca.edu.ec/ontologies/iStar/
dgenerico#Timely_payments_Dependency and http://www.ucuenca.edu.ec/
ontologies/iStar/dgenerico#Timely_payments_DependerLink for the link between
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the dependent and the dependency. Table 3 shows examples of URIs for each
element in the last record of Table 2.

4.3 Vocabularies

According to [13], standardized vocabularies should be reused as much as possible
to facilitate the inclusion and expansion of the web of data. Concerning to i*
vocabularies most authors describe their models and benefits. In the context of i*
model, we have selected the meta-ontology OntoiStar as the main schema for
representing i* models (SD and SR models). This meta-ontology allows modeling
all i* elements, both nodes (actor and dependencies) and relationships (depen-
dencies, actors, etc.).

4.4 RDF Generation from i* Models

Some difficulties arise in the RDF generation of i* models mainly due to the lack of
similar experiences. Currently, there are several tools that can be used for RDF
generation, however, an Excel table generated from i* model has not been tested
with these tools. Protege software was used as tool to generate RDF from i* model.
This process is manually performed in order to demonstrate the validity of our
approach. The first step for generating RDF is to define a mapping between
OntoiStar and CM elements of Tables 2 and 4 shows the mapping generated and
Table 5 shows the ontology properties used as annotations.

For generating RDF, we used one generic i* model and one related to a more
specific enterprise business model; as a first approach, in order to test the generation

Table 3 Examples of the project URIs

Table elements URI

Customer http://www.ucuenca.edu.ec/ontologies/iStar/dgenerico#Customer

Organization http://www.ucuenca.edu.ec/ontologies/iStar/dgenerico#Organization

Invoice http://www.ucuenca.edu.ec/ontologies/iStar/dgenerico#Invoice_
Dependency

Resource http://www.ucuenca.edu.ec/ontologies/iStar/dgenerico#Invoice_
Resource

Links between
elements

http://www.ucuenca.edu.ec/ontologies/iStar/dgenerico#Invoice_
DependumLink

http://www.ucuenca.edu.ec/ontologies/iStar/dgenerico#Invoice_
DependerLink

http://www.ucuenca.edu.ec/ontologies/iStar/dgenerico#Invoice_
DependeeLink
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process, only the areas of the models in relation to the Customer actor and some of
its dimensions (see Table 1) were considered. An example of the RDF resulting
from the instantiation of an i* dependency is shown following this paragraph. Due
to space limitation, we will use Namespaces1 to identify resources and properties.

Dependency: Organization depends on Customer to obtain Timely Payments
Namespaces:
PREFIX isd, IRI http://www.ucuenca.edu.ec/ontologies/iStar/dgenerico#
PREFIX ois, IRI http://www.cenidet.edu.mx/OntoiStar.owl#
isd:Timely_payments_DependerLink
ois:has_Dependency_DependerLink_source_ref isd:
Timely_payments_Dependency
isd:Timely_payments_DependerLink
ois:has_Dependency_DependerLink_target_ref isd:Organiza

tion
isd:Timely_payments_DependeeLink
ois:has_Dependency_DependeeLink_source_ref
isd:Timely_payments_Dependency
isd:Timely_payments_DependeeLink
ois:has_Dependency_DependeeLink_target_ref isd:Customer

Table 4 Mapping between classes in OntoiStar and i* elements

OntoiStar classes i* elements

Actor Context actor (Depender, Dependee)

Dependency Element representing a dependency

Goal/Soft goal/Resource/Task Element representing the type of a dependency

DependerLink Link between Dependers and Dependencies

DependeeLink Link between Dependencies and Dependees

DependumLink Link between Dependencies and its type

Table 5 Properties of
OntoiStar used for the
instantiation

Properties of OntoiStar

has_Dependency_DependerLink_source_ref

has_Dependency_DependerLink_target_ref

has_Dependency_DependeeLink_source_ref

has_Dependency_DependeeLink_target_ref

has_Dependency_DependumLink_source_ref

has_Dependency_DependumLink_target_ref

is_a

1Namespace uniquely identifies a set of names, so that there is no ambiguity when objects having
different origins but the same names are mixed together.
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isd:Timely_payments_DependumLink
ois:has_Dependency_DependumLink_source_ref
isd:Timely_payments_Dependency
isd:Timely_payments_DependumLink
ois:has_Dependency_DependumLink_target_ref
isd:Timely_payments_Softgoal

The annotation process is performed for all dependencies included in the CM.
As a result we obtain a semantic repository of i* models in OWL format, which are
stored in a Triple Store2 for future exploitation.

4.5 Data Linking

As shown in Sect. 2.4 (and as far as we know), there are not similar Linked Data
approaches; therefore, it is not possible to link models defined in this work with
models in other repositories.

4.6 Publication and Exploitation

The semantic data generated (RDF) from i* models was loaded into the Virtuoso3

triple store, which allows the storage of RDF. Based on this knowledge, SPARQL4

queries (SQL-style queries) can be performed. An example of SPARQL query to
obtain Dependencies and Dependees from a given Depender, in this case the
Depender is the Customer actor is shown in Fig. 2.

Fig. 2 SPARQL query of actors and dependencies related to customer actor

2Triple Store: Purpose-built database for the storage and retrieval of triples through semantic
queries.
3Virtuoso: https://www.w3.org/2001/sw/wiki/OpenLink_Virtuoso.
4SPARQL: Query language for RDF. http://www.w3.org/TR/rdf-sparql-query/.
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5 Conclusions and Future Work

This paper presents a first idea for generating a semantic repository of i*-based
CMs, following the best practices of Linked Data. Based on the selected ontology
model, we proceeded to instantiate the ontology using data obtained from 30
industrial experiences. The data was uploaded into a semantic repository which
allows its analysis through SPARQL queries, and eventually infer new i* CM,
based on the properties of the ontology.

As future work we plan to extend this work, starting for the implementation of
an automatic process to transform the data contained into Excel sheets to RDF
triplets, discover links between the dataset and DBPedia through Silk framework,
and sharing the information included in the 30 CM stored both in tables and the
Triple Store, in order to provide Open Linked Data, which could be accessed for
everyone. In addition, we pretend to extend this work to consider the two additional
activities of the DHARMA Method, attempting to automate the inference of
architectonic models of IS. In the same way, we pretend to exploit the semantic data
generated through model SPARQL queries, which allows the extraction of similar
patterns between different i* models instantiated in the repository. Also, we planned
to link the OntoiStar ontology with Domain ontologies, this will allow the semantic
enrichment of i* models and to create recommendation systems based on the
knowledge registered in the repository.
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Abstract The solution of process systems engineering problems involves their
formal representation and application of algorithms and strategies related to several
scientific disciplines, such as computer science or operations research. In this work,
the domain of operations research is modelled within a semantic representation in
order to systematize the application of the available methods and tools to the
decision-making processes within organizations. As a result, operations research
ontology is created. Such ontology is embedded in a wider framework that contains
two additional ontologies, namely, the enterprise ontology project and a mathe-
matical representation, and additionally it communicates with optimization algo-
rithms. The new ontology provides a means for automating the creation of
mathematical models based on operations research principles.
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1 Introduction

Process industries are highly complex systems consisting of multiple business and
process units, which interact with each other, ranging from molecule to enterprise
level. Therefore, in order to solve real world problems, it is necessary to develop
algorithms and computational architectures so that large-scale optimization models
can be posed and solved effectively and reliably. Hence, the collaboration among
different scientific disciplines, namely process systems engineering, operations
research and computer science, is highly important [1]. In this sense,
enterprise-wide optimization (EWO) is a discipline related to the optimization of
supply operations, manufacturing and distribution in a company [1]. A challenge in
EWO consists in developing flexible modeling environments for the problem
representation, which is the ultimate basis for reaching efficient decision-making.
A key feature in EWO is the integration of information and decision-making along
the various functions and hierarchical levels of the company’s supply chain. Current
information technology tools, such as data mining, allow a high degree of infor-
mation flow in the form of transactional systems (e.g. ERP’s) and efforts have been
recently devoted to integrate transactional systems and analytical models (e.g.
optimization and simulation). These transactional systems must interact with ana-
lytical models providing the necessary data to reach appropriate solutions.
However, further development is still necessary to easily develop, build and inte-
grate different enterprise models. Such integration should reflect the complex
trade-offs and interactions across the components of the enterprise.

This work proposes the creation of an Operations Research (OR) semantic
model as a step forward in capturing the nature of problems and technologies for
decision making in the enterprise. Specifically, the whole process of decision
making and the creation and classification of equations according to their structure
are qualitatively represented in terms of OR principles. This OR ontology (ORO) is
integrated with other two semantic models previously developed, namely the
Enterprise Ontology Project (EOP) [2] and the Ontological Math Representation
(OMR) [3], thus enhancing the functionalities of the original ontological framework
(Fig. 1). The scope of these models comprises the representation of the real system
for EOP, the mathematical representation domain for OMR, and finally the problem
design representation for ORO.

Fig. 1 Relationship among the semantic models with the represented domain
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1.1 Operation Research

The Operations Research as science, provides analytical models (technical and
mathematical algorithms) to solve decision problems. Operations Research as an
art, provides creativity and ability of problem analysis, data collection, model
building, validation and implementation for the scientific achievement of problems
solution. Besides, the establishment of communication lines between sources of
information and analytical models, is a key factor of success.

Thus, the decision making process involves building a decision model and
finding the optimal solution. In this way, the problem model is defined as an
objective and a set of constraints that are expressed in terms of decision variables of
the problem. Decision models allow the identification and systematic evaluation of
“all” the possible choices for problem solution. The basic components of an
operations research system are decision choices, problem constraints and the
objective criteria. The resulting system is an abstraction of the reality which con-
siders the identification of key factors, such as, variables, constraints and param-
eters. We can reach feasible, unfeasible, optimal and suboptimal solutions, when a
problem is solved. The quality of the optimal solution depends on the set of feasible
options that are found by the problem modeling and problem solution process.
There are different solution techniques such as linear programming (LP), integer
programming (IP), dynamic programming (DP), mix integer linear programming
(MILP), non linear programming (NLP), and mix integer non linear programming
(MINLP) representing algorithms to solve particular classes of operations research
models.

Models need to be supported by reliable data in order to provide useful infor-
mation to the decision maker. Data collection may be the most challenging part of
the model to be determined. While modeling experience accumulates, a key factor
is the development of means to collect and document data in a useful way. If the
data accommodates probabilistic data, then probabilistic or stochastic models are
derived.

Basically the process for finding a solution (calculation method) in operations
research for mathematical models is iterative in nature. Indeed, the optimal solution
is reached by steps/iterations in which each iteration results in feasible and
unfeasible solutions.

The phases of a study of operations research are: (i) problem definition;
(ii) model building; (iii) model solution; (iv) validation of the model; and, (v) im-
plementation of optimal results. The problem definition comprises three main
aspects: (a) goal or objective definition; (b) decision alternatives identification; and,
(c) identification of the limitations, restrictions and system requirements. Model
building specifies quantitative expressions which defines the objective and con-
straints based on system variables. The model solution depends on the mathematical
technique to be used. Additionally, it is recommended to implement a sensitivity
analysis to study the behavior due to changes in the parameters of the system. The
validation of the model consists of the adequate description of the real
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system by means of the created model by using historical data. Finally, the
implementation of optimal results involves translating the results into detailed
operating instructions.

2 Operations Research Ontology

Moreover, ontologies are emerging as a key solution to knowledge sharing in a
cooperative business environment [4]. Since they can express knowledge (and the
relationships in the knowledge) with clear semantics, they are expected to play an
important role in forthcoming information-management solutions to improve the
information search process [5]. Thus, a development of operations research
semantic model which aims to support a formal and systematic process for prob-
lems model and design. In order to design a robust and reusable model, a systematic
methodology based on a continuous improvement cycle has been followed [6]. This
methodology is composed by 5 main steps, which are, plan, do, check, act and
re-plan phases. Next, the main characteristics of the above mentioned phases are
briefly described.

2.1 Plan Phase

Operation research models support a rigorous problem description using mathe-
matical language (symbols, variables, equations, inequalities, etc.), by structuring
the problem as a set of equations. The set of equations represent the objective of the
problem and different restrictions and constraints of the system where the problem
is found. The proposed semantic model aims to formally represent operations
research models for engineering systems, giving special importance to the model
construction, structuring and solution steps. Several sources of knowledge have
been consulted [7, 8], and the result of the formalization has been validated with
engineers currently involved in operations research and its application to the area of
process systems engineering.

The resulting semantic model must formalize the design of any operations
research problem (Fig. 2), allowing to:

• support the correct structure of operations research, objective function and
constraints.

• formalize the meaning of system equations, simple equations and elements
within those equations.

• formalize the relationship between system of equations, equations and elements
of mathematical models.

• share knowledge with other ontologies for reaching a better system
understanding.
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• analyze more efficiently the effects of changes in the problem when factors affect
the system.

• strengthen decision-making based on operations research modeling.

2.2 Do Phase

The creation of a general operations research modeling ontology was performed
using the principal components of the operations research domain gathered from the
sources of knowledge and listed in a glossary of terms. Concepts such as Activity,
Algorithm, Allocation, Alternatives identification, Assumed real system, Attribute,
Break-even analysis, Collection of information, Cost-benefit analysis, Decision
trees, Decision-making, Efficiency, Feasible solution, Goal setting, Implementation,
Linear programming, Mathematical model, Model, are defined in Table 1, which
presents the complete list of terms considered in this work related to the operations
research domain.

On the basis of the above presented list, the concepts required to construct the
operational research model results in ontological classes which are structured in a
taxonomy, as shown in Fig. 3, representing the top classes of the model. These
classes are the main building blocks for representing operations research as base for
a robust decision making process. On the other hand, some verbs used in the
operations research, such as, performs, achieves, has solution relates to, satisfies,
establishes, specifies, among others, were used in order to stablish object properties.

The ontology was implemented in Protégé [9] using the Web Ontology
Language (OWL). A key point of this model is its connectivity to the system
reality. Such connection is achieved by means of the class “Term”, the modeling
entity directly related to the engineering domain to be mathematically modeled.
Quantitatively speaking, the ontological model contains 72 classes, 52 properties
and 9 axioms (see Fig. 3).

Fig. 2 Flow diagram of the operations research process
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Table 1 Basic concepts regarding operations research ontology

Concept Description

Algorithm Method to solve a problem through a defined, precise and finite set of
instructions

Allocation The activity of allocate the necessary mount of resources to each activity
needed to develop it

Assumed real
system

It is an abstraction of the situation resulting from the identification of key
factors (variables, constraints and parameters)

Break-even
analysis

Analysis of relationships to determine the size or transaction volume
reaches a balance between losses and profits

Cost-benefit
analysis

A method for finding the best result between benefits and costs, expressed
in monetary value

Decision trees A technique to analyze sequential decisions based on the use of outcomes
and associated probabilities

Decision-making The activity of select certain actions from several options rationally

Efficiency Achievement of objectives with the least amount of resources

Achievement of objectives at the lowest cost or other unintended
consequences

Feasible solution A set of values of the problem variables that satisfies the equations

Implementation It implies the translation of the results into detailed operation instructions

Linear
programming

It is mathematical algorithm or procedure by means of which a problem,
formulated in terms of lineal equations, is solved optimizing an objective
function, also lineal

Mathematical
model

Is a model where the objective function and the constraints are expressed
in quantitatively or mathematical way

Model It is an abstraction of the assumed real system that identifies relevant
relationships of the system in the form of an objective function and a set of
constraints

Model
construction

It specifies quantitative expressions for the objective function and the
constraints in function of the constraints variables

Model validation It is presented when the performance of the model is similar to the
performance of the real system by using historical data

Operations
research

A scientific discipline, which applies theory, methods, and special
techniques in order to search the solution to decision making problems
related to the conduction and coordination of operations (or activities)
within an organization

Optimal solution A feasible solution that optimizes the objective function

Optimization Optimization attempts to answer a problem choosing the best among a set
of items

Phase The problem creation is divided in compulsory phases, which are mainly
situation examination and information collection

Problem
definition

It is defined by three main tasks: (1) Goal description; (2) Identification of
the system decision choices; and (3) Identification of limitations,
constraints and requirement of the system

Model solution It depends of the complexity and nature of the model. For the solution
some mathematic, simulation or heuristic, or any combination must be

(continued)
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2.3 Check Phase

The language and the conceptuality were checked by experts in the domain to
ensure that the model matched the users’ requirements for the design and devel-
opment of operations research models. Basically, the ontology was checked by
members of the research groups specialized in optimization approaches applied to
process system engineering (two professors, three associated researchers, two Ph.D.
students and two informatics engineers). In addition, the consistency of the model
was checked using ontology reasoners, such as, Pellet Incremental and Hermite
reasoners from Protégé. The reasoning time for checking the consistency of the
classes and of the model was 0.624 and 0.764 CPU’s, respectively, in an intel-core
2 at 2.83 GHz, resulting in a successful compilation. Finally, the checking and
validation of the ontological framework consisted in verifying that the operations
research models could be successfully instantiated in the ontology. This step
comprised a preliminary approach to check the usability of the model.

2.4 Act Phase

This phase comprised all the actions on the model necessary to repair defects and
implement suggestions made during the previous phase. Specifically, as an

Table 1 (continued)

Concept Description

used. Even more, some sensitive analysis should be performance in order
of study the behavior of the parameters in the system

Risk analysis Analysis that weighs the risks of a situation to include chances to get a
more accurate assessment of the risks involved.

Sensitive
analysis

Methodology that allows you to examine the behavior of a result
concerning controlled variations of a set of independent variables

Calculation of the effect of an exogenous variable produces in another
variable

Simulation
model

It is a model where the system is expressed in basic or elemental modules
and integrated bye the “if/then” logic relations

Stochastic model It is a model where the data is unknown and probabilistic approaches are
used in order to obtain data

Suboptimal
solution

A feasible solution which is not the optimal solution

System It is a set of parts or related items organized and interacting to achieve a
goal. The systems receive (input) data, energy or environmental matters
and provide (output) information, energy or matter

Unfeasible
solution

A set of values of the problem variables that do not satisfy the equations
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Fig. 3 Extract of the taxonomy of the operations research ontology
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example, the use of the class “Element” was appropriately tuned, in order to specify
that the real meaning regards a “Mathematical Element” and unnecessary classes
and properties were eliminated after debugging. Finally, the use of the current
model and all the formal changes made to the ontological model were recorded in
the project documentation.

2.5 Re-planning Phase

The results of this phase are included in the previous subsections, which present the
final structure of the pursuit project. However the project has been re-planned
several times adding new functionalities to the operations research domain. The
whole final semantic model can be inspected and downloaded at http://bari.upc.es/
cgi-bin/samba/smbdir.pl?group=&master=&host=neo&share=guest03&dir=
\ORO&auth=OT8COzZ,fGcDEionFyQjFg8=.

3 Proposed Framework

In this section, the procedure of the whole framework is presented. As a first step,
the actual state of the process is captured by the instantiation of the Enterprise
Ontology Project which contains an integrated representation of the enterprise
structure, ranging from the supply chain planning to the scheduling function, thus
comprising activities related to the operational, tactical and strategic functions. As a
next step, by means of the instantiation of the Ontological Math Representation, the
various mathematical models (mathematical elements) already established or the
design of new ones are translated into a semantic representation as mathematical
expressions in order to capture the mathematical meaning of enterprise domain
elements. This model relates existing classes belonging to the enterprise domain
ontology to mathematical elements to understand and translate the system
abstraction in equations. Finally, this work proposes the Operations Research
Ontology in order to, on the one hand, formalize and support the processes of:
(i) problem abstraction, (ii) analytical model building, (iii) problem solution,
(iv) verification and (v) deployment of the best solution; and on the other hand,
allow automated representation of the results of this whole process in standardized
formats (e.g., the so-called mathematical programming formats MPS and NL).

The workflow diagram of the proposed framework is illustrated in Fig. 4. The
first phase aims at reaching a formal conceptualization of the real system of the
process industry under study. This step encompasses the standardized semantic
description of the system using the enterprise ontology project (EOP), and the
definition and acquisition of the required dynamic and static data. The second phase
pursues the future formalization of the mathematical equations describing the
system abstraction using the ontological mathematical representation (OMR), this
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phase results in a potential mathematical description of the entire system. The OMR
can capture both mathematical expressions already in use and new developments
for the system conceptualization. Thirdly, the structure of optimization model
system along with the mathematical semantic model are the basis for instantiating
the operations research ontology (ORO) and obtain a semantic decision model for
optimization purposes. ORO has the task of designing the structure and the equation
system in order to define a certain problem following the operations research
guidelines. Finally, the mathematical programming standards are applied to the
semantic decision model and the problem is solved to reach the optimal integrated
solution, which assists managers in making the decisions to be deployed in the real
system.

4 Case Study

To demonstrate the functionalities of this integrated ontological framework, a case
study presented by Muñoz et al. [2] is considered. It consists of an integrated supply
chain network planning and scheduling problem. In this work, the processes
encompassing the problem definition, the problem formulations, as well as the
solution procedure are represented within the “Operations Research Ontology”.
Therefore, the whole process of operations research has been applied to the problem
solving supported by the knowledge management framework.

Fig. 4 Flow diagram of the design of problem system construction framework
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As a result of the “Observe the system” phase, the case study has been captured
using of the Enterprise Ontology Project, which allows to instantiate all the features
of the system, from the production process level to the whole supply chain network.
The following phase concerning “Problem definition” aims to capture four key
issues: (i) goal description, (ii) key elements identification, (iii) system limitations,
and (iv) system requirements (Table 2).

The “Model construction” has been derived from the “Problem definition”,
which provides the elements for the model creation. Specifically, links among the
four different issues identified in the “Problem definition” are established by means
of a relation matrix, and the sets, parameters, variables and groups of equations are
accordingly derived. For example, the goal “Determine the amount of final products
to be sold” is related to the continuous variable SLsff’t, which represents the sales
of product s at time period t produced in facility f to market f’. Thus, the semantic
modeling of the model is supported by the “Ontological Mathematical
Representation”, which is also related to the “Enterprise Ontology Project”.

Table 2 Extract of “Problem definition” in the case study

Goal definition Key elements identification

Maximize the economic performance of the
whole supply chain structure

Direct cost parameters, such as production,
handling, transportation, storage, and raw
materials

Determine the assignment of manufacturing
and distribution tasks to the network node

Indirect expenses, associate with the capacity
utilization

Determine the amount of final products to be
sold

Prices of the final products in the markets

Determine the amount of transported material
among facilities

Set of suppliers with limited capacity provide
raw materials to the different production
plants

Determine the detailed batching, sequencing
and timing of tasks in each production plant

Set of production plants and the distribution
centers are located in specific geographical
sites and provide final products to the markets

System limitations System requirements

Mass balances have to be respected Each production plant produces certain
amounts of final products using equipment
technologies which have defined installed
capacity and minimum utilization rate

The final products are stored in one of the
distribution centers before being sent to the
markets

Maximum capacity limitations have to be
considered for each treatment technology

Each market has a nominal demand of final
products along a fixed time horizon

Available transportation links

A certain supply chain network structure Production routes are defined in the product
recipes, which contain mass balance
coefficients and the consumption of
production resources

Unfulfilled demand cannot derive in back
orders
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The “Data collection” stage concerns the relation of the different sets and
parameters of the specific problem instantiation to their current value, which are
usually stored in organized databases. Thus, the “Model solution” considers the
algorithm selection according to the specific features of the mathematical model,
and proceeds to the problem solution. Finally, the steps “Model validation” and
“Implementation” consider the validation of the model according to historical data
and decision-maker expertise, and the acceptance and application of the resulting
solution for the real system.

5 Conclusions

The ontological framework provides a tool to build computational optimization
models for the enterprise decision-making and to allow the comprehensive appli-
cation of enterprise wide optimization throughout the process industry. This
framework encompasses the steps of OR, and communicates with two previously
existing semantic models related to enterprise wide and mathematical representa-
tion. This extended framework also allows the building of more accurate models for
the chemical process industry and the full integration and solution of large-scale
optimization models. The main contribution of this work is the systematic and
rigorous representation of the whole decision-making process from the problem
conception to implementation. As a result, creation and re-use of analytical models
in the industry can be semantically supported, providing a higher flexibility and
integration for model building of enterprise operations. Finally, Operations
Research Ontology aims to support problem design and mathematical formulations
(modeling & programming) for decision making in order to reach EWO by stan-
dardizing and facilitating the decision making process based on operations research,
creating and classifying systems of mathematical equations according to the sys-
tem’s specification and decision type and reusing knowledge from other ontology
models (Enterprise Project and Ontological Math Representation).
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How to Think Like a Data Scientist:
Application of a Variable Order Markov
Model to Indicators Management
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Abstract The growing demand for specialists in analyzing large volumes of data
has led to an emerging profile of knowledge managers known as data scientists.
How to address the different and complex scenarios with mathematical methods
makes a difference when to apply them successfully in a dynamic environment such
as the management indicators. For this reason, the authors present in this article a
case study of prognostic indicators, developed in the field of finance, making use of
mathematical Markov model which has prototyped in an abstract technological
implementation with the capabilities to implement cases in other contexts. The
purpose of the case study is to verify if the different levels of analysis of the Markov
model provide knowledge to the prognosis by indicators while the application of
the proposed methodology is shown. Thus, this work introduces to the threshold of
a methodology that leads to one of the ways on how to think like a data scientist.
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1 Introduction

In a previous research work [1] authors presented a validation of indicators’
forecasting methods for organizational knowledge management; as it is detailed
before, authors decided to use extended Markov models to widen the scope of the
analysis done in the previous work and to allow exploring the evolution of indi-
cators that have previously registered on a database. Among the exploration
parameters it is possible to define the extension order during the modeling of this
method, this is known as variable order Markov model [2]. The methodologic
proposal presented in this paper aims to be a novel alternative for Data Scientists
(DS) by using an additional variable in the analysis space of an indicator’s evo-
lution in order to improve the estimation accuracy.

According to [3], a DS is a person who combines the knowledge of statistics,
information technology and information design with strong communication and
collaboration skills. The workplace of the person must allow self-provision of
information, to enable it to be inquisitive and creative.

A proper methodology to analyze the information stored in a database includes
the definition of indicators, same that have been used as powerful tools in orga-
nizational management and have leaded to the definition of the balance score card
(BSC) [4]. Indicators emerged from the integration of different perspectives that are
considered relevant for analysis, it includes the importance of selecting a time
dimension that is fundamental for an evolutionary analysis of indicators; values for
indicators are associated to a finite set of states (normally associated to the concept
of semaphore) that lead to observe the evolution of the indicators’ states. This
evolution could be studied and analyzed using Markov models, in this sense, the
contribution of this work is the possibility to vary the analysis windows in Markov
models enriching the estimation possibilities and adding value for the data science
realm.

In the following sections a brief introduction to the proposed methodology is
given as well as a description of the case study including the selected indicators to
validate authors’ proposal. During the case study presentation an example of an
implementation prototype is shown followed by the results and conclusions.

2 Development of Methodological Aspects

As depicted in Fig. 1 the proposed methodology includes of set of phases that have
to be completed by a DS in order to use it. After the diagram, an explanation of each
phase is presented. During the case study application, each application phases is
shown, seeing how the management by indicators is done.

A. Selecting a Mathematical Model. This phase implies to define a case study
related to event that want to be analyzed and it is strongly connected its context;
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this model selection is critical and it relies on the experience and expertise of the
DS.

B. Designing the Experiment in the Application Prototype. Experiment design
leads to the DS to successfully accomplish all the tests designed for the case
study. In order to become more efficient during this phase an application pro-
totype was implemented by authors to facilitate the selection of the analysis
variable (the indicator) from an indicators’ database. The DS has to select an
analysis variable and to observe its behavior along the time series defined in the
database by using the elements of traditional statistics such as average, mode,
quartiles and variable dispersion [5]. Later the experimentation scenarios have to
be defined by the DS base on the distribution of the observed values; at least two
scenarios have to be defined, one to test or train the model and other to validate
the results.

C. Applying the Method. This phase implies to apply the method in the case study
as it is described in Sect. 3.

D. Verifying Method’s Results. In order to complete this phase it is necessary to
split the data according to the range of available dates and the observation
period. For example, if the observation period of the variable is defined in
months and you have historical data from five years (60 observations), it is
possible to use 90 % of data for the first set (training or testing) and the rest of
data for validation (6 observations).

E. Evaluating with Other Methods or with a Modification of the Current Model. In
the case study depicted later in Sect. 3 the results from using Markov models are
presented.

Fig. 1 Phases’ flow for data scientists of the proposed methodology
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The aspects presented introduce us to the threshold of a methodology that leads
us to one of the ways on how to think like a data scientist, sorting out the process of
thinking and analysis in this case as a management tool by indicators.

3 Application on a Case Study

In this section authors present a case study where the methodological aspects
defined in Sect. 2 we applied. The purpose of the case study is to verify if the
different levels of analysis of the Markov model, provide knowledge to the prog-
nosis by indicators while the methodology proposed application is being shown.

3.1 Phase A: Selecting a Mathematical Model

This section presents the theoretical framework used by a DS to develop a case
study using Markov models. In this regard there are experiences on specific cases,
like the use of Markov indicators and chains for decision making on new products
[6]; simulation of indicators supported by Montecarlo Markov chains [7]; validation
of the relation cause-effect through Bayes networks [8]. Despite the contributions
that these jobs done, they do not end the difficulties which enclose in itself
the management by indicators, including: the lack of validation mechanisms and the
lack of integration of proven methods as part of methodologies (for instance the
BSC) most of all, they show isolated successful cases [1]

A stochastic process is a set of random variables {Xt, t 2 T}. Normally t
indicates time and all the possible values of X are identified as the process states
along the time t. If T is discrete the process is time-discrete. Each one of the random
variables of the process has its own probabilistic distribution function and could be
correlated or not. Each variable or set of variables define a stochastic process, that
usually describes a process that evolves in time [9]. Among the stochastic processes
we can find the Markov Process, a special kind of discrete process where time’s
evolution only depends on the current state and not from the former ones [10].
Markov models imply random phenomena that are dependent of time where a
specific property is true: a Markov chain that is in a state j at the time j + 1 depends
only on the state it was in the instant n. The term Markov Chain is frequently used
to define Markov processes on spaces of discrete estates (finite or numerable). In
formal terms a Markov chain is a sequence of random variables {Xn, nN} that
meets the following:

1. Each variable Xn takes values from a finite or numerable set E that is known as
states space.

2. The sequence of variables verifies the condition or property of Markov.
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PðXnþ 1 ¼ inþ 1jX0 ¼ i0; . . .;Xn ¼ inÞ ¼ PðXnþ 1 ¼ inþ 1jXn ¼ inÞ ð1Þ

where i0, …, in denote the states of the Markov chain on each state. For the case
study the Markov chain is presented in Figs. 2, 3, and 4.

3.2 Phase B: Designing the Experiment in the Application
Prototype

In the context of management by indicators the most common need is to measure
the state of an interesting aspect that is represented by a variable. When talking
about indicators the concept of alarm or signal arises together with the semaphore
or traffic light as its most common visual representation. The semaphore itself is an
indicator that leads to take an action depending on its state (or color). These states

Fig. 2 Discrete-time Markov chain

Fig. 3 State transition graph for a Markov chain

Fig. 4 Last three values of the chain as well as the analysis windows of two states
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and thresholds for indicators are defined by a DS or a subject matter expert
depending on his or her experience [1].

3.2.1 Choosing the Analysis Variable (the Indicator)

As it was presented by authors in [1], a finance case study was selected to validate
the proposal presented in this paper. The specific application is on the context of
finance referred to the determination of the arrears of a clients’ portfolio (in col-
laboration with an appliances’ company).

The indicator selected to show a particular case and to corroborate the proposed
methodology was Amount of Total Credit (ATC): The total amount of money
currently in debt by customers. The data tables presented below show the appli-
cation of the case study, where all values are presented in Argentine Pesos (denoted
by the symbol $ARS); all currency data in $ARS has been preprocessed to move it
to a current value taking as a base the inflation index established by the National
Bank of Argentina [11]. The definition and monitoring of indicators are part of the
control process of the management organization, which is not discussed in this
paper.

3.2.2 Defining the Experimentation Scenarios

Two experimentations where defined for this case study as is explained next: First
Scenario: It was defined by all available data as a subset of input data to forecast the
following scenario. Second Scenario: It was defined by the last period as a subset of
input data to forecast the next period (Table 1).

Table 1 Data subset for the indicator Amount of Total Credit defined for the second scenario

Date Value
($ARS)

State Data subset

01/08/2007 576632.41 ACCEPTABLE Input data subset for forecasting

… … …

01/05/2010 348582.04 OPTIMAL

… … …

01/12/2011 925276.6 CRITICAL

01/01/2012 909961.33 CRITICAL

01/02/2012 896456.38 ACCEPTABLE

… … …

01/03/2012 901764.27 ACCEPTABLE

01/04/2012 918204.12 CRITICAL Data subset for forecasted value
verification… … …

01/07/2012 904578.51 CRITICAL
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3.3 Phases C and D: Results Verification

During the development of the research work presented in [1] it was concluded that
the Markov method, according to its theoretical model, contributes for managing
organizational knowledge management indicators. The work presented in this paper
evaluates the possibility of using an additional instance of the same method by
applying the observation of variable order chains.

3.4 Phase E: Evaluating with Other Methods
or with a Modification of the Current Model

3.4.1 Markov Chains of Order N

One of the fundamental premises presented in the introduction of this work is the
incorporation of a novel concept based on extending the analysis of the states of a
Markov chain to a fixed size window. It is sensed that if a state could predict the
next one, using a sequence of consecutive states, it is possible to predict with
greater certainty the next state, or in other words, the next sequence of states. The
length of this sequence becomes an analysis parameter that needs to be evaluated on
each step by the DS.

3.4.2 Concept Explanation

In a Markov chain with a discreet time, the values of X(t) occurs with certain
probability. These values can be imagined, one aside the other, as it is shown in
Fig. 2; each box represents a possible variable’s state, probabilities of passing from
one box to another are also considered.

It could be said that in this case the analysis window has only one state. For
example all the values of X(t) can be associated with colors Red (R), Green (G) and
Yellow (Y) with such transition probabilities that would allow all the states to
communicate with each other. A state transition graph could be defined where all
the states are linked to the possible values of X(t), the transitions represent the
probabilities (Fig. 3).

It is clear that the possible states would be R, G and Y; however if the analysis is
extended to two states, the possible states would be these combinations RR, RG,
RY, RG, YG, GG, RY, GY, YY. It has to be noticed that this is not a combination
of states, it is the probability of having the next value of Xi before a value of Xj,
where i, j 2 {R; G; Y}. All the possible combinations could be took into account,
however their probability would be zero. Each probability represents a probability
of change of variable X with value from i to j. It can be observed that all the values
are different from zero where the last state match the first. For example RY → YG,
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indicates the probability that having X(t − 1) = R and X(t) = Y the next state would
be X(t − 1) = G. It can be simplified as P(X(t + 1) = YG | X(t) = RY). This situation
is depicted in Fig. 4.

3.5 Context for the Application of Markov Chains
of Order N

The application of this concept could help to forecast the next state of an indicator
in the database; it could be helpful to predict and estimate tendencies. Tendencies
are state’s patterns that repeated in a chain. For example a tendency could be
Green–Green–Green, this situation indicates a tendency to a Green state. It is also
possible to have mixed tendencies such as Green–Red–Green–Red; this situation
could indicate a tendency towards a Green–Red state with an order n = 2. Using this
concept could be helpful to predict what the expected value of a transition is since
there is a tendency.

3.5.1 Testing Results of First-Order Markov Chains

As mentioned before the indicator Amount of Total Credit was chosen to test
authors’ proposal. In Fig. 5 the results of applying the Markov method in the
software prototype developed by authors can be seen. There is a value for the
model’s order, a value for the indicator, an associated state, and a period of time that
is defined by the DS.

The prototype is now in an experimental stage, as part of a degree thesis of the
Systems Engineering from the National Central University. It is in development
under standards of free software and open source, and it is leaded by the first author
of this paper.

Fig. 5 Probability distribution matrix and stationary vector obtained by computational sampling
using the authors’ software prototype

160 G. Illescas et al.



3.5.2 Testing Results of Markov Chains of Order 2

Using the same indicators database from the previous example and the author’s
software prototype, some testing by grouping two states was made. In Table 2 the
transitions matrix that was obtained is shown, next in Table 3, the stationary vector
for the Markov Chain of Order 2 is presented. It is important to mention that in
order to calculate the stationary vector, all the null rows and columns must be
deleted since they represent unreachable states.

3.5.3 Testing Results of Markov Chains of Order N

For this particular scenario some testing for grater orders (n > 2) has been made and
interesting results have emerged. For example for a Markov chain of order 3 the
stationary vector (with non-null values) is presented in Table 4; for a Markov Chain
of order 4, the state with the highest probability, the resulting state is RRRR.

4 Conclusions

Result analysis for first-order Markov chains. The probability for the Yellow state
shown in the stationary vector indicates that in the following time period the
indicator has a highest probability to stay in the same state, therefore the indicator

Table 2 Transitions Matrix obtained for a Markov chain of order 2

YY YG GG GY YR RR RY

YY 0.926 0.037 0.000 0.000 0.037 0.000 0.000

YG 0.000 0.000 1.000 0.000 0.000 0.000 0.000

GG 0.000 0.000 0.929 0.071 0.000 0.000 0.000

GY 1.000 0.000 0.000 0.000 0.000 0.000 0.000

YR 0.000 0.000 0.000 0.000 0.000 1.000 0.000

RR 0.000 0.000 0.000 0.000 0.000 0.900 0.100

RY 1.000 0.000 0.000 0.000 0.000 0.000 0.000

Table 3 Stationary vector for a Markov chain of order 2

YY YG GG GY YR RR RY

0.490 0.018 0.256 0.018 0.018 0.181 0.018

Table 4 Stationary vector (summarized) for a Markov chain of order 3

RRR RRY RYY

0.81817293 0.09091531 0.09091175
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must have a value that would be considered as acceptable. The results of the first
order belong to the previous work mentioned before [1].

Result analysis for Markov chains of order 2. As it can be seen the stationary
vector has been extended to two dimension since the combinations of two ordered
states have to be considered. The combination with the highest probability is
Yellow–Yellow (YY). It can be observed that the probabilities for Red–Green or
Green–Red are null since this occurrence doesn’t exist on the indicators database.
This fact can be the produced due to the characteristics of the indicator, since the
changes from an optimal value to a critical or from a critical value to an optimal in a
defaulters’ scenario is unlikely. It also can be observed that those states with the
highest probability are those pairs with similar values (GG; RR; YY); this can be
interpreted as a tendency to maintain the same state instead of changing to a
different one.

Overall comparisons. As for the first-order Markov chains as for those of order
2, the states show similar occurrence probabilities. Logically for Markov chains of
order 2 the mixed probability of YY is lower than Yellow, however it remains in
first place before Green and Yellow remaining in similar proportions. The results
for greater orders are more interesting since the combinations RRR with a quite
high probability value (0.8181) occur more frequently among the results of the
validation data set. The same happens with the combination RRRR that also has a
high probability (0.7777) and also is confirmed on those time periods selected for
validation.

Forecast verification. Using the remaining dataset for verification, it can be
observed that critical states are presented for the next four time periods. Despite
there is no coincidence with the state with the highest probability (Yellow or
Acceptable), the same value remains as it is suggested in the evolution analysis of
the indicators. Results become more interesting if analysis windows are widened.

General conclusions. This paper has tried to reveal information about the state
from the indicator stored in a chronologically ordered database. In order to do that,
Markov chains have been used to reach the goal of predicting the behavior of the
system across the time. The incorporation of a new parameter in the Markov chain,
the grouping order of the states, allows to improve the forecasting for new states
since the analysis window is widened, this fact was show on the different results
from the stationary vectors. The enlargement of the analysis window seems to offer
more precise forecasting results when all data is compared; it could be interesting to
conduct more testing with a bigger dataset and more variation on the data, or even
on different domains, for example, using academic indicators.

On the other hand another of the goals of this work has been achieve by the
proposal of the methodological aspects that could lead a DS to conduct an analysis
using the phases described in Sect. 2.

The methodology was applied to other case studies: medical services, pharmacy,
stocks of spare parts, academic record data; the corresponding analysis could be
performed in all of the cases. Due to the extension of this work it is not possible to
present the results thereof.
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Defect Prediction in Software Repositories
with Artificial Neural Networks

Ana M. Bautista and Tomas San Feliu

Abstract One of the biggest challenges that software developers face it is to make
an accurate defect prediction. Radial basis function neural networks have been used
to defect prediction. Software repositories like GitHub repository have been mined
to get data about projects and their issues. The number of closed issues could be a
useful tool for software managers. In order to predict the number of closed issues in
a project, different neural networks have been implemented. The dataset has been
segmented by the criterion of project size. The designed neural networks have
obtained high correlation coefficients.

Keywords Data mining � Software repositories � Artificial neural networks �
Defect prediction

1 Introduction

Developers and users often find issues in software systems and they are encouraged
to report them in the available issue trackers that are set up by development teams.
There is a variety of issue tracking systems. Popular systems include Bugzilla, Jira,
etc. Other development platforms, such as Google Code, GitHub or Freecode, have
in-house implementations of issue tracking systems. Developers thus have ample
opportunities to use issue-tracking systems in their development and maintenance
process [1].

Our goal in this paper is to analyze the relation among the different metrics of
each project. Specifically, studying whether size, number of watchers and/or
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number of forks have influence in the number of closed issues of the project and
therefore, it is possible to predict this number when you know the others.

Our study exploits data from GitHub, a super-repository of software projects
containing millions of projects. GitHub is free for open source projects and
implements in-house issues tracking system where users can file issues and tag
them into self-defined categories. The issue tracking system is easy to use and it is
systematically provided to all projects hosted in GitHub.

The remainder of this paper is organized as follows. In Sect. 2, we introduce the
related work about predicting issues using neural networks. In Sect. 3, the proposed
approach is shown. We present the dataset and neural network implementations. In
Sect. 4, the results achieved are analyzed. In Sect. 5, the challenges and limitations
are declared. Finally, in Sect. 6, conclusions and future work are described.

2 Related Work

Different techniques have been used for the purpose of classification/predicting
defects. They can be broadly grouped into techniques used for predicting expected
number of defects to be found in a software artifact (Prediction) and techniques that
are used to predict if a software artifact is likely to contain a defect (Classification)
[2]. Among these techniques are machine learning models.

Machine learning models use algorithms based on statistical methods and data
mining techniques that can be used for defect classification/predictions. These
methods are similar to logistic regression and they use similar input data (inde-
pendent variables). The key difference is that machine-learning models are based in
dynamic learning algorithms that tend to improve their performance, as more data
are available. Using code metrics data of projects from NASA IV&V facility
Metrics Data Program (MDP), Menzies et al. [3] model based on Naïve Bayes
predicted with accuracy of 71 % (pd, probability of detection) and probability of
false alarm (pf) of 25 %. Gondra [4] also using NASA project data set (JM1)
obtained correct classifications of 72.6 % with ANNs and 87.4 % with SVMs.
Using data from 31 projects from industry and using BNNs Fenton et al. [5]
obtained an R2 of 0.93 between predicted and actual number of defects.

One of the most important types of machine learning algorithms is artificial
neural network. An artificial neural network learning algorithm (ANN), usually
called “neural network” (NN), is a learning algorithm that is inspired by the
structure and functional aspects of biological neural networks. Computations are
structured in terms of an interconnected group of artificial neurons, processing
information using a connectionist approach to computation Modern neural net-
works are non-linear statistical data modeling tools. They are usually used to model
complex relationships between inputs and outputs, to find patterns in data, or to
capture the statistical structure in an unknown joint probability distribution between
observed variables [6, 7].
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2.1 Radial Basis Function Neural Network

In 1985, Powell proposed multivariate interpolation of Radial Basis FunctionMethod
(RBF), which provided a novel and effective mean for the multilayer forward network
study. In 1988, Broomhead and Lowe designed the first RBF neural network [8].

RBF differ from MLP in that the overall input-output map is constructed from
local contributions of Gaussian axons, require fewer training samples and train
faster than MLP. The most widely used method to estimate centers and widths
consists on using an unsupervised technique called the k-nearest neighbor rule. The
centers of the clusters give the centers of the RBFs and the distance between the
clusters provides the width of the Gaussians.

Since then, the RBF neural network has caused wide attention, and a large
number of papers about RBF neural network structure, learning algorithm and
application in various fields have been published. The application involves many
aspects of life now. RBF neural network not only has good generalization ability,
but it also can avoid the cumbersome and lengthy like back propagation calculation.
Moreover, it also can make learning from 1000 to 10,000 times faster than the
normal Back Propagation neural network. Besides, we have decided to use this type
of neural network because we have got very good results in previous studies, with
NASA93 file of PROMISE, even with only 93 patterns [9].

2.2 GitHub

GitHub is one of the most widely used public repositories, with more than 10 million
projects, contains a wealth of information about the practice of software develop-
ment. Further, it has an in-house implementation of an issue tracking system. On the
other hand, we have already been working with the download file of more than
145,000 projects written in Python language that are hosted in this repository [10].

3 Proposed Approach

The target of this study is to analyze the relationship between the different metrics
existing in a project and the number of issues detected in that project.

3.1 Dataset

Firstly, we access to GitHub repository to get project and issues data. We have built
two Microsoft PowerShell programs to get these data. Each one of them uses the
URL of the project to obtain the information.
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Example of main fields in a GitHub project:

“id”: 470423,
“name”: “py4s”,
“full_name”: “wwaites/py4s”,
“owner”:

“login”: “wwaites”,
“id”: 181467,

“private”: false,
“description”: “Python bindings via C for 4store”,
“fork”: false,
“size”: 1078,
“stargazers_count”: 15,
“watchers_count”: 15,
“language”: “Python”,
“has_issues”: true,
“has_downloads”: true,
“has_wiki”: true,
“has_pages”: false,
“forks_count”: 8,
“open_issues_count”: 3,
“forks”: 8,
“open_issues”: 3,
“watchers”: 15,
“default_branch”: “master”,
“network_count”: 8,
“subscribers_count”: 1

Github provide two metrics related with the project popularity such as watchers
and fork. The “watchers” metric gives an indication of the amount of attention that
is given to a project by the developer community. Any user can “watch” a project to
receive notifications about events in a project. Similarity forks metrics measure the
active involvement of the developer community in the growth of project’s code
base. Developers often create copies of project code base for continuing the
development in parallel, while merging their improvements with the mainline
repository. Usually, these metrics can be used for evaluating the project popularity
and thus the success of the project.

The project data contain the number of open issues but not the overall of issues.
When you retrieve the issues of a project you receive them in inverse order of its
creation date. Therefore, the number of issue within the project of the first issue that
is recovered is coincident with the total of issues for that project. Using Microsoft
Excel, we add this information to the others of the project and we calculate the
number of closed issues of the project. The number of closed issue is calculated as
the difference between the number of open issues and the overall of issues, pre-
viously calculated.
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Firstly, we use the 981 projects with issues inside de first group of 5000 projects
retrieved (File A).

Then, we retrieved other 5000 projects more and we select the 813 projects with
issues inside them. The new file has 1794 patterns (File B).

Later, we decide to group the projects by size to study whether these groups have
more homogeneous features. Initially, we remove the projects with wrong size (54
with size equal to zero) and the very big ones (18 with size greater than 100,000).
Then, we divide the rest of projects in three files, as shown in Table 1.

Finally, in order to organize the data, these have been separated into groups
according to the criteria of the log-normal size distribution. The process is to
calculate the natural logarithms of the data, compute the standard deviations and
range values on these logarithmic data, and convert back to the antilogarithms.
Briefly, we follow these steps:

Step 1. Calculate the natural logarithm of the number of defects.
Step 2. Calculate the average of the logarithmic values
Step 3. Calculate the variance of the logarithmic values around their mean.
Step 4. Using these logarithmic values for the average and standard deviation, we

calculate the logarithms of the issues range points.
Step 5. Take the antilogarithms of these to get the size range points.

We calculate the mean (A = 6.24) and the standard deviation (D = 1.6166) of the
log-normal distribution of the 1722 projects. We generate nine files, as shown in
Table 2.

Table 1 Files by size of
projects

File Size Records

B_P <300 838

B_M >300 and <1000 414

B_G >1000 470

Table 2 Files as log-normal distribution

File Size Log-normal size distribution Records

P <103 <(A − D) 184

M >103 and <2592 >(A − D) and <(A + D) 1248

G >2592 and <100,000 >(A + D) and <100,000 290

1M >103 and <513 >(A − D) and <A 872

P1M >513 and <2592 >A and <(A + D) 376

2M <513 <A 1056

2MG >513 and <100,000 >(A + D) and <100,000 666

PMM <230 <A − (D)/2 706

MMG >1140 and <100,000 >A + (D)/2 and <100,000 436
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3.2 Neural Network Implementation

We select the fields of project to train the neural network. We consider the size, the
number of forks, the number of watchers, the number of open issues and the
calculated fields, the number of closed issues and the overall number of issues as
the best ones to train the neural network and to extract information.

We use radial basis function with learning rule momentum, a Euclidean metric
and tanhAxon as function transfer. The net uses a competitive rule with full con-
science in the hidden layer and one output layer with the Tanh function, all the
learning process has been performed with the momentum algorithm. The
TanhAxon applies a bias and tanh function to each neuron in the layer. Such
nonlinear elements provide a network with the ability to make soft decisions.

To build the neural network we have use the NeuroSolutions tool. This is a
useful tool because it allows generating and testing different models in a few
minutes what it is essential during training process. The input to the network is a
text file whose fields are separated by commas. The number of the patterns in the
data set cases 80 % was used as training, and 20 % for testing.

We have built different neural networks and we have fit to achieve the best
possible results. We explain now each one.

• Network 1 has two input neurons: size and fork. The main goal is predicting the
number of issues, in a project, whose state is closed,

• Network 2 has three input neurons: size, forks and total number of issues, one
output neuron: number of issues whose state is closed and one hidden layer,
with ten clusters. The patterns are presented to the network 10,000 times or
50,000 times.

• Network 3 we change, in network 2, total number of issues by number of issues
whose state is open, in the input layer.

• Network 4 we change, in network 2, forks by watchers, in the input layer.
• Network 5 we change, in network 6, total number of issues by number of issues

whose state is open, in the input layer.

4 Results

Network 1. With two input neurons: size and forks. This network predicts the
number of issues, in a project, whose state is closed.

The results improve when we submit the File B_P, B_M and B_G to the
Network 1. We get the best result for File B_G, with Mean Squared Error
(MSE) equal to 0.002, correlation coefficient (r) equal to 0.90 and 100 % of true
positives and negatives. Checking the good results to split the original file by sizes,
we decide to create nine files by statistic analysis, according to Table 2.
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Network 2. With three input neurons: size, forks and total number of issues, one
output neuron: number of issues whose state is closed.

The results with the nine files and the Network 2 are very good, as shown in
Table 3, because MSE is the thousandths for eight files, and r-correlation coefficient
is greater than 0.80. The percentage of true positives and negatives is always upper
than 85 in each and every files.

Network 3 has three input neurons: size, forks and total number of issues. And it
has one output neuron: number of issues whose state is closed.

The best results by applying the nine files and the Network 3 are shown in
Table 4.

Generally, the results are worse than the execution of Network 2. The difference
between the two networks was the input neuron total number of issues and number
of open issues. Therefore, the number of open issues does not improve with respect
the total number of issues.

Network 4 has three input neurons: size, watchers and total number of issues.
The output of network 4 is the number of issues whose state is closed.

The results with the nine files and the Network 4 are very good, as shown in
Table 5, because MSE is the thousandths for all files, and r-correlation is greater
than 0.85. The percentage of true positives is upper than 99 in each and every file.
The percentage of true negatives is 100 in all but two files.

Network 5 has three input neurons: size, watchers and issues open. The output
neuron is the number of issues whose state is marked as closed.

Table 3 Results by applying
neural network 2

Files MSE r True positives (%) True negatives (%)

P 0.010 0.81 100 100

M 0.002 0.92 99.67 100

G 0.001 0.96 100 100

1 M 0.008 0.89 99.41 93.33

P1 M 0.006 0.90 99.51 86.66

2 M 0.003 0.96 100 100

2 MG 0.001 0.93 100 100

PMM 0.003 0.85 99.85 100

MMG 0.001 0.93 100 100

Table 4 Results by applying
neural network 3

Files MSE r True positives (%) True negatives (%)

P 0.020 0.70 100 100

M 0.009 0.68 99.91 20

G 0.020 0.59 99.65 100

2M 0.010 0.78 99.73 80

2MG 0.003 0.79 99.84 50

MMG 0.002 0.89 100 100
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The results by applying the nine files and the Network 5 are shown in Table 6.
Generally, the results are worse than when we apply the Network 4, specially, for
small projects. We selected Network 4 due to the improved performance. As in the
previous case, the behavior of total number of issues has been better than number of
open issues.

5 Challenges and Limitations

Using GitHub to treat large volumes of information it is slow. It is possible to
retrieve only 5000 projects per hour. In this paper we have limited our study to a
snapshot of 1722 projects written in Python language. Our sample set of projects
may not represent the universe of all real world projects. Our dataset cannot be use
to conclude causation instead it can only show correlation. Our findings must be
carefully considered within the context of open source projects.

Moreover, the database of GitHub is constantly changing. For instance, one user
can make one fork or a new watcher can attach to a project. This means that a
minute or a second later, a project has one fork more or one watcher more that when
we retrieved the data of the mentioned project.

Table 5 Results by applying
neural network 4

Files MSE r True positives (%) True negatives (%)

P 0.001 0.98 99.45 100

M 0.003 0.91 99.67 100

G 0.002 0.94 100 100

1 M 0.009 0.87 99.53 60

P1 M 0.007 0.88 99.61 80

2 M 0.002 0.91 100 100

2MG 0.001 0.94 100 100

PMM 0.003 0.86 99.85 100

MMG 0.001 0.94 100 100

Table 6 Results by applying
neural network 5

Files MSE r True positives (%) True negatives

P 0.010 0.72 100 100

M 0.006 0.80 100 80

G 0.003 0.90 100 100

1 M 0.020 0.65 99.88 26.66

P1 M 0.020 0.59 100 6.66

2 M 0.010 0.81 99.73 20

2MG 0.002 0.87 100 100

MMG 0.003 0.87 100 100

172 A.M. Bautista and T.S. Feliu



6 Conclusions and Future Work

Software repositories have traditionally been used for archival purposes. Issue
reports are important artifacts in software development. Unfortunately, the process
of acquiring such information in a convenient format is challenging, since such
repositories are mainly designed as record keeping repositories. In this paper we
have checked neural networks are useful tools to mine in software repositories and
to predict the number of issues that will be closed in a project.

The neural networks have obtained better results with big projects. These are
good news because defect prediction is more necessary for big projects. Big pro-
jects involve more resources to manage issues.

In this paper, we have obtained that size; forks and total number of issues help us
to predict number of issues that will be closed. We can also use number of watchers
to estimate number of closed issues.

As we now have a dataset with information about the timing of issues, the study
could be extended to other models that describe the issues arrival patterns. Other
potential models to study are those related to predicting when an issue may be
closed.
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Reverse Engineering Process
for the Generation of UML Diagrams
in Web Services Composition
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and Lisbeth Rodríguez-Mazahua

Abstract Reverse engineering is a process that allows us to optimize and reuse
code and applications based on a complete analysis of such code. This permits us to
generate a new idea that it is based on an already existent one and it creates or
improves the tool in which it is applied. In addition, UML activity diagrams are
graphic representations of processes that facilitate the way in which we perceive
and understand the order of execution of individual processes. It also provides
visual representation of the primary subsystems that define the entire process. This
work presents the application of reverse engineering to a transformation mechanism
in WSCDL, which allows the generation of UML activity diagrams from WSCDL
documents, and includes a case study to exemplify the functionality of this
mechanism.
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1 Introduction

Reverse engineering is a method that allows us to extend the useful life of existing
programs, also known as legacy software. Since reverse engineering leads to the
restructuring of existing code, it is considered the opposite of code generation. This
process involves examining and analyzing, legacy applications with the intention of
extracting entire code sequences that will be incorporated into future development.
The advantage of using reverse engineering in this manner is a reduction in
development time for both the creation of new programs and the
maintenance/upgrade of existing ones [1]. There are two types of reverse engi-
neering: (1) Source Code-based: Where the source code is available, but full
knowledge of its business process value is either unknown or poorly documented;
(2) Executable program-based: Where the source code is not available, so the
external measures must be employed in an effort to reveal the underlying structure.

A major objective, when conducting both types of reverse engineering, is to
clearly define the relationship between program function and workflow require-
ments. An excellent tool for defining these relationships is the Unified Modeling
Language (UML). This is especially true for a sub function of UML know as
Activity Diagrams (AD)s. ADs, which unambiguously demonstrate the interaction
of various sub-functions in the course of performing a business process, not only
illustrate the order of execution of various activities, but account for the handling of
concurrent processes, i.e., the sequencing rules that have to be followed [2]. Due to
the hierarchical nature of UML, system diagrams that are implemented using ADs
can be viewed from either a high-level perspective or with step-by step detail. These
diagrams are especially useful because they focus attention on how each process is
sequenced and the moment of its synchronization with other activities. The key
symbol of this type of diagram is the activity; this represents certain actions exe-
cuted either by user interaction or by a background process. Furthermore, ADs are
used to represent the logic of complex operations, business roles, use cases and
concurrent processes [3]. In this endeavor, the application of reverse engineering
provides a transformation mechanism that is typically represented using WSCDL
(Web Services Choreography Description Language). WSCDL also supports the
direct translation of ADs into java classes. This suggests that WSCDL is an optimal
tool for both Software-based and Execution-based reverse engineering.

We also present a case study of the search for supplier that offers the lowest price
available for an electronic component that provides the required functionality. This
work is structured as follows: Sect. 2, which presents the description of the
transformation mechanism that was employed in WSCDL; Sect. 3, which describes
related works; Sect. 4, which explains the application of reverse engineering to the
proposed transformation mechanism; Sect. 5, which presents the case study of the
“Search of the provider which offers the lowest price of an electronic component”;
Finally, Sect. 6, which offers conclusions and a plan for future work.
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2 Mechanism of Transformation in WSCDL

Currently, new complex business processes are modeled using the technologies of
Web Services (WS) and UML, such processes need mechanisms to efficiently
interoperate at a business level. WS is a recently developed platform that helps
maximize interoperability in distributed applications by optimally integrating
sub-services to generate new business processes [4]. In this context, there are two
perspectives for the composition of WS, the orchestration and the choreography.
Two composition languages for the realization of the orchestration and the chore-
ography of WS are: WSCDL and BPEL (Business Process Execution Language for
Web Services) [5].

We chose WSCDL over BPEL because WSCDL highlights the global exchange
of messages among all participants, whereas BPEL provides this information from
the point of view of a single participant. Furthermore, WSCDL offers rules that each
participant uses to estimate the state of the choreography and to deduce which
would be the next exchange of messages while BPEL specifies rules that are
executed to deduce the subsequent activities to execute, once the rule is calculated,
the time of execution of the orchestration executes the corresponding activities.
Also, WSCDL offers a model for the specification of the better understanding of the
exchange of messages and BPEL does not provide this support. [6]. Figure 1
presents a diagram of the transformation mechanism in WSCDL. Reverse engi-
neering was applied to this mechanism. The arrows that progress from left to right
represent the flow of the WSCDL transformation; whereas those arrows progressing
from right to left represent reverse engineering.

In the following section, we present some related works with this proposal. UML
diagrams, WSCDL and other composition languages, WS and the programming
language Java are used in these works and other aspects.

Fig. 1 Transformation mechanism in WSCDL—reverse engineering
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3 Related Works

A method which simplified the tedious and complex tasks during the modeling of
the operations of the specification of conceptual schemas (CSs) that define the
system behavior was proposed in [7]. This method automatically generates a set of
basic operations that complement the static aspects of the CS. On the other hand, a
systematic study of the empiric studies in relation to the use of UML diagrams for
the maintenance of the source code and of the UML diagrams themselves was
presented in [8]. In such work it was indicated that it exists a need of more
experiments and case studies in real contexts to show the utility of the UML
diagrams in the maintenance of the code. Likewise, the evidence about the utility of
the UML diagrams during the maintenance of the software was presented in [9].
Also, it was appreciated a tendency in favor of using the redirect of the design of
UML diagrams with relation to use the inverse engineering of UML diagrams,
because of the effectiveness and efficiency presented by them.

On the other hand, software sizing at a finer level of granularity by taking into
account the structural aspect of a sequence diagram (SD), in order to quantify its
structural size was explored in [10]. The COSMIC method was used to achieve this
objective. The COSMIC method takes into account the data movements in a
sequence diagram. Moreover [11] presented the combination of the software testing
with “Extenics” for dealing with contradictory problems with formalized methods
and transformation. This work proposed an automatic approach that generated test
cases from ADs based on the extension theory. Also, a revision of SDs was pre-
sented in [12], where STAIRS was used, a formal language to model interactive
UML diagrams and to produce models, as an alternative to formalize the diagrams
of interaction in UML, specifically the SDs.

Furthermore, a structured approach to automatically annotate a Web page with
Rich Snippets RDFa tags was presented in [13]. This work exploited a data reverse
engineering method, combined with several heuristics and a named entity recog-
nition technique. In addition, it evaluated the accuracy of the approach on real
E-commerce Web sites. In [14] it is demonstrated a mechanism that detected
carefully constructed virtual environments by focusing on the stochastic of system
call timings. This work also presented a statistical technique for detecting emulated
environments to successfully identify the attacks of the hackers, which used the
reverse engineering as a powerful tool. On the other hand, an instrument for the
characterization of reverse engineering tools was proposed in [15]. Also, it was
defined a new characterization structure based on two criteria, the structural aspect
and the common properties between them. The instrument was validated in situa-
tions that proved his usefulness for classifying and evaluating such tools. The
proposal allowed the independent and joint evaluation of each of the components
that form reverse engineering tools. Moreover, in [16] it was presented the appli-
cation of database (DB) reverse engineering through a chain of model-to-model
transformations based on a set of meta-models. In addition, this work presented a
case study illustrating an approach to DB reverse engineering.
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In the following section, we present the application of the reverse engineering to
transformation mechanism in WSCDL, where describe the five phases of the used
methodology, the developed classes in Java and the generation of the ADs.

4 Application of Reverse Engineering

The transformation process described in this proposal is based on Source-Code
reverse engineering and relied on the transformation mechanism provided in
WSCDL, as described in Sect. 2. By adhering to Dynamic Systems Development
Method (DSDM), we enjoyed the benefits of an iterative and incremental devel-
opment cycle that offers the ability to easily and reliably reverse all changes made to
the original source code during the development. This methodology also integrates
tests throughout the life cycle of the project that allow active participation by all
interested parties [17]. These are five phases of the DSDM methodology:

Phase 1: Feasibility Study—The importance of applying reverse engineering to
the transformation mechanism is identified in this phase with the objective of
validating it and generating an ADs from a WSCDL document.

Phase 2: Business Study—A case study is provided below that describes the
search for a provider that offers the lowest price on an electronic component capable
of delivering the necessary functionality and reliability. The process of this
mechanism was studied and is presented in the Table 1. Also, the structure of the
corresponding WSCDL document and its relation to an XMI document was
considered.

Phase 3: Iteration of the functional model—The following steps were performed
in this phase: (a) Revision of the prototype—The analysis of the process and the
phases which are is responsible for the transformation of an ADs to a WSCDL
document was completed, the employed classes and functions in Java were ana-
lyzed. (b) Identification of the functional prototype—The key parts of the trans-
formation mechanism was identified, a case study was selected for verification, and
the reusable code submitted for transformation. (c) Plan of action—Reverse engi-
neering was implemented using DSDM methodology as well as the horseshoe
method, which supports the isolation and adaptation of reusable code.

Phase 4: Iteration of the design and construction—In this phase we completed
the process of generating an XMI document from a WSCDL document where the
following actions were performed: (a) Identification of the prototype of the design—
The ADs which models the case study used in the transformation mechanism in
WSCDL was analyzed, and the different activities that are necessary for its mod-
eling were identified. From the creation of the WSCDL document through the
mechanism of transformation, an analysis of each tag was made with the purpose of
identifying its relation to a corresponding tag inside an XMI file, and this XMI file
was used to generate ADs; (b) Agree on a plan—The tags of the WSCDL file that
maintain the relationship with the tags of the XMI file are the following: node—This
tag is generated from the tag in WSCDL RoleType, which represents the set of roles
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inside the diagram; containedNode—This tag comes from the tag informationType
of the WSCDL code, with its attribute name, this tag mentions the name of all the
variables inside the diagram and its pertinence in the corresponding node; edge—
This tag corresponds to the relationship tag inside the WSCDL choreography and
uses its ID to derive its attribute source and the target of each variable from the
relationship tag; c) Creation of the design prototype—Once the tags and the rela-
tionship between WSCDL and XMI had been established, we defined four Java
classes to begin implementation of the reverse engineering transformation in
WS-CDL, first, generating its corresponding XMI document and then, with the help
of the modeling tool, we generated the corresponding ADs. In the programming of

Table 1 Relationship between WSCDL and XMI

182 I. Machorro-Cano et al.



the Java classes, the libraries DOM (Document Object Model) and SAX (Simple
API for XML) were also used. The API DOM describes how a document XML is
organized and it allowed us to know how the tags are inserted. The API SAX, aids
in the proper interpretation of an XML file and detects when an element of the
document begins and ends, it also confirmed that our XML files were well formed.
Figure 2 presents the four classes that were developed in Java where:

(1) The class “Open” is the main class and from which a Frame is executed,
where the corresponding WSCDL is selected and its contents are displayed.
From this display we can initiate the generation of its corresponding XMI
document. This action invokes the method execute () from the class
“wscdl2xmi”, and the obtained tags are sent to this latter class.

(2) The class “wscdl2xmi” invokes the sub-classes “Transform” and
“GenerateXMI” which are responsible for generating the XMI document.

(3) The class “Transform” is responsible for obtaining the corresponding tags
from WSCDL and transferring them to the XMI document. It contains the
following methods: getNameDiagram (): which gets the name of the diagram;
getAuthorDiagram (): which obtains the name of the author of such diagram;

(4) The class “GenerateXMI” is responsible for building the XMI document and
it only has the main method generateXMI (), which, which the extracted
information in the class Transform, proceeds to form the final XMI document;
d) Revision of the design prototype—We completed the revision of the XMI
document generated by the classes in Java by using the tools CASE Visual
Paradigm for UML Enterprise Edition, ArgoUML, Poseidon and Eclipse, in
order to validate the document and to verify its performance.

Phase 5: Implementation—The implementation and testing necessary to generate
the corresponding UML diagram from the WSCDL document were completed
during this phase. Once the XMI document had been obtained by the developed
classes in Java, the ADs was generated from the XMI document with the modeling
tool Visual Paradigm for UML Enterprise Edition. As it is shown in the Table 2, we
can see fragments of WSCDL code in relation to the ADs of the proposed use case.
In the next section, we present a case study of the search of a provider that offers the
lowest price of an electronic component. The used transformation mechanism in
WSCDL is based in such case study and it is used for the validation and application
of the reverse engineering.

Fig. 2 Class in Java
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Table 2 Relationship between WSCDL and UML activity diagram

WSCDL Code Activity diagram

<informationType name="EnterproductnameandnumberType"
type="EnterproductnameandnumberMsg"><description
type="documentation">Enterproductnameandnumber 
Message</description></informationType>

<tokenLocator informationType="Indicatenumberofcomponentsin 
existenceType" tokenName="tns:id" query=" "><description
type="documentation">Identity for Indicatenumberofcomponentsin 
existence</description></tokenLocator>

<roleType name="WSDLRole"><description type="documentation">Role 
for WSDL</description><behavior name="WSDLBehavior"
interface="WSDLBehaviorInterface"><description
type="documentation">Behavior for
WSDL</description></behavior></roleType>

Streets

<relationshipType name="WS-CDL2BPEL4WS"><description
type="documentation">WS-CDL BPEL4WS 
Relationship</description><roleType typeRef="tns:WS-
CDLRole"/><roleType
typeRef="tns:BPEL4WSRole"/></relationshipType>

<participantType name="WSDL"><description
type="documentation">WSDL Participant</description><roleType
typeRef="tns:WSDLRole"/></participantType>

<channelType name="WS-CDL2BPEL4WSChannel"><description
type="documentation">WS-CDL to BPEL4WS Channel 
Type</description><roleType
typeRef="tns:BPEL4WSRole"/><reference><token
name="tns:URI"/></reference><identity><token
name="tns:id"/></identity></channelType>

<choreography name="search-productChoreography" root="true">

<exchange name=" Generatelistofcomponents "
informationType="tns: GeneratelistofcomponentsType"
action="request"><description type="documentation">Request 
Message Exchange</description><send variable="cdl:getVariable 
('Generatelistofcomponents','','')"/><receive
variable="cdl:getVariable('Generatelistofcomponents','','')"/></e
xchange>

<variable name="GenerateResults"
informationType="tns:GeneraResultadosType"
roleTypes="tns:WS-CDLRole tns:WS-CDLRole"><description
type="documentation">Request Message</description></variable>

</choreography>
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5 Case Study: “The Search Provider that Offers
the Lowest Price of an Electronic Component”

The most common method of studying business behavior is the case study. A case
study describes a situation, lists the steps that were taken to achieve a specific
objective and then reflects on the observable outcome. In this regard case studies
can be considered descriptive research.

In order to show the validation of the application of reverse engineering to the
transformation mechanism in WSCDL, imagine the following scenario: a customer
wants to find electronic devices, and the customer decides to use a BPEL broker
service in order to find the best device prices. As there are various kinds of BPEL
brokering services, this scenario examines how a customer might be able to find the
supplier that offers the best combination of price, performance and reliability.

Figure 3 shows the entities involved in this e-commerce scenario, where a
costumer accesses a Web site only, which is in communication with the WSCDL
engine, which also communicates with the various BPEL engines, which in turn
collaborate with intermediaries and other Web services. It is worth mentioning that
this scenario is relevant, as it was used in the transformation mechanism described
in Sect. 2 and as well as in this study to validate the application of reverse engi-
neering to the transformation mechanism in WSCDL.

Fig. 3 Case study of the purchase of an electronic component
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The conclusions obtained by the application of reverse engineering to a trans-
formation mechanism in WSCDL are presented in the following section. Section 6
also describes future work and gives acknowledgements.

6 Conclusions and Future Work

As stated earlier, reverse engineering is a method that allows us to extend the useful
life of existing programs, also known as legacy software. Since reverse engineering
leads to the restructuring of existing code, it is considered the opposite of code
generation because it consists of taking source code examining and analyzing it and
ultimately converting it into entities that can be used for future development. On the
other hand, in the execution of a Web service, the activities between services are
represented by means of an ADs and the resulting choreography of those activities
is defined in WSCDL. In this work we presented the application of reverse engi-
neering to such a mechanism based on the case study of the search for an optimal
supplier. This project required the generation of an ADs from a WSCDL document.
It was also necessary to develop JAVA classes by reading the WSCDL document
and to create the corresponding XMI document that could be analyzed using var-
ious modeling tools such as the Visual Paradigm for UML Enterprise Edition.

Finally, the future work consists of applying reverse engineering to other
transformation mechanisms in WSCDL that use UML sequences and use case
diagrams as the continuation of this work.
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Evaluating and Comparing Perceptions
Between Undergraduate Students
and Practitioners in Controlled
Experiments for Requirements
Prioritization

José Antonio Pow-Sang

Abstract The Use Case Precedence Diagram (UCPD) is a technique that addresses
the problem of determining the construction sequence or prioritization of a software
product from the developer’s perspective in software development projects. This
paper presents a perceptions evaluation of the UCPD based on the Method
Evaluation Model (MEM), where the intention to use a method is determined by the
users’ perceptions. Perceptions were collected using a questionnaire which was
applied immediately after the controlled experiments were carried out. Those
controlled experiments were replicated twice with undergraduate students, and
twice with practitioners. The results show that the intentions to use UCPD exist in
undergraduate students and practitioners with at least 2 years of experience in the
industry, but the relationships defined by the MEM are best confirmed with the
results obtained with practitioners.

Keywords UCPD � Requirements precedence � Requirements prioritization �
Software engineering experimentation � Method evaluation model � Method
adoption model

1 Introduction

The Use Case Precedence Diagram (UCPD) [1] is a technique based on use cases
[2] and its objective is to determine software construction sequences taking into
consideration the developer’s perspective in terms of ease of construction to define
software requirements priorities.
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According to UML, the relations that can exist between use cases are: include,
extend, and generalization. In addition to the standard, it was proposed the inclusion
of a new relation: antecede; and all these relations will be shown in the use case
precedence diagram (UCPD). The idea of this diagram was taken from Doug
Rosenberg [3], who proposed the use of a similar diagram, specifying the relations
“precedes” and “invoke” to determine user requirements (Fig. 1 shows an example
of a UCPD). In previous papers [1, 4], the precedence relation was named “pre-
cede”, but in order to differentiate with Rosenberg’s approach this relation was
renamed as “antecede”, as it is shown in Figs. 1, 2, and 3.

In order to obtain precedence relations between use cases, the following rules
must be considered:

Rule 1: A use case U1 precedes another use case U2 if there is a precondition
that corresponds to the execution of a scenario in U1 that must be fulfilled before
executing a scenario of U2.

For instance, to execute a scenario from the “Make Reservation” use case, the
actor must have been validated by the system (i.e. execute a login). Hence, the
“Login” use case precedes the “Make Reservation” use case. This is shown in
Fig. 2.

Rule 2: A use case U1 precedes another use case U2 if a U2 needs information
that is registered by U1. For instance, to perform the payment for a reservation, this
reservation must have been made. Having two use cases “Make Reservation” and
“Pay Reservation”, the former precedes the later. This is shown in Fig. 3.

Fig. 1 Use case precedence diagram

Fig. 2 Precedence Rule 1—diagram example

Fig. 3 Precedence Rule 2—diagram example
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It is important to note that in the UCPD, Included and Extended Use Cases have
not been considered since they can be part of other use cases that refer to them.
Based on this UCPD, a construction sequence is defined. The use cases that are on
the left side of the diagram will be implemented before the ones that are on the right
side. For instance, in Fig. 1, “Use case A” will be implemented before “Use case
C”.

In [4, 5] it was included the results of controlled experiments in which UCPD is
applied in case studies by practitioners, and undergraduate students. The obtained
results show that UCPD has more significant advantages over the utilization of ad
hoc techniques.

Although the results obtained in controlled experiments were satisfactory, there
is a need also to assess users’ response to the new procedure and their intention to
use it in the future, for which reason it was applied at the end of the experiment a
questionnaire based on the Method Adoption Model (MAM) [6].

The Method Evaluation Model (MEM) was proposed by Moody [6] and this
model is an adaptation of the Technology Acceptance Model [7, 8] defined by
Davis. MEM explains and predicts the adoption of methods (see Fig. 4).

The central constructs of the MEM constitute the Method Adoption Model
(MAM) as it can be observed in Fig. 4. Those constructs are the following:

Fig. 4 The method evaluation model (MEM) [6]
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• Perceived Ease of Use (PEU): the extent to which a person believes that using a
particular method would be effort-free.

• Perceived Usefulness (PU): the extent to which a person believes that a par-
ticular method will be effective in achieving the intended objectives.

• Intention to Use (IU): the extent to which a person intends to use a particular
method.

MAM defines that perceived usefulness is influenced by the perceived ease of
use, and intention to use is defined by perceived usefulness and perceived ease of
use. Many empirical studies that evaluate software methods have been carried using
MAM with students and practitioners [9–11]. Some of them do not confirm the
relationships between the constructs defined by the MAM.

The rest of the paper is organized as follows: Sect. 2 describes this study, Sect. 3
details the results obtained for the empirical study. Finally, in Sect. 4, a summary
and the plans for future research will conclude this paper.

2 Description of This Study

Using the Goal/Question/Metric (GQM) template for goal-oriented software mea-
surement [12], it was defined this study as follows: Analyze: user’s responses and
effectiveness For the purpose of: evaluateWith respect to: intention to use UCPD
In the context of: undergraduate students and practitioners with at least 2 years of
experience in software development projects, considering that the developer is free
to select the sequence to construct use cases (there are no user’s constraints).

Based on the MEM, it was formulated the working hypotheses of this research
which make reference to the intrinsic constructs of the model. These hypotheses are
stated in the following way:

• Hypothesis 1 (H1): UCPD is perceived easy to use.
• Hypothesis 2 (H2): UCPD is perceived useful.
• Hypothesis 3 (H3): There is an intention to use UCPD in future software projects.
• Hypothesis 4 (H4): The perceived ease of use (PEU) has a positive effect on the

perceived usefulness (PU).
• Hypothesis 5 (H5): The perceived ease of use (PEU) has a direct and positive

effect on intention to use (IU).
• Hypothesis 6 (H6): The perceived usefulness (PU) has a direct and positive

effect on intention to use (IU).
• Hypothesis 7 (H7): The actual effectiveness has a direct and a positive effect on

perceived usefulness (PU).
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2.1 Participants

The undergraduate students who participated in this study were fourth year students
of the Informatics Engineering program at the Pontificia Universidad Católica del
Perú (PUCP) that were enrolled in the Spring ’06 and Fall ’15.

The practitioners were 25 professionals with at least 2 years of experience who
participated in a controlled experiment in 2007 and the quantitative results are
detailed in [5]. This experiment was replicated in 2009 with 17 practitioners (with at
least 2 years of experience too) who were graduate students of the Master in
Informatics program at PUCP.

2.2 Materials

It was designed a questionnaire which included one question for each construct of
the MAM. Each answer had to be quantified on a five point Likert-type scale [13]. It
could be considered as a disadvantage to use only one question for each construct,
but there are some studies that have applied this same approach in other fields such
as the medicine with appropriate results [14–16]. The purpose was to create a
user-friendly questionnaire.

The undergraduate students and the practitioners filled the questionnaire at the
end of the controlled experiment in which they were involved into. It was com-
mented to the participants that the purpose of the questionnaire is to know their
honest opinion about UCPD.

Further details of the questionnaire used and the instruments utilized in the
controlled experiment with practitioners can be found at: http://inform.pucp.edu.pe/
*jpowsang/UCPD/mem.html.

2.3 Tasks Performed During the Experiment

The participants had to apply the first case study with their ad hoc techniques and
the second one with UCPD. The participants had to applied two different case
studies with similar characteristics (both are information systems) in order to mit-
igate the learning effects. Table 1 shows the tasks carried out in the session by the
participants.

Unlike the experiment presented in [1], participants did not apply UCPD to the
case study 1. For statistical purposes, it is only needed that students had to apply the
technique to the case study 2.

The session lasted approximately 1 h and the practitioners performed 45 min on
average to complete all the tasks. Even though it was not part of this study to know
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which technique demanded less time, we could observe that they spent less than
10 min to elaborate UCPD.

3 Results

The statistical hypotheses to test the working hypothesis H1, H2, and H3 are the
following:

Ho : l� 3; a ¼ 0:05

Ha : l[ 3

“μ” is the mean response obtained in the questions related to user’s perception
about UCPD. It can be considered a positive perception of the participants, if the
mean response is greater than 3, because a five point Likert-type scale [13] was
used in the questionnaries from 1 to 5. To evaluate the MEM relationships, cor-
relation coeficients and regression analysis were used to formally test hypotheses
H4, H5, H6, and H7.

3.1 Perceived Ease of Use (PEU)

Table 1 presents the results obtained with the question relate to perceived ease of
use. It was established a significance level of 0.05 to statistically test the obtained
results with undergraduate students and practitioners (Table 2).

In order to determine if the obtained results followed a normal distribution, it
was applied the Shapiro-Wilk test [17]. Since the computed p-values were lower
than the significance level α = 0.05, the normal distribution hypothesis was rejected
for the four samples (undergraduate students and practitioners). Due to these results,
the Wilcoxon signed rank test [18] was chosen to test the statistical hypothesis
defined previously (Ho: μ ≤ 3, Ha: μ > 3). Since the computed p-values were lower
than the significance level α = 0.05, the null hypothesis Ho had to be rejected for all

Table 1 Tasks carried out by the subjects

Task Nº Description

1 Receive case study 1 and questionnaire 1

2 Fill in questionnaire 1

3 Receive case study 2 and questionnaire 2

4 Elaborate use case precedence diagram for case study 2

5 Fill in questionnaire 2

6 Fill in questionnaire 3
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of the samples. It means that it can be empirically corroborated the working
hypothesis H1: the undergraduate students and the practitioners perceived UCPD as
easy to use.

3.2 Perceived Usefulness (PU)

Table 3 presents the results obtained with the question related to to usefulness. It
was established a significance level of 0.05 to statistically test the obtained results.
Similar to PEU, it was applied the Shapiro-Wilk test, and the normal distribution
hypothesis was rejected for all of the samples. Using the Wilcoxon signed rank test
in order to test the statistical hypothesis defined previously (Ho: μ ≤ 3, Ha: μ > 3),
the computed p-values were lower than the significance level α = 0.05, and the null
hypothesis Ho had to be rejected. It means that it can be empirically corroborated
the working hypothesis H2: the undergraduate students and the practitioners per-
ceived UCPD as useful.

3.3 Intention to Use (IU)

Table 4 presents the results obtained with the question relate to intention to use. It
was established a significance level of 0.05 to statistically test the obtained results.

Similar to the results obtained with PEU, and PU, samples did not follow a
normal distribution either. Since the computed p-values using the Wilcoxon signed

Table 2 Descriptive statistics for perceived ease of use

Variable Undergrad. students I Undergrad. students II Practitioners I Practitioners II

Observations 35 19 25 14

Minimum 3 2 2 3

Maximum 5 5 5 5

Mean 3.971 4.105 3.84 4

Std. Dev. 0.618 0.936 0.850 0.679

Table 3 Descriptive statistics for perceived usefulness

Variable Undergrad. students I Undergrad. students II Practitioners I Practitioners II

Observations 35 19 25 14

Minimum 3 4 3 3

Maximum 5 5 5 5

Mean 4.486 4.473 4.36 4.214

Std. Dev. 0.658 0.512 0.638 0.699
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rank test were lower than the significance level α = 0.05, the null hypothesis Ho had
to be rejected. It means that it can be can empirically corroborated the working
hypothesis H3: the undergraduate students and the practitioners have the intention
to use UCPD.

3.4 MEM Evaluation

To assess the relationships between variables proposed in the MEM, it must be used
the correlation coefficient, similar to the studies conducted by Davis [7] and Adams
et al. [8].

According Muijs [19] in order to determine if there is a degree of relationship
between two ordinal variables, the Spearman’s correlation coefficient must be used
(not the Pearson’s correlation one). The Likert-scale used in the questionnaires is
ordinal, for this reason Spearman’s correlation (Spearman’s r) had to be used to
evaluate MAM. The rules of thumb to determine the strength of a relationship
proposed by Muijs are the following:

<0. ±1 weak
<0. ±3 modest
<0. ±5 moderate
<0. ±8 strong
≥±0.8 very strong.

In the controlled experiments, it could be empirically corroborated that UCPD
produced more accurate assessments than ad hoc techniques 16. In order to
determine a possible relationship between effectiveness and usefulness, it was
considered three levels of effectiveness comparing ad hoc vs. UCPD: (1) ineffec-
tiveness, (2) equal effectiveness, (3) better effectiveness.

Table 5 presents Spearman’s r (ρ) and the strength for each relationship for the
undergraduate students’ samples.

It can be observed that usefulness (PU) and ease of use (PEU) were significantly
correlated each other for one sample. Usefulness (PU) and intention to use
(IU) were significantly correlated each other for one sample. Ease of use (PEU) and
intention to use (IU) were not only significantly correlated each other in both
samples. Effectiveness and usefulness were significantly correlated each other in

Table 4 Descriptive statistics for perceived usefulness

Variable Undergrad. students I Undergrad. students II Practitioners I Practitioners II

Observations 35 19 25 14

Minimum 2 3 1 3

Maximum 5 5 5 5

Mean 4.4 4.315 4.2 4.214

Std. Dev. 0.736 0.749 0.913 0.579
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one sample. It means that it can be partially corroborated the working hypotheses
H4, H6, and H7 using both samples of undergraduate students. H5 can not be
confirmed with both samples.

Table 6 presents Spearman’s r (ρ) and the strength for each relationship for
samples of practitioners. It can be observed that usefulness (PU) and ease of use
(PEU) were significantly correlated each other for both samples. Ease of use (PEU),
and intention to use (IU) were significantly correlated each other for one sample.
Usefulness (PU) and intention to use (IU) were also significantly correlated each
other for one sample. Effectiveness and usefulness (PU) were significantly corre-
lated each other for both samples. It means that it can be empirically corroborated
the working hypotheses H4, and H7 using both samples of practitioners. H5 and H6

can be partially corroborated with the samples of practitioners.
In order to confirm the causal relationships between variables defined in the

MAM, an ordinal regression analysis had to be used 20. All of the causal rela-
tionships could be confirmed using ordinal regression [20] (detailed information of
these ordinal regression models are not included in this paper).

Table 5 Strength for the MEM’s relationship for undergraduate students

Characteristic Undergrad. students I Undergrad. students II

PEU versus PU Modest Moderate

(ρ = 0.118, p-value = 0.501) (ρ = 0.461, p-value = 0.0471)

PEU versus IU Modest Modest

(ρ = 0.205, p-value = 0.235) (ρ = 0.104, p-value = 0.672)

PU versus IU Moderate Moderate

(ρ = 0.419, p-value = 0.012) (ρ = 0.336, p-value = 0.160)

Effectiveness versus PU Moderate Very strong

(ρ = 0.303, p-value = 0.179) (ρ = 1, p-value = 0)

Table 6 Strength for the MEM’s relationship for practitioners

Characteristic Practitioners I Practitioners II (master students)

PEU versus PU Moderate Strong

(ρ = 0.416, p-value = 0.039) (ρ = 0.624, p-value = 0.017)

PEU versus IU Moderate Moderate

(ρ = 0.386, p-value = 0.057) (ρ = 0.368, p-value = 0.195)

PU versus IU Moderate Strong

(ρ = 0.318, p-value = 0.122) (ρ = 0.616, p-value = 0.019)

Effectiveness versus PU Moderate Strong

(ρ = 0.419, p-value = 0.035) (ρ = 741, p-value = 0.002)
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4 Conclusions and Future Work

This paper describes an empirical study that evaluates the intention to use the
UCPD technique that is used to determine software construction sequences taking
into account the developer’s perspective. The study considers the perceptions of
undergraduate students and practitioners with at least 2 years of experience in
software development projects.

UCPD is perceived as easy to use and useful for all of the participants (under-
graduate students and practitioners). Also, the participants of this study acknowl-
edged having the intention to use UCPD in next software development projects.

Although the perceptions of UCPD are positive for all of the participants, the
relationships defined in the MEM are best confirmed with the statistical tests
applied to two samples of practitioners.

Many researchers comment the benefits to use undergraduate students for
research studies [21]. However, it should be noted that in some situations, similar to
this study, the results obtained with undergraduate students should be taken with
caution and it is preferable to use practitioners with experience in the industry, in
order to get confident results.

As a future work, it is planned to replicate the controlled experiment in order to
contrast and confirm the results obtained in this study.
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Search-Based Software Engineering
to Construct Binary Test-Suites

Jose Torres-Jimenez and Himer Avila-George

Abstract Search-based software engineering is the application of optimization
techniques in solving software engineering problems. One challenge to testing
software systems is the effort involved in creating test suites that will systematically
test the system and reveal faults in an effective manner. Given the importance of the
software testing phase, a specific subarea called search-based software testing has
become increasingly important. This paper presents a search-based software testing
tool (SBSTT), for constructing test suites. Through the use of SBSTT we were able
to find 370 new upper bounds for binary test suites.

Keywords Search-based software testing � Combinatorial testing � Binary
test-suites � Covering arrays

1 Introduction

In 2001, the term search-based software engineering (SBSE) was coined by Harman
and Jones [1]. SBSE is the application of optimization techniques in solving
software engineering problems. The applicability of optimization techniques in
solving software engineering problems is suitable, as these problems frequently
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require near optimal solutions. Search-based software testing (SBST) research has
attracted much attention in recent years as part of a general interest in SBSE
approaches [2]. The growing interest in SBST can be attributed to the fact that
exhaustive testing is unfeasible considering the size and complexity for realistic or
real-world software under test (SUT).

The main aim of software testing is to detect as many faults as possible in the
SUT. To gain sufficient confidence that most faults are detected, exhaustive testing
is an option. Since, in practice, this is not possible, testers resort to test models and
coverage criteria to construct effective test cases that can reveal faults.
Combinatorial interaction testing is a method that can reduce costs and increase the
effectiveness of software testing [3]. It is based on constructing economical sized
test-suites that provide coverage of the most prevalent combinations of factors.

A covering array is a combinatorial structure, denoted by CA(N;t,k,v) which
can be described as a matrix with N � k elements, such that every N � t subarray
contains all vt possible combinations of symbols at least once. The parameter N is
the number of rows, the parameter k is the number of factors (also called the
degree), the parameter v is the alphabet (also called the order), and the parameter t is
the strength of the coverage of interactions.

In order to clarify the use of covering arrays for software testing, consider the
following example. Skype is one of the most popular Internet telephony service
providers. The Fig. 1 shows the software component designed to manage the pri-
vacy settings provided by Skype. This software component has 12 parameters each
one with 2 possible values (see Table 1). To test all the possible combinations of
these parameters (i.e. exhaustive testing) we will need a set of 212 = 4,096 test
cases. On the other hand, pairwise testing (i.e., using a covering array of strength 2)
requires only 7 test cases.

Fig. 1 Skype: privacy
settings
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By labeling the values for each parameter as {0,1} the pairwise test suite can
be represented by a covering array for 12 parameters with two values each one i.e. a
CA(7;2,12,2). Any two columns, selected in any order, contain the order
subsets of the symbols {0,1}, see Fig. 2.

In the CA(7;2,12,2), every row is a test case, the columns represent the
parameters, and the symbol in each cell is the value of each parameter in a specific
test case. This covering array ensures that if a failure is triggered with a particular
combination of values in a pair of parameters, this combination is within the test
suite. The interpretations of these input configurations are given in Table 2.

The covering array number is the minimum number of rows with which a
specific covering array with parameters (t,k,v) exists, and is denoted by
CAN t; k; vð Þ ¼ min N : 9CA N; t; k; vð Þf g: Given the values of t; k and v, the optimal
covering array construction problem (CAC) consists in constructing a CA(N;t,k,
v) such that the value of N is minimized. The determination of CAN(t,k,v) has been
object of study and application in different research areas [4–7], but significantly the
area with the most application of these objects is in software testing [8].

Covering arrays construction is a challenging combinatorial problem for which
much research has been carried out in developing effective methods for constructing
them. In this paper, we present a SBST tool (SBSTT) for constructing binary test
suites.

SBSTT is further improvement based on previous works proposed by
Avila-George et al. [9]. We use SBSTT to match or improve the size of binary

Table 1 Skype configuration involves 12 parameters each one with two possible values

Parameter Value 1 Value 2

1 Sign in automatically Checked Unchecked

2 Notifications Enable Disable

3 Automatically add friends Use my address book Don’t use my address book

4 Copy to phone book Copy contacts Don’t copy contacts

5 Allow IMs from Contacts only Anyone

6 Receive calls from Contacts only Anyone

7 Allow Microsoft targeted ads Checked Unchecked

8 Answer call automatically Checked Unchecked

9 Enable video calling Checked Unchecked

10 Technical info Checked Unchecked

11 Video Quality High Low

12 Skype Wi-Fi Enable Disable

Fig. 2 A covering array CA(7;2,12,2)
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covering arrays reported by Colbourn [10] for 3� t� 6. Through the use of SBSTT
we were able to find 370 new upper bounds. The constructed covering arrays are
available at CINVESTAV Covering Array Repository (CCAR), which is available
under request at http://www.tamps.cinvestav.mx/*jtj/. The final idea is to provide
to the scientific community the best binary covering arrays without the need to
waste any computer resource.

The remainder of this paper is organized in four more sections. In Sect. 2, a brief
review is given to present the most representative metaheuristic techniques used to
construct covering arrays. In Sect. 3, the SBSTT is explained in detail. In Sect. 4,
the complete results for binary covering arrays will be shown. Final remarks are
presented in the Sect. 5.

2 SBST—Test Suites Construction Methods

In recent years, many researchers have been interested in the use of metaheuristic
search techniques for the construction of test suites. Search base software testing in
the context of application of metaheuristics is related with construction of covering
arrays, which are combinatorial objects. Given that in this work we deal only with
binary covering arrays we recommend to the reader the review of the work pro-
posed by Lawrence et al. [11], they presented a wide list of general algorithms to
build binary covering arrays. In this section, we give a brief review of some
metaheuristics for constructing covering arrays.

With respect to the application of metaheuristics, the objective function used for
constructing a covering array is the number of uncovered t-tuples, so the covering
array itself will have a cost of 0. Since one does not know the size of the test suite a
priori, therefore, heuristic search techniques apply transformations to a fixed size
array until all t-tuples are covered [12].

In 2001, Stardom [13] used simulated annealing (SA), genetic algorithms
(GA) and tabu search (TS) for constructing covering arrays. The results indicated
that SA and TS were best in constructing covering arrays. The GA implementation
was the least effective; taking more time and moves to find good covering arrays.
Stardom reported new upper bounds on size of covering arrays using SA. However,
some of them were improved by Cohen et al. [14] in 2003. A simulated annealing
implementation for constructing covering arrays was reported by Cohen et al. in [9].
The results showed that in comparison with greedy search algorithms used in test
case generator (TCG) [15] and automatic efficient test generator (AETG) [16], SA
improved on the bounds of minimum test cases in a test suite of strength two. In
case of strength 3 constructions, the SA algorithm did not perform as well as the
algebraic constructions. Therefore, the initial results indicated SA as more effective
than other approaches for finding smaller sized test suites.

In 2004, Shiba et al. [17] used GA and ant colony algorithm (ACA) for con-
structing covering arrays. The results were compared with AETG [16], in-parameter
order (IPO) [18] algorithm and SA. SA outperformed their results of using GA and
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ACA with respect to the size of resulting test sets for two-way and three-way
testing. However, their results outperformed AETG for two-way and three-way
testing.

In 2004, Nurmela [19] presented a TS algorithm for building covering arrays.
Nurmela’s algorithm was able to improve some of the best-known upper bounds.
However, a drawback of this algorithm is that it consumes considerably more
computation time than any previously known greedy algorithm.

In 2007, Bryce and Colbourn [20] introduced a hybrid approach for constructing
covering array. The hybrid approach applied a one-test-at-a-time greedy algorithm
to initialize tests and then applied heuristic search to increase the number of t-tuples
in a test. The heuristic search techniques applied were hill climbing, SA, TS and
great flood. With different inputs, SA in general produced the quickest rate of
coverage with 10 or 100 search iterations. Later in 2008, Cohen et al. [21] proposed
a hybrid metaheuristic called Augmented Annealing. It employs recursive and
direct combinatorial constructions to produce small building blocks, which are then
augmented with a simulated annealing algorithm to construct a covering array. This
method has been successfully used to construct covering arrays that are smaller than
those created by using their simple SA algorithm.

In 2009, Walker II and Colbourn [22] proposed another TS. It utilizes a compact
search space afforded by covering perfect hash families. Using this technique,
improved covering arrays of strength 3, 4 and 5 have been found, as well as the first
arrays of strength 6 and 7 found by computational search.

In 2010, Martinez-Pena el al. [23] proposed a SA algorithm for constructing
ternary covering arrays. In this work, they represent the search space using trino-
mial coefficients.

In 2012, Torres-Jimenez and Rodriguez-Tello [24] introduced an improved
implementation of a simulated annealing algorithm (ISA) for constructing binary
covering arrays of different strengths. They have carried out extensive experi-
mentation using a set of 127 benchmark instances taken from the literature. ISA
algorithm was compared against the SA implementation published in [14, 21]. The
results showed that ISA improves 11.11 % on average the best results found by
others SA algorithms.

Recently, Avila-George et al. [25] presented a parallel SA for constructing
ternary covering arrays. As a result of this, they presented 134 new upper bounds.

3 Search Based Software Testing Tool (SBSTT)
Description

The SBSTT is an algorithm that works in two stages. In the first stage a smart
initialization of a matrix of size N × k is performed, the idea is that the initial matrix
containing the minimum number of missing t-tuples. In the second stage, the
algorithm reduces to zero the missing t-tuples in a matrix.
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ExtendCA is a greedy algorithm, which is responsible for making a smart ini-
tialization of an array of size N × k, it receives as input a CA of size N × k − 1. The
strategy of the algorithm ExtendCA consists in filling the N cells of the new column
one at time by trying all possible values in all free cells and choosing the pair
cell/value that minimizes the number of missing combinations in the matrix.

The second stage is based on the enhanced simulated annealing (ESA) algorithm
proposed by [9] but with the following differences: (1) SBSTT uses ExtendCA to
construct an initial matrix, next it starts an incremental construction process. (2) The
construction process is incremental in k, adding to a matrix as many columns as
possible for the same value ofN; and (3) SBSTT stops if a valid covering array is found
or when 30 min have elapsed. The covering arrays construction process follows the
next steps: (1) It must be defined the maximum number of rows (MaxN) and the
maximum number of columns (MaxK); (2) It must specify the initial covering array;
(3) Add a column to the input array covering (starts an instance of the algorithm
ExtendCA); (4) Run an instance of the simulated annealing algorithm; (5) Check the
number of missing combinations; (6) If the number of missing combinations is zero.
Then, check if a new boundwas achieved. If so, the newmatrix is recorded. If it can be
added one column, return to step 3. Otherwise, it finishes the algorithm; and (7) If the
number of missing combinations is not zero. If it can be added a row to the matrix
(N<MaxN), then the row is added to thematrix and it runs an instance of the simulated
annealing algorithm, next back to step 5. Otherwise, it finishes the algorithm.

4 Results

This section presents an experimental design and results derived from the
methodology described in the previous section. The purpose of SBSTT is to con-
struct competitive test-suites. We propose the construction of binary covering
arrays, for 3� t� 6. The detailed results produced by this experiment are listed in
Tables 3, 4, 5 and 6. The results are grouped by t strength. β represents the new
CAN and Δ shows the amount of new upper bounds.

Table 3 Results of strength
t ¼ 3

β Δ

CAN(3,29,2) ≤ 23 ≤ CAN(3,30,2) 2

CAN(3,55,2) ≤ 29 1

CAN(3,57,2) ≤ 30 1

CAN(3,142,2) ≤ 39 1

CAN(3,145,2) ≤ 40 ≤ CAN(3,146,2) 2

CAN(3,157,2) ≤ 41 ≤ CAN(3,163,2) 8

CAN(3,178,2) ≤ 42 ≤ CAN(3,180,2) 3

CAN(3,258,2) ≤ 47 ≤ CAN(3,262,2) 5

CAN(3,263,2) ≤ 48 ≤ CAN(3,280,2) 18

Total 41
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The analysis of the data presented led us to the following observation. The
solutions quality attained by SBSTT is very competitive with respect to that pro-
duced by the state-of-the-art procedures reported in [10]. We were able to reach 370
new upper bounds.

Table 4 Results of strength
t ¼ 4

β Δ

CAN(4,34,2) ≤ 63 1

CAN(4,72,2) ≤ 78 1

CAN(4,79,2) ≤ 79 1

CAN(4,84,2) ≤ 87 ≤ CAN(4,89,2) 6

CAN(4,90,2) ≤ 92 1

CAN(4,91,2) ≤ 94 ≤ CAN(4,97,2) 7

CAN(4,98,2) ≤ 98 ≤ CAN(4,101,2) 4

CAN(4,102,2) ≤ 102 ≤ CAN(4,107,2) 6

CAN(4,108,2) ≤ 105 ≤ CAN(4,109,2) 2

CAN(4,110,2) ≤ 106 ≤ CAN(4,111,2) 2

CAN(4,112,2) ≤ 107 ≤ CAN(4,113,2) 2

CAN(4,114,2) ≤ 109 1

CAN(4,145,2) ≤ 119 1

CAN(4,146,2) ≤ 122 1

CAN(4,147,2) ≤ 125 ≤ CAN(4,149,2) 3

CAN(4,150,2) ≤ 126 ≤ CAN(4,151,2) 2

CAN(4,152,2) ≤ 127 ≤ CAN(4,155,2) 4

CAN(4,156,2) ≤ 128 ≤ CAN(4,157,2) 2

CAN(4,158,2) ≤ 129 ≤ CAN(4,160,2) 3

CAN(4,161,2) ≤ 130 ≤ CAN(4,165,2) 5

CAN(4,166,2) ≤ 131 ≤ CAN(4,169,2) 4

CAN(4,170,2) ≤ 134 ≤ CAN(4,172,2) 3

CAN(4,173,2) ≤ 135 1

CAN(4,174,2) ≤ 142 ≤ CAN(4,179,2) 6

CAN(4,180,2) ≤ 143 ≤ CAN(4,189,2) 10

CAN(4,190,2) ≤ 144 ≤ CAN(4,192,2) 3

CAN(4,193,2) ≤ 145 ≤ CAN(4,196,2) 4

CAN(4,197,2) ≤ 154 ≤ CAN(4,208,2) 12

CAN(4,209,2) ≤ 156 ≤ CAN(4,213,2) 5

CAN(4,214,2) ≤ 157 ≤ CAN(4,217,2) 4

CAN(4,218,2) ≤ 158 ≤ CAN(4,222,2) 5

CAN(4,257,2) ≤ 161 ≤ CAN(4,268,2) 12

CAN(4,273,2) ≤ 165 ≤ CAN(4,289,2) 17

CAN(4,290,2) ≤ 167 ≤ CAN(4,296,2) 7

CAN(4,297,2) ≤ 168 ≤ CAN(4,324,2) 28

Total 176
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Table 5 Results of strength
t ¼ 5

β Δ

CAN(5,16,2) ≤ 98 1

CAN(5,17,2) ≤ 99 ≤ CAN(5,20,2) 4

CAN(5,21,2) ≤ 109 1

CAN(5,22,2) ≤ 111 1

CAN(5,23,2) ≤ 114 1

CAN(5,24,2) ≤ 117 1

CAN(5,25,2) ≤ 118 1

CAN(5,26,2) ≤ 130 1

CAN(5,73,2) ≤ 159 ≤ CAN(5,80,2) 8

CAN(5,81,2) ≤ 168 ≤ CAN(5,84,2) 4

CAN(5,85,2) ≤ 178 ≤ CAN(5,90,2) 6

CAN(5,91,2) ≤ 194 ≤ CAN(5,98,2) 8

CAN(5,99,2) ≤ 202 ≤ CAN(5,102,2) 4

CAN(5,103,2) ≤ 206 1

CAN(5,104,2) ≤ 208 1

CAN(5,105,2) ≤ 214 ≤ CAN(5,108,2) 4

CAN(5,109,2) ≤ 218 ≤ CAN(5,110,2) 2

CAN(5,111,2) ≤ 225 ≤ CAN(5,114,2) 4

CAN(5,115,2) ≤ 241 ≤ CAN(5,122,2) 8

CAN(5,123,2) ≤ 252 ≤ CAN(5,128,2) 6

CAN(5,129,2) ≤ 260 ≤ CAN(5,132,2) 4

CAN(5,133,2) ≤ 271 ≤ CAN(5,138,2) 6

CAN(5,139,2) ≤ 273 ≤ CAN(5,140,2) 2

CAN(5,141,2) ≤ 288 ≤ CAN(5,143,2) 3

CAN(5,144,2) ≤ 289 ≤ CAN(5,150,2) 7

CAN(5,151,2) ≤ 292 ≤ CAN(5,152,2) 2

CAN(5,153,2) ≤ 303 ≤ CAN(5,155,2) 3

CAN(5,156,2) ≤ 304 ≤ CAN(5,158,2) 3

CAN(5,159,2) ≤ 310 ≤ CAN(5,164,2) 6

CAN(5,165,2) ≤ 318 ≤ CAN(5,168,2) 4

CAN(5,169,2) ≤ 322 ≤ CAN(5,170,2) 2

CAN(5,171,2) ≤ 327 ≤ CAN(5,174,2) 4

CAN(5,175,2) ≤ 332 ≤ CAN(5,180,2) 6

CAN(5,181,2) ≤ 346 ≤ CAN(5,192,2) 12

CAN(5,193,2) ≤ 357 ≤ CAN(5,194,2) 2

Total 133
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5 Conclusions

SBSE is the application of optimization techniques in solving software engineering
problems. One challenge to testing software systems is the effort involved in cre-
ating test suites that will systematically test the system and reveal faults in an
effective manner. Given the importance of the software testing phase, SBST has
become increasingly important. The growing interest in SBST can be attributed to
the fact that exhaustive testing is unfeasible considering the size and complexity for
realistic or real-world software under test (SUT). Therefore, the testers have
resorted to test models and coverage criteria to construct effective test cases that can
reveal faults. Combinatorial interaction testing is a method that can reduce costs and
increase the effectiveness of software testing. It is based on constructing test-suites
of economical size, which provide coverage of the most prevalent configurations of
parameters. A covering array is a combinatorial object, which can be used to
represent these test-suites.

Binary covering arrays construction is a challenging combinatorial problem for
which much research has been carried out in developing effective methods for
constructing them. In this paper, a further advancement based on the algorithm
proposed by Avila-George et al [9]. was presented. The purpose of this work was to
construct small binary test-suites for 3� t� 6.

Table 6 Results of strength
t ¼ 6

β Δ

CAN(6,18,2) ≤ 260 1

CAN(6,19,2) ≤ 285 1

CAN(6,20,2) ≤ 300 1

CAN(6,21,2) ≤ 318 1

CAN(6,22,2) ≤ 330 1

CAN(6,23,2) ≤ 350 1

CAN(6,24,2) ≤ 357 1

CAN(6,25,2) ≤ 375 1

CAN(6,26,2) ≤ 383 1

CAN(6,27,2) ≤ 404 1

CAN(6,28,2) ≤ 415 1

CAN(6,29,2) ≤ 426 1

CAN(6,30,2) ≤ 441 1

CAN(6,31,2) ≤ 457 1

CAN(6,32,2) ≤ 468 1

CAN(6,33,2) ≤ 480 1

CAN(6,34,2) ≤ 482 1

CAN(6,35,2) ≤ 496 1

CAN(6,36,2) ≤ 505 1

CAN(6,37,2) ≤ 514 1

Total 20
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The quality solution attained by SBSTT is very competitive with respect to that
produced by the state-of-the-art procedures. In fact, SBSTT algorithm was able to
reach 370 new upper bounds.

We would like to point out that the covering arrays constructed using the
methodology reported in this paper are available under request at the following
address: http://www.tamps.cinvestav.mx/*jtj.
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The Use of Simulation Software
for the Improving the Supply Chain:
The Case of Automotive Sector

Cuauhtémoc Sánchez Ramírez, Giner Alor Hernández,
Jorge Luis García Alcaraz and Diego Alfredo Tlapa Mendoza

Abstract The effective decision making in the supply chain automotive can be
complex because the number of suppliers and customers who form part of it. For
this reason, is necessary the use of tools to help the stakeholder in the selection of
better decisions that allows for improving the performance of the supply chain, one
of these tools is the simulation. In this paper a system dynamics approach is used to
develop a simulation model to evaluate three different scenarios that improve the
performance of supply chain automotive.

Keywords Simulation software � Supply chain automotive � Decision making

1 Introduction

In a globalized market the automotive sector the assemblers and suppliers have
been forced to improve their processes and products as well as to define strategies to
enlarge their warranty time and to offer better after-sale services, so the strategies
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based only on costs are no longer the base for a competitive advantage. In the
automotive sector the supply chain management is a key factor to success due to the
quantity of components needed to make a vehicle. According to [1] a supply chain
as independent organizations network working in coordination to control, manage
and improve the material flow and information from the raw material suppliers to
the final customer.

The design and structure of supply chain is complex which makes necessary the
use of different tools, methodologies and systems to improving the supply chain.
One of these tools is the simulation. The Simulation is the process of exercising a
model for a particular instantiation of the system and specific set of inputs in order
to predict the system response [2].

In the automotive supply chain is submitted to many decisions, nevertheless, the
variable number and key indicators to consider for the evaluation and development
is much extended and complex. In decision making, the people only consider a part
of them or the ones they believe are most important, causing a tendency to problem
solution or limiting the best solution area, reducing that way the effectiveness of the
decision [3]. One of the principal Key Performance Indicator (KPI) in the devel-
opment of the supply chain is the order fulfillment and some variables that impact
the performance of this indicator are the cycle time, inventory management and
others.

This article presents a simulation model under approach in System Dynamics
through a sensibility analysis evaluates the impact the following variables in the
performance of supply chain automotive: Cycle Time (T), Production Adjustment
Time (PAT), Delivery Time (DT), Inventory Raw Material (IRM) and Inventory
Finished Good (IFG). The case of study is a company member of the Automotive
Cluster of Coahuila.

This chapter is structured by a background section, development of the model
section, and conclusions.

2 Background

2.1 Supply Chain

The main objective of a supply chain management is to create initiatives to improve
its development, diminishing costs and improving customer service, to accomplish
this, it is necessary that suppliers, producers and distributors are in constant syn-
chronization of all its activities. However, in the practice, this objective is not
always possible to achieve, due to failure in the time agreed and scheduled, the
variability of the cycle times in every process of the supply chain as well as the
uncertainty that can affect the demand, which are factors that increase the com-
plexity of the problem.
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There are many techniques and tools used for analysing, evaluating and decision
making in the chain supply management, one of these is the simulation. Simulation
is an effective tool in production operation and logistic systems in which the main
strength compared with math programming methods or stochastic models is that
lets the user to observe, analyse and learn the dynamic behaviours system [4]. There
are different types of simulation to evaluate the supply chain, five are the most
important: (i) Simulation on Calculation Sheet; (ii) System Dynamics;
(iii) Simulation Discrete Events; (iv) Dynamics Systems; and (v) Business
Simulators.

The System Dynamics methodology has been selected in this article because is
easy to represent delays that allow seeing the system behaviour under a study [5].

2.2 Supply Chain with System Dynamics Approach

The System Dynamics methodology was developed by Jay Forrester in the
beginning of the 60s, because of its interdisciplinary focus the system dynamics
helps to understand the dynamic characteristics of a complex system. The causal
loop diagrams is the main tool of this methodology [6].

Some authors have developed simulation models using this methodology, where
they consider as an important part the cycle time that affect de performance of
supply chain and automotive sector. For example [7] developed a model to analyse
planning strategies of resources on a supply chain; [8] propose strategies for a
supply chain on the food industry where the transportation and delivery time is an
important factor; [9] analysed the increasing capacity of a supply chain in which the
life time of the product is short, considering among relevant variables the time
adjustments of production for fast response to the demand due to life characteristics
of the product. [10] Evaluated the impact of the Tohoku Earthquake as disruptions
to the industrial supply chains in Japan at 2011. The flexibility in a multi-tier in a
supply chain automotive is evaluated in [11, 12] Proposed a model to evaluate the
inventory trends in emerging market. The reduction cost in the procurement pro-
cesses automotive supply chain is analysed in [13].

3 Development of the Model

The automotive industry in Mexico is important for the national economy, because
represents the 3.5 % of Gross Domestic Product (GDP) and 20 % employment of
manufacturing [14]. Actually, Mexico is considered as an important member of the
international network of automotive production. Important assemblers as Chrysler,
Ford, General Motors, Nissan, Volkswagen and others have success operations in
Mexico.
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The composition of automotive cluster from Coahuila is structured by two
assemblers mainly and their Tier 1 suppliers, in which most of them are global
corporations [15]. The case study was focus in the company called ABC that
belongs to a supply chain of Automotive Cluster from Coahuila. Because the
increase of customer demands, this company wants to analyse the affectation on this
increase demand in the performance of its supply chain. Figure 1, shows the
behaviour expected on the demand during the next 52 weeks.

3.1 Causal Loop Diagram

To structure the causal diagram the following authors were considered [8, 9, 16].
The model has been divided in three processes for a better comprehension:
(1) Sourcing, (2) Production and, (3) Distribution and Evaluation. The processes are
described below.
Sourcing:

• Inventory of Raw Material: Inventory level of available material for the pro-
duction process.

• Ordering to Supplier: Indicates when a raw material order has been generated to
the supplier.

• Delivery Time: Time that the supplier takes to put the order.

Production:

• Production Capacity: Maximum capacity that the company can produce with
available resources.

Fig. 1 Behaviour of demand on the next 52 weeks
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• Cycle Time: Time processing of the raw material in Finished Good.

Distribution and Evaluation:

• Demand: Customer requirements
• Evaluation: Difference between the requirements of the customers and what the

company supplies of those requirements.
• Inventory of Finished Good: Inventory level of finished product used to supply

the orders.
• Shipment: Orders supplied to customers.

In the Fig. 2 shows the main variables of the model through causal diagram. To
understand the causal diagram is necessary to analyse the impact between variables.
For example delivery time has an impact negative about the raw material in transit
that means if delivery time increasing the raw material in transit will be reduced. On
the other hand, if Raw Material in Transit decreasing the Inventory of Raw Material
decreasing too o vice versa, due to positive relation represented by the positive sign
on the arrow.

4 Results and Analysis

The model was developed in STELLA Version 10® and simulated during 52 weeks
with the demand presented in Fig. 1. Among the assumptions considered in this
model were the following, the order point and the quantity of raw material is
constant when an order is generated; the raw material warehouse has a maximum
capacity of 8500 units; the production capacity has a normal distribution behaviour
with a mean of 1300 units and a standard deviation of 30 units; the warehouse of
finished good has a capacity for 5000 units.

Fig. 2 Causal loop diagram
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The Key Performance Indicator (KPI) to consider in the simulation model is the
fulfilment orders, because measure the responsiveness of the company in compli-
ance with customer orders.

Taking into account the data showing in Table 1, only have in average 79.5 % in
the fulfillment orders, because Delivery Time of Raw Material are three weeks and
has a great impact in performance of deliveries of company.

4.1 Analysis of Sensitivity and Results

As shown in Table 1, the company would not fulfillment the customer’s orders if
demand is the showing in Fig. 1. For this reason, in this section a sensibility
analysis is presented with the objective to find the values in the processes which
enable the total fulfillment orders. As discussed in the introduction five variables are
considered to evaluate the performance of supply chain of the company ABC.
Then, in this section the analysis of sensitivity is presented to improve the per-
formance of the supply chain of the company. Two scenarios are proposed.

'First scenario considers the following data:

Cycle Time (CT) = 1.5 weeks
Production Adjustment Time (PAT) = 1, 2 and 3 weeks
Delivery Time (DT) = 1, 2 y 3 weeks
Inventory Raw Material (IRM) = 1000, 2000 and 3000 units
Inventory Finished Good (IFG) = 1000, 2000 and 3000 units

Table 2 shows that the average fulfillment orders would increase to 99.13 % with
the following values CT = 1.5, PAT = 1, DT = 1, IFG = 3000 and IRM = 2000,
nevertheless, it can’t be fulfillment the 100 % of the orders. The Cycle Time
remains constant during the evaluation of the table because is a critical variable.

Table 1 Values and initial
results of the model

Variables Initial values Results

Delivery time of raw material 3 weeks *

Cycle time 1.5 weeks *

Adjustment production time 3 weeks *

Raw material warehouse 1500 units 6682 Units

Supplier lot 7500 units *

Order point 2500 units *

Finished good warehouse 1200 units 1001 Units

Number of ordering to supplier 0 6

Average fulfillment orders 0 79.51 %
*They remain constant
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Second scenario considers the following data:

Cycle Time (CT) = 1 week
Production Adjustment Time (PAT) = 1, 2 and 3 weeks
Delivery Time (DT) = 1, 2 y 3 weeks
Inventory Raw Material (IRM) = 1000, 2000 and 3000 units
Inventory Finished Good (IFG) = 1000, 2000 and 3000 units

With the data proposed in the second scenario is possible to fulfillment the
100 % of the orders (Table 3), with the following values CT = 1, PAT = 1,DT = 1,
IFG = 3000 and IRM = 2000 and CT = 1, PAT = 1,DT = 1,IFG = 3000 and
IRM = 3000. Furthermore in Fig. 3 the Finished Good Inventory not presented
disruption.

5 Conclusions and Future Work

The importance of simulation software is demonstrated in this case of study, due to
the complexity of the supply chain automotive. One the most important KPI (Key
Performance Indicator) in the supply chain automotive is the fulfilment orders, in
this article is presented a simulation model to analyse the impact by increasing
demand in the development in a company of automotive Cluster of Coahuila and
the impact in this KPI. Sensitivity analysis is used to evaluate five critical variables
and define best politics. To fulfilment of the total orders the following values must
be met: Cycle Time = 1 week, Production Adjustment Time = 1 week, Delivery
Time = 1 week Inventory of Finished Good = 3000 units, Inventory of Raw

Fig. 3 Behaviour of warehouse of raw material and finished good
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Material = 2000 units. As future work it is proposed the analysis of others variables
that improved the development the supply chain automotive. Also to include
indicator cost.
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Abstract Apple, Google and third party developers offer apps across over twenty
categories for various smart mobile devices. Offered exclusively through the App
Store and Google Play, each app allows users to review the app and their experience
with it. Current literature offers a general statistical picture of these reviews, and a
broad overview of the nature of discontent of apps. However, we do not yet have a
good framework to classify user reviews against known software quality attributes
like performance or usability. In order to close this gap, in this paper, we develop an
ontology encompassing software attributes derived from software quality models.
This decomposes into approximately five thousand words that users employ to
review apps. By identifying a consistent set of vocabulary that users communicate
with, we can sanitise large datasets to extract stakeholder actionable information
from reviews. The findings offered in this paper assists future app review analysis
by bridging end-user communication and software engineering vocabulary.

Keywords Ontology development � Semantic annotation � Sentiment analysis �
User reviews

L. Hoon � R. Vasa � J.-G. Schneider
Faculty of Science, Engineering and Technology, Swinburne University of Technology,
Melbourne, Australia
e-mail: lhoon@swin.edu.au

R. Vasa
e-mail: rvasa@swin.edu.au

J.-G. Schneider
e-mail: jschneider@swin.edu.au

M.A. Rodriguez-García
Computational Bioscience Research Center, King Abdullah University of Science and
Technology, 4700 KAUST, 1608, 23955-6900 Thuwal, Kingdom of Saudi Arabia
e-mail: miguel.rodriguezgarcia@kaust.edu.sa

R. Valencia-García (&)
Department of Informatics and Systems Universidad de Murcia, Murcia, Spain
e-mail: valencia@um.es

© Springer International Publishing Switzerland 2016
J. Mejia et al. (eds.), Trends and Applications in Software Engineering,
Advances in Intelligent Systems and Computing 405,
DOI 10.1007/978-3-319-26285-7_19

223



1 Introduction

Smart phones on the Android and iOS platforms enjoy ubiquity previously unseen
in computing amongst general consumers with over than 1.4 million apps available
on the App Store alone.1 However, how much information value does it offer
developers beyond the aggregated public sentiments that users have towards their
app [1]?

Successfully identifying and polarising app aspects that users most discuss and
value would focus developer review scrutiny, prioritising their efforts favouring
more refined releases. To reach the goal of obtaining information from user reviews
for designers and developers, we start by investigating how users express and
regard aspects of apps in these opinions.

While related work attempts to model the statistical properties of mobile app
re-views [2–5], the content that users communicate in short reviews, is relatively
unexplored beyond manual inspection or initial efforts into content analysis [1, 6, 7].
These works [5, 6] studied longer, verbose reviews, affording derivation of a domain
corpus, unlike the generally short nature of App Store reviews [1, 3, 7], that skews
word weighting during topic extraction. The highly skewed nature of app review
size [3] results in succinct reviews resisting the probabilistic techniques of Natural
Language Processing (NLP) when analysed holistically. In addition, even if NLP
yielded probabilistic tagging of the natural language employed by users, the rela-
tionship between jargon and natural language remains disparate [8]. Hence, we
develop three ontologies in this work to support content detection in app reviews
towards bridging user expressions of app functionality, quality, and the emotional
affect the app gives rise to.

In this work, we outline an exploratory ontology development approach to
formalise vocabulary used to describe software from the perspective of users. This
formalised conceptualisation is framed in the context of software discussion. Prior
research has detailed the construction of ontologies in software engineering [9] and
the alignment of semantic and knowledge evolution [10]. By referencing known
software quality models [11–13] to form the core classifications for our domain
ontologies, the segregation of software aspects presented in these models is
maintained. Additionally, approach to determine the connotation polarity of words
that are semantically relevant to these software aspects in identifying areas of
success and improvement is outlined.

This paper is structured as follows: In our Background, we explore relevant work
about ontology development. We then outline our ontology development and
refinement in our Approach, preceding our Findings and Discussion. Our work is
concluded and future efforts in this research area are projected in our Conclusions
and Future Work.

1Apple 2015 1st Quarter Press Release: http://www.apple.com/pr/library/2015/01/08App-Store-
Rings-in-2015-with-New-Records.html (last accessed 3rd Sept 2015).
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2 Background

An ontology is the “formal and explicit specification of a shared conceptualization”
[14], providing a formal structured knowledge representation within a reusable and
shareable construct. Ontologies offer a common vocabulary for a domain and with
different levels of formality, define semantics of terms and the relationship between
them. Although classes in the ontology are usually organized into taxonomies, there
are definitions of ontologies less restrictive in the sense that taxonomies are con-
sidered to be full ontologies [14].

Domain ontologies are constructs that store relevant knowledge of an application
domain and platform, modelling relevant real world aspects. Ontologies are being
applied to different domains such as biomedical [15], neuroscience [16], informa-
tion management [17], finance [18], innovation management [19] or cloud com-
puting [20]. In this work, we explore and develop ontologies framed within the
software context, pertaining to emotional, functional and non-functional (hence-
forth referred to as quality) domains.

On the other hand, semantic annotations bridge the ambiguity between natural
language and their computational representation in a formal language through
ontologies [21]. This process annotates the document with meta information on
ontological elements (attributes, concepts, relationships and instances) associating
text fragments to relevant document points or external information. The annotation
method may vary between pattern-based (based on discovery rules) and machine
learning-based (relying on probabilistic and induction techniques) approaches [20].
However, both approaches allow for documents that can be processed by both
humans and automated agents [23]. Existing research classifies annotation
approaches as manual, semi-automatic (supported by automatic suggestions) or
automatic (based on computer annotation processes). The use of semi-automatic
approaches offer effective results within a reasonable time frame [21].

Hence, for this work, we employ a semi-automatic annotation approach based on
GATE [24]. As semantic annotations may yield text fragment mappings that require
association with overarching concepts and external reference data, the software
quality models [11–13] serve as the knowledge base that we reference in the
enrichment of the ontologies. The ISO 9126 [13] was selected as the model to
reference, as the model provides explicit separation of functional and non-functional
software aspects.

In addition to the ISO conceptualization of attributes, we look towards the review
dataset studied in [1, 2, 4, 7]. From the primary dataset of 8.7 million app reviews,
we extracted all Health & Fitness (H&F) reviews from both Free and Paid price
points. The H&F category was selected due to the generally larger review size
observed [1, 3, 4]. This enrichment dataset is composed of 330,408 app reviews from
800 apps across all star ratings, and also encompasses the Socrates Dataset [25].

App Reviews: Breaking the User and Developer Language Barrier 225



3 Approach

Our ontology construction method uses a semi-automatic semantic annotation
approach based on machine-learning [22]. We developed and utilised tooling based
on GATE [24], and reference the ISO 9126 [13] quality model due to the explicit
separation of functional and non-function software attributes.

Prior to semantic annotation, all raw app reviews were tokenised into separate
words. Each word was checked for spelling through the use of Levenshtein distance
based libraries such as Jazzy2 and Lucene3 for spelling suggestions which were
manually performed in the context of the surrounding text.

3.1 Semantic Annotation

Two modules compose the semantic annotation system developed: the extractor
module, which builds a list of terms of the ontology classes, and the NLP (Natural
Language Processing) module that obtains the semantic annotation for the analysed
text fragment in accordance with the domain ontologies.

The semantic annotation process first tokenises each review again to verify the
spelling of each word. Each token is then filtered using Lucene’s stop word filters.
For each word that does not trigger the stop word filter, we analysed it with our
binary classifiers.

The binary classifier was developed using LingPipe4 and is a boolean dynamic
language model classifier for use when there are two categories, but training data is
only available for one of the categories. This classifier is based on a single language
model and cross-entropy thresholding. It defines two categories, accept and reject,
with acceptance determined by measuring sample cross-entropy rate in a language
model against a threshold.

We use two binary classifiers for this experiment, each taking the same word as
an argument and returning a binary result per classifier. Each classifier is fed a list
of polarised sentiment words (positive or negative) derived from the word sets
developed by Hu and Liu [26]. These classifiers result in either a True or a False
flag that indicate the presence or absence of the argument word in the associated
polarised word list, respectively. This allows us to draw conclusions regarding the
connotations of each word. The conclusions drawn from each result can be seen in
Table 1.

Once the connotation of the word is established, it is classified within the domain
ontology using semantic annotation. This annotation system is developed based on
GATE [22], which includes an information extraction system. This system is a set

2http://jazzy.sourceforge.net (last accessed 23/06/2015).
3https://lucene.apache.org (last accessed 23/06/2015).
4http://alias-i.com/lingpipe (last accessed 23/06/2015).
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of modules comprising a tokeniser, a gazetteer, a sentence splitter, a parts-of-speech
tagger, a named entities transducer and a co-reference tagger. Our semantic
annotator uses the gazetteer, to build three lists of words as part of each ontology
domain. The structure of each list is an enumeration of words involving attributes
(emotion, functionality, quality). These attributes form the concept Uniform
Resource Identifier (URI), or ontology class, for the word under analysis.

The function of the semantic annotation serves to associate each analysed word
from the review to the attribute defined in the ontology domain through the URI of
a class on the ontology domain. As a result of the whole process two classifications
are obtained; the first classification expresses the connotation of the tokenised word
as either positive, negative, neutral or mixed. The second classification expresses
the domain related to the analysed word, for example in the quality domain, such as
reliability or usability. The union of both classifications represents the semantic
analysis of polarity. For instance, the Positive connotation and the Screen attribute
of functionality.

Post initial semantic annotation, the information is organised in a hierarchical
structure based on the type of relation (IS-A). This is followed by the identification
and obtaining of the key words used for the definition of each category within the
ontology. The ontology undergoes an enrichment process using semantic infor-
mation derived from the App Store and WordNet [27]. The App Store was mined
for app descriptions on a per category (i.e. Entertainment, Health & Fitness, Social
Networking) basis, with each app description tokenised for Term Frequency
(TF) analysis. Frequently occurring words within a common App Store category
provided supplementary association information Extracts of the Emotional (left),
Functional (middle) and Quality for word semantics. In the case of WordNet,
relationships such as antonyms and synonyms were extracted to be piped into the
respective domain ontology.

Three ontologies were developed: Functionality, Emotional and Quality. In order
to build each ontology, different methods were employed. The construction of each
ontology is detailed as follows:

1. Emotion Ontology: The development of this ontology involved the intro-
duction of a hierarchical structuring of emotional terms, as shown in the left column
of Fig. 1.

Table 1 Results from our
binary classifiers and how
word connotations are
concluded

Binary classifier results

Positive
flag

Negative flag Conclusion

True True Word has a mixed connotation

True False Word has a positive
connotation.

False False Word has a neutral connotation

False True Word has a negative
connotation
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The following example scenario outlines the process of construction for the term
“pensiveness”. Upon tokenisation of “pensiveness”, semantically relevant infor-
mation such as the associated synonyms, antonyms or heteronyms would be parsed
and extracted from existing information. Each term that has been mined is then
annotated and represented by a class in the ontology. The result of this process is
then formalised as a conceptualisation.

2. Functional Ontology: The construction of this ontology commenced with the
tokenisation and TF analysis of the app review dataset. The TF results provided
probabilistic data pertaining to user expressions in the context of reviews and an
order in which to cull the terms by. These results are then culled for terms not
relevant to software functionality as described in the software quality model. This
culling process was supported by interfaces developed to parse computing dic-
tionaries for definitions, and to verify semantic association and relevance between
the text fragment and the known software functionality attributes. The computing
dictionaries used for this process were the Computer Desktop Encyclopaedia,5 the
Free On-Line Dictionary of Computing6 and Gartner.7

At this point of construction, the store categorised TF results of the app
descriptions were parsed for further semantic annotation of the reviewer text. As

Fig. 1 Extracts of the emotional (left), functional (middle) and quality (right) ontologies

5http://www.computerlanguage.com/ (last accessed 23/06/2015).
6http://foldoc.org (last accessed 23/06/2015).
7http://www.gartner.com/ (last accessed 23/06/2015).
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these app descriptions were written by the developers, the probabilistic data from
the TF analysis provided a natural language representative resource from which we
could infer jargon to natural language relevance. Fragments identified in this phase
are processed for semantic annotation, and should relevance be detected, are
reflected in the ontology class of “category” (depicted in Fig. 1). Between the app
description, software quality model and identified semantic relevance, the text
fragments under analysis. Text fragments that did not bear semantic relevance were
culled from entry into the domain ontology.

Annotated text fragments that were not culled for irrelevance were manually
inspected and grouped amongst two authors independently. Common groupings
developed into ontology categories that represented general functional aspects
related with computing and software, as depicted in the middle column of Fig. 1.
Post categorisation, the synonym, antonym and heteronym relationships are iden-
tified and associated to build the class conceptualisation in the ontology.

3. Quality Ontology: Quality (ISO9126+Wordnet): This ontology contains the
quality categories describe on ISO9126. These categories have been enriched
through the Wordnet repository. This enriching process has been done taking into
account semantic relationships such as: synonyms, antonyms and related words.
The ISO 9126 quality model is used to annotate the reliability attributes such as:
Efficiency (Compliance, time based), Functionality (accuracy, security, interoper-
ability, etc.) and the functional ontology covers the functionality topics such as:
categories of apps like game, social, weather, and functionality issues like: audio,
hardware, networks. ISO 9126 ontology covers aspects related to reliability of
software.

This ontology models the software quality, so that is why a structure was
selected. The ISO report 9126 was taken as a hierarchy to build the ontology (See
Fig. 1’s right column). The quality ontology hierarchy was created with the same
hierarchy that ISO describes on its report 9126. The next step was to populate the
ontology through the software able to extract synonym, antonym, heteronym
relation from a word.

In the information extraction phase, we have parsed the ISO 9126, Boehm, and
McCall software quality models, and appended any synonyms and grammar vari-
ations related to quality attributes. This process was informed by WordNet, and
performed in a manner similar to ontology construction.

These lists of quality-type words were used as a reference point for the subse-
quent phase, henceforth referred to as quality aspects. We tokenised and parsed the
review text to look for any words that matched a quality aspect. Instances of such
words then served as the root for unigram extraction with a phrase length of five. In
the phrases extracted from the root, we parsed to detect sentiment words. In the
instance that a sentiment word was found, we extracted all phrases that encapsu-
lated both the quality aspect and sentiment.

Once this phase has been completed across the experiment dataset, we grouped
the quality aspects that we detected into their software quality attributes. This was
first performed on a low level of granularity, by sorting the phrases by content into
functional and non-functional types. From there, we manually sorted them into their
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sub types in accordance with ISO 9126. An example of this is to extract and group
all phrases pertaining to Reliability, Portability, and so on, respectively.

For each type of quality aspect, we determine if users convey positive or neg-
ative sentiments toward it. The resulting sentiment distribution is also contrasted
against the general sentiment of other quality aspects. Based on the most discussed
quality aspects, we draft a continuum to plot reviews on, to visualise the type of
aspect and the weight of it, informed by the frequency of users raising it. This is
done toward identifying if reviews exhibit generalisable properties in sentimental
quality aspects.

In closing, once the ontologies were built, the next step was to build the list of
terms per each ontology. These list are used by GATE [20] to semantic annotation
process.

3.2 Limitations

Only reviews composed of up to five words from a single category were collected
for this study. Hence, we are currently unable to generalise our findings beyond
reviews of this size and from this category. In addition, the primary dataset com-
prises reviews from the top ranked apps. Our approach in this paper did not separate
hyphenated words for word counting. However, a random selection of 50 reviews
shows that this limitation affected less than 2 % of the data. Fake user generated
reviews were not addressed as the focus of this study was on information content
and value.

The classifier is based on statistical model which is trained with a incomplete list
of positive and negative words, and we do not have the neutral and mixed list of
words which represents the others categories (positive, negative, mixed and neu-
tral), so if we had those lists the results of the analysis could be improved because in
this case the filter could be more accurate.

The ontologies do not represent the domain completely so that is why we can
find several mistakes on the annotation process. So the content could be improved
in order to obtain classification more precise.

4 Findings and Discussion

Using existing dictionaries and our trained auxiliary dictionary, our system is able
to successfully detect and classify 99.6 % of the content in our summarised dataset.
The undetected words were considered as spam or noise. We also observed that
27,685 (94.9 %) of the dataset consistent in content and rating to communicate
Positive satisfaction, which may be a side effect of the data being collected from
successful apps.
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Following Positive-type classification, reviews classified as Neutral amounted to
2.2 % of the total reviews processed. Negative and Spam classified reviews both
accounted for 1.1 %, while Inconsistent Positive and Inconsistent Negative were
only 0.5 and 0.3 % of the dataset, respectively. Interestingly, 8 out of 25 apps have
either zero Inconsistent Positive reviews or Inconsistent Negative reviews.

My Baby Today achieved the highest consistent satisfaction amongst users, with
919 (98 %) out of 936 processed reviews classified as consistently positive. Nike
+Running presented the next to lowest Positive-type (78.9 %) reviews, while
possessing the highest proportions of both Neutral– (5.5 %) and Spam-type (2.9 %)
reviews.

In order to achieve the classification, our approach requires as inputs a set of
reviews, lists of positive, negative and neutral words and the emotion, functionality
and quality ontologies. Some of the metrics of the developed ontology are shown in
Table 2.

During a first stage, each review is splitted in separate words. Then each word is
individually checked by the spell corrector and filtered by a stop word filter. After
that, words are annotated by the semantic annotation module in order to classify
them in terms of emotions, functionalities or quality features. Finally, the two-level
filter categorises each word depending whether it has positive, negative or neutral
polarity.

The final results of the experiment are shown in Table 3. The system obtained
the best scores for queries of Paid Apps, with a precision of 0.80, a recall of 0.69,
and a F1 measure of 0.74. In general, the system obtains better results in precision
(80 % on average) than recall (73 % on average). Hence, these results are
promising.

Table 2 Properties of the ontologies

Properties

Emotion ontology Functionality ontology Quality ontology

Classes 336 55 31

Labels 5019 1147 1224

Table 3 Precision, Recall and F1 of the experiment

Results

Annotation process Connotation process

Types Number of reviews Precision Recall F1 Precision Recall F1

Free apps 100 0.79 0.68 0.73 0.75 0.70 0.72

Paid apps 100 0.80 0.69 0.74 0.77 0.72 0.75
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5 Conclusions and Future Work

In this work, a new approach for analysing mobile app reviews to determine if the
content and rating values are consistent, is presented. These reviews offer devel-
opers a view of user satisfaction of both their products and an aggregate level of
user expectations for mobile apps.

Our experiment to detect if users are consistent in communicating their satis-
faction shows promising results. Firstly, short reviews (up to five words) are pri-
marily composed of sentiment words. In addition, we report strong correlation in
the text content and numerical rating of these short reviews, indicating minimal
information loss if developers or potential users were to only regard the aggregated
rating of an app. In particular, we show that any detailed analysis of the content can
ignore nearly a quarter of the reviews since they do not contain information beyond
the numeric rating.

Our work is focused on short reviews (up to five words), and within a single
category. The next steps are to expand our method to longer reviews and to con-
sider other categories (for instance, Games). In particular, we intend to identify the
range in terms of word count when reviews are likely to start offering useful and
valuable information beyond that captured by the numeric rating.
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A Computational Measure of Saliency
of the Shape of 3D Objects

Graciela Lara, Angélica De Antonio and Adriana Peña

Abstract The shape of an object is a basic characteristic that when attracts the
viewers’ attention represents a salient feature. In this paper we propose a compu-
tational measure of saliency of the shape of 3D objects in virtual reality, based on
the proportion of empty and full space within its bounding box. This measure of
saliency is part of a computational model aimed to the selection of appropriate
reference objects to facilitate the location of objects within a 3D virtual environ-
ment. An experiment was conducted to understand to which extent the proposed
measure of saliency matches with the people’s subjective perception of saliency;
results showed a good performance of the metric.

Keywords 3D objects � Shape saliency � Voxelization

1 Introduction

The visual attraction of an object is largely determined by its basic features such as
color, size or shape. Regarding specifically on the shape of a 3D object, it can be
defined in a verbal or a graphic way. The shape of a 3D object represents its exterior
geometrical figure; when described, we can use some of these characteristics, such
as: area, perimeter, diameter, minimum and maximum distance from the center of
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mass, axes, angles, and its surrounding space (i.e. bounding box). The visual
attraction of these characteristics is linked to the concept of saliency.

The concept of the saliency has been applied by psychologists and computer
vision researchers mainly to facilitate the computer recognition of objects and to
locate their salient areas in images (e.g. [1–6]). According to Kapur [7], visual
saliency is the process of the association of objects and their representation that
attracts attention and captures people’s thinking and behavior. While the ability of
the human visual system to detect the visual saliency of an object, or a set of
objects, is extraordinarily fast and reliable, the computational modeling of this basic
intelligent human behavior still remains as a challenge [1]. In recent decades the
study of the visual saliency of the shape of an object has attracted the researchers’
attention. A good approach to this subject conducted by Lee et al. [8], introduced
the concept of salient mesh, defined in a scale-dependent manner using a
center-surround operator on Gaussian-weighted mean curvature. They calculated
salient regions of a 3D mesh using its geometry at different scales; the final saliency
measure is the aggregation of these scales with a non-linear normalization.

A quantitative measure of saliency proposed by Mitra et al. [9], is based on the
extraction of significant Euclidean symmetries at all scales. With the extracted
graph of symmetry representation, important high-level information about the
structure of a geometric model can be captured, which represents the shape of the
object.

Gal and Cohen-Or [10] introduced a method for partial matching of represented
surfaces by triangular meshes based on the theory of saliency of visual parts. They
considered the saliency of a part, as a function of its size relative to the whole
object, the degree to which it protrudes, and the strength of its boundaries.

Yamauchi et al. [11] proposed an approach using a uniform set of viewpoints
connected with the closest one, to form a spherical graph where each edge is
weighted by a similarity measure between the two views from its incident vertices.
The similar views are gotten using a graph partition process, where the centroids are
considered the most representative views. This measure orders representative views
from the most salient to the least one. The saliency is measured by the mean
curvature of a 3D mesh model.

Other methodology proposed by Castellani et al. [12] is based on the detection of
salient points in several views of an object. They evaluated the saliency by using the
principles of visual saliency of 3D meshes; then a statistical learning approach is
applied to describe the salient points from different views and a Hidden Markov
Model (HMM) is used to model each salient point.

Under a technique called extremum lines, Miao and Feng [13] presented a
perceptual saliency measure that captures the features of the visual saliency of the
shape, yielding visually pleasant results. This measure is based on extreme lines
considered as the ridge-valley along the principal curvature directions on triangular
meshes. Latter et al. [14] presented other method using salient regions in a
polygonal mesh of a 3D shape. This approach considers the illumination and
shading to enhance the geometric salient features of a 3D model. The calculation of
this measure uses only the surface normals in the context of visual attention-driven
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shape depiction. This estimation has the limitation of enhancing shape depiction
caused by the variation of the diffuse lighting component.

Finally, Tao et al. [15] proposed a method that considers salient regions of a
mesh, using the detection of the manifold ranking in a descriptor of Zernike
coefficients. They used the regions of the mesh that are most scattered in the spatial
domain with no regard of their locations and cardinality.

These measure saliency approaches were designed and evaluated from different
perspectives, achieving quite good results. However, none of them are applied
directly to the 3D object; in all aforementioned cases the 3D model is decomposed
into a set of 2D projections, maps or views. In contrast, our proposal uses the whole
shape of the object, without the need of transforming the 3D model in any way.
Furthermore, our measure approach can be used in 3D objects without regard of
their form (regular or irregular), position, scale or orientation. And because it does
not require a complex preprocessing, its computational cost is minimal. On the
other hand, our proposal for measuring saliency is oriented to answer the question
of what is the most salient object in a set of 3D objects, and it is characterized by its
promptness, simplicity and efficiency. Although, despite its simplicity, empirical
results showed that the most salient objects given by our metric matches to the most
salient objects according to human perception. In the next section, our measure of
saliency is described in detail.

2 A Measure of Saliency of the Shape

The measure is based on the central idea of the volume of a pre-voxelized object.
To apply this measure of saliency to the shape of the 3D object, it is necessary to
consider the following three previous steps:

(1) The object requires first being voxelized. The process of voxelization is the
segmentation of an object into small cubic portions, a unit called voxel, which
conform and represent the three dimensional object, as shown in Fig. 1. The
voxelization process characterizes both the size and the shape of an object.
Regarding the size of the voxel (vsi), in virtual environments is common to
work with an approximation to the size in terms of centimeters; the size of the
voxel is here treated as one cubic centimeter.

(2) Then, the total number of voxels (nv) for the object is obtained through the
voxelization algorithmby counting each voxel,whenever it detects a correct one.

(3) Then, the number of voxels (nv) is multiplied by the voxel size (vsi) to obtain
the object volume (vo) in cubic centimeters as in Eq. (1).

vo ¼ nv � vsi ð1Þ

Once calculated measures regarding the volume of the 3D object, we assumed
that the flatter is the surface of an object, the less salient it is, and inversely, objects
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with high pointedness tend to be perceptually more salient. With this in mind, we
propose the following method for a fast estimation of shape saliency: calculating
the proportion of empty space and full space in voxels in the bounding box of each
object. For this, first the volume (size) of the bounding box in voxels (siBBox) is
obtained through the length, width and height of the box and the size of the voxel.
A bounding box is a three-dimensional box that delineates the boundaries of an
object (see Fig. 2, the bounding box is represented with discontinued lines). Then
the volume in voxels of the object (vo) is subtracted from this number. The result of
this operation is called “Empty space” (Es), because it represents the number of free
voxels within the bounding box that are not part of the object, Eq. (2).

Es ¼ siBBox� vo ð2Þ

The volume of the object in voxels corresponds to the “Full space” (Fs) inside
the bounding box. Figure 2 illustrates the empty space of a 3D object within its
bounding box.

Finally, the empty space (Es) is divided by the total number of voxels in the
bounding box (siBBox), giving the proportion of empty space, Eq. 3.

Ssh ¼ Es=siBBox ð3Þ

This provides a rough estimation of the saliency of an object’s shape. However,
as our final goal is to be able to select the most salient 3D objects within a 3D
virtual environment, and considering that saliency is strongly dependent on the
context in which objects are located, we apply a normalization process over the

Fig. 1 View of two
voxelized 3D objects

Fig. 2 Empty and full space of the bounding box of a 3D object
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previously computed value. The object with the highest proportion of empty space
will have the greater saliency value ‘1’ and the rest a weighted value in proportion
to the greater value. Normalized saliency by shape is represented by Ssh[0-1].

3 Experimental Evaluation of the Shape Saliency Metric

With the aim to verify our hypothesis: that people perception of saliency is similar
with our measure of saliency approach, we designed and carried out the next
described experiment.

3.1 Method

Participants. Forty undergraduate students of the Escuela Técnica Superior de
Ingenieros Informáticos of the Universidad Politécnica de Madrid, thirty male and
ten female, with ages in the range of 18 to 25 years, voluntarily participated.

Materials, devices and situation. The experiment was carried out in a labo-
ratory with suitable lighting condition. Each participant’s session was run in a
SONY laptop computer, model VGN-CS270T, with a processor Intel ® Core (TM)
2 Duo CPU P8600, 2.40 GHz, 4.00 GB memory, using a mouse and a keyboard.
A computational application was developed to implement and test the metric using
the Unity 3DTM platform, with some scripts created in C# programming language.
Results were automatically recorded in a .csv (comma-separated values) file and
afterwards statistically analyzed using the SPSSTM (Statistical Product and Service
Solutions) application.

The voxelization process of the 3D objects was made through a master script of
voxelization of Unity 3DTM adjusted to extract the number of voxels and so
calculating the volume of each object.

Design and procedure. The designed experimental system consisted of 25
scenarios (also called trials), each presenting four 3D objects. One hundred 3D
objects were extracted randomly from the Princeton Shape Benchmark (PSB),
which contains 1,814 3D models and is public available in the World Wide Web
[16]. The set of the selected objects for this experiment were adjusted to have the
same size scale. Each of the objects was voxelized and the numbers of voxels was
counted, the time for the voxelization process of each object varied from 0.405 to
1.097 s.

Participants were informed that their task during the experiment was to place the
four objects provided on each trial on an empty platform in front of them (see
Fig. 3), ordering them from left to right according to their shape saliency, this
concept was explained to them as “the capability of the object’s shape to attract
their attention”. Therefore, the most striking object by its shape should be placed to
the left. Participants were given a brief demonstration of the system on how to place
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each object on the platform as shown in Fig. 3. Also, we explained to participants
that they could make all necessary place changes, before they confirmed the final
order of objects for each trial. Participants were asked to provide basic personal
information as their, age and gender, within the system. Each person lasted about
8 min to complete the 25 trials.

3.2 Statistical Analysis of Results

We conducted several statistical analyses in order to evaluate our general hypoth-
esis of how similar is our metric to the perception of saliency of the participants. We
analyzed the following three aspects:

1. The choice of the first or second object as the most salient. Because the salience
of the shape of an object is a very subjective characteristic, and given that there
is no precise order with which to compare the given order of our metric and each
of the given orders of the participants, the comparison required to be flexible
enough to admit variations, but at the same time capable to give information
about the performance of the metric. We decided to measure the extent to which
the first or second most salient objects, according to our metric of saliency,
matched the object placed by the participants in the first position. This condition
helped us to identify if the most salient objects to the human visual system
corresponds with high-valued objects by our metric.

2. Simple error: comparison of the mode with respect to the metric. In this second
statistical analysis, we compared for each trial the order given by our metric
(Table 1 ‘(a)’) and the order given by the statistical mode (Table 1 ‘(b)’). The
mode of the most voted object in each position for each trial was obtained,
counting the number of times that an object was placed in each of the four
positions within each trial. Then, we computed the distance between each pair of
objects (the one given by the metric and the most voted one) in each position
of each trial, according to the value assigned to each object by our metric.

Fig. 3 View of an experimental system trial
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Table 1 Order of the objects
in each trial: (a) based on our
metric of saliency and
(b) based on the mode. (When
the order is the same in both,
the cell is highlighted in
green)

(a)

Trial Pos_1 Pos_2 Pos_3 Pos_4
Trial_1 Lamp Sextant Antenna Dice
Trial_2 ShaveMac Apollo13 Lollypop Disket
Trial_3 Mallet Apple Shovel Door

Trial_4 Sofa MayaPira Arrow Drum

Trial_5 Spider Microsco Axe Drumbell
Trial_6 Enterprise MobilePh Bat SteakKni

Trial_7 MobilePh Extinguis BeerBottl Spray

Trial_8 Bicycle F16Plane Motorcyc StreetLan
Trial_9 Submarine PailCube Binocular FaxMach

Trial_10 Fence PanelScre Table Biotank

Trial_11 FerrariF3 Pear TeaCup BitDrill

Trial_12 BoingPlan Pencil FishTank Televisio

Trial_13 TeremeoL Piano Book FlashLigh

Trial_14 Flute PicnicBe TheetBru Briefcase
Trial_15 PipeSmok TieFighte C64Chip GarbageC
Trial_16 Positional ToyBear GasMark Camera
Trial_17 Glasses Candle PsxContr Train
Trial_18 Hammock Tricycle CandyPo Revolver

Trial_19 Handbell Truck CanpyBe Dice
Trial_20 Hat Umbrella Roadster CashRegi

Trial_21 Headset Unicycle RocketM CasketBo

Trial_22 Hind24H- Chair Violin Rollerball

Trial_23 Rose CleaverK Wagon Hourglass

Trial_24 Hydrant Washing CPU RugbyBal
Trial_25 SaberSwo X-Wing Keyboard Cross

(b)
Trial Pos_1 Pos_2 Pos_3 Pos_4
Trial_1 Sextant Antenna Lamp Dice
Trial_2 Apollo13 ShaveMac Lollypop Disket
Trial_3 Mallet Door Shovel Apple

Trial_4 Drum MayaPira Arrow Sofa

Trial_5 Spider Microsco Axe Drumbell
Trial_6 Enterprise MobilePh SteakKni Bat

Trial_7 MobilePh Spray Extinguis BeerBottl

Trial_8 F16Plane Motorcyc Bicycle StreetLan
Trial_9 Binocular Submarine FaxMach PailCube

Trial_10 Biotank PanelScre Fence Table

Trial_11 FerrariF3 Pear TeaCup BitDrill
Trial_12 BoingPlan Televisio Pencil FishTank

Trial_13 FlashLigh Piano TeremeoL Book
(continued)

A Computational Measure of Saliency of the Shape of 3D Objects 241



Finally, to get the value of the simple error (SE) we added the distances in
saliency for all positions of each object of each trial. We propose the simple
error as a measure of the distance between the order provided by the saliency
metric and the most general opinion of participants.

In order to further evaluate the validity of our metric, we computed two addi-
tional variables: (EM) the error in movements (or jumps) when comparing the order
given by each participant in each trial, with respect to the order given by our metric;
and (ES) the error in saliency when comparing the order given by each participant
in each trial, with respect to the order given by our metric.

Based on these variables we made two correlation analysis: (1) between the
value of the simple error (SE) of each trial and the standard deviation of error in
movements (EM) for all participants in each trial; and (2) between the value of the
simple error of each trial and the standard deviation of the error in saliency (ES) for
all participants in each trial. We wanted to explore if higher diversity between
participants leads to higher simple error, in other words, if we can expect that trials
in which the distance between the participant’s and the metric’s order were more
variable, were also the trials in which the order generated by our metric was less
prototypical.

3. Comparison between the simple error and the possible diversity in saliency of
all trials. In a last statistical analysis we sought to evaluate a new hypothesis: the
greater the diversity of the trial in saliency, the lower the simple error. We
expected participants to adhere more closely to the reference order provided by
the metric when there were big differences in saliency between the objects
presented in the trial. To test this hypothesis we calculated the correlation
between these two variables. Results are discussed in the following section.

Table 1 (continued) (a)

Trial_14 Flute TheetBru PicnicBe Briefcase
Trial_15 TieFighte PipeSmok C64Chip GarbageC
Trial_16 Positional GasMark ToyBear Camera
Trial_17 PaxContr Candle Glasses Train
Trial_18 Tricycle Revolver Hammock CandyPo

Trial_19 CanpyBe Truck Handbell Dice
Trial_20 CashRegi Roadster Hat Umbrella

Trial_21 Unicycle CasketBo RocketM Headset

Trial_22 Hind24H- Violin Rollerball Chair

Trial_23 Rose Wagon Hourglass CleaverK

Trial_24 Hydrant CPU Washing RugbyBal
Trial_25 X-Wing Keyboard SaberSwo Cross
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4 Results and Discussion

The results of the first statistical analysis indicate that our metric effectively predicts
the objects that humans tend to perceive as the most salient. The number of possible
orders for the 4 objects of each trial is 24, but only half of them fit with the
restriction established in our first statistical analysis, that is, to include the first or
second most salient objects in the first position. Assuming random orders provided
by participants for each trial, we would expect that 50 % of the orders would fit our
condition. However, by the actual order given by each of the 40 participants in each
of the 25 trials, we got a mean of 16.5 matches for participant. These 16.5 matches
represent a 66 % of all possible matches, which exceeds the expected 50 % value by
random success. In such a way that our metric is not random and it is indeed
measuring what it is expected to measure.

The results in the second statistical analysis showed a degree of 37 % agree-
ments between the order based on the mode and the reference order given by the
metric. This percentage demonstrates that our metric is a good representative of the
saliency perception in a prototypical person.

We also employed Pearson’s correlation coefficients as indicators of the rela-
tionship between (1) the simple error and the standard deviation of the error in
movements, and (2) the simple error and the standard deviation of the error in
saliency. According to these coefficients, both correlations are positive, but low.
The sets of points in the scatter diagrams of the Fig. 4a, b allow us to appreciate the
linear relationships of both correlations. In the case of Fig. 4a the correlation index
was (r = 0.14), and in Fig. 4b of (r = 0.27).

For the third statistical analysis we also used Pearson’s correlation coefficients.
The result showed a value of correlation (r = 0.28), with a positive trend (see
Fig. 5). This indicates that the relationship between variables is positive and low,
and therefore the greater the diversity of the trial in saliency, the higher the value in

Fig. 4 Dispersion diagrams showing the correlation between a the simple error and the standard
deviation of the error in movements; b the simple error and the standard deviation of the error in
saliency
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the simple error. Here, we must reject the third aspect of our hypothesis in which we
assumed that when the difference in saliency between the objects of one trial is
high, it would be easier to find agreement between the order of participants and the
order generated by the metric, but this is not happening.

5 Conclusions

We proposed a quick and simple approach to measure the saliency for the shape of
3D objects, experimental results demonstrated that our metric is efficient and fits to
an extent with the perception of saliency of the participants. Furthermore, our
algorithm is easy to implement, requires minimal space and computational time. On
the other hand, our metric of saliency can be applied to all kinds of objects with
regular and irregular geometry and it is adaptable to all scales of the 3D models. We
found that our metric is comparable to a large extent with the perceptual saliency of
human beings. Future works should explore other aspects contributing to the visual
saliency of 3D objects other than their shape, like color or size, and it also should
take into consideration the influence of the context in which an object is placed, for
a complete model of saliency for 3D objects.
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An Open Cloud-Based Platform
for Multi-device Educational Software
Generation
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and Cuauhtemoc Sanchez-Ramirez

Abstract Nowadays, information technologies play an important role in education.
For instance, mobile applications can be used through tablets and smartphones in
classrooms, but not limited to this place. Smartphones are some of the most used
devices across the world, and represent one of the most cheapest and user-friendly
electronic devices for activities such as education, personal administration, com-
munication and leisure, to mention but a few. In this work, we present a
cloud-based platform for multi-device educational software generation (smart-
phones, tablets, web, android-based TV boxes, and smart TV devices). It is note-
worthy mention that an open cloud-based platform allows to teachers create their
own multi-device software by using a personal computer with Internet access. The
goal of this platform is to provide a software tool that allows to teachers upload
their electronic contents and package them in the desired setup file for one of the
supported devices and operating systems by using our cloud-based platform.
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1 Introduction

Information and communication technologies (ICT’s) producemeaningful changes in
any society. They are able to bring a great amount of information to the remotest places
and they represent a powerful tool to reach autonomous, meaningful, and quality
learning [1]. The fast growth of ICT’s has allowed an increase in the development of
Desktop-based, Web-based, Mobile and TV-based applications. Each one of these
proposals represents new alternatives to be used as teaching materials to complement
classes inside the classroom. Taking this into consideration, in the last years, infor-
mation technologies emerge as a valuable resource to support the teaching-learning
process across all education levels. Nowadays, students learn new knowledge effec-
tively through new technologies. This is due to the familiarity of new generations with
emergent technologies. Software applications for mobile devices can be the most
significant example of how information technologies can be useful and suitable for
students. However, two issues mainly appear. First, some of these educational con-
tents are not those that a professor needs since information is restricted. In contrast
with the open educational contents that allows open access to high quality educational
resources for software customization [2]. Second, the development of multi-device
applications requires an integrative approach involving the support of several spe-
cialists in education who provide the guidelines needed to build high quality contents,
as well as application designers and developers who are able to deliver the educational
applications demanded by students. Thus, the success of applications is related to the
organization of the team and assigned responsibilities [3].

Taking into account the need of developing educational applications with ade-
quate user interfaces for multiple devices and software platforms, this work presents
a cloud-based system that allows the generation of educational applications for
smartphones, tablets, Web (Desktop Computers), and TV devices (Android-based
TV Box and Smart TVs). It is noteworthy mention that, all user interfaces used by
the application developed by the cloud-based platform complies with User Interface
Design Patterns (UIDP). Several approaches are oriented to study UI patterns that
can be applied in the development of desktop, Web and mobile applications. Our
platform uses different mobile UIDP that have been identified in several studies
[4, 5] for mobile application development. Also, several proposals on the use of
digital interactive TV have been used for software development.

It is noteworthy mention that one of the most important aspects of our approach
is the use of TV Android-Based Interface Design Patterns for software develop-
ment. The cloud-based platform allows the development of user interfaces fol-
lowing the 10-foot UI specification that provides the criteria needed for the
development of Digital-TV interface. This specification was adopted by Google as a
set of design pattern to generate TV applications.

This paper is organized as follows: Sect. 2 describes a review of previous related
works. Section 3 presents the platform architectural design. The case study that
demonstrates platform functionality is included in Sect. 4. Finally, future work and
conclusions are presented in Sect. 5.
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2 State of the Art

In this section, we describe some related works about cloud computing. Cloud
computing is a style of computing in which dynamically scalable and often virtu-
alized resources are provided as a service over the Internet. Users do not need
having knowledge of, expertise in, or control over the underlying infrastructure in
the Cloud that supports the services rendered to them [6]. Due to proliferation of
mobile devices such as smartphones and tablet computers, which have leaded to
ubiquitous mobile applications, i.e., applications that can be accessed at any time
and from anywhere over the Internet by using mobile devices, cloud computing has
taken advantage of mobile computing. This is evidenced by the recent incursion of
mobile operators such as Vodafone [7], Verizon and Orange on the cloud com-
puting market. According to Fernando et al. [8], Mobile Cloud Computing
(MCC) is still in its infancy; however, it could become the dominant model for
mobile applications in the near future. March et al. [9] proposed a framework that
merges mobile and cloud computing concepts for the development of rich mobile
applications, a new generation of distributed mobile applications that provides rich
functionalities.

Mishra et al. [10] proposed a mobile-based cloud-computing framework for the
integration of mobile applications with cloud services aimed at processing and data
storage. In the context of platforms that allows the generation of software appli-
cations, Srirama et al. [11] proposed a MCC middleware for mobile mash-up
applications, i.e., applications that combines data from diverse cloud services.
Dukhanov et al. [12] presents an approach for the design and implementation of
Virtual Learning Laboratory (VLL) by using cloud computing technologies within
the model of AaaS (Application as a Service).

Ercan [13] presented a survey to collect the required data for the use of cloud
computing in the universities and other governmental or private institutions in the
region of Turkey. This survey will help us to know the current status and probable
considerations to adopt the cloud technology. Results are shown as a pie chart and
the labels on each different slice represent different industrial sectors and services.
Ozdamli and Bicen [14] present a quantitative method to determine the conditions
that affect student’s perception and competences, towards mobile learning using
mainly cloud computing services. The author selected Dropbox because in Bicen
and Ozdamli [14] study results showed that most of students prefer Dropbox cloud
computing services the Education Faculty.

Saad and Selamat [15] presented an UPSI Learning Management System called
MyGuru2. MyGuru2 is an e-learning portal that offers a robust set of teaching and
learning tools, functions and features. The author proposed the cloud computing as
a solution where MyGuru2 will be put on convenient, on demand network access to
a shared pool of configurable computing resources that can be maintained and
provisioned with minimal management effort. Lin et al. [16] proposed a
cloud-based reflective learning environment to assist instructors and students in
developing and strengthening reflection ability during and after actual class
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sessions. The authors presented an industrial course in a Taiwanese University and
evaluated the proposal using several questionnaires, and interviews. Ivanova and
Ivanov [17] identified the sequence of actions that the users perform for developing
their applications and services in order to build a complete teaching/learning
environment. Furthermore, in this study a model of the authoring process occurring
in the cloud of Web 2.0 applications and services is developed. Sultan [18] pre-
sented several examples of cloud users to demonstrate the emerging popularity of
cloud computing with some educational and business establishments. Finally, a
case study of the University of Westminster was presented. Shakil et al. [19]
proposed an effective framework for managing university data using a cloud based
environment. The authors presented a new simulation framework that demonstrates
the applicability of the cloud computing in the current education sector. The
framework consists of a cloud developed for processing an universities database
which consists of staff and students.

Kao et al. [20] proposed a Web-based runtime environment for cross-platform
offline-able mobile and desktop Web applications. This environment called
WOPRE relies on iGoogle™ which is an environment for displaying
HTML5-JavaScript gadgets within a customized Google™ homepage where gad-
gets are created by using the Google™ Gadgets Application Programing Interface
(API). Moreover, WROPE is composed of three main subsystems: (1) a subsystem
responsible for offline content management and data synchronization that uses the
Google™ Gears API, (2) a sub-system responsible for Web content adaptation
allowing developers to explicitly select the sections of Web content that can be
displayed in mobile versions of Web applications and (3) an application market that
represents an interface between developers and end-users for publishing and
installing applications.

3 Software Architecture Description

The proposed architecture is shown in Fig. 1. This architecture is composed of four
layers; each layer fulfills a specific function by using a set of components whose
tasks are described as follows:

Cloud Business Tier: This layer is addressed by the Web-based platform, i.e.
teachers through a Web browser. Applications built using the tools in the lower
layer are executed at this level. The entry point is the Request Handler component,
which acts as a gateway receiving all the requests for user interactions.

Cloud Platform Tier: This layer is addressed by the cloud-based platform for
software generation. It is designed for developing and deploying new applications
through a wizard. In this sense, the main component of this layer is the Wizard
component, which allows end-users to design, develop and publish (or deploy)
mobile, Web, and TV applications. Furthermore, this layer provides programming
language-specific wrapper components for cloud services APIs allocated at lower
layer. According to the above, the Cloud Platform Tier implements a development

252 R. Vásquez-Ramírez et al.



process for multi-device applications which covers almost all the phases of the
typical development life-cycle, namely, design, development, publishing (or
deployment) and maintenance. Into this layer, there are set of components with a
specific functionality that is explained as follow:

(1) Source Code Generator, which, depending on the required type of application
is responsible for generating application directory structures, generating con-
figuration files, and generating source code files. In fact, this component
generates source code of rich mobile applications either in a deployable or
installable for by using a set of templates.

(2) Content Manager is responsible to embed the desired educational contents in
the applications developed.

(3) Web-based Application Deployer is responsible for deploying Web applica-
tions for desktop devices.

(4) TV Application Deployer is responsible for deploying Web applications for
Smart TV and Android TV Box devices.

(5) Mobile Application Deployer is responsible for deploying Web applications
for mobile devices such as tablets and smartphones

(6) Maintenance Tool is responsible for providing facilities to manage already
deployed applications.

Fig. 1 Software architecture
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Data Tier: This layer is mainly aimed at storing XML-based documents by
means of a set of repositories, which represents the core of the source code gen-
eration process. Templates Repository enables persistence for application front-end
templates (by using UI Design Patters), and Contents Repository stores all educa-
tional contents used by applications. It is noteworthy mention that, the repository
stores previously loaded contents under permissive licenses such as creative com-
mons, this is in order to provide educational contents for teachers.

Resources Tier: This layer is mainly aimed to manage external repositories
through the Open Repository APIs such as CK-12, Curriki, BBC, and Academic
Earth to mention but a few. This task was done through the Communicating API
and the Computing API.

With the aim of explaining the functionality of the open cloud-based educational
platform, a case study of the generation of an educational application for TV is
presented in the next section.

4 Case Study: Generation of an Educational Cloud-Based
Course for Chemistry

Our cloud-based platform is a Web-based application that allows an author (tea-
cher) to create an educational application for multiple devices such as tablets,
smartphones, desktop computers (HTML5 Web-based applications), and TV
(Android TX Box and Smart TV) by following a set of steps. By using this
authoring tool, authors can build their own educational application to be displayed
on all the previously mentioned devices, using only the contents that they need, or
also, if the wanted, users can search for existing content within an open repository.
The main functionalities of the cloud-based platform are to provide an author with a
Web-based tool to be intuitive and easy to use to develop educational applications
for multiple devices and platforms, which can reinforce academic subjects inside
the classroom. In order to generate an educational application, the author must
follow a set of steps. Therefore, a case study to understand the clod-based platform
functionality is presented below. The case study describes the generation of a TV
application for chemistry courses.

Let us suppose that a high school chemistry teacher wants to create a set of
videos to support their lessons. In this context the teacher knows what type of
information is required for a chemistry course. However, the information required is
not available, so he needs to use Internet to search these contents. When the user
finally accesses the contents, he would have a set of videos to be used separately, or
he would need to carry out several activities to create his own set of videos. Under
this scenario, there are some limitations, such as: (1) the teacher’s lack of experi-
ence for searching and creating learning material from the Web, and (2) the tea-
cher’s unawareness of the standards for the development of TV applications. As
solution to these issues, our cloud-based platform proposes (1) a set of educational
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contents stored in a repository that can be freely used, (2) a Web-based system to
generate an educational application for TV following a set of steps and a set of
guidelines for the development of TV interfaces. From this perspective, the teacher
only needs to follow a set of steps described as follows:

(1) The teacher accesses by using an authentication mechanism.
(2) If the teacher is successfully authenticated, the platform will display the menu

available on the main Web page. In this section the teacher selects the option
to generate a TV application. Then, in this step wizard will be launched to
generate a TV application.

(3) Once the wizard has been launched, the first step consists in selecting the
content types to be included in the TV application. These content types can be
audio, video, image, or text files. This step is depicted in Fig. 2.

(4) Once the content types to be included in the TV application were selected, the
user must choose the main view or menu to be included in the application. To
do this, the cloud-based platform includes different design menus for an
application. In this step, the user has to select the menu design according to his
preferences.

(5) Once the user has chosen the type of menu for the application, the next step is
to add the content types. We have developed a set of templates to incorporate
each one of the content types. Each template has been designed following the
10-foot UI design scheme. The order to select the content types is as follows:
(1) if the user selected the four types of contents (audio, image, text, and
video), the platform requests to introduce the audio contents. The user must
select a template from the set of available templates for this content type; next
he clicks on the “upload content” button. In this step, the user either chooses
the location of an audio file on his computer, or looks up for content within the
platform repository. This process is depicted in Fig. 3.

Fig. 2 Showing the selection of content types for TV application
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If the user wants to upload other contents, he can continue selecting templates
and uploading contents. Otherwise, the user can click on the “Ready” button to
upload the following content type. This process is the same for uploading
image, text, and video contents respectively. It is important to mention that
some templates available allow the integration of more than one content type.
When the user has finished adding the content types, he clicks on the button
“Finish”.

(6) The last step to generate the application consists in adding the links to each
one of the templates chosen. To perform this, the platform presents a list with
each one of the templates, and then the user must select the template to be
linked. At the end of this step, the user must click on the “Finish” button so
that the cloud-based platform starts compiling the application.

(7) While the application is being compiled, a progress bar is displayed to indicate
the percentage of completion. Then, when the application has been success-
fully compiled, a confirmation dialog window is presented on the screen. This
window asks the user if he wants to export the generated application. If the
user clicks the “Yes” button, the file will be downloaded into a ZIP format.

(8) When the user has downloaded and decompressed the ZIP file, an .APK
extension file is located, which contains the TV application. The next step will
be therefore to install the application to be displayed on the TV. In this case
study, the application is installed using a USB drive. Once the application is
installed, the user can access each content through the menu. This process is
depicted in Fig. 4.

This case study application was tested on the LG LCD TV 32ʺ (with Android
TV-Box and the Samsung Smart TV, both having a HDMI connector. Other case
studies have been proposed to generate TV-based applications for different academic
topics and subjects such as bullying and discrimination, Mathematics, and Biology.

Fig. 3 Search and selection of content
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5 Conclusions and Future Work

This work presented a cloud-based platform to generate educational applications for
TV, Mobile, and Desktop applications by using User Interface Design Patterns. Our
software architecture provides the necessary modules for the design of interfaces
based on 10-foot UI design scheme and UI design patterns with the aims of
bringing an appropriate user experience for the device used, and facilitating
usability of the educational contents presented on Tablets, Smartphones,
Computers, and TVs. It is important to mention that even though the cloud-base
platform was designed to fill a need in an educational context, the system presented
in this paper is not limited to educational applications. Any type of multimedia
application to present content can be generated with the cloud-based platform by
incorporating the appropriate content. In addition, we propose a scalable architec-
ture design can be subject to new features such as content recommendation.

As future work, we are considering to scale the software architecture. New
components and modules will be added for the development of TV educational
applications using Interactive Digital TV technology combined with MHP standard,
which supports several types of interactive applications. Moreover, since recom-
mendation systems are being used in diverse contexts such as e-commerce,
e-marketing, music, book, and movie recommendations, and news filtering among
others, authors have also considered incorporating collaborative filtering techniques
to generated software. This could reinforce students’ acquired knowledge, or
facilitate the comprehension of certain topics with the visualization of other con-
tents that were useful to other users.

Acknowledgments This work was sponsored by the National Council of Science and
Technology (CONACYT), the National Technology of Mexico (TecNM) and the Public
Education Secretary (SEP) through PROMEP.

Fig. 4 TV application
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Promoting e-Commerce Software
Platforms Adoption as a Means
to Overcome Domestic Crises: The Cases
of Portugal and Spain Approached
from a Focus-Group Perspective

Ramiro Gonçalves, José Martins, Jorge Pereira, Manuel Cota
and Frederico Branco

Abstract Focus group interactions led to a set of strategic recommendations with
regards to how to improve e-Commerce adoption levels in Iberian enterprises,
essential in times of crises. Suggestions include: (1) Create actions to influence the
governments of the Iberian Peninsula to re-evaluate the legislation that regulates
e-Commerce; (2) Encourage venture capitalists, banks and business angels to create
financing lines with better access; (3) Encourage European institutions of higher
education to create partnerships with Iberian enterprises in a way that the technical
know-how in these enterprises could be mixed with the scientific knowledge of
those institutions; (4) Create, alongside with training organizations and universities,
a set of new training courses directed at Iberian enterprises focusing on concepts
such as Web 2.0 capabilities and the maintaining of a coherent online organiza-
tional identity. Increases in e-Commerce transactions may bring changes in men-
tality and greater prosperity to nations such as Portugal and Spain.
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1 Introduction

The study of the Internet and its technologies as a means to do business worldwide
has been in the agenda of several research projects [1]. The current era of
Information and Communication Technologies (ICT) ushered in the era of elec-
tronic commerce and the information society; where traditional management
paradigms are challenged and new business models are sought; and where the
continuous improvement of both business and processes needs leads to a rise in the
importance of their alignment [2, 3]. The adoption of new Internet-based business
models will certainly generate positive business revenues, thus the potential for
e-business is high enough to compel enterprises to go online [4–6].

The benefits in using e-Commerce as a new way for SMEs (about 99 % of the
EU market [7]), to do business are well supported by the existent literature [8, 9].
Nevertheless, it’s also very important to understand the variables inherent to the
adoption of e-Commerce websites, in order to better adjust a company’s online
presence and raise its business volume [10–12].

The adoption of e-Commerce by organizations is a very up-to-date issue. Despite
the existence of innumerous valid empirical works [13–15], to our knowledge there
are few others performing qualitative analysis to the e-Commerce adoption issue,
thus similar to the one presented in this article, and revealing indicators on the
adoption of e-Commerce by organizations all around the World [16–18]. As con-
cerns Iberia (the peninsula including Portugal and Spain) we can see two different
indicators regarding e-Commerce adoption with distinct results, which are the
number of Iberian organizations using e-Commerce and the number of Iberian
Internet users. These indicators both present themselves with relatively low values
and, the reasons behind those factors, are still to be explained. With this in mind, we
used a focus group in order to achieve a global set of recommendations (and
expected results of their implementation) that could be used for improving the
adoption of e-Commerce in Portugal and Spain. Besides reaching the referred set of
recommendations, we have also created a strategic proposal to encourage Iberian
e-Commerce adoption. This proposal is composed by several action guidelines that
aim to offer some guidance on how to solve the referred adoption issue.

2 Research Characterization and Conceptualization

2.1 Research Objectives

Although the theme of e-Commerce has already been a subject of discussion by
various authors over the last 15 years, the problems inherent to its adoption still
need to be overcome. This situation is proven by several reports published by the
EU, which show that the number of active e-Commerce initiatives is low and that
the level of adoption to those same initiatives is far from the desired levels.
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Although the values at the European level are not as good as expected, with regards
to Iberian e-Commerce initiatives, the values are even somewhat lower.

2.2 Research Question

The research question addressed was as follows: What paths exist to increase the
adoption to e-commerce transactions, in Portugal and Spain, as a means to con-
tribute to the overcoming of the domestic crises in these countries?

2.3 Adoption of Electronic Commerce in Portugal
and Spain

Portugal is characterized as a society where profound change has occurred, espe-
cially over the last two decades, which has seen “the emergence of new values”
[19]. Has “the aging of the population with an increase in the number of people
aged over 65 years [with] a fall in birth and fertility rates” had a profound effect on
e-Commerce adoption levels in Portugal? Has the “massive transfer to the tertiary
sector”, away from the primary sector and from the industrial sector, led people
away from e-Commerce? Are the low figures for Portuguese women dedicated to
technical-scientific and administrative professions, the lowest registered in the EU,
at 11 and 15.2 %, respectively, of the active female workforce, testimony to a
less-developed society which shies away from e-Commerce?

Conversely, the Spanish Kingdom, centered around Madrid, “has approached
and overcome important challenges, risks, and changes in a very deep and widely
spread democratization process” [20]. Spain is no longer isolated, from a dicta-
torship it has moved to being currently rather open, tolerant and decentralized, with
European-minded people for the most part, though nationalist views still prevail in
some quarters [20]. Deeply held Spanish beliefs include, however, “a bureaucratic
approach: by observing as many norms and procedures as might be available
because this is a strategic approach to avoid risks and uncertainties” [20]. Could this
be a reason behind lagging e-Commerce figures in Spain, a desire for certain
transactions without risk?

Several studies have been recently done, in both Portugal and Spain, regarding
the use of the Internet for e-Commerce and e-business purposes [21, 22]. The
results obtained claimed that there is a lack of comprehension of the motives for
low levels of adoption to e-Commerce in these two countries, though we recognize
that some indicators show a somewhat positive trend.

A total of 16 % of Portuguese companies have adopted the Web as a new
commercial channel, against 10 % in Spain and 12 % in the EU. For these com-
panies in Portugal this channel represents 12 % of total income, against 10 % in
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Spain and 13 % in the EU—which is in fact difficult to understand, regarding the
percentage of companies selling online. Also, the percentage of Portuguese orga-
nizations buying on the Web is 19 % against 18 % in Spain and 24 % in the EU.
The Portuguese have a low rate of Internet shopping adoption, with only 26 % of
Internet users having already made some purchases on the Web, against 54 % in the
EU [21].

According to EU [21], 55 % of all Portuguese enterprises use applications for
integrating internal business processes and in Spain this figure is at 52 %, which is
more than in the EU (41 %). 32 % of Portuguese companies automatically exchange
business documents with customers/suppliers and in Spain this figure is at 12 %
(the EU average is at 26 %). Regarding information sharing, 31 % of Portuguese
companies share information electronically with customers/suppliers in Supply
Chain Management and in Spain this figure is at 14 % (the EU average is at 15 %).
By including in this analysis Eurostat’s “Internet use in households and by indi-
viduals in 2011” study, one can observe that the number of Internet users ordering
goods or services has grown from 47 to 54 % in the period between 2006 and 2011,
while during the same period this indicator only reached 26 % in Portugal and 38 %
in Spain (Fig. 1).

In Fig. 1 we can see that, as concerns business-to-consumer (B2C) purchasing
rates over the Internet, Southern European countries such as Portugal (PT), Spain
(ES) and Italy (IT) are well below the average for the EU-27. The UK, France
(FR) and Germany (DE) show a more positive trend.

3 Data Collection and Analysis

Aiming to answer the research question mentioned above and in order to envision a
way forward for e-Commerce, in Portugal and Spain, we decided to start a focus
group process, in which a number of specialists were involved.

Fig. 1 Percentage of Internet users that have ordered goods or services over the Internet for
private use during 2011 (Adapted from: [23])

262 R. Gonçalves et al.



3.1 Research Methodology

In order to gain further insights relating to the e-Commerce activities of Iberian
enterprises, and namely into how adoption levels to e-Commerce could be
improved, we conducted a focus group research project, a qualitative research
method popular for being able to provide detail [24, 25].

Focus group research involves gathering a group of carefully selected individ-
uals (i.e. not randomly selected) to discuss various topics of interest [26]. On the
present research eight specialist were selected (following a Curriculum Vitae
analysis which we performed), the group thus having an appropriate size within
what according to Ghauri and Gronhaug [24] and Gonçalves et al. [27] is deemed
fitting—namely between six to ten members.

The main goal in using a focus-group approach was to use its elements to help us
interpret and reap practical results concerning the consequences and implications of
what we had found in our studies to date [24]. The research project plan followed
can be seen in Fig. 2.

The focus group members did not receive any payment for their collaboration,
which occurred in an environment of considerable e-Commerce knowledge sharing,
during three separate focus group meetings, leading up to the final discussion and
creation of the e-Commerce adoption strategy proposal.

3.2 Focus Group Results and Considerations

After the initial discussion on the considerations that would lead towards an
improvement in e-Commerce adhesion, the focus group discussed what the positive
or negative arguments were for each of these same considerations. In Table 1 we
present the list of variables that, in the focus group experts’ opinions, will have a
decisive impact on the adoption of e-Commerce software platforms. These variables
are organized according to their scope (social, business or technology) in order to
allow for a better understanding of each of the variables.

After classifying each variable according to their positive or negative impact on
e-Commerce software platforms adoption, the focus group members also assumed
that a set of global considerations should be reached in order to provide for an
improved understanding on what the variables represent and what might be their
overall impact.

These considerations were also grouped according to their scope: Social con-
siderations; Business Considerations; Technological Considerations.

After achieving Table 1 set of variables, we requested the focus group to
describe their point of view in an informal manner on each of the variables, hence
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allowing to achieve an overall perspective that permitted to create a strategic pro-
posal towards the adoption of e-commerce that is presented in the following
chapter.

Characterization of 
E-Business

and
E-Commerce

1.
Field
Study

2.
Data

Analysis
and

Treatment

3 .
Field
Study
Report

Focus Group 
Members Choice

Focus
Group

Meeting 1

Focus
Group

Meeting 2

Focus
Group

Meeting 3

Field
Study

Planning

Discussion of Focus Group 
Findings and Recommendations

Technical Expertise in e-Commerce

No Payment

Definition of e-Commerce 
Adherence Strategy Proposal

Fig. 2 Research project schema
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4 Strategic Proposal Aiming to Increase e-Commerce
Software Platforms Adoption in Iberia

As was the aim, from the beginning of the present project, after analyzing the
interactions made by the focus-group and the recommendations that resulted from
it, a new set of ideas and possible solutions for the specific issues was reached. By
discussing and re-arranging the referred solutions and ideas, we managed to create a
strategic proposal for e-commerce software platforms adoption composed by eight
guidelines that were especially designed to meet the entire spectrum of the previ-
ously identified problems. Our strategic proposal incorporates a schematic repre-
sentation of seven key points that, in our opinion, when correctly related, can
provide a positive contribution to e-commerce software platforms adoption (Fig. 3).

Improve the Overall Communication Between all Actors: The World of
business is composed by several distinct actors, according to what their motivation
and skills are, and who can each contribute, at every step, to the development and
growth of this World. The actors who can be more easily recognized in this context
are certainly companies and their suppliers, customers, legislators and regulators, as
well as scientific institutions (such as universities) that leverage, in part, the nec-
essary scientific know-how.

Promote the Establishment of Business Partnerships: When an Iberian
organization intends to carry out an e-Commerce initiative or to improve an already
existent one, it should take advantage of the referred to multi-disciplinary market
and create ventures in which the partners’ knowledge is shared. This sharing of
knowledge, products and services will bring, of course, changes to its business
processes and to the products/services it provides, through its e-Commerce initia-
tives, thus leading to improvements in the levels of adoption of this type of
“business trade”.

Increase the Number of Credible and Valid Investment Lines: The number
of Iberian Small and Medium Enterprises (SME) is far superior to the number of
large enterprises. This said, it is possible to perceive that the majority of Iberian

Table 1 List of variables that may impact e-Commerce software platforms adoption

Social Business Technology

Privacy ICT training Security

Reputation Expectations Usability

e-Commerce
knowledge

Experience with logistics Maturity

Cultural issues Support for creating e-Commerce
initiatives

Expensive and inadequate
solutions

Fear of use Price Available software packages

Information available Software requirements
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enterprises present several limitations, including ones related to the availability of
capital. With the referred limitations in mind, in order to create or maintain good
quality e-Commerce initiatives (capable of attracting and maintaining customers),
Iberian enterprises have a serious need for investment.

Encourage Changes to Regulation Mechanisms: If the existent regulation
mechanisms could be changed in order to become more in sync with the global
reality of e-Commerce, it would be easier for enterprises all across the globe to
understand what regulations they had to fulfill and how to do so.

Promote Methodologies for Implementing e-Commerce Initiatives That
Have Already Provided Good Results: It is very important that Iberian companies
make use of proven methodologies when combining internal organizational
knowledge with their technology know-how in order to maximize their chances of
success [13, 28]. Benchmarking processes should be included so as to constantly
identify internal and external best practices appropriate to e-Commerce.

Encourage the Use of Personalized Functionality on e-Commerce Web Sites
That Promotes the Development of a Long Term Electronic Relationship With
Iberian Peninsula Users: High uncertainty avoidance and the importance of
interpersonal relationships [29, 30], which are cultural elements, discussed in the
focus group interactions, need to be focused on to increase the adoption in Portugal
and Spain to e-Commerce. Thus, e-Commerce web sites in Portugal and Spain may
need to expertly and explicitly promote a feeling of preferential treatment amongst
users from these countries.

Promote the Development of an Organization’s Internal Knowledge: The
complexity of an organization’s business processes requires a high level of tech-
nical and management knowledge that must, at all times, be maintained. By

E-Commerce 
Adherence

Entrepreneurship
&

Innovation

Investment 
in

Partnerships

TechnologyKnowledge Methodology

Training

Regulation

Fig. 3 Strategic proposal key
points schema
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enforcing the development and improvement of an organization’s internal knowl-
edge, managers and collaborators create mechanisms to facilitate the emergence of
innovative initiatives and the improvement of internal technical skills, that when
combined may lead to an increase in e-commerce software platforms adoption
levels.

Induce the Provision of Training in e-Commerce to Executives and
Professionals: Both Portuguese and Spanish organizations have in their staffs a
great disparity as concerns technical skills. In order for a given organization to be
successful, its collaborators must be as well qualified as possible. This will bring
advantages such as the ability to create better products and supply better services,
but also the ability to devise innovations and drive entrepreneurship business ini-
tiatives. It is important that Iberian organizations focus on supplying their staffs
with the required training in order for them to carry out their work in a more
efficient and successful manner. Quite specifically, adopting Web 2.0 related
technologies and resources, such as social networks sites, will lead to greater
empathy with customers and thus greater economic returns [31, 32].

Encourage an Entrepreneurial and Innovative Spirit in the Development of
Technological Solutions: Innovation and entrepreneurship are decisive factors for
the success of e-Commerce organizations given that they allow the adaptation of
old business processes to the existent reality and also the deployment of creative
and promising e-Commerce initiatives that may provide business improvements to
organizations.

5 Limitations and Future Work

The use of a Delphi study as the technique to indulge the chosen qualitative
methodological approach is yet to exist without faults and omissions, mainly
supported with the argument of one group’s opinion might not the same as other
groups in a similar context. With this in mind, in a future work we would like to
perform a Delphi study in which a broader and wider set of experts could be invited
to participate and give their consensual opinion on the results achieved with the
present research.

One other issue concerning this research is the inexistence of a wider validation
to the achieved results, particularly by those who are directly vised in its content,
the firms. Drawing on this limitation, and assuming Venkatesh et al. [33] and
Martins [34] argument that the best methodological approach to follow when
studying the IT/IS area of knowledge is the mixed methodology, in a future work
we would like to performed an empirical study based on a survey addressed to
organizations and aiming on validating the importance and relevance of the iden-
tified recommendations.
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6 Conclusions

After a review of some of the existent literature and aiming to increase the success
of e-Commerce investments, we conducted a Focus Group research project with
Portuguese and Spanish specialists in various areas related to e-Commerce. This
process began by analyzing the current e-Commerce situation and resulted in a set
of recommendations that, if implemented, could contribute to improve not only the
Iberian e-Commerce initiatives adoption levels but also their return on investment.
Nevertheless, the great diversity of options and multiple cases of success (and
failure) suggest that the aforementioned initiative success may only happen if a
proper combination of all the presented recommendations is made.

As a way to implement the presented recommendations and to increase Iberian
e-Commerce initiative adoption levels, we have created a strategic proposal com-
posed of nine guidelines that were designed to show a possible path aiming towards
a not-so-distant future with regards to how to carry out good quality and highly
successful e-Commerce initiatives.
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Multi-tabletop System to Support
Collaborative Design Assessment

Gonzalo Luzardo, Vanessa Echeverría, Yadira Quiñonez
and Roger Granda

Abstract This paper presents a study that describes the design and implementation
of a tabletop system for supporting collaborative design in the classroom. A case
study and two experiments are presented in order to evaluate the usefulness of the
proposed system for students and educators. Ten educators and fifteen students
participated in the experiments. Findings show that the usefulness, as well as the
easiness of the proposed system are perceived as good from both, students and
educators. These results suggest that the proposed system does have potential to be
used in other educational areas or as a baseline for similar approaches.

Keywords Collaborative design � Collaborative assessment � Multi-tabletop
system

1 Introduction

Developing collaborative working skills is an important aspect for the academic
training of students. Employers consider these skills as a fundamental requirement
when hiring professionals [1, 2]. Several research have been directed at developing
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proposals for computer-assisted technology, to promote and improve participation
and collaborative student learning [3–5]. However, the way that people work in this
and other collaborative environments has not changed significantly over the years.
Some studies show that pen and paper still remains widely used in designing [6].
Technology has failed to displace traditional tools mainly for the following reasons:
space flexibility; easiness of communication between individuals; and portability
[6]. While collaborative work in the traditional way (e.g. on a board or paper)
facilitates face to face communication between individuals, it also leads to some
drawbacks such as difficulty in documenting the final work, replicate or share these
works in digital repositories (it is often desirable to observe a group work) [7].

In a classroom, the traditional tools also create certain limitations; for example,
difficulty to monitor the process of preparation and subsequent assessment of col-
laborative work, as educators usually only have the final version of these. This is a
problem because educators might find it difficult to assign a rating, as well as meet the
workload invested by students, their individual contributions and the quality of these
[4]. Researchers have found that the perception of an unfair assessment should be
taken into account in issuing a subject, since it is predictive of motivation, learning,
and even aggressiveness that students show towards a particular subject [8].

In recent years, the scientific community has developed some research progress
in the implementation of new technological tools, which are intended to facilitate
collaborative tasks and solve partially the aforementioned drawbacks. Some authors
have developed project of multi-touch surfaces into classroom [5, 9], to facilitate
and support collaborative learning among a group of students, in order to lead their
own learning, driving engagement, participation and creativity with the use of this
technology. In another work, Mercier et al. [10] have developed an interactive
board to run experiments with students to support both fluency and flexibility in
mathematics called NumberNet; similarly, in [11] they proposed a visual applica-
tion in multi-touch tabletop for preschool Mathematics called MEL-Vis. Both
works present a workable solutions through qualitative and quantitative analysis.

Martinez et al. [12] present a solution called “Collaid”. This work has been
developed in order to enhance learning and teamwork. Collaid uses a touch screen
and support for the participation of individuals in the design of conceptual maps. In
addition, it uses information about the position of each person and their verbal
interaction, in order to help determine the contribution of each individual and
display a list of suggestions on topics that each user might want to use. These users
feed information to their collaborative work in Collaid, using their fingers to type
on a virtual keyboard. This solution is integrated with a monitoring component of
collaborative work, which is used by the orchestrator of the work (the educator) to
know the state of development of the work at all times.

Although there are several proposed solutions whose aim is to assist the col-
laborative work, some problems must be solved yet. Issues such as restricting the
size of the touch surface using previous solutions, traceability of tasks, the ability to
monitor the development of the task, the number of people who can participate,
configuration complexity of the work environment, the cost of implementation, and
tools that emphasize design software, do necessary research in this field.
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Currently, in the literature there are four classes of digital tabletop systems:
digital desks [13], workbenches [14], drafting tables [15], and collaboration table
[16]. This work focuses on the design of collaboration tables, it describes the design
and implementation of a low cost multi-tabletop system (MTS) using computer
vision, to improve the analysis of work in a student’s group. In addition, a case
study is presented in order to validate the proposed system. This paper is structured
as follows: Sect. 2 briefly describes the system structure. Section 3 presents the
proposed implementation. Section 4 describes two experiments used to test the
system and the obtained results. Finally, conclusions remarks at Sect. 5.

2 Multi-tabletop System Proposed

2.1 Functional Requirements

The following characteristics were identified for the proposed system with some of
them, taken from other similar systems and include:

• Multi-user support: It allows multiple users to use the system simultaneously
[17, 18].

• Use of tangibles: It provides digital and physical objects to the users that allows
a more natural interaction with the system [19].

• Freedom of movement move and work-space regulation: It allows users free
movement when they use the system. This avoids limiting the creativity of users
when static workplaces are defined [20].

• Interconnection with devices: It allows data entry through mobile devices like
cell phones or tablets [17].

• Color based contribution distinction: It allows a person to identify users’
contributions by assigning them a color per user.

• Monitoring and storage user actions: It provides tools for monitoring and
recording activities performed by the users working in multiple groups at the
same time [21].

2.2 Physical Design

Figure 1 depicts an upper view of the physical design of the proposed MTS. A front
projection design was chosen. Both, infrared camera and projector are attached to a
tripod. The infrared camera aims to detect the position of the pens on the table
(interaction area). Students can use pens or mobile devices to interact with the
elements of the collaborative application projected on the table. Each action is
tagged by a unique color per student. Students can also use tablets to input data to
the MTS. A server is used to process data from infrared camera. Computer vision
algorithms are used to identify and tag the pen’s movements on the table. All data
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(objects, its history, student’s interaction) are stored in a database. The communi-
cation between the tablets and servers is through a private wireless network. On the
educator’s side, the system allows monitoring student progress in collaborative
tasks through a Web application running in the server.

The use of the computer vision approach, in contrast to others such as pressure
sensors or capacitive surfaces, results in a portable and lower cost solution.

2.3 System Components

Four main components are identified for the proposed MTS:

• Pen tracking: It uses information provided by the infrared camera to detect and
calculate their position and orientation on the table. Each pen has three infrared
markers situated in different locations one from another in order to distinguish
them. The information about the position of each pen is sent to the Visualization
component and collaborative control through a TCP/IP protocol.

• Mobile data entry: It is responsible for creating and displaying a graphical user
interface for the tablets, which allows data entry. It is used by the collaborative
application so that the user can enter text or control application components. It is
able to differentiate data entry made by each student through an authentication
system. This information is sent to the Visualization component and collabo-
rative control through a TCP/IP protocol.

• Visualization and collaborative control: It uses the information provided by the
previous components to interact with the collaborative application. This contains
control elements and objects that could be manipulated by the users using the
pens or mobile devices. Pens movements received from the Pen tracking
component are translated to mouse events. Plain text entry and component
selection are received from the Mobile data entry component. Additionally, this
component has a gesture recognition module to facilitate the user’s data input.

Fig. 1 Physical design of the student side of the proposed MTS
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All information about the state of the work made by students is stored in a file
database. The database contains data about the users (identification number, tag
color) and actions (create, edit or delete objects or components in the collabo-
rative) performed by them stored in sequential order using the following format:

User {user id, tag color in RGB format}
Actions {user id, object type, object attributes, actions

performed, time stamp}

• Monitoring: Uses the information stored in the file database to create useful text
and graphical information about the collaborative task made by students using
the MTS. The time stamp information is used to make an animation of how the
objects and components of the collaborative application were created and
manipulated over time by users.

3 Implementation

The proposed MTS is a combination of hardware and software, including a
Web-based application for the educator’s view. Students interact with the collab-
orative application using pens and tablets. Figure 2 shows an upper view of the

Fig. 2 Implementation of the student side of the proposed MTS
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physical scheme of the student side of the system. On the other hand, the educator
only needs a device with a browser to access the system. Figure 3 shows some tools
provided to educators in order to monitoring student’s progress in collaborative
tasks.

3.1 Hardware Implementation

The MTS was implemented using the following hardware components: a portable
projector camera system that works with an Optitrack Motion Tracking V.120 Duo
System and a mini projector (Aaxa Technologies P300 Pico projector). Other
hardware components of the system are: a computer with CoreI5 2.9 GHz processor
—4 GB RAM—500 GB HDD, a Samsung Galaxy Tab 3, and a pen with three
infrared reflector markers.

3.2 Software Implementation

Tracking component: The tracking component keeps track of pens’ positions,
which are provided by the Optitrack’s library Camera SDK. When students draw on
the table, a touch event is generated through the TUIO (Tangible user interface)
protocol [22], and then sent to the Visualization component and collaborative
control.

Fig. 3 Tools provided to educators for monitoring student’s progress
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Mobile data entry component: This was implemented as a responsive Web
application, it allows users to authenticate to the system and then interact with
collaborative application using a mobile device as a cell phone or tablet. This was
developed in Python using Django Framework.

Visualization component and collaborative control: This component was
implemented on the open source framework Multitouch for Java (MT4J) [23]. For
gesture recognition, each stroke made with pen is processed by the PaleoSketch
library [24]. The communication with collaborative application was implemented
using multitouch events through the TUIO protocol. Every action on the tabletop
and its related information is stored in a JSON file (file database). Elements entered
by students are stored using a different colour to identify each member of the group.

Monitoring component: This component was implemented as a Web applica-
tion using Python and Django framework. This component parses the information
stored in the JSON file and show relevant text and graphical information about
students’ activities performed during the collaborative task.

4 Case Study: Database Model Collaborative Design

Database design is a topic covered in the Database Systems I, a course at a
Computer Science Program. Regular activities in this course correspond to the
design of a database system through real-life case studies, using an
Entity-Relationship diagram as a part of the design. Being more specific, design
activities are performed in groups from three, up to five students. Thus, it is
common that the educator should keep tracking the design process from 4 to 8
groups simultaneously while doing the collaborative activity. As can be perceived,
it is difficult for the educator to give a personalized and well established feedback
once the activity has finished. In addition, it is common to see that work group
students don’t equally participate in the collaborative activity, even though they had
the same grading points as their co-workers.

4.1 Experimental Setup

Two usability experiments were designed to test the usefulness of the MTS. Fifteen
students enrolled in Database Systems I course (second academic semester—2014),
were invited to participate in this experiment, as well as 10 educators (4 female, 6
male) with knowledge in topics covered in data modelling and 10 years of teaching
experience.

Experiment 1: Ten educators participated in a pre-posttest experiment.
Educators were asked to fill in a questionnaire, which contains three questions to
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measure the following variables: ease of grading individuals and groups; and,
equality of individual’s participation. The easiness (first and second question) was
measured using a likert scale, being (1) very difficult and (5) very easy. Likewise,
the equality (third question) was measured using a likert scale, being (1) completely
unequal and (5) completely equal. A Pre-test was applied, to observe educators’
perceptions in the design activity. Before the session started, educators answered
the questionnaire. During the demonstration, educators observed how a group of
students interacted with the MTS. When the demo finished, a summary with the
students’ contribution was presented to educators in a web application. At the end,
educators answered a post-test questionnaire, in order to explore their perception
when using the MTS.

Experiment 2: Fifteen students were invited to test the usefulness of the MTS.
Students conformed groups of 4–5 members to work collaboratively. Before the
educator assigned a task to be designed in the MTS, the research group explained a
general introduction of the use of the MTS and how to perform main actions. Then,
for each student, a usability test was applied, which consists in the execution of
twelve tasks (e.g. add an entity, edit an entity, add an attribute, etc.) in the MTS.
This test included three variables: easiness to perform a task (likert scale, (1) very
difficult and (5) very easy); perceived satisfaction (likert scale, (1) unsatisfactory—
(5) very satisfactory) and perceived usefulness (likert scale, (1) useless—(5) very
useful) of the MTS. In addition, students took the time used to execute all tasks.

4.2 Experimental Results

• Experiment 1: Wilcoxon signed-rank test resulted in significant differences for
the three measured variables. Table 1 summarizes the descriptive statistics with
the corresponding z and p values.

• Experiment 2: Results showed that 91 % of students (mode: 5, SD:0.62,
median: 5) agreed that the MTS was easy or very easy to use. Also, all students
reported positive responses (mode: 4, SD:0.49, median: 4) about satisfaction,
meaning that none of them feel frustrated when using the MTS. As for the
usefulness, most of the students (mode: 4, SD:0.70, median: 4) perceived that
MTS was useful (50 %) and very useful (40 %). In addition, an average time of
13 min was used to perform all the tasks.

Table 1 Statistics for educator’s perceptions

Variable Median pre-test Median post-test z-value p-value

Easiness to grade individuals 2 5 −2.859 0.004

Easiness to grade groups 4 5 −2.333 0.020

Equality of participation 2 4 −2.372 0.018

278 G. Luzardo et al.



5 Discussion and Future Work

This paper aims to describe the implementation of a low-cost multi-tabletop system
to support collaborative design assessment. Collaborative design activities are
difficult to assess due to the hard effort that educator should put when observing
each student while performing collaboration activities. Furthermore, it is desirable
to have a tabletop system that would help to assess quantitatively these activities by
showing a report about the actions performed with the MTS per student and an
overall performance per group. Thus, twoexperiments were executed to validate the
proposed system in terms of easinessof grading and equality of individual
participation.

The presented approach lowers considerably the costs and the portability among
other solutions. Non-specialized hardware was used in the implementation of the
system. A detailed process for implementing the MTS was described to serve as a
baseline for similar systems.

It has been proved from experiment with students that the proposed MTS is
effective and useful for tracking individual contributions of students who are
involved in collaborative work of data design. Students perceived that the use of
MTS is more desirable than traditional approach (e.g. pen and paper based,
whiteboard). Most of students expressed that it was not difficult to perform common
actions in the MTS, meaning that the proposed design fits the needs of users.

In addition, the perception of educators about fairness for grading individuals
indicated that, even though the presented work is a first prototype, it has a great
potential to help educators giving an on-time feedback. Results showed that other
means of collaboration in a work group do not support the design assessment,
which in contrast, the proposed MTS gives the proper information.

Although, the contribution of a student is measured quantitatively, the quality of
the contribution should be added to the contribution in order to have a more reliable
and realistic measure. Quality can be measured by performing a deeper analysis of
the student’s interventions while doing the collaborative design; which implies a
multimodal analysis of speech, gestures and input’s actions to the system.

It would be interesting to consider the collaborative surfaces for design activities
that are involved in software development. For instance, the development of UML
diagrams, flowcharts, BPMN diagrams, among others. Also, in other engineering
design activities, such as mechanical or industrial design.
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Abstract Resorting to creativity technique and their use to help innovation in the
area of information systems had a growing interest. In fact, the global competi-
tiveness and the organizations ability to make effective use of information tech-
nology and to focus on innovation and creativity are recognized as being important.
So, the perspective of using creativity techniques seems to be promising. In this
research work we argue that is possible in all IS areas to take advantages of the use
of creative processes. We give a pragmatic reasoning and examples for the intro-
duction of creative processes in all the main IS areas.
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1 Introduction

The capacity of enterprises effectively using information technologies and betting
on innovation and creativity is recognized as one important factor on the com-
petiveness and agility of the enterprises [1–3]. These take natural benefits through
creativity and innovation by restructuring their processes, projects and products [4].

Find the best ways to take advantage of Information Systems (IS) is a vital for
the success and competitiveness of companies [3, 5]. The diversity of the sectors in
corporate activity, the different contexts and organizational structures are, along
with the growing complexity of the globalized world of business, a huge challenge
for the effectiveness of this goal.

In this context, the chances of resourcing to known creativity techniques or their
adaptations, in order to mediate the spawning of ideas, help produce new combi-
nations, supply unexpected answers, as well as original, useful and satisfactory, in
the area of Information Systems is challenging.

In this article we defend that is possible to take advantages of the use of creative
processes in all IS areas.

2 Research on Creativity

In the last 60 years research on creativity has been vast. Creativity and creative
processes are the object of case studies in many fields of knowledge, namely in
psychology, cognitive sciences, neuro-biology, education, philosophy, theology,
technologies, sociology, linguistics, management, innovation, sciences, economy,
among others [6].

Psychology and cognitive sciences have focused their attention on the study of
mental representations and the underlying creative thinking. According to Candeias
[7] the main focus until the 1970s was on approaches related to creativity based on
personality studies in order to identify the creativity features in different domains.
From then on the main focus of research changed to the components of creative
thinking and the resolution of problems [7].

The study of creativity in neuro-biology has had—in the last few years—a
reasonable success with, for example, the appearance of works that attempt to link
individual creativity to communication between areas of the brain that are not
normally linked together [8]. Also in epistemology and theology is research that
attempts to shed light on creativity. Philosophy tries to answer questions such as:
What is creativity? How does it come to be? How does creativity manifest itself in
findings, inventions, science and art? What is the role that creativity has in the
construction of the subject? Theologians debate the connection between creativity
and holy and divine inspiration, attempting to solve the tension between human
creation vs new creation as an expression of God’s work.
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Also in the fields of Sociology and Education it is possible to identify a renewed
interest in the issue of creativity. Recently, researchers have turned their attention to
the introduction of strategies in the classroom that would allow for the stimulation
and development of creativity among students. Creativity is also growingly
encouraged as a means to promote both autonomous learning and increased
interaction between teachers and students [9].

In the fields of management, innovation, entrepreneurship, economics and
technologies the importance of creativity, as a first step for the birth of inventions
and innovation has had a strong and diversified focus in virtually every domain.
This is particularly the case of information systems and technology.

3 Creativity in Information Systems

It is common sense that large organizations are more likely to be bureaucratic and
complex, while the smallest are more agile and flexible [10]. Although creativity
and innovation are certainly important to all organizations, it is also assumed that
much of the success to be creative and innovative depends on the conditions and
market opportunities [11]. There seems to be some truth in the observation that
small businesses can react faster to changes in their environment and can easily
reorganize itself to take advantage of changes in the surrounding markets [5, 12].

This flexibility allows often take advantage of creativity and innovation. The
innovation is often mentioned as a consequence of the creativity [13–15] and,
therefore, creativity is seen as the key to organizational survival [10].

Dhillon et al. [10] consider that the papers published in this area have revealed
that the Information Systems research community has been successful in incorpo-
rating existing proposals and the development of new and interesting research area.

While many organizations are creative and innovative in part because of the
need to remain competitive, the effective use of creativity and innovation in
information systems and technologies and still scarce and is a major challenge.

As argued by Martins et al. [16] in order to ensure a valid and competitive
existence, organizations are adoption information systems and technologies, in
particular those who require an increased adaptability and creativity, thus fostering
the relations with their customers.

Find the best way to combine the creativity, flexible and divergent thinking with
analytical thinking, pragmatic and rigid, essential to the areas of technology and
information systems, and have significant gains is not immediate or trivial.

So, establish a connection between creativity competitive advantages in an
organization and define the roles of Information and Communication Technologies
and Information Systems in this connection still are open questions.

In an attempt to address these issues, a wide range of theoretical and practical
approaches have been used by several authors [10, 17–24].
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The use of creativity can also be used to re-think and innovate in how employees
and information professionals can use the information systems and technologies so
that they can turn more productive [15].

Managers should try to determine their self-organizing capabilities and provide
employees the opportunity to use their creative abilities to propose new activities
for the organization, which will optimize processes and improve the relationship
between people. For example, looking for innovative ways to use information
technologies, such as email, forums, intranets, social networks, among others.

Creativity has been advocated as central to the development of Information
Systems [17, 23, 25–28]. Higgins et al. [26] argues that creativity plays an
important role in all aspects of the development of information systems, from
design, requirements analysis, design, to programming.

3.1 Creativity in Information Systems Development

According Varajão [29], we can divide the Information Systems Development
(ISD) activity in five phases: Analysis, Design, Construction, Implementation and
Maintenance. Figure 1 illustrates the main ISD phases and activities.

The systems analysis is to define the problem, identify its causes, specify the
solution and identify the information requirements that must be met in accordance
with the organization’s expectations. The system requirements specify try in full the

Fig. 1 Information systems development phases—adapted from Varajão [29]
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necessary IS characteristics to meet the user information needs and the needs of the
organization in general.

There are two types of requirements: the functional and non-functional.
Functional requirements are those that define what the system has to be able to run.
Non-functional requirements concerning general characteristics of the system and
define the functions necessary for proper functioning of the system, for example,
ergonomics performance, security and usability.

In this phase the use of creative processes allows you to tackle and find solutions
to new problems and domains, unique contexts, new applications and recombine
existing methods and techniques.

The systems Design activity is to specify in detail the functions that the system
must ensure. Specifications can be of different types: interface specification, data
specification, specification processes and technical environment specification.

The phase of the design of a computer system is undoubtedly one of the most
interesting from the perspective of engineering and space for creativity. In this
phase the system specification, resulting from the analysis phase must be converted
into something that meets the requirements, and can be built, that is, produce the
design and complete specification of the computer system, describing their data
components, processes, communications and interface.

The Systems Construction is a technical activity for which the specifications are
transformed into software and hardware. The tasks of acquisition and/or develop-
ment of software and hardware, testing, prepare support documentation and the
integration of all components into a functional information system are included in
the systems construction.

Find the algorithms that allow to build the systems and translate them into
efficient code requires very specific expertise and creativity in the design of new
solutions.

Implementation is the process of putting the system to work within the orga-
nization so that it can be successfully used. Includes software and hardware
installation tasks, preparation of facilities, train technical people and the conversion
of existing systems to new systems.

Bringing new system into for use requires often to make changes (with greater or
lesser depth) in the existing organizational structures and processes.

This can be caused by several factors, including the simplification of procedures
introduced by the new system, the automation of manual processes, system inte-
gration, and the operating rigidity of the new system.

To minimize the impact of the implementation and accommodate the new sys-
tem with maximum smoothness possible in the organization is necessary to promote
a creative and open approach.

Finally, after the completion of the implementation follows the maintenance
phase. Over time, due to the changing needs of users and the organization, changes
in technology and detection of errors, the system will require updates, corrections,
changes, adjustments and expansions, both hardware and software. The longevity
of IS depend greatly on the quality and importance given to its maintenance. As the
construction phase, find the algorithms that improve and adapt the systems and
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translate them into efficient code requires, in addition to technical knowledge,
creative ability.

3.2 Creativity in Information Systems Planning

The role of Information Systems Planning has become crucial for the development
of effective strategic plans in organizations [30, 31]. The increasing uncertainty in
the markets has encouraged organizations to be more proactive. On the one hand,
information technology provides a set of opportunities for gaining competitive
advantage. This requires strategic alignment and a fit of Information Systems with
the strategies, goals and operations of organizations. On the other hand, organi-
zations acknowledge that the ability to provide a quick response to unforeseeable
events is paramount for their survival [32].

The activity of information systems planning faces great challenges, since, on
the one hand, fast technological developments make it hard to judge what the future
holds [3]. On the other hand determining the best way to place technologies at the
service of organizations is a difficult task, as environmental and contextual changes
may make previous decisions rapidly obsolete.

The activity of information systems planning adds further difficulties, since, on
the one hand, quick technological developments makes it hard to judge what the
future holds and, on the other hand, to determine the best way to place technologies
at the service of organizations, as anticipating changes in almost constant sur-
roundings is a difficult activity. Managers are challenged, as never before. They
must have the ability to perceive the multiplicity of changes that are taking place
and the ramifications that they will have. As managers, they must predict the future
and follow a course that leads a team or organization to a position where they can
compete in an effective way and reach prosperity and sustainability. Thus, planning
is considered to be one of the main activities of managers and its success is
fundamental for the good performance of organizations.

The conception and study of information systems is complex in itself. Its
complexity has its origin in the fact that information systems combine human and
technological resources and—in a transverse way—they involve human activities,
organizations, politics, markets, environment, industry, etc. ISP, as a planning
activity, adds to the difficulty of trying to anticipate the constraints and also the
opportunities that may occur in the future.

A problem in ISP is the absence of a sufficiently broad strategy to allow in an
easy, flexible and effective way to introduce creative processes in different ISP
approaches, thus stimulates the production of ideas, which produce new combi-
nations, which obtain original and useful answers and, consequently, generate
innovation in Information Systems and in the way that they are used. One example
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of a methodological proposal for the introduction of creativity in ISP is the
“Creative Potentiation Method” [20]. Figure 2 illustrates the ISP is the creative
potentiation method.

3.3 Creativity in the Information Systems Exploration

“Information Systems Exploration (ISE) is the activity responsible for the main-
tenance of the IS [29]. As stated in Varajão [29], the ISE can be divided into three
main activities: Systems Operation, Human Resources Management and
Information Technology Administration”.

Ensure the effective operation of the systems, managing remove them as much
value to the organization and tailor them to the daily needs implies management
capacity but also flexibility and creativity to overcome the shortcomings and
unforeseen difficulties.

Fig. 2 Vision of the generic method for PSI problem solving
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4 Conclusions and Future Work

Creativity is important in all information systems activities, whether planning,
management, development or exploitation. Enables find innovative solutions,
improving existing systems, go around obstacles, reduce costs, use and reuse
existing resources more efficiently, better align the systems with the business needs
and take better advantage of individual contributions.

Of the performed analysis stands out the fact that all IS areas can take advantages
from the use of creative processes, mainly because the flexibility achieved will
increase the benefits associated with the adoption and use of the referred
technologies.

In our opinion, we can trace a strategy that is consistent relative to the intro-
duction of creativity processes and innovation in Information Systems, as well as
the operationalization of its application through simple and practical methods.

The next stages to be introduced in this ongoing work are mainly related to the
development of new theoretical methods that support the design and development
of introduction of creativity in IS strategies, including improvement of the current
methodologies, the refinement of validation criteria, the analysis of its applicability,
evaluation, and as well as the implementation of eventual corrections.
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Abstract Video game industry is becoming increasingly important due to its
revenues and growing capabilities. Information complexity and process agility are
limitations for developing a videogame and they may lead to rework. Many rework
problems are related to unspecified or ambiguous requirements in game design. For
reducing rework, this article proposes an agile development process for video
games that aligns the Scrum instance of the software development Project Pattern
(sdPP) and the improved Game Design Document (iGDD). For measuring the
rework induced by different alternatives, we conducted a case study that compares
the proposed approach against a conventional counter proposal in game industry;
the results prove that our proposal generates less normalized rework than the
counter proposal.
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1 Introduction

Video games are important economically, as innovative leaders and as an alter-
native to solve issues outside the entertainment area; they constitute the main
entertainment industry, with continuous growth since their appearance and billions
of dollars in sales and revenues [1]. Video games have proven useful outside the
entertainment area with good results for solving problems, training, diagnosing,
predicting, and teaching among others [2].

In the video game industry, the development process is commonly composed by
three stages: pre-production, production and post-production [3]. The pre-produc-
tion stage focuses mainly on creating the game concept and design. The production
stage creates and validates the software; this stage also produces sounds and music
required by the game. Finally, the post-production stage distributes and maintains
the game; it also manages the feedback coming from different sources—i.e. spe-
cialized video game reviewers–.

Some games are complex systems requiring significant effort in the first two
stages; these complexities can increase the amount of rework and consequently, the
cost of the game. Rework is defined as any additional effort required for finding and
fixing problems after documents and code are formally signed-off as part of con-
figuration management [4]. Thus, end-phase verification and validation are usually
excluded, but debugging effort during integration and system testing is included. To
compare different products, rework effort is sometimes “normalized” by being
calculated as a percentage of development effort [4]; the rework is generally con-
sidered to be potentially avoidable work that is triggered to correct problems.

Rework issues in game development usually start at the pre-production stage. It
has been reported that 65 % of problems in game development are generated at this
stage and are related to unspecified or ambiguous requirements in game design [5, 6].
At the production stage, developers can ask the game designer for clarification of the
missing information or can make their best assumption. In either case, a rework is
done; even, rework can rise when wrong assumptions about the requirements are
made. Hence, we need a way to describe the game design with enough formality and
detail, a Software Requirements Specification (SRS) document can be used for
designing the software of the game [7, 8]. In sum, a more formal requirement
specification is needed to avoid rework problems in the game development process.

The game design is central in game development; this activity transforms an idea
into a detailed description of the game. Formally, the game design is the process of
imagining a game, defining the way it works, describing the elements that make up
the game (conceptual, functional, artistic, and others), and transmitting that infor-
mation to the team that will build the game [9]; this information is reflected in the
Game Design Document (GDD).

We consider that the rework can be substantially reduced in the pre-production
stage. The approach proposed in this article is composed by (i) a project pattern
adapted to game agile development, and (ii) an improved GDD [10] based
on requirements engineering. Software process patterns encapsulate the solution

296 H.A. Mitre-Hernández et al.



for a specific development project; therefore, it is possible to adapt them to the game
development process. On the other hand, the requirement engineering is helpful
because it offers characteristics such as correctness, unambiguously, completeness,
consistency, stability, verifiability, modifiability, traceability [11] and structurability
[12].

The rest of this article is organized as follows: Sect. 2, summarizes the game
development methodologies directly related to our approach; Sect. 3, introduces the
proposed approach; Sect. 4 compares empirically our approach against a classical
methodology for game development in terms of rework; Sect. 5, discusses the
results; and finally, Sect. 6 concludes this work.

2 Related Work

As stated earlier, our proposal aligns a project pattern with the improved GDD; the
following paragraphs overview the work related to these two components.

2.1 Development Project Pattern

The videogame development is a form of software development that adds additional
requirements, e.g., artistic aspects; hence, many of the management tools and
standards from the software industry can be useful for game development. Game
projects are usually more complicated than software projects because they involve a
multidisciplinary team and they usually have more uncertainty around project goals.

Software development models—e.g., waterfall, iterative, or extreme—can be
used for developing videogames [3]. In general, the waterfall model is considered
inadequate because it is highly structured and it cannot be adapted to changes in the
requirements; therefore, more flexible models are needed [13–15].

Agile methodologies—i.e. Scrum [16] or eXtreme Programming [17]—are
better suited for the challenges of game development [18, 19]; they have been
adapted to game development by using other tools as complements: user stories
[18], game design documentation [20], or workshops for strengthening the inter-
action between clients and developers [21].

Patterns [22] are used to solve a generic problem: given a narrative and context
of the problem to be solved, they propose a solution. They can be used for for-
malizing the knowledge about the development process; [23] proposes the Software
Development Project Pattern (sdPP) framework. For testing this approach [23],
generates four instances of the sdPP with agile development models; one of these
instances—Scrum sdPP—is suitable for game agile development because it allows
to follow an iterative process without sacrificing creativity. The resulting workflow
and productflow can guide game developers between the activities and their cor-
responding input and output products.
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2.2 Improved Game Design Document

The Mechanics, Dynamics and Aesthetics (MDA) framework [13] is an iterative
approach for designing and tuning video games; it first defines the aesthetics, then
the dynamics—trying to fulfill aesthetics–, and finally the game elements—that
bring the required interaction–; this framework offers an interesting way of
designing and tuning games, but it does not provide the tools or methods to con-
struct the details of such mechanics, dynamics and aesthetics. On the other hand,
several approaches suggest to use different abstraction levels for the game design
documentation, but they are too specific for certain types of games [24, 25].

The Game Design Document (GDD) plays a key role for every game project,
i.e., a poorly elaborated GDD can lead to rework and loss of investment in pro-
duction and postproduction phases; to address these issues, in [10] we propose the
improved GDD (iGDD). The iGDD has different abstraction levels [9]; it is based
on the Taylor’s GDD template [24], but it incorporates the (MDA) framework and
the best practices from Software Requirements Specification (SRS) [7, 8]; sections
of the iGDD are shown in Table 1.

3 Proposed Approach

The sdPP model is defined as a problem–solution pair; in our case, the solution is
closely related to agile game development with Scrum and the use of the iGDD into
the development process. Proposed improvements to the Scrum sdPP are: (i) the

Table 1 Description and characteristics of sections of the iGDD [10]

iGDD section Description SRS characteristics

Overview Describes briefly the most important
aspects of the game

Relations with other documents,
and common language for better
understanding

Mechanics Describes the elements of the game Organization of game
requirements (objects
organization)

Dynamics Describes how the elements of the
game will take action in the game

Organization of game
requirements. Relation of
complexity with gamer profile

Aesthetics Describes what the player perceives
directly through their sense, like what
he sees and hears

–

Experience Highlights important aspects of the
game and what you hope to achieve
from these aspects

Decision making based on
tradeoffs of game parts. Quality
attributes on video games

Assumptions
and
constraints

Narrates the aspects of the design
assumptions and limitations of the
game, either technical or business

Knowledge of game parts for
reviews. Limitations or boundaries
of video game
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alignment of activities described in the sdPP’s workflow and productflow to the
iGDD; and (ii) the incorporation of the iGDD sections to the Scrum sdPP as
products. For adapting Scrum sdPP to game developing new activities were added
while others were modified; some of these activities are associated to iGDD sec-
tions (products) as shown in Fig. 1. The modified (or added) activities and their
associated iGDD products are described in the following paragraphs:

• Create overview (product: overview of the iGDD [10]), describe the game in a
brief abstract, identify the main objectives of the game, the genre of the game,
ask questions—e.g., why the game is worth doing–, define which type of players
would like to play the game, and what will be the main activities that the player
will be doing while playing the game.

• Design High level game (product: overview of the iGDD [10]), define some
main features of the game: the game modalities (single player, multiplayer,
online, arcade mode, history mode, among others), the platform or platforms on
which the game is intended to run, the game theme (medieval, futuristic,
western, among others), the game story and an initial scope of the levels, size
and time that the game may require.

• Design high level game architecture (product: assumptions and constraints
of the iGDD [10], Table 1). Review the technical settings to modify the as-
sumptions and constraints and determinate any technical constraint that the
game may have. Technical settings include: the standards, conventions, tech-
nology, resources and architecture selected for the game.

• Design Game (products: mechanics, dynamics and aesthetics of the iGDD
[10], Table 1). The design of a level of the game will involve all three cate-
gories, while the design of the main character and all his action will involve only
mechanics and aesthetics.

Fig. 1 Productflow of the scrum sdPP adapted to agile video game development. The added
activities are in black and the modified ones are in gray; these activities are associated to iGDD
sections (products) in light gray
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• Generate code and asset. Create game elements, as suggested by Keith [18].
These elements include code and assets, i.e., music or animations.

• Commit and integrate code. Integrate game elements, as suggested by the
Agile Alliance [26]; a totally integrated game allow to have “at any time” a
version suitable for release.

• Do test and tune. Test the resulting product of the sprint, as suggested by Keith
[18]; small adjustments can be made to polish the game, but radical changes
should be placed in the product backlog to consider them in the next sprint. The
result from this activity will be a potentially shippable product.

• Do alpha and beta tests. Find and remove bugs in alpha test [9, 18, 27], and
test the experiences of the possible market that will play the game in the beta
test.

4 Research Process

The research process is based on guidelines proposed in [28] for empirical evalu-
ation in software engineering.

4.1 Plan

The objective of the case study is to measure whether or not our approach helps to
decrease rework while developing a game. For measuring the rework, any artifact
put to test for the first time starts to register rework time after the test is done.

Twelve junior software engineers at the Center for Research in Mathematics
carried out this empirical study; these engineers (hereafter, participants) were stu-
dents of the videogame course in the software engineering master degree program.
For our study two groups were considered:

Group A: uses the approach proposed in this article;
Group B: uses the Taylor’s GDD [24] and the agile game development with Scrum
[18].

4.2 Execution

The following activities were carried out:

1. Team Creation. The professor interviewed the students for knowing their
experience in similar projects and created two groups as homogeneous as
possible.
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2. Team Training. The researcher trained the teams in the required design doc-
uments and development methods.

3. Conduct Experiment and Data Collection. The researcher conducted a sprint
planning meeting with each team. In this meeting the base requirements and its
priorities were presented. The team divided the base requirements into user
stories for planning the sprint. Then, the teams worked on the user stories of the
sprint for 2 weeks recording the time spent on each user story. The researcher
conducted a sprint end meeting where the user stories were classified as com-
pleted, unfinished or rejected, and the review of the correct use of objects (GDD
and game development model) used by teams during the sprint.

Finally, each team and researcher planned the date for the next sprint planning
meeting, ensuring that the time difference between sprint end and sprint planning
was less than 5 days. This process continued until the base requirements were
finished or the time available ended. The time for these steps were 3 months, where
the teams should have from four to five sprints and finish from ten to fifteen base
requirements.

4.3 Results

The data of times and user stories associated with base requirements collected
during the case study were recorded in the log of Kanban web. The data was
validated at the end of each sprint planning.

TheWilcoxon signed-rank test was used to compare the rework of groupsA andB.
As shown in Fig. 2, the normalized mean of rework for group A was 2.73 %,

while for group B was 11.50 %. A Wilcoxon signed-rank test showed that the

Fig. 2 Productflow
comparison of rework
between groups A and B

Decreasing Rework in Video Games Development … 301



iGDD + sdPP technique induces significantly less rework than the rework induced
in the group that used GDD + Agile GD with Scrum (p = 0.0085). This proves that
our proposal generates less rework than the counter proposal.

5 Discussions

We observe the following benefits of the iGDD for reducing rework:

• By defining the overview section of the iGDD, participants clarify the infor-
mation of the objectives, justification, gameplay, game features and player
characteristics. This section allows to easily interpreting the requirements in the
following stages.

• By defining the assumptions and constrains of the iGDD, participants discover
the context and limits of the high level architecture. In terms of requirements
engineering, we learned that limitations and boundaries clearly defined can lead
to a feasible development.

• By defining the mechanics and dynamics of the iGDD, participants obtain:
(i) well organized game elements, and (ii) good alignment of complexity with
gamer profile. The traceability of game elements facilitated participants to
reduce rework in the development of game elements.

Our main observation to the adapted Scrum sdPP was the traceability of the
activities to the iGDD sections, allowing participants to retrieve information about
the game elements at any time during process execution.

Summarizing the opinions of the participants, the adapted sdPP is clearer, more
detailed, concise, and accurate than the conventional approach. Moreover, the
documentation was considered better structured, and it requires less effort in
interpretation and design.

The main limitation in the case study is that the teams didn’t have the time for
creating game elements—e.g., the sound part of the game–; hence, external sources
were used to complete the game. Another observed limitation is that it is hard to
coordinate the scrum meeting when the members of a team have different
schedules.

6 Conclusions and Further Work

This article describes how software development patterns make easer the use of
agile game development process; the proposed approach is composed by an agile
development process—an adapted Scrum instance of the sdPP—and an improved
game design document iGDD that takes advantage of the requirements engineering
perspective.
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A case study was conducted, validating that our proposal generates less rework
than a conventional counter proposal. Finally, aspects that contributed to the
reduction of rework with the use of the iGDD and the sdPP’s instance were
discussed.

We consider that the proposed approach not only reduces the rework but also
can give better quality products that enhance the user experience. On the other
hand, a management tool can be used for increasing the productivity of medium or
large scale game projects. We are studying empirically both the quality and pro-
ductivity induced by this approach.
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Abstract The continuous process industry is currently facing a serious need for
systems that allow to monitor and manage their factories. Despite the existing
industrial visualization screens provide for a partial answer to the identified issue,
there is a set of new technologies who might help on developing the existing
industrial visualization systems and provide and improved aid to the human con-
trollers who monitor and manage the production processes. The presented paper
aims at not only delivering a serious and focused characterization on the existing
industry visualization screens, but above all, it intends to present several oppor-
tunities, challenges and new perspectives for the use of innovative visualization
technologies (such as 2.5D/3D screens, augmented and virtual reality) in those
industries whose production process assumes itself as continuous. This contribute,
from our perspective will serve as a basis for further research on the field.
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1 Introduction

Industrial visualization systems (IVS) have been evolving at the same pace that
computers and information systems. The first IVS were introduced with the birth of
Distributed Control System (DCS) [1], which are control devices that are mainly
used in continuous process industry (e.g., steel, cement, paper). This type of
industry is characterized by a critical production process, in which any failure or
shutdown can create very hazardous situations.

The presented manuscript is the result of an effort towards identifying and
highlighting the innovative perspectives and challenges associated with the use of
virtual reality devices and immersive reality devices, in industrial environments
where technicians, engineers and managers have a very critical need to access
detailed information on the activities and processes that are being performed at the
production plant.

In terms of presentation, the paper is divided in 5 sections, where the first is a
straightforward description of the paper intent and structure. The Sect. 2 describes
the methodology that supported the review to the IVS topic and that allowed to
achieve a set of future challenges and perspectives associated with the emergent
IVS. In Sect. 3 a presentation of DCS evolution supported by 2.5D/3D screens,
smart glasses, and virtual and immersive reality technologies that help human
controllers to perform their monitoring tasks in an easier and more efficient manner.
The Sect. 4 encompasses the description of the set of future perspectives, challenges
and uses for smart glasses, virtual reality systems and immersive reality systems,
when applied to industrial organizations that are continuously producing. The
Sect. 5 presents some conclusions and final considerations that summaries the
presented manuscript.

2 IVS Characterization Approach

The level of knowledge associated with industrial management visualization sys-
tems is, at the light of our knowledge, not enough for IT managers and industrial
production managers to draft and implement advanced solutions to not only
monitor, but also to make real-time changes and configurations to industrial pro-
cesses in order to maintain (or improve) the overall quality and efficiency. With this
issue in mind, we decided to undergo an analysis to the existent industrial visu-
alization systems and technologies in order to not only acquire the necessary
know-how on the topic but to also develop our ability to suggest and/or implement
something new to both the scientific and the industrial communities.

As a way to ensure scientific validity, and consequent contribute, of our efforts,
we followed the approach indicated by authors such as Martins et al. [2], Oliveira
and Martins [3], Morais et al. [4] and Kane et al. [5], who claim that in order to
perform a structured characterization on a given topic one should mainly analyse
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scientific repositories, from which one should analyse the scientific and technical
publications with the biggest impact and drilldown from there to other also
important works. Drawing on those same authors, in this manuscript we present a
very broaden description on all the reviewed works, with a more detailed attention
to their technical and functional contributes.

3 Evolution of DCS Screens

Distributed Control Systems are platforms that manage thousands of analogue and
digital signals which, through its distributed architecture, greatly increase its reli-
ability and availability. Its main feature is the ability to deliver to their operators
information on the industrial processes that it is controlling [6].

3.1 Current Industrial Display Systems

The optimal operator interface must provide an accurate and comprehensive “sit-
uational awareness” in all conditions status of industrial process (normal, abnormal
and emergency) [7]. Therefore, the best DCS screen designs are those who optimize
the quantity and quality of the industrial process information which the operator
must assimilate and use to make the best decisions [8, 9].

The DCS operator interfaces that are sold today have 2D monitors and screens
with process diagrams in 2D format [10]. This means that, if you want to have
different views of the process, it is essential to create new screens. DCS alarms are
indicated in the operation screen, with a change in the colour of the component that
generates it, and also are listed in a table sorted by priorities or areas, which is
accessible from different places of the screens. Also, the alarm occurrence causes
the emission of an audible signal, composed of several tones.

Operators typically manage up to fifty DCS screens, each with several thousand
I/O signals associated, thus allowing for the existence of displays or I/O signals that
are not supervised by the operators during several work shifts, or until an alarm is
activated. This highlights the need for summary displays where critical processes
information are shown to the operator [11].

ABB and Umea Interactive Institute have developed a prototype of business
management tool that facilitates the monitoring of any Key Process Indicator [12].
This management tool has a touch screen monitor which shows the production plant
or industrial equipment in a 2.5D environment. The touch screen makes the rota-
tion, scroll and zoom in the scene. The Siemens Comos-Walkinside application
facilitates management tasks and engineering throughout the lifecycle of an
industrial plant [13]. This tool maintains all the technical documentation of the
plant.
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3.2 DCS Operation Screens in 3D

Standard operation screens of large industrial automation systems have a flow
diagram format in 2D. However, this format has severely restricted the amount of
information it can hold. Likewise, this information should be well structured to
facilitate the operator to understand it intuitively and with a single glance. This
meant that new displays had to be developed in order to incorporate 2.5D and 3D
features and allowing to present the information in a more understandable manner
to the operator [6, 14].

Stereoscopic 3D visualization involves the operator to use both eyes for
simultaneously perceive the 3D scene. Since the eyes are spaced a few centimetres
between them, it causes that each eye perceives the scene from a different angle.
The result is that the display of a real scene with both eyes adds a more visual
perception of this scene. As a consequence, the information that an operator per-
ceives in a 3D display is greater than if he was watching it in 2.5D.

Displaying 3D scenes requires the use of 3D devices in the operator station.
These devices can be 3D glasses [15] or autostereoscopic displays [16–18]. As a
requisite, 3D glasses should be of active type, and the operator must be able to
perceive the colours and details of the graphic scene in extraordinary detail. The
autostereoscopic displays require that the user is positioned exactly in the centre of
the screen. However, this is not always possible, as the operator often change
positions during his shift.

Cota and Castro [10] developed a software that can natively display operation
screens in 3D, and if necessary, display them in 2.5D format on computers that do not
have the necessary peripherals to display 3D images. Each of these new 2.5D and 3D
operation screens may contain information that previously was shown on several
operation screens. The application was tested on a DCS system that had several 2D
screens and that monitored a set of paper past digesters from a paper paste industry.
This test was with the collaboration of both the Grupo Empresarial ENCE
(in Pontevedra, Spain) technicians and engineers and the researchers from the
Department of Engineering of the University of Vigo. This company has installed a
Honeywell DCS Alcont, composed by 2D screens, where each operator was
responsible for operating multiple monitors, in which various industrial processes
and operations were presented. Industrial process components could be selected, so
that the available information is displayed in a small window command. This window
provided a more detailed component information, including the operator full name
and the operation/process state and the possibility to change it. Component selection
was done with the mouse or by using an advanced pointer. The advanced screen
pointer represents the geometric shape of octahedron and its movement is controlled
via keyboard or 3D Joystick. This advanced pointer was the only available when
viewing 3D scenes. By implementing this new 3D DCS, it was possible to perceive
that the operator required less mental effort to understand the complete status of the
industrial process. This allows to assert that the operation screen meets the key
concepts of usability because it are very “user friendly” and very “easy to learn”.
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3.3 Emerging Industrial Visualization Systems
and Technologies

By analysing the existing literature we were able to notice that some entities
conducted studies on the use of advanced display systems in business, commercial
and leisure activities. Muensterer et al. [19] presented an interesting contribute to
the field of study, by describing the nine activities (GPS, video recording, trans-
portation, construction, health, travel, education, security and advertising), where
Google could have a major impact. The education sector is one area where more is
innovating in the use of advanced display systems.

3.3.1 Smart Glasses

Smart glasses (Google Glass) are a display device that allows the user to view, on a
single lens, an artificial image that is superimposed over his field of vision [20, 21].
Its development was focused on helping users to interact with their smartphones
without using their hands and accept orders or verbal commands. This device
incorporates several individual technologies, such as a gyroscope, a video camera,
ambient light sensors, proximity sensors and bone induction system for the trans-
mission of sound. It also allows communication via WiFi and Bluetooth.

Using Google Glass in industrial environments will allow to access information
without using hands and simply by issuing verbal commands. This permits
industrial workers to stay focused on the task they are doing with their hands while
an enormous amount of information is superimposed on a small part of his field of
vision. Bone induction system for sound generation also allow Google Glass to be
used in association with sound protection systems, which are used in environments
with high ambient noise. The use of these devices can be a good ally in preventing
operator related accidents or errors, simply by reducing the unnecessary obligation
to turn his head or move either hand to pay attention to information that is being
received or to change the manual page you are reading. Finally, these display
devices substantially reduce time spent gathering information prior and during the
task being performed and the time needed to recover focus after task interruption.

Google Glasses are likely to be used for special applications, with a small
adaptation in the peripherals you actually have installed. The installation of an
infrared or a thermal camera facilitates the capture of a spectrum different from the
scene which is captured. Infrared cameras can be of various types depending on if
capture the near-infrared, medium or far away. Infrared spectrum image acquisition
allows visualization of night scenes or scenes with much smoke or fog intense
viewing. Thermal cameras are used to capture the thermal spectrum, to reveal the
temperature of objects, or to differentiate objects based on its thermal structure. This
represents an enormous aid in industrial environments, because at the same time
that an operator sees a scene with different materials, he can also categorize it
according to its internal structure (metal, wood, plastic, etc.).
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Wille et al. [22] conducted a study that indicated that the tablet was more
appropriate than Google Glass, as guide or handbook for the implementation of
assembly tasks. However, these findings cannot be extrapolated directly to the tasks
performed in industrial environments. This is because the study conditions and
industrial environments are substantially different. Thus, Google Glasses allow the
operator to have his hands free and to move without having to constantly holding or
seeking the tablet. Finally, these glasses will not fade or constantly interfere with
the operator’s field of vision as it may be easily disconnect.

3.3.2 Augmented Reality

Augmented reality allows to add virtual information to the physical environment
that is being observed. Technological devices facilitate augmented reality overlay of
computer data on the actual scene the user is viewing. The magnified image is
simultaneously composed of a real and artificial images. The artificial image is
added to the original image in order to improve interpretation of the actual scene the
user is receiving.

Smart glasses and augmented reality devices are based on similar technological
principles. However, artificial images displayed in the lenses of both devices have
different sizes, formats, and positions. Artificial images that are created in the
augmented reality glasses are represented on the entire surface of the lens. On the
other hand, the Google Glass project an image on a demarcated area of the surface
of one of the lenses. Augmented reality devices are suitable for overlay information
relative to the image that the user is receiving, without having to rotate the eyes and
loose the focusing point. This allows information to flow naturally towards the user
and don’t need extra effort to understand what is being perceived.

Microsoft is developing a set of glasses called “HoloLens” [23], which combine
augmented reality and 3D visualization. These goggles have transparent lenses on
which holograms or 3D images are displayed and provide the user the feeling that
the images are really embedded on the actual scene that they are viewing. The
display of holograms provides the user with a sense of volume in the figures it
receives and increases the conviction that these artificial figures are a part of the
actual scene. The great advantage of using these glasses in any industrial envi-
ronment is the fact that the user can see the holograms at the same time that it
observes the actual environment in which he is in. Thus, the user is aware of the
many dangers that exist around them. Similarly, in critical situations, an operator
who carries these glasses and wear a protective suit, can reacquire all their visual
field with a simple device that switch-off the glasses.

Augmented reality achieves data superimposed on a real scene to complement
and help understand the displayed image, since the visual information of the scene
which is perceived is improved. Thus, the user along with the visual image also
perceives an interpretation of reality, which is due to the written information that
appears on the screen. Similarly, if the information is not strictly complementary to
the actual scene that is perceived, it should not be displayed or superimposed over
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the entire surface of the lens. For example, it would be inappropriate to superimpose
a spreadsheet or pipes distribution chart on a real scene which is being observed.
This type of information causes a huge confusion in the user, as text or graphics
become unintelligible in some areas, as well as details of the actual scene are
blurred. This information is best suited to be displayed in the box on the Google
Glass. Much of the information displayed in the augmented reality devices can be
adapted for display on the Google Glass; since in its projection box can show the
real scene with a superimposed artificial image. However, very little of the infor-
mation specially adapted for Google Glass can be viewed in augmented reality
devices.

Augmented reality in industrial environments is a field that is still in the early
days of its development. However, augmented reality devices will have a strong
development in the very near future. Currently, both the scientific and business
communities are starting to design the first prototypes [24], but it is our firm belief
that these will shortly be used in a massive manner on industrial plants.

3.3.3 Immersive Virtual Reality

Virtual reality is a visual and sensory environment where scenes or artificial objects,
which are generated by complex computing systems, acquire real appearance and
the user has the feeling of being immersed in this virtual world [25]. This means
that the user’s senses are perceiving artificially created sensations, but that the user
reads them as if they were real. This means that users will feel you are in a virtual
world that is carried by its own senses.

Currently, are already being used virtual reality systems for training purposes.
These simulators are also being used to train pilots and soldiers. Virtual reality
transports the user to a world of illusions that, in some cases, may correspond to an
existing reality, which can be relatively near to their physical location. This sensory
illusion can be supplemented with information on the virtual scene being displayed.
This will generate virtual scenes that are a hybrid between virtual reality and
augmented reality.

4 Opportunities and Challenges

New advanced display systems will drive a major transformation to the industrial
world in the way of aiding on the execution of maintenance, operation and design
activities. Thus, industrial operators will have access to a universe of information
that will allow them to optimize their work. Besides this, the operator can even
transmit via video the task that he is performing and get help from an external team
of experts, who are observing and analysing from a very remote place.
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4.1 Industry Visualization Systems Current Concerns
and Unsolved Issues

Next, we propose a set of perspectives and challenges susceptible of being asso-
ciated with the different visualization equipment that was previously analysed,
when applying them to industrial monitoring and management activities and
processes.

4.1.1 Google Glasses

A very consensual use for Google Glasses is to use them to display operation and
maintenance manuals and equipment schematics. These technical documents con-
tain comprehensive information on all industrial processes that exist in the company
and operational procedures. The visualization of the electrical or mechanical
drawings at different scales and maps of the factory floor are critical, as they contain
general information of all the factory and/or detail of each of the sections of the
plant, and could also be incorporated and displayed to the user.

Operation screens can display the status of a facility or equipment. The lens box
displays the contents of an operation screen, as this information enables the operator
to make a safer work, informing him of hazardous locations, ensuring that orders
and work permits maintenance to be performed the right way, looking at the
checklist of tasks and connecting with ERP to perceive the availability of the
material and make a request, if necessary, to the purchases department. Barcodes or
RFID tags can be read for the identification of equipment, materials or products.

In noisy environments is possible to display alarm and signage, because infor-
mation is always present in the field of view of the operator, prevents the need of
the user to feel a vibration or hear an alarm signal. In an emergency situation the
user/operator can also receive information about the location and routes to be
followed to move towards emergency exits.

One of the most important tasks of any industry manager is reporting on
meetings. This task is improved if the user has the most relevant information on the
screen of his smart glasses. The operator can broadcast videos of work that is being
carried out without any discomfort and without needing to carry any video
recording device. This allows experts to give live indications or be recorded for
later analysis.

4.1.2 Augmented Reality

Augmented reality equipment can be used to show hidden structures behind or
inside a wall, equipment or bulky structures allowing, for example, its users to
know which is the correct spot to drill a wall or present the values of the physical
parameters of the equipment being configured (e.g., m3/h, amp).
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Include information of the objects in the scene that is watching the user. Thus, to
the scene you can add some arrows pointing to a device, along with a text box that
contains the name of the component or any other important information for the user,
or, additionally, identify the function of the keys or buttons on a keyboard, keypad,
or any other user interface and warn the danger of a machine or installation by a
colour code. Draw on the scene being observed, the route to be followed by the user
to go from a source to a destination indicated by arrows on the scene, what is the
way forward for the operator.

Overlay thermal infrared images on the actual scene the user is viewing allows,
in smoky environments, to observe an infrared image of reality that is perceived by
the user. This option is similar to one that is available for Google Glass but in these
the image is displayed only in one quadrant. However, augmented reality enables
infrared or thermal scene overlaps all the actual scene. This allows intuitively reveal
a reality that was hidden from the operator.

4.1.3 Immersive Virtual Reality

Virtual reality systems are suitable for displaying buildings or industrial structures
(e.g., beams, columns, tanks) while being designed, allowing early detection of
problems that were not foreseen initially. They can allow de simulation of complex
tasks performed by an operator to repair equipment (e.g., nuclear reactor, boiler and
turbine), optimizing repair time and increasing their physical safety. These devices
facilitate immersive knowledge of installations by the operator; allow testing dif-
ferent repair methods to optimize the task; and check the dangers of certain actions
taken during this repair. This technology can be fundamental in the formation of
technicians about processes and essential manoeuvres to be executed in critical or
complex industrial equipment. Show manufacturing facilities to new operators,
indicating how to reach the different areas of the factory. Also the location of
different equipment or machines in the factory and how to get to those places.

Previewing new industrial products right from the design phase will certainly
improve the product overall quality and adjustment to the customer needs, given
that it would allow for a better analysis of the technical characteristics which they
must comply. This virtual decomposition of a complex product in simpler pieces
and the ability to adjust each peace to improve its viability is one of the most
important features associated with immersive virtual reality systems. Moreover,
these virtual design, customization and assembly stages will improve the product
real installation but also its repair operations.

Overlapping real data of the industrial process to real images of machines or
instruments, allows process operators to know the state of the plant and even get to
operate it. This operation is suitable for industrial equipment that is in the virtual
surrounding place where the operator is located. If real equipment that had to be
handled are much distanced from the other, the operator should traverse a virtual
path to go from one to the other industrial device. These tours of the operator, even
if virtual, are critical as, while it invests in this virtual displacement, result in real
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time. This would be unacceptable in critical situations, in which the speed of the
operator to activate/deactivate the appropriate equipment is critical to resolve this
troublesome condition. Also, the display of the actual images of the process make it
difficult for the operator to have a full understanding of the situation of the whole
industrial process that is managing. Finally, a display of real images of the
industrial process prevents the creation of screens summary, containing the main
data of the process.

5 Conclusions and Final Considerations

When reviewing the existing literature that focused its attention on IVS systems one
can easily identify a knowledge gap that we aimed to address with the present
research. As the result of the performed characterization of IVS topic, four main
technologies have arisen as being the ones with the most potential to incorporate in
industrial visualization systems: (1) 3D DCS operating screens, (2) smart glasses,
(3) augmented reality, and (4) virtual reality. To our knowledge, as the result of the
combination between their characteristics and their functional features, these are the
technologies with the most innovative and success perspective in what concerns
the development of IVSs.

The industrial visualization systems are a key part in monitoring and manage-
ment activities of industrial organization, mainly because they allow for a proper
comprehension of the productive processes and consequently to make accurate and
informed decisions. Through the study of the four presented technologies, the
research team acknowledged that there is a long path to be persecuted in order to
associate the technologies benefits and the monitoring and management needs
inherent to modern industries.
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