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Abstract
This chapter reviews the underlying physical
principles of positron emission tomography
(PET) and the design and operation of state-of-
the-art PET scanners. Although now a mature
technology, PET has undergone, and continues
to undergo, steady advances in hardware and
software and, as a result, ongoing improvements
in performance and functionality. Recent
noteworthy advances include improvements
in detector technology and image reconstruc-
tion, implementation of time-of-flight (TOF)
technology, and the introduction of PET/MRI
(positron emission tomography/magnetic res-
onance imaging) scanners.
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Glossary
ACD Annihilation coincidence

detection
ACF Attenuation correction factor
ACR American College of Radiology
APD Avalanche photodiode

BGO Bismuth germinate
CBM Continuous bed motion
CdZnTe
(or CZT)

Cadmium zinc telluride

CF Calibration factor
CT X-ray computed tomography
CZT Cadmium zinc telluride
DCE Dynamic contrast-enhancement
DICOM Digital imaging and communi-

cations in medicine
DOI Depth-of-interaction
eV Electron volt
FBP Filtered back-projection
FOV Field of view
FWHM Full-width half-maximum
GSO Cerium-doped gadolinium

orthooxysilicate
keV Kiloelectron volt (103 eV)
LOR Line of response
LSO Cerium-doped lutetium

orthooxysilicate
LYSO Cerium-doped lutetium-yttrium

oxyorthosilicate
MeV Megaelectron volt (106 eV)
MFP Mean free path
MLEM Maximum likelihood expecta-

tion maximization
MRI Magnetic resonance imaging
MRSI Magnetic resonance spectro-

scopic imaging
NaI(Tl) Thallium-doped sodium iodide
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NECR Noise-equivalent count rate
NEMA National Electrical Manufac-

turers Association
OSEM Ordered-subset expectation

maximization
PEM Positron emission

mammography
PET-MRI Positron emission tomography/

magnetic resonance imaging
PET Positron emission tomography
PET/CT Positron emission tomography/

computed tomography
PL Penalized likelihood
PMT Photomultiplier tube
PSF Point-spread function
PSPMT Position-sensitive photo-

multiplier tube
RAMLA Row-action maximization-like-

lihood algorithm
RF Radiofrequency
SiPM Silicium-based photomultiplier
SNR Signal-to-noise ratio
SPECT Single-photon emission com-

puted tomography
SPECT/CT Single-photon emission com-

puted tomography/computed
tomography

SSRB Single-slice rebinning
SUV Standardized uptake value
TOF Time-of-flight
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Introduction

This chapter reviews the underlying physical prin-
ciples of positron emission tomography (PET)
and the design and operation of state-of-the-
art PET scanners. Although now a mature tech-
nology, PET has undergone, and continues to
undergo, steady advances in hardware and soft-
ware and, as a result, ongoing improvements in
performance and functionality. Recent notewor-
thy advances include improvements in detector
technology and image reconstruction, implementa-
tion of time-of-flight (TOF) technology, and the
introduction of PET/MRI (positron emission
tomography/magnetic resonance imaging scanners.

Basic Principles of Radiation Detection

Radiation detectors are generally characterized
as either scintillation or ionization detectors
[1–3]. The application of scintillation and ioni-
zation detectors in gamma cameras and single-
photon emission tomography is discussed in
▶Chap. 11, “Instrumentation for Single-Photon
Emission Imaging”. In scintillation detectors,
visible light is produced as radiation excites
atoms of a crystal and is converted to an elec-
tronic signal, or pulse, and amplified by a photo-
multiplier tube (PMT) or other photodetector. In
ionization detectors, free electrons produced
when radiation ionizes a stopping material are
collected to produce a small electronic signal.
Clinical devices based on solid-state ionization
detectors are available for single-photon (i.e.,
non-PET) imaging but remain far less common
than scintillation detector-based devices.

Scintillation detectors. In scintillation detec-
tors (Fig. 1) [1, 2], radiation interacts with and
deposits energy in a scintillator. The radiation
energy thus deposited is converted to visible
light, with the amount of light produced being
proportional to the radiation energy deposited.
Because the light is emitted isotropically, the
inner surface of the light-tight crystal housing is
coated with a reflective material so that light emit-
ted toward the sides and front of the crystal is
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reflected back toward the PMT; this maximizes
the amount of light collected and therefore the
overall sensitivity of the detector and ensures
that the amount of light detected is proportional
to the energy of the absorbed photon. Interposed
between the back of the crystal and the entrance
window of the PMT is the light guide, sometimes
simply a thin layer of transparent optical gel. The
light guide optically couples the crystal to the
PMT and thus maximizes the transmission of
the light signal from the crystal into the PMT.

The PMT consists of an evacuated glass enclo-
sure, containing a series of electrodes maintained
at different voltages. Coated on the inner surface
of the PMT’s entrance window is the photocath-
ode. When struck by the light from the crystal, the
photocathode ejects electrons. The probability
that each visible light photon will eject an electron
from the photocathode is 15–25%. Immediately

beyond the photocathode is the focusing grid,
maintained at a relatively low positive voltage
relative to the photocathode. Once the “focused”
electrons pass through the focusing grid, they are
attracted by a relatively large positive voltage
relative to the photocathode, ~300 V, on the first of
a series of small metallic elements called dynodes.
The resulting high-speed impact of each electron
results in the ejection from the dynode surface of
an average of three electrons. The electrons thus
ejected are then attracted by the even larger posi-
tive voltage, ~400 V, on the second dynode. The
impact of these electrons on the second dynode
surface ejects an additional three electrons on
average for each incident electron. Typically, a
PMT has 10–12 such dynodes (or stages), each
~100 V more positive than the preceding dynode,
resulting in an overall electron amplification
factor of 310–312 for the entire PMT. At the
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Fig. 1 Basic design and operation of a scintillation detec-
tor. Note that only two of the four pulses have heights lying
between the preset pulse height ranges (indicated by the
two dash horizontal lines below the energy discriminator,
that is, corresponding to photon energies within the preset
photopeak energy window) (see Fig. 1c). Thus, only those

two photons are counted (in the case of a radiation counter)
or included in the image (in the case of a radiation imager).
The other two photons, with pulse heights and therefore
energies outside the photopeak energy window, are not
counted or included in the image (Adapted from references
[1, 2] with permission)
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collection anode, an output signal is generated.
The irregularly shaped PMT output signal is
shaped into a logic (i.e., square-wave) pulse that
can be electronically manipulated. In the past, this
was accomplished by a preamplifier; nowadays,
pulse shaping, amplification, etc. are performed
using solid-state electronics and computer soft-
ware. The amplitudes (or “heights”) of the
resulting electrical pulses are proportional to the
number of electrons produced at the PMT photo-
cathode and thus the energy of the incident radia-
tion. These pulses can then be sorted according to
their respective heights by an energy discriminator
(also known as a pulse height analyzer), and those
pulses with a pulse height (i.e., energy) within a
preset photopeak energy window are counted or
included in the image. Importantly, implicit in the
foregoing discussion, the amount of light produced
in a scintillation detector is proportional to the
radiation energy deposited in the scintillator.

In recent years, new PMT configurations have
been developed that allow enhanced approaches
to position determination in PET scanners. These
include the position-sensitive PMT (PSPMT),
which provides two-dimensional position infor-
mation via two sets of wire anodes perpendicular
to one another. The electrons from the last dynode
stage are read out on each set of anode wires. The
position of the incident light on the photocathode
can then be estimated from the electron distribu-
tion on each wire. Readout of the wire anodes is
typically accomplished via separate internal resis-
tors (or functionally equivalent components) for
x- and y-position information.

The silicon photodiode is an alternative to the
PMT for conversion of scintillation light into elec-
tronic signals. Photodiodes typically have a gain
of only 1 (compared to the ~106-fold gain of
PMTs) and thus require low-noise electronics.
The so-called avalanche photodiodes (or APDs),
in which the number of electrons produced by the
visible light is amplified, have considerably higher
gains, of the order of 100–1,000, but still require
low-noise readout electronics. An alternative
to traditional vacuum-tube PMTs, Si photo-
multipliers (or “SiPMs”), are single-photon-sensi-
tive devices built from a multi-pixel APD array on
a Si substrate [4] and achieve essentially one-to-

one correspondence between each detector ele-
ment and the PMT [5]; this so-called digital
SiPM design has been implemented in the Philips
Vereos™ PET scanner. In the “analog” SiPM
design, the signals from multiple pixels in the
APD array are summed, effectively minimizing
the impact of electronic noise but at the cost of
additional circuitry [5]. The dimension of each
single APD can vary from 20 to 100 μm and their
density can be up to 1,000/mm2. The supply volt-
age typically varies between 25 and 70 V, 30- to
50-fold lower than that required for traditional
PMTs. Performance parameters of SiPMs are com-
parable to those of traditional PMTs but with a
much more compact form factor.

The scintillation detection materials most widely
used in Nuclear Medicine – all inorganic scintilla-
tors – are bismuth germanate (BGO, Bi4Ge3O12),
cerium-doped gadolinium oxyorthosilicate (GSO
(Ce) or GSO, Gd2SiO5:Ce), cerium-doped lutetium
oxyorthosilicate (LSO(Ce) or LSO, Lu2SiO5:Ce),
and cerium-doped lutetium-yttrium oxyorthosilicate
(LYSO(Ce) or LYSO, Lu2YSiO5:Ce) as well as
thallium-doped sodium iodide (NaI(Tl)) (Table 1)
[1, 2, 6, 7]. PETscanners primarily use BGO, GSO,
LSO, or LYSO. The most important practical fea-
tures of scintillation detectors include:

high mass density (ρ) and effective atomic number
(Zeff) – to maximize the photon stopping power
(i.e., intrinsic efficiency ε) of the detector;

high light (scintillation) output – to maximize the
signal and thus minimize statistical uncertainty
in the energy of the detected signal;

for PET, speed of the output light pulse – to
shorten the coincidence timing window (τ)
and thus minimize the number of random
events (see below) without sacrificing a signif-
icant portion of the signal.

As noted, higher-ρ and higher-Zeff atomic
materials such as BGO, GSO, LSO, and LYSO
have emerged as the detectors of choice for PET
because of their greater stopping power for
511-keV annihilation γ-rays. The mean free path
(MFP) for 511-keV γ-rays is at least twice as long
in NaI(Tl) than in BGO, GSO, or LSO. GSO,
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LSO, and LYSO have almost tenfold faster light
output than BGO, with LSO and LYSO having a
much greater (two- to threefold greater) light out-
put than either BGO or GSO. The light output of
scintillators (expressed as the number of light
photons produced per MeV of radiation energy
absorbed) is largely determined by quenching
(i.e., the combined effect of all radiationless
de-excitation processes in which the deposited
energy is ultimately degraded to heat). GSO has
somewhat better energy resolution, and therefore
scatter rejection capability, than either BGO or
LSO. A notable disadvantage of LSO and LYSO
is the presence of a naturally occurring long-lived
radioisotope of lutetium, lutetium-176 (176Lu) [6].
176Lu has an isotopic abundance of 2.6% and a
half-life of ~4 � 1010 years and emits two prompt
γ-rays (88% abundance) of 201 and 306 keV in
energy; their summed energy of 507 keV falls
well within the 511-keV energy windows com-
monly used in PET scanners. For example, the
presence of 176Lu results in a measured back-
ground count rate of 240 cps/cm3 of LSO. For
most applications, however, this has a negligible
impact on typical PET scans.

Semiconductor-based ionization detectors.
Semiconductor radiation detectors represent the
main alternative to scintillator detector-based
imaging systems. Such detectors are so-called
direct-conversion devices, a major advantage
of which is that they avoid the random effects
associated with scintillation production and prop-
agation and conversion of the optical signal to an
electronic signal. When an x- or γ-ray interacts in
a semiconductor detector, one or more energetic
electrons are created and subsequently lose energy
through ionization, among other processes. The
ionization creates electron-hole (e-h) pairs, where
a hole is the positively charged electron vacancy
in the valence band left when the electron has
been raised into the conduction (i.e., mobile-
electron) band. Application of a bias voltage cre-
ates an electric field that causes the two types of
charge carriers to migrate in opposite directions.
These moving charges induce transient currents in
the detector electrodes, thereby allowingmeasure-
ment of the detector’s response to an incident x- or
γ-ray.

Semiconductor detectors offer several poten-
tial advantages over scintillator detectors [8]. By
eliminating the need for bulky PMTs, semicon-
ductor imaging systems can be made much more
compact, simplifying their mechanics in compar-
ison to those of a conventional PMT-based imag-
ing system (see below). More importantly, the
direct conversion of energy deposited by x- or
γ-rays into electron-hole pairs eliminates the
light-to-electrical signal transduction step and
the associated loss of signal. Further, since the
energy required to create an e-h pair in most semi-
conductors employed as radiation detectors is suf-
ficiently small (typically 3–5 eV), each incident
photon generates a large number of charge car-
riers. In principle, therefore, Poisson noise is con-
siderably less and energy resolution considerably
better in semiconductor detectors than in scintil-
lation detectors. Defects (i.e., inherent irregulari-
ties in the crystal lattice) can trap electrons
produced by radiation and thus reduce the total
charge collected. As a result of such incomplete
charge collection due to “charge trapping,” statis-
tical uncertainty (i.e., noise) is increased and
energy spectra broadened, that is, the otherwise
excellent energy resolution of semiconductors is
degraded. Thin semiconductors have fewer traps
overall than thick detectors, but also have a lower
intrinsic efficiency. Trapping can be reduced by
increasing the bias voltage across the detector, but
at the expense of increasing its leakage current.
This results in greater electronic noise and there-
fore poorer overall performance. Practical, rea-
sonably economical crystal-growing techniques
have been developed for cadmium telluride
(CdTe), mercuric iodide (HgI2), and cadmium
zinc telluride (CdZnTe) (also known as “CZT”),
which have been incorporated into commercial
intraoperative gamma probes and gamma cameras
[8, 9] but not PET scanners.

PET Scanner Design

PET is based on the annihilation coincidence
detection (ACD) of the two colinear (approxi-
mately 180� apart) 511-keV photons resulting
from the mutual annihilation of a positron and an
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Fig. 2 a Annihilation coincidence detection (ACD) of the
two opposed 511-keV photons resulting from positron
decay and positron-electron annihilation. Note that the
true coincidence (or “trues”) count rate is much less than
Ci and Cj. The short coincidence timing window, τ, is short
(<10 ns) which minimizes the number of random coinci-
dence events (see Fig. 8). At the same time, however, most
of the annihilation photons therefore do not produce coin-
cidence events. bA photograph of a PET scanner, illustrat-
ing one of a number of rings of discrete detectors encircling
the subject (left-hand panel) and ACD of an annihilation

photon by a pair of these detectors. In the insert are shown a
block detector (top) and pixilated detectors (bottom) used
in PET scanners. The block detector consists of a cubic
piece of scintillator scored to variable depths into a
two-dimensional array of detector elements, typically
backed by a 2 � 2 array of PSPMTs. Pixilated detectors
consist of individual scintillator detector elements backed
by a continuous light guide and a close-packed array of
PMTs. For both the block and pixilated detectors, the
individual detector elements are typically ~2 � 2 mm in
area (Adapted from reference [7] with permission)
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electron (Fig. 2a) [1, 2, 7]; a typical PET scanner
and the detector configurations used in modern
scanners are shown in Fig. 2b. Each individual
annihilation photon is referred to as a “single”
event, and the total count rate of individual
annihilation photons is called the “singles count
rate.”When both photons from an annihilation are
detected simultaneously (in coincidence), this
triggers the coincidence circuit, and a “true coin-
cidence event” (“true”) is generated. The various
events associated with ACD of positron-emitting
radionuclides, including trues, randoms, scatter,
and spurious coincidences, are illustrated in
Fig. 3 [7].

The volume between the opposed coincidence
detectors absorbing the two annihilation photons
(the shaded area in Fig. 4) is referred to as a “line
of response (LOR)” even though it is actually a
volume of response. In PET, LORs are defined
electronically, and an important advantage of
ACD is that absorptive collimation (as is used in
gamma cameras) is not required. As a result, the
sensitivity of PET is two to three orders of mag-
nitude higher than that of SPECT. Modern PET
scanners generally employ a series of rings of
discrete, small-area detectors (i.e., scored block
detectors or pixilated detectors) encircling the
subject (Fig. 2b) and, in clinical PET scanners,

Detector in a
bank of detectors

511-keV
Annihilation

γ-rays

Positron-negatron
annihilation

Counted as
coincidence

event

True
coincidence

(“True”)

Random or
Accidental

Coincidence
(“Random”)

Scattered
Coincidence
(“Scatter”)

Spurious
Coincidence

Compton scatter
with scattered γ-ray
in 511-keV energy

window

Cascade (non-annihilation)
γ-ray - scattered or unscattered - in

511-keV energy window

Fig. 3 The various events associated with ACD of
positron-emitting radionuclides, illustrated for two
opposed banks of coincidence detectors and assuming
only one opposed pair of detectors, are in coincidence.
A true coincidence (“true”) is counted only when each of
the two 511-keVannihilation photons for a single positron-
electron annihilation are not scattered and are detected
within the timing window τ of the two coincidence detec-
tors. A random or accidental coincidence (“random”) is an
inappropriately detected and positioned coincidence (the
dashed line) which arises from two separate annihilations,
with one γ-ray from each of the two annihilations detected
within the timing window τ of the coincidence-detector
pair. A scattered coincidence (“scatter”) is a mispositioned

coincidence (the dashed line) resulting from a single anni-
hilation, with one of the γ-rays undergoing a small-angle
Compton scatter but retaining sufficient energy to fall
within the 511-keV energy window. A spurious coinci-
dence is an inappropriately detected and positioned coin-
cidence (the dashed line) which arises from an annihilation
and a cascade γ-ray, scattered or unscattered but having
sufficient energy to fall within the 511-keVenergywindow.
Spurious coincidences occur only for radionuclides which
emit both positrons and high-energy prompt cascade
γ-rays, that is, γ-rays with an energies (either scattered or
unscattered) lying within the 511-keV energy window
(From reference [7] with permission)
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typically spanning a distance (or axial field of
view (FOV)) of 15–20 cm in the patient’s longi-
tudinal direction. Recently, however, at least one
PET scanner (the General Electric Discovery
IQ™ scanner) with an axial FOV up to 26 cm
has been marketed. Thus, a whole-body PET
scan will typically require data acquisition at six
to seven discrete bed positions and subsequently
merge, or “knit,” the discrete images into a single
whole-body image. Of course, scanners with lon-
ger axial FOVs require fewer bed positions but
require more detectors and front-end electronics.
As its name implies, the Siemens continuous bed
motion (CBM) feature allows whole-body scan-
ning with continuous motion of the patient bed,
analogous to the bed motion in spiral CT.

PET ring scanners originally employed lead or
tungsten walls, or septa, positioned between
and extending radially inward from the detector
blocks [7] (Fig. 5). In this approach, known as
two-dimensional (2D) PET, these inter-ring annu-
lar septa define plane-by-plane LORs and largely
eliminate out-of-plane annihilation photons. By
eliminating most of the contribution from out-of-
plane randoms and scatter, image quality is
improved, especially for large-volume sources

(i.e., as in whole-body PET). However, 2D PET
also eliminates most of the trues as well and thus
reduces sensitivity. Removing the septa altogether
and including coincidence events from all of
the LORs among all the detectors significantly
increase PET detector sensitivity. This is known
as three-dimensional (3D) PET and is the pre-
vailing design among state-of-the-art PETscanners
[7, 10]. Sensitivity is increased up to ~fivefold in
3D relative to 2D PET – but with a considerable
increase in the randoms and scatter count rates.
Clinically, the scatter-to-true count rate ratios
range from 0.2 (2D) to 0.5 (3D) in the brain and
from 0.4 (2D) to 2 (3D) in the whole body [11].

A notable refinement in PET detectors has
been the use of adjacent layers of two different
materials with significantly different scintilla-
tion decay times (such as LSO and GSO, with
decay times of approximately 40 and 60 ns,
respectively); these are known as phoswich
detectors [11]. Based on the pulse shape of the
scintillation signal, the depth of the interaction
of the annihilation photon in the detector can
therefore be localized in the upper or lower
layer [12]. As a result, the resolution-degrading
depth-of-interaction (DOI) effect (see below) is

Annihilation event

Detector Detector

Object containing
positron-emitting

radionuclide

Accepted by coincidence detection
Rejected by coincidence detection 

Fig. 4 For PET and annihilation coincidence detection,
the 3D “line” (actually, volume) of response corresponds to
the elongated cube whose cross-sectional area is defined by

that of the opposed detector elements (Adapted from ref-
erence [29] with permission)
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reduced. However, the fabrication of phoswich
detectors is more complex than that of single-
component detectors, and to date it has seen only
limited use in commercial PET scanners, specifi-
cally preclinical scanners.

Increasingly important, time-of-flight (TOF)
PET scanners utilize the measured difference
between the detection times of the two annihila-
tion photons arising from the decay of a positron
(Fig. 6). This allows at least approximate spatial
localization (to within ~10 cm) of the annihilation
event along the LOR with current values,
~500 psec, of coincidence time resolution [13, 14].

This does not improve the spatial resolution of
state-of-the-art PETscanners (~5 mm), but reduces
the random coincidence rate and thus improves the
signal-to-noise ratio (SNR), especially for large
subjects [15]. This is important, as conventional
(i.e., non-TOF) PET image quality is degraded
with increasing patient size due to more pro-
nounced attenuation and scatter and fewer trues.
The use of faster digital SiPMs should improve
the performance of TOF PET scanners.

The overall spatial resolution of PET scanners
results from a combination of physical and instru-
mentation factors. There are several important

Detector element Annular septum

Sensitivity2D direct planes only - Δ = 0

2D direct and cross planes - Δ = ±1

2D “high sensitivity” - Δ = ±3

3D - Δ = # of detector rings

Fig. 5 Two-dimensional (2D) and three-dimensional
(3D) PET data acquisition schemes (axial cross-sectional
views of a multi-ring scanner) and the corresponding axial
sensitivity profiles. a–c 2D data acquisition with a ring
difference Δ of 0, 1, and 3, respectively. The ring differ-
ence refers to the number of different detector-element
rings between which coincidence events are allowed.

A ring difference of Δ of 0, for example, indicates that
only intra-detector ring (i.e., direct planes) coincidences
are allowed. d 3D (septa-less) data acquisition. The sensi-
tivity profiles show the nonuniformity of response as a
function of position along the axial FOV (Adapted from
reference [11] with permission)
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limitations imposed on resolution by the basic
physics of positron-electron annihilation. First,
for a given radionuclide, positrons are emitted
over a spectrum of initial kinetic energies ranging
from 0 to a characteristic maximum, or end point,
energy, Emax; the associated average positron
energy, Ē , is approximately one-third of its end
point energy, �E � 1

3Emax
. As a result, emitted

positrons will travel a finite distance from the
decaying nucleus ranging from 0 to a maximum
called the extrapolated range, Re, corresponding
to its highest-energy positrons (Fig. 7a) [16]. For
positron emitters used to date in PET (Table 2),
the maximum energies (Emax) vary from 0.58 to
3.7 MeV, the extrapolated ranges (Re) from 2 to
20 mm, and the root-mean-square (rms) ranges
(Rrms) from 0.2 to 3.3 mm. Although the finite
positron range acts to blur PET images (i.e.,
degrade spatial resolution), the range-related blur-
ring is mitigated by the spectral distribution of
positron energies for a given radioisotope as well
as the characteristically tortuous path positrons

travel [16, 17]; these effects are reflected by the
fact the rms positron ranges are much shorter
than the extrapolated positron ranges (Table 2).
The radial distance the positron travels is thus
considerably shorter than its actual path length.
The overall effect of positron range on PET
spatial resolution, FWHMrange, is illustrated
quantitatively in Fig. 7b [16]. The positron
range degrades spatial resolution by only
~0.1 mm for 18F (Emax = 0.640 MeV) and
~0.5 mm for 15O (Emax = 1.72 MeV) [16];
these values are much shorter than the respective
extrapolated positron ranges.

The second physics-related limitation on PET
performance is the non-colinearity of the two anni-
hilation photons: because a positron typically has
some small residual (nonzero) momentum and
kinetic energy at the end of its range, the two
annihilation photons are not always emitted exactly
back to back (i.e., 180� apart) but deviate from
colinearity by an average of 0.25� [18]. The non-
colinearity-related blurring, FWHM180�, varies from

Fig. 6 Time-of-flight (TOF) PET. In conventional (i.e.,
non-TOF) PET, the position of a detected annihilation
event may be anywhere along the LOR between the coinci-
dence detectors. In TOF PET, the most likely position of the
coincidence event along the LOR is a distance ΔD from the
midpoint of the two coincidence detectors, where ΔD is
proportional to the difference, t2 – t1, in times of arrival of
the two annihilation photons at the two detectors (t2 and t1,

respectively) and the speed of light, (c). As shown in the
right panel, by localizing the position of the annihilation
event, even approximately, the contribution of scatter, ran-
doms, etc. to the reconstructed counts in each image voxel is
reduced, and the SNR therefore improves. The shorter the
coincidence time resolution, the more precisely the distance
ΔD and the position of the coincidence event can be deter-
mined and the greater the improvement in the SNR
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~2 mm for a 90-cm-diameter whole-body PET
to ~0.7 mm for a 30-cm-diameter brain PET to
~0.3 mm for a 12-cm-diameter small-animal PET
(Fig. 8) [11].

Among instrumentation-related determinants
of overall spatial resolution are the intrinsic detec-
tor resolution and the depth-of-interaction effect.
For discrete detector elements, the intrinsic

Fig. 7 Effect of positron range on PET spatial resolution.
a Positrons travel a finite distance before undergoing anni-
hilation, resulting in blurring of PET images. b The spatial
dispersion of positron-electron annihilations for 18F (Emax

= 0.640 MeV) and 18O (Emax = 1.72 MeV) as determined
by Monte Carlo simulation. The annihilations for the

higher-energy 18O positrons are clearly more widely dis-
persed than those for the lower-energy 18F positrons (left
panel). A graphical representation of the resulting range-
related blurring in PET, FWHMrange = Rrms: 1.03 mm and
4.14 mm for 18F and 18O, respectively (Reproduced from
reference [16] with permission)
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resolution, FWHMintrinsic, is determined by the
detector element width (d ), increasing from d

2

midway between opposed coincidence detectors
to d at the face of either detector [11].

For PET systems employing rings of discrete,
small-area detectors, the depth (x) of the detector
elements (2–3 cm) results in a degradation of spa-
tial resolution termed the depth-of-interaction
(DOI), or parallax, effect [11]. As illustrated in
Fig. 9, with increasing radial offset of a source
from the center of a detector ring, the effective
detector width (d0) and, with it, the intrinsic reso-
lution, FWHMintrinsic, increases [11]:

d0 ¼ d cos θ þ x sin θ (1)

and, along chords of the ring,

FWHMintrinsic ¼ d0

2
(2a)

¼ d

2
cos θ þ x

2
sin θ

� �
(2b)

where θ is the angular position of the coincident
detector pair, d is the detector element width, and
x is the detector element depth. In whole-body
PET scanners, the detector depth (x) is typically
2–3 cm (20–30 mm), the detector width (d ) about
4 mm, and the detector ring diameter about 80 cm
(800 mm), and the DOI effect thus degrades
spatial resolution by up to 50% at 10 cm from
the center of the detector ring. Because the DOI
effect decreases as the detector ring diameter
increases (Fig. 9), clinical PET systems have
detector rings substantially larger in diameter
than that needed to accommodate patients. A
variety of approaches have been developed to
correct for the DOI effect in small-diameter, pre-
clinical PET scanners, where the DOI effect is
pronounced [11, 12, 19].

The spatial resolution at the center of the FOV
(where the DOI effect is negligible) of a PET sys-
tem, FWHMsystem, can be obtained by combining
the resolution of the respective components of the
system:

FWHM180° ≈
FWHM180°

D

Positron-
emitting
nucleus

Extrapolated
positron range

180° ± 0.25°

Re

Re

R

Positron path length

e-

β+

Δθ • D = 0.0022 D (cm) Δθ = 
0.5°

Fig. 8 Effects of the non-colinearity of the annihilation
photons on PET spatial resolution. The 511-keV annihila-
tion photons resulting from positron-electron annihilation
are not always exactly colinear but may be emitted

180��0.25� apart [18]. The non-colinearity-related blur-
ring, FWHM180�, may be calculated geometrically and
depends on the separation, D, of the coincidence detectors
(Adapted from reference [11] with permission)
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FWHMsystem

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FWHMintrinsic

2 þ FWHMrange
2 þ FWHM180�

2
q

(3)

Data “Corrections”

Even optimally performing PET scanners exhibit
some nonuniformity of response [7, 20, 21].
Among the thousands of detector elements in
a PET scanner, slight variations in detector thick-
ness, light emission, optical coupling, electronic
performance, etc. result in slightly different mea-
sured count rates for the same activity. In princi-
ple, such nonuniform response can be corrected
by acquiring data from a uniform flux of γ-rays
and normalizing to the mean count rate from all
the LORs. This “normalization” table corrects
for the nonuniform count rates among the indi-
vidual LORs. One example of the effects of
nonuniformity of scanner response and of the

correction for nonuniform response is illustrated
in Fig. 10 [20]. The normalization may be
acquired using a positron-emitting rod source
(e.g., germanium-68 (68Ge)) spanning the entire
axial FOV and rotating around the periphery of
the FOV, exposing the detector pairs to a uniform
photon flux per revolution. Alternatively, a uni-
form cylinder of a positron-emitting radionuclide
can be scanned and the data thus acquired ana-
lytically corrected for attenuation; for a well-
defined geometry such as a uniform cylindrical
source, this correction is straightforward. How-
ever, for 3D PET, the contribution of and correc-
tion for scatter with such a large-volume source
are nontrivial. Acquisition of the data required
for uniformity correction is somewhat problem-
atic in practice because of statistical consider-
ations: typically, hundreds of millions (PET) of
counts must be acquired to avoid possible
“noise”-related artifacts in the uniformity correc-
tion table.

d

x

D

q

d'

Fig. 9 The depth-of-
interaction (DOI) effect. In
PET scanners, the apparent
width of a detector element,
d0, increases with increasing
radial offset from the center
of the scanner. Because the
depths with the detector
elements at which the
annihilation γ-rays interact
are unknown, the apparent
detector element width and
therefore the effective line
of response (i.e., the shaded
volume) are wider than
those corresponding to the
actual detector element
width d. The angle θ
increases, and therefore the
magnitude of this
resolution-degrading effect,
increases for sources offset
further from the center of
the rotation and for scanners
with a smaller diameter D
and a larger detector
element depth x.
(Reproduced from
reference [11] with
permission)
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Radiation detectors are characterized by a finite
“dead time” and associated count losses [11]. The
dead time, typically of the order of 1–10 μsec, is
the interval of time required for a counting
system to record an event, during which additional
events cannot be recorded. As a result, the mea-
sured count rate is systematically lower than the
actual count rate. Such count losses are significant,
however, only at “high” count rates (i.e., greater
than ~100,000 counts per second (cps) per detec-
tor, which is of the order of the inverse of the dead
time in seconds, for modern detectors). Real-time
correction for dead time count losses is routinely
applied in PET to the measured count rates, most
commonly by scaling up the measured count rate
based on an empirically derived mathematical rela-
tionship between measured and true count rates.

In PET, randoms increase the detected coinci-
dence count rate by introducing mispositioned
events and thus reduce image contrast and distort
the relationship between image intensity and
activity concentration [7]. One approach to ran-
dom correction is the so-called delayed-window
method, based on the fact that the random-
coincidence photons are temporally uncorrelated
(i.e., not simultaneously emitted) [22]. Briefly,
once events in the coincidence timing window
(typically ~10 ns or less) are detected, the number
of events in a timing window equal in duration to,

but much later (>50 ns later) than, the coincidence
timing window is determined. More specifically,
the coincidence timing window accepts events
whose time difference is � τ, while the delay
window accepts events whose time difference is
the delay� τ. The number of events in the delayed
timing window thus provides an estimate of the
number of randoms in the coincidence timing
window. Real-time subtraction of the delayed-
window counts from the coincidence-window
counts for each LOR thus corrects for randoms.

Another random-correction method, the “sin-
gles” method, uses the measured singles count
rate for each detector and the coincidence timing
window τ to calculate the random rate for each
pair of coincidence detectors [23]. This approach
does not require a separate measurement in a
delayed-coincidence window and thus lessens
the data-processing requirements on the coinci-
dence electronics. Further, because the singles
count rate is typically at least an order of magni-
tude higher than the coincidence-event count rate,
the statistical uncertainty (noise) in the estimate of
the number of randoms is much smaller than that
in the number of prompt coincidences. The sin-
gles method is thus the method of choice for
random correction in modern PET scanners.

Scatter results in generally diffuse background
counts in reconstructed images, like randoms,

Fig. 10 Normalization (uniformity) corrections and their
effects. Reconstructed PET images (coronal view) of a
germanium-68 uniform-cylinder phantom without (left
panel) and with (right panel) the normalization applied.
The un-normalized (i.e., uncorrected) image has obvious
artifacts attributable to the differences in sensitivities

between direct and cross planes and the presence of sepa-
rate rings of detectors. Appropriate normalization virtually
eliminates these and other artifacts related to non-
uniformity of the scanner response (From reference [20]
with permission)
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reducing contrast and distorting the relationship
between image intensity and activity concentra-
tion [24–26]. Scatter as a portion of the total PET
events is far more abundant in 3D than in 2D PET
(especially for body imaging of larger (i.e., adult)
patients), and its correction is more challenging in
3D than in 2D PET. Perhaps the simplest scatter
correction method is the “Gaussian-fit” technique
[27, 28] (Fig. 11). Once the random correction
has been applied, the peripheral “tails” in the
projection-image count profiles, presumably due
to scatter, are fit to a mathematical function and
then subtracted (or deconvolved) from the mea-
sured profile to yield scatter-corrected profiles
for tomographic image reconstruction. While
this approach works reasonably well for 2D PET
and small source volumes (e.g., the brain) in 3D
PET, it is not adequate for 3D PET generally.
Scatter corrections for 3D PET include dual-
energy window-based approaches, convolution-/
deconvolution-based approaches (analogous to
the correction in 2D PET), direct estimation of
scatter distribution (by computer modeling of the
imaging system), and iterative reconstruction-based

scatter compensation approaches (also employing
computer modeling) [25, 26].

The correction for the attenuation of the photons
as they pass through tissue is generally the largest
correction in PET. The correction factors can range
up to ~15 for a PETscan of the abdomen (equivalent
to a 30-cm diameter water-equivalent cylinder). The
magnitude of the correction depends on the energy
of the photons (511 keV for PET studies), the thick-
ness of tissue(s) that the photonsmust travel through,
and the attenuation characteristics of the tissue(s).
One of the attractive features of PET is the relative
ease of applying accurate corrections for attenua-
tion, based on the fact that attenuation depends only
on the total thickness of the attenuation medium
(at least for a uniformly attenuating medium)
(Fig. 12). For a positron-emitting source and a vol-
ume of thickness L, the attenuation factor is e�μL

and the attenuation correction factor eμL regardless
of the position (i.e., depth) of the source. Accord-
ingly, if a rod source of a positron emitter such as
68Ge is extended along the axial FOV and rotated
around the periphery of the FOV first with and then
without the subject in the imaging position – the

Fig. 11 The “Gaussian-fit” scatter-correction method. In
practice, the point-spread function (PSF) of a PET scanner
includes both primary (unscattered) and scattered counts,
with the former corresponding to the Gaussian, or bell-
shaped, curve and the latter corresponding to the peripheral
tails extending from the Gaussian curve. The tails can be

subtracted (deconvolved) from the total PSF to yield
scatter-corrected PSF. In a similar manner, this scatter
correction can be applied to projection images prior to
reconstruction to yield scatter-corrected reconstructed
images
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transmission and the blank scans, respectively – the
attenuation correction factor (ACF) can be derived
from the ratio of the counts in these respective scans:

ACFij ¼ eμLij (4)

¼
Cð ÞBlank

� �
ij

Cð ÞTrans
� �

ij

(5)

where ACFij is the attenuation correction factor
between coincident detectors i and j, Lij is the
thickness of the volume between coincident
detectors i and j, and ((C)Blank)ij and ((C)Trans)ij
are the external-source counts between detectors
i and j in the blank and transmission scans,

respectively. In practice, a blank scan is acquired
only once a day. The transmission scan can be
acquired before the subject has been injected with
the radiotracer, after the subject has been injected
with the radiotracer but before or after the emis-
sion scan, or after the patient has been injected
with the radiotracer and at the same time as the
emission scan. Preinjection transmission scanning
avoids any interference between the emission and
transmission data but requires that the subject
remain on the imaging table before, during, and
after injection of the radiotracer. It is the least
efficient operationally and is rarely used in prac-
tice. Postinjection transmission scanning mini-
mizes the effects of motion, relying on the much
higher external-source count rates for reliable

Fig. 12 In PET, attenuation of the annihilation photons
for a uniformly attenuating medium depends only on the
total thickness (L) of the absorber, that is, it is independent
of the position (depth x) of the source in the absorber
(upper panel). An external positron emitter can therefore

be used for attenuation correction (lower panel). Co is the
actual source count rate, and Ci and Cj are the count rates
measured by detectors i and j, respectively; μ is the linear
attenuation coefficient of the absorber for 511-keV photons
(Adapted from reference [7] with permission)
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subtraction of the emission counts from the trans-
mission counts. It was the most commonly used
approach in “PET-only” scanners. Simultaneous
emission/transmission scanning is obviously the
most efficient (fastest) approach but may result in
excessively high randoms and scatter counter
rates in the emission data.

With the introduction of hybrid PET/CT scan-
ners, attenuation correction is now performed
using CT rather than transmission sources.
A CT image is basically a two-dimensional map
of attenuation coefficients at the CT X-ray
energy (~80 keV). For attenuation correction of
the PET emission data, however, these must be
appropriately scaled to the 511-keVenergy of the
annihilation photons. The mass-attenuation coef-
ficients (μm) for CT X-rays (~80 keV) and for
511-keV annihilation photons are 0.182 and
0.096 cm2/gm, 0.209 and 0.093 cm2/gm, and
0.167 and 0.087 cm2/gm in soft tissue, bone,
and lung, respectively. The corresponding μm
ratios are therefore 1.90, 2.26, and 1.92, respec-
tively. Thus, ACFs derived from CT images can-
not be scaled to those for 511-keV annihilation
photons simply using a single global factor.
Accordingly, CT-based attenuation correction in
PET has been implemented using a combination
of segmentation (to delineate soft tissue, bone,
and lung compartments) and variable scaling
(to account for the different μm ratios in these
respective tissues).

Noise-Equivalent Count Rate (NECR)

A PET scanner actually measures a so-called
prompt coincidence count rate (Rprompt) that com-
prises true, scatter, and random coincidence count
rates (Rtrue, Rscatter, and Rrandom, respectively):

Rtrue ¼ Rprompt � Rscatter � Rrandom (6)

The noise-equivalent count rate (NECR) is a
commonly cited performance parameter of PET
scanners which accounts for the additional statis-
tical noise introduced by the corrections for ran-
doms and scatter (see below) [29]. It is defined as
the equivalent count rate that yields the same
noise level as the observed count rate after correc-
tion for randoms and scatter:

NECR¼ Rtrue
2

Rtrue þ aRscatter þ bRrandom

(7)

where a is the fraction of each projection that is
occupied by the object being imaged and b
equals 1 or 2 if the singles method or the
delayed-windows method, respectively, is used
for random correction. A typical plot of the
NECR as function of the activity concentration
is shown in Fig. 13. Because the NECR depends
on the size of the object being imaged (as indi-
cated by parameter a in Eq. 7), the plot in Fig. 13 is

Fig. 13 The NECR and the
true, scatter, and random
coincidence count rates
(Rtrue, Rscatter, and Rrandom,
respectively) as functions of
activity concentration in the
fields of view for a typical
clinical whole-body 3D
PET scanner. The NECR
indicates that the best
signal-to-noise ratio is
achieved at an activity
concentration of ~4 μCi/cc
(Adapted from reference
[29] with permission)
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neither unique nor unambiguous for a particular
scanner. Nonetheless, for purposes of comparison
of the performance among scanners, a standard
phantom can be used for derivation of the activity
concentration-dependent NECR.

Image Reconstruction

In emission tomography generally, the emission
data which are reconstructed to yield the tomo-
graphic images correspond to the projected sum of

counts (or parallel-ray integrals) in two dimen-
sions at various angles about the axis of the
scanner (Fig. 14). In 3D PET, the projections
correspond to a set of two-dimensional (xr, yr)
integrals with azimuthal angle ϕ and oblique, or
polar, angle θ (Fig. 15) [30]. (Correction of the
emission data after the real-time dead time and
random corrections and before image reconstruc-
tion – namely, normalization, scatter correction,
and then attenuation correction – is typically
performed in sinogram space (Fig. 14d).) The
first step in deriving the 2D parallel-ray

Sum of counts
emitted by

activity along
line of response

Line of response

Imaging
system

Activity distribution
in object

f (x,y)

Projection-image count
profile at different

angles φ
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Fig. 14 Emission tomography data acquisition and
sinogram display. a Projection-image count profile under
idealized conditions (such as no attenuation or scatter).
b Acquisition of multiple projection images and their
corresponding count profiles at various projection angles
ϕ about the longitudinal axis of the object being imaged.
c The (r, s) coordinate system is rotated by projection angle
ϕ with respect to the (x.y) coordinate system of the cross-
section of the object being imaged. The (r, s) coordinate

system is fixed with respect to the imaging system and the
(x.y) coordinate system is fixed with respect to the object.
d Two-dimensional (2D) count display, or sinogram, of a
set of projection-image count profiles. Each row in the
sinogram corresponds to an individual projection-image
count profile, displayed for increasing projection-image
angle ϕ from top to bottom. As shown, a point source of
radioactivity traces out a sinusoidal path in the sinogram
(Adapted from reference [29] with permission)
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projection-image data is to re-bin the 3D PET data
set into a 2D data set such that each oblique
(or indirect) projection ray is placed within the
data for a particular non-oblique (or direct) trans-
verse slice. The simplest approach to 3D-to-2D
re-binning is known as “single-slice re-binning
(SSRB),” wherein an oblique projection ray be-
tween a detector at axial position a and a detector
at axial position b is positioned as if it were a
projection from a directly opposed detector pair
midway between these detectors (i.e., at axial posi-
tion (a + b)/2) (Fig. 16a) [29, 31]. For projection
rays at a large angle with respect to the transverse
planes (i.e., corresponding to LORs between
detectors located at opposite ends of the gantry),
significant repositioning errors and degraded
tomographic image quality result. SSRB has been
replaced, therefore, with a more sophisticated and
more accurate repositioning technique known as
Fourier re-binning [32, 33] (Fig. 16b). In contrast
to SSRB, however, Fourier re-binning cannot be
performed in real-time and thus requires the full 3D
data set.

Once the 3D data have thus been re-binned into
2D data, the resulting 2D fanbeam data must
then be reformatted into parallel-beam data for
the actual image reconstruction. The procedure
for creating parallel-beam projections from

fanbeam projections is shown in Fig. 17a. The
resulting parallel-ray spacing Δxr is given by:

Δxr ¼ Δdt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Xr

RD

� �2
s

(8)

where Δdt ¼ 2 π RD

ND
is the center-to-center detector

spacing of the detector elements in the transverse
plane, RD is the radius of the transaxial detector
ring, and ND is the number of detector elements in
a single transaxial detector ring (Fig. 17b). Thus,
as a result of the curvature of the PET gantry, the
parallel-ray spacing decreases with increasing dis-
tance from the center of the detector ring. Near the
center of the detector ring (i.e., for xr<< RD),Δxr
can be equated with Δdt; toward the periphery of
the detector ring, however, interpolation must be
performed to yield uniform parallel-ray spacing
across detector gantry. This is known as the “arc
correction.”

The foregoing 2D parallel-beam data derived
from the PET emission data (i.e., the 3D fanbeam
data) can then be reconstructed into the tomographic
images. There are two basic classes of image-
reconstruction methods, analytic and iterative. His-
torically, perhaps the most widely used analytic
algorithm for reconstruction of tomographic images
from 2D data (or 3D data re-binned into 2D pro-
jections) has been filtered back projection (FBP)
[21, 30]. In PET, however, FBP has been replaced
by iterative reconstruction methods. FBP is still
used rather widely in single-photon emission com-
puted tomography (SPECT) and is discussed in
▶Chap. 11, “Instrumentation for Single-Photon
Emission Imaging”. Iterative algorithms [33]
attempt to progressively refine estimates of the
activity distribution, rather than directly calculating
the distribution, bymaximizing or minimizing some
“target function.” The solution is said to “converge”
when the difference of the target function between
successive estimates (iterations) of the activity
distribution is less than some prespecified value.
Importantly, iterative reconstruction algorithms
allow incorporation of realistic modeling of the
data acquisition process (including effects of atten-
uation and of scatter), modeling of statistical noise,

Fig. 15 In 3D PET, the projections are two-dimensional
(xr, yr) parallel line integrals with azimuthal angle ϕ and
oblique angle θ. The 3D projection data are represented as a
set of sinograms, with one sinogram per polar angle θ, each
row representing the projected intensity across a single
polar angle θ and each column the projected intensity at
the same position xr across the projection at successive
azimuthal angles ϕ (From reference [30] with permission)
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and inclusion of pertinent a priori information (e.g.,
only nonnegative count values). The maximum-
likelihood expectationmaximization (MLEM) algo-
rithm is based on maximizing the logarithm of
a Poisson-likelihood target function [34, 35].

The MLEM algorithm suppresses statistical noise,
but large numbers of iterations typically are required
for convergence, and therefore processing times are
long. To accelerate this slow convergence, the
ordered-subset expectation maximization (OSEM)

Fig. 16 a The single-slice re-binning algorithm in which
an oblique (i.e., indirect) projection ray between detector
pairs a and b is placed within the projection data for a
non-oblique (i.e., direct) slice corresponding to a traverse
detector pair at axial location (a + b)/2 (from reference [29]
with permission). b The Fourier re-binning algorithm for
re-binning 3D PET data into 2D data. The basic steps of
Fourier re-binning are creating a stack of oblique

sinograms, calculating the 2D Fourier transform for each
oblique sinogram, normalizing the resulting 2D sinogram
for the number of oblique slices contributing to the oblique
sinogram, and calculating the 2D inverse Fourier transform
of the resulting normalized sinograms to yield the 2D
re-binned data for image reconstruction (From reference
[33] with permission)
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algorithm [36] groups the projection data into sub-
sets comprised of projections uniformly distributed
around the source volume. The OSEM algorithm,
which is amodified version of theMLEMalgorithm
in that the target is still maximization of the
log-likelihood function, converges more rapidly
than MLEM and is now the most widely used
iterative reconstruction method in PET as well as
SPECT [37].

In practice, OSEM is usually stopped after a
relatively small number of iterations and post-
filtered to dampen image noise and therefore

may not achieve optimal quantitation accuracy.
As an alternative to OSEM, Ahn et al., among
others, have recently implemented a penalized
likelihood (PL) image reconstruction algorithm
in order to improve quantitation accuracy without
compromising visual image quality [38]. Prelim-
inary studies have demonstrated visual image
quality including lesion conspicuity in images
reconstructed by the PL algorithm is better than
or at least as good as that in OSEM-reconstructed
images. Despite the benefits, PL methods have not
yet been widely adopted in clinical PET. Besides

Fig. 17 a Procedure for
creating parallel-beam
projections from fanbeam
projections (from reference
[29] with permission).
b Nonuniform parallel-ray
spacing when creating
parallel-beam projections
from fanbeam projections,
necessitating the so-called
arc correction. (From
reference [30] with
permission)
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computational time and complexity, the limited
use of such methods in clinical PET may be that
it has not been convincingly demonstrated that PL
methods can provide improved quantitation accu-
racy compared to OSEM while maintaining clin-
ically acceptable visual image quality.

The row-action maximization-likelihood algo-
rithm (RAMLA), related to the OSEM algorithm,
has been implemented for direct reconstruction of
3D PET data. The so-called 3D-RAMLA, which
eliminates 2D re-binning of the 3D data, employs
partially overlapping, spherically symmetric vol-
ume elements called “blobs” in place of voxels
[37, 39, 40]. Reconstruction times are fairly long
by clinical standards but the results have been
excellent [41].

An important, recently introduced feature of
iterative reconstruction is the 3D modeling of the
scanner-specific point-spread function (PSF) map.
Scanner spatial resolution deteriorates toward the
periphery of the FOV but can be modeled in image
reconstruction to not only improve the uniformity
of spatial resolution across the FOV but also to
improve spatial resolution overall. This correction
is known as “resolution recovery” and is now
available on most modern PET scanners. Effective
tomographic image resolution as low as 2 mm has
been achieved using resolution recovery.

Quantitation

Once the emission data have been corrected
for dead time, randoms, system response (by nor-
malization), scatter, and attenuation, the count
rate per voxel in the reconstructed tomographic
images is proportional to the local activity con-
centration. A factor which adversely effects the
quantitative accuracy of PET is partial-volume
averaging: for a source which is “small” relative
to the spatial resolution of the imaging system, the
image-derived activity or activity concentration in
such a source underestimates the actual value, and
the smaller the source, the greater the degree of the
underestimation [24, 42]. The dimensions of a
source must be at least two times the FWHM
spatial resolution of the imaging system to
avoid such underestimation of the activity or

activity concentration [42]. Since the source-size
dependence of the partial-volume effect can
bemeasured (e.g., by phantom studies), the under-
estimated activity or activity concentration can be
corrected if the source dimensions can be inde-
pendently determined (e.g., by CT) [43]. Another
key factor which limits the quantitative accuracy
of SPECT and PET is subject motion. As in
photography, subject motion blurs PET images,
dispersing the counts in a source region over an
apparently larger volume than the actual volume
of that region. This results not only in an over-
estimate of the source region volume but also an
underestimate of the source region activity con-
centration. For sources (e.g., tumors) in the lung
and the dome of the liver, a particularly important
source of such inaccuracies is respiratory motion
[44–47]. Practical, reasonably accurate methods
for respiratory gating of PET studies have been
developed and result in more reliable estimates
of the volumes and activity concentrations in
pulmonary lesions [44–47].

To make the images absolutely quantitative, the

count rate per voxel (cps), _C
ijk
, in voxel ijkmust be

divided by a measured system calibration factor
((μCi/cc)/(cps/voxel)), CF, to yield the activity con-
centration [7]:

Af gijk ¼
_Cijk

CF
(9)

where {A}ijk is the activity concentration (e.g.,
μCi/cc) in voxel ijk. The calibration factor
(CF) can be derived by scanning a calibrated
standard, that is, a water-filled or water (tissue)-
equivalent volume source with all linear dimen-
sions at least twice that of the system spatial
resolution and with a uniform, well-defined
activity concentration at the time of the scan.
The requirement for water equivalence is to
ensure that effects such as scatter and attenuation
are comparable in both the subject and the stan-
dard. And the requirement for linear dimensions
at least twice that of the system spatial resolution
is to ensure that the effect of partial-volume aver-
aging and associated underestimation of local
count rates is negligible. Activity concentration
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is often expressed in terms of the decay-corrected
fraction or percent of the administered activity
per cubic centimeter (cc) or, more commonly in
clinical PET, in terms of the standard uptake
value (SUV):

SUV¼ μCi=ccof tissue

μCi injected=gmbodymass
(10)

An advantage of using SUV to express activity
concentration is that, in first order, it is indepen-
dent of the body mass of the subject.

The practical quantitative accuracy of PET
(expressed, e.g., as the percent difference be-
tween the image-derived and actual activity or
activity concentration in a source region) is dif-
ficult to characterize unambiguously, as it de-
pends on such factors as the count statistics, the
size of the source region, the source-to-back-
ground activity concentration ratio, the subject
motion, and the accuracy of all applicable cor-
rections. Under favorable circumstances (i.e., for
a high-count study of a large, stationery source
region with a high source-to-background ratio),
the accuracy of the PET is of the order of
10% [42].

Multimodality Devices

Image registration and fusion have become
increasingly important components of both clini-
cal and laboratory imaging and have led to the
development of a variety of pertinent software and
hardware tools, including multimodality devices
which transparently provide registered and fused
3D image sets [48–52]. In addition to anatomic
localization of signal foci, image registration and
fusion provide intra- as well as inter-modality
corroboration of diverse images and more accu-
rate and more certain diagnostic and treatment-
monitoring information. There are two practical
approaches to image registration and fusion,
“software” and “hardware” approaches. In the
software approach, images are acquired on
separate devices, imported into a common
image-processing computer platform, and

registered and fused using the appropriate soft-
ware. In the hardware approach, images are
acquired on a single, multimodality device and
transparently registered and fused with the manu-
facturer’s integrated software. Both approaches
are dependent on software sufficiently robust to
recognize and import diverse image formats. The
availability of industry-wide standard formats,
such as the ACR-NEMA DICOM standard (i.e.,
the American College of Radiology (ACR) and
National Electrical Manufacturers Association
(NEMA) for Digital Imaging and Communica-
tions in Medicine (DICOM) standard [53, 54]),
is therefore critical.

PET/MRI. All manufacturers of PET and CT
scanners market multimodality scanners, combin-
ing PET with CT scanners in a single device.
These instruments provide near-perfect registra-
tion of images of in vivo function (PET) and
anatomy (CT) using a measured, and presumably
fixed, rigid transformation (i.e., translation and
rotation in three dimensions) between the image
sets. The rigid transformation matrix can be used
to align the PET and the CT image sets. This
matrix can be measured using a phantom, that is,
an inanimate object with PET- and CT-visible
landmarks arranged in a well-defined geometry.
The transformation matrix required to align these
landmarks can then be stored and used to auto-
matically register all subsequent multimodality
studies, since the device’s geometry and therefore
this matrix should be fixed. Although generally
encased in a single seamless housing, the PETand
CT gantries in such multimodality devices are
separate; the respective fields of view are sepa-
rated by a distance of the order of 1 m, and the
PET and CT scans are performed sequentially.

PET/MRI. Despite its unquestioned clinical
utility, PET/CT has certain notable shortcomings,
including the inability to perform simultaneous
data acquisition, the significant radiation dose to
the patient contributed by CT, and the inability of
non-contrast CT to distinguish different soft tis-
sues [55–57]. Compared to CT, MRI provides not
only better contrast among soft tissues but also
functional imaging capabilities. The combination
of PET/MRI may thus provide advantages which
go well beyond simply combining functional
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information with structural MRI information.
Among multimodality imaging studies, therefore,
PET/MRI may ultimately provide the greatest
yield of information by combining the quantita-
tive molecular imaging capabilities of PET
(including the large number and variety of radio-
tracers) with the excellent anatomic resolution,
marked soft tissue contrast, and functional imag-
ing capabilities provided by MRI (e.g., perfusion
by dynamic contrast-enhanced (DCE) imaging)
and magnetic resonance spectroscopic imaging
(MRSI) (e.g., quantitation of regional concentra-
tions of metabolites such as lactate, citrate, and
choline) [55–57].

As noted, an important advantage of PET/MRI
is that the image data can be acquired simulta-
neously because the PET and MR imaging signals
(i.e., gamma- or X-rays and radiofrequency
(RF) waves, respectively) do not interfere with
one another. Registration of sequentially acquired
functional and structural images is very forgiving
of the short time interval (typically only several
minutes) between the PET and CT scans, as anat-
omy does not actually change over such short time
intervals (except, perhaps, for filling of the urinary
bladder, transit of gas through the bowel, etc.).
Registration of sequentially acquired functional
images, however, is potentially more problematic,
as functional properties, such as blood flow, hyp-
oxia, neuronal activation, etc., may change
transiently over time frames of minutes and even
seconds. However, many technical challenges,
related to possible interference between the
modalities’ hardware, have to be solved when
combining PET and MRI [55, 57–65]. Most nota-
bly, conventional PET and SPECT detectors are
based on PMTs, which do not operate properly in
the presence of a magnetic field, and various
approaches have been pursued to overcome this
and other challenges in combining nuclear
and MR modalities. The most straightforward
approach is placement of the PET and MR scan-
ners in series in a manner analogous to current
PET/CT devices. However, this would require
magnetic shielding of the PET scanner and/or
imposition of a relatively large distance between
the PET and MR scanners. Further, because data
acquisition for PET and MRI individually is time-

consuming, sequential imaging may result in pro-
hibitively long overall study times (well over 1 h)
in a clinical setting. Space constraints are also a
consideration. Most importantly, physical separa-
tion of the scanners would eliminate the ability to
perform the nuclear and MR scans simulta-
neously, which, as noted, is perhaps the most
compelling feature of such hybrid devices. The
preferable approach, therefore, is integration of
the PET hardware into the MR gantry.

Due to its various hardware components, the
PET subsystem can interfere with the performance
of theMRI subsystem by compromising the homo-
geneity of the MRI’s main magnetic field and the
RF field and thereby degrade MR image quality.
BGO and LSO crystals, for example, produce only
minor magnetic-field distortion, while GSO and
LYSO have sharply different magnetic susceptibil-
ities than tissue and thus markedly distort MR
images. At the same time, the variable MR gradi-
ents may induce eddy currents in conductive mate-
rials of the nuclear detectors and distort the
effective applied gradient field. As noted, the
effects of the high magnetic fields of the MR sub-
system exclude the use of PMTs employed in con-
ventional PET detectors, as the path of the electrons
between the dynodes in the evacuated PMT is
deflected from their normal trajectory by the exter-
nal magnetic field [55, 66]. In addition, the RF
fields and also the gradient system pulses of the
MR subsystem can degrade the performance of and
even damage the PETelectronics. One approach to
overcoming this limitation is the use of long optical
fibers (up to several meters in length) to couple the
detector crystal to a PMT positioned outside the
MR subsystem’s fringe field (i.e., at magnetic fields
of no greater than 10 mT). In this way, only the
X-ray and γ-ray detection elements lie within the
magnetic field, and the scintillations are directed
out of the field by the fibers. Despite the challenges
presented by such systems, including the large
number of optical fibers required (one per detector
element) and partial loss of the light signal over the
length of the fibers, several prototypes of such
PET/MRI scanners (with field strengths up to
3 T) have been fabricated.

An alternative, and ultimately more practical
approach, to PET/MRI is elimination of the PMTs
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altogether by using solid-state scintillation detec-
tors such as APDs or SiPMs. APDs and SiPMs are
relatively insensitive to magnetic fields and thus
can be coupled directly to the scintillation detector
blocks via conventional (i.e., short) light guides. It
is still important, however, to provide RF
shielding of the PET subsystem components
within the magnetic field, for example, using
copper mesh.

MR images do not directly provide attenuation
information, and in PET/MR systems, the attenu-
ation correction maps must therefore be estimated
indirectly. Software methods have been proposed
for MR-based attenuation correction, based on
image segmentation or co-registration of tem-
plates with preassigned tissue-specific attenuation
coefficients. A method proposed by Martinez-
Moeller et al. has been utilized in clinical systems,
with a two-point Dixon VIBE MR sequence to
obtain fat and water compartments for calculating
attenuation. Lung tissue in the MR images is
identified by image segmentation. Software-
constructed attenuation maps obtained from MR
may not reflect true photon attenuation, since sev-
eral classes of tissue can be defined. In addition,
the actual attenuation coefficients may be differ-
ent than standard assumed values.

Commercial Devices

Clinical. All of the major manufacturers of med-
ical imaging equipment, including General Elec-
tric, Philips, Siemens, and Toshiba, currently
market clinical PET devices (Tables 4 and 5,
respectively). Since 2005, PET scanners have
been marketed exclusively as multimodality (i.e.,
PET/CT) scanners; clinical “PET-only” scanners
are no longer marketed. The PET subsystems of
commercial PET/CT scanners utilize BGO, LSO,
or LYSO as the detector material, with most now
operating exclusively in 3D mode and all except
the BGO-based systems incorporating TOF
capability. The dimensions of the detector ele-
ments are typically 4 � 4 � 20 mm3, though
slightly larger-area and thicker detector elements
are found in some units. The axial fields of
view are typically 20 cm in length, and

whole-body studies therefore require six or
seven bed positions. PETsystem spatial resolution
(FWHM) is of the order 5 mm among clinical
systems. The design and performance parameters
of the PET subsystem of currently marketed clin-
ical whole-body PET/CT scanners are summa-
rized in Table 3 [5].

Several “special-purpose” clinical scanners
have been marketed as well. These include pos-
itron emission mammographs (PEMs) [67]. The
PEM Flex Solo II (Naviscan PET Systems, Inc.)
[68] is a limited-angle, focal-plane tomography
system with two opposed 6 � 16.4-cm2 LYSO
detectors (2 � 2 � 13-mm3 detector elements)
backed by PSPMTs and mounted inside com-
pression paddles for immobilization and com-
pression of the breast. The detectors, mounted
on an articulating arm that rotates to allow imag-
ing from different views, can scan up to 24 cm
across the FOV in the direction of their 6-cm
dimension, yielding a maximum FOV of
24 � 16.4 cm2. The PEM Flex Solo II, with an
in-plane spatial resolution of ~2.5 mm, thus
differs markedly from conventional PET scan-
ners in that the detectors do not encircle the
object (in this case, the breast) being imaged.

At least two PET/MRI systems capable of
simultaneously collecting MR and PET image
data with almost no degradation of either MR or
PET performance are now commercially available
from Siemens and General Electric [5]. As previ-
ously discussed, simultaneous acquisition of MR
and PET data presents significant engineering
challenges due to cross interference between
PET and MR hardware. To minimize this cross
interference in the PET subsystem, PMTs are
replaced with APDs and SiPMs in the Siemens
and General Electric systems, respectively. The
Siemens mMR™ system is based on a Verio™
MR scanner with a modified body radiofrequency
(RF) coil, gradient coil, and patient-handling sys-
tem. In this system, the APD PET detectors are
arrayed around a cylinder that is inserted into the
bore of the MR scanner, reducing the bore diam-
eter from 70 to 60 cm. LSO scintillator crystals
(4 � 4 � 20 mm3) are arranged in eight rings of
56 blocks comprised of 8 � 8 crystals backed by
a 3 � 3 array of APDs per block. The MR
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gradient system is cooled and the PET detectors
are shielded with copper to reduce electromag-
netic interference. The APDs do not distort the
main magnetic field, and the acquisitions of the
MR and PET subsystems are synchronized to
reduce possible distortion of the PET signals by
the MR RF and gradient pulses. The PET compo-
nent of the Siemens scanner has a 25.8-cm axial
FOV. However, this system does not offer TOF
capability, due to relatively low timing resolution
of APDs. The GE Signa™ PET-MR uses SiPMs
to achieve TOF with a coincidence timing resolu-
tion of 400 and 390 ps with RF “on” and “off,”
respectively. It offers a 25-cm PET axial FOVand
a sensitivity of 2.1%. The PET subsystem com-
prises five rings of 112 detector blocks (each a
4 � 9 array of LYSO crystals, 3.95 � 5.3 � 25
mm3) backed by a 1 � 3 arrays of SiPMs. The
PET detector ring is centered inside the MR gra-
dient set of a GEMR750w™ 3 T scanner on the
outer diameter of the RF body coil. Figure 18
shows the digital PET detector modules used in
the Siemens mMR™ and the GE Signa™ PET/MR

systems [5] and Table 4 [5] the design and perfor-
mance parameters of these systems.

Preclinical. A number of preclinical PET
devices are commercially available, both from
major manufacturers and smaller “niche” compa-
nies. Preclinical PET scanners, which operate
exclusively in 3D mode, are diverse in design,
utilizing different scintillation detectors in combi-
nation with either PSPMTs or APDs. The superior
spatial resolution of preclinical versus clinical PET
scanners, 1–2 mm versus 4–6 mm, is due in part to
the much smaller gantry diameter and therefore a
less pronounced resolution-degrading effect of the
non-colinearity of the annihilation γ-rays. Preclin-
ical devices are currently marketed as “PET-only”
scanners or as multimodality devices with inte-
grated CT scanners, typically conebeam devices
with flat-panel detectors. The CarestreamAlbira™,
Gamma Medica Triumph LabPET Solo™, and
Siemens Inveon™ are available as trimodality
PET-SPECT/CT systems. The design and perfor-
mance parameters of currentlymarketed preclinical
PET scanners are summarized in Table 5.

Table 4 Design and performance parameters of current commercially available clinical PET-MR scanners [5]

PET/MR model GE Signa mMR

Patient port (cm) 60 60

MR model (3 T) Discovery 750 w (3 T) Verio

Patient scan range (cm) 188 (PET)/205 (MR) 200

Maximum patient weight (kg [lb]) 226 (500) 200 (441)

Acquisition modes 3D and S&S 3D S&S

Number of image planes 89 127

Plane spacing (mm) 2.8 2

Crystal size (mm3) 4 � 5.3 � 25 4 � 4 � 20

Number of crystals 20,160 28,672

Number of PMTs SiPM APD

Physical axial FOV (cm) 25 25.8

Detector material LYSO LSO

System sensitivity at 0 cm (%)a 2.1 1.5

Transaxial resolution at 1 cm (mm)a 4.2 4.1

Transaxial resolution at 10 cm (mm)a 5.2 5.2

Axial resolution at 1 cm (mm)a 5.8 4.3

Axial resolution at 10 cm (mm)a 7.1 6.6

Peak NECR (kcps)a 210 at 17.5 kBq/ml 175 at 21.8 kBq/ml

Time-of-flight resolution (picoseconds) 400 n.a.

Time-of-flight localization (cm) 6.0 n.a.

Coincidence window (nanoseconds) 4.6 5.9

S&S Step-and-shoot whole-body scanning, n.a. Not applicable
a Performance measurements of positron emission tomographs. NEMA Standards Publication NU 2-2001 [72]
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Concluding Remarks

The use of PETand of PET/CT has grown dramat-
ically over the last several decades. In contrast to
PET/CT, however, where there are temporal and

spatial offsets between the PETand the CTstudies,
PET and MRI studies (including dynamic studies)
can be performed simultaneously. The recent
introduction of PET/MRI [55–57, 64] multi-
modality devices will no doubt lead to new and
important applications of molecular imaging [69].

PET Detector Design of the GE Signa™ PET-MR system

PET Detector Design of the Siemens mMR™ PET-MR system

LSO array

Avalanche
Photo Diodes (APD)

Integrated
Cooling Channels

Crystals

32 mm

3x3 APD array

9-Channel preamplifier
ASIC board

9-Channel driver board

Light Tight RF Shield
with Copper Cooling

SIPM – Silicon Photomultiplier
with Circuit Boards/ASICS

Thermal Coupling Gasket

Aluminium Mounting Plate

25mm Scintillator (LBS) Crystal Array
with Light Guides and Enhanced
Spectral Reflectors (ESR)

Fig. 18 The digital PET detector modules used in the Siemens mMR™ and the GE Signa™ PET/MR systems (From
reference [5] with permission)
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