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Preface

Welcome to the proceedings of the 16th International Conference on Web Information
Systems Engineering (WISE 2015), held in Miami, Florida, USA, in November 2015.
The series of WISE conferences aims to provide an international forum for researchers,
professionals, and industrial practitioners to share their knowledge in the rapidly
growing area of Web technologies, methodologies, and applications. The first WISE
event took place in Hong Kong, China (2000). Then the trip continued to Kyoto, Japan
(2001); Singapore (2002); Rome, Italy (2003); Brisbane, Australia (2004); New York,
USA (2005); Wuhan, China (2006); Nancy, France (2007); Auckland, New Zealand
(2008); Poznan, Poland (2009); Hong Kong, China (2010); Sydney, Australia (2011);
Paphos, Cyprus (2012); Nanjing, China (2013); and Thessaloniki, Greece (2014). This
year, for a second time, WISE was held in North America, in Miami, supported by
Florida International University (FIU).

WISE 2015 hosted several well-known keynote and invited speakers. Moreover,
two tutorials were presented on the topics of building secure Web systems and
accessing the Princeton Wordnet.

A total of 171 research papers were submitted to the conference for consideration,
and each paper was reviewed by at least two reviewers. Finally, 53 submissions were
selected as full papers (with an acceptance rate of 31 % approximately), plus 17 as
short papers. The research papers cover the areas of big data techniques and applica-
tions, deep/hidden Web, integration of Web and Internet, linked open data, the
Semantic Web, social network computing, social Web and applications, social Web
models, analysis and mining, Web-based applications, Web-based business processes
and Web services, Web data Integration and mashups, Web data models, Web infor-
mation retrieval, Web privacy and security, Web-based recommendations, and Web
search.

In addition to regular and short papers, the WISE 2015 program also featured three
special sessions, including a special session on Data Quality and Trust in Big Data
(QUAT 2015), a special session on Decentralized Social Networks (DeSN 2015), and
an invited session.

QUAT is a qualified forum for presenting and discussing novel ideas and solutions
related to the problems of exploring, assessing, monitoring, improving, and main-
taining the quality of data and trust for “big data.” It provides a forum for researchers in
the areas of Web technology, e-services, social networking, big data, data processing,
trust, and information systems and GIS to discuss and exchange their recent research
findings and achievements. This year, the QUAT 2015 program featured six accepted
papers on data cleansing, data quality analytics, reliability assessment, and quality of
service for domain applications. QUAT 2015 was organized by Prof. Deren Chen, Prof.
William Song, Dr. Xiaolin Zheng, and Dr. Johan Håkansson.

The goal of DeSN 2015 was to serve as a forum for researchers or professionals
from both academia and industry to exchange new ideas, discuss new solutions, and



share their experience in the design, implementation, analysis, experimentation, or
measurement related to decentralized social networks. The DeSN 2015 program
included two invited speakers, Dr. Sarunas Girdzijauskas and Dr. Bogdan Carbunar,
and three accepted papers. The DESN 2015 co-chairs included Dr. Antoine Boutet, Dr.
Sarunas Girdzijauskas, and Dr. Frederique Laforest.

The invited session included five research papers from leading research groups.
Each invited paper featured a specific domain, with five papers covering recommender
systems, demand trend prediction in cloud computing, deep learning, database security,
and social network privacy.

We wish to take this opportunity to thank the honorary co-chairs, Prof. S.S. Iyengar
and Prof. Marek Rusinkiewicz; the tutorial and panel co-chairs, Prof. Guandong Xu
and Prof. Mitsunori Ogihara; the WISE challenge program co-chairs, Prof. Weining
Qian and Qiulin Yu; the workshop co-chairs, Prof. Hill Zhu and Prof. Yicheng Tu; the
publication chair, Prof. Hua Wang; the Local Organizing Committee co-chairs, Mr.
Carlos Cabrera and Ms. Catherine Hernandez; the publicity co-chairs, Prof. Mark
Finlayson, Prof. Giovanni Pilato, and Prof. Yanfang Ye; the registration chair, Mr.
Steve Luis; the financial co-chairs, Ms. Lian Zhang and Ms. Donaley Dorsett; and the
WISE society representative, Prof. Xiaofang Zhou. The editors and chairs are grateful
to the website and social media masters, Mr. Steve Luis and Mr. Bin Xia, for their
continuous active support and commitment, and Dr. Rui Zhou and Ms. Sudha
Subramani for their effort in preparing the proceedings.

In addition, special thanks are due to the members of the International Program
Committee and the external reviewers for a rigorous and robust reviewing process. We
are also grateful to the School of Computing and Information Sciences of Florida
International University and the International WISE Society for supporting this Con-
ference. The WISE Organizing Committee is also grateful to the special session
organizers for their great efforts to help promote Web information system research to
broader domains.

We expect that the ideas that have emerged in WISE 2015 will result in the
development of further innovations for the benefit of scientific, industrial, and societal
communities.

November 2015 Jianyong Wang
Wojciech Cellary
Dingding Wang

Hua Wang
Shu-Ching Chen

Tao Li
Yanchun Zhang
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Abstract. In this paper we present and evaluate a classification model
to group product aspects from short user comments, found as pros and
cons in consumer review websites. Because of the distinct vocabulary
used by consumers to describe the same aspects of a product, it is nec-
essary to group pros and cons to support consumers’ decision making.
For this purpose we propose a supervised classification model, consist-
ing of an ensemble classifier that combines a main text classifier (e.g.
Naive Bayes) and several string-based classifiers. Furthermore we make
use of WordNet as a domain independent ontology to detect semanti-
cally related words. Experimental results using pros and cons from five
heterogeneous product groups show, that the proposed method outper-
forms existing approaches to group pros and cons from short texts. We
also found that the reusable short comments from our sample follow a
power law distribution, that is usually present in social tagging systems.

Keywords: Aspect-oriented opinion mining · Short text · Combining
classifiers · Supervised learning

1 Introduction

The amount of user-generated opinions is steadily increasing on the Web. These
opinions are often an important source of information to support the decision
making of other consumers. A lot of opinions are expressed through customer
reviews, where users describe what they like or dislike about a product in free
text. Many research papers in the area of opinion mining have studied this type
of opinion expression.

A less studied review format is the explicit statement of pros and cons of
product aspects in the form of short comments. The main characteristic of these
comments is that they are very short, sometimes only one word. Such pros and
cons are found in consumer review websites like epinions.com or buzzillions.com.
An advantage of this format is that consumers can quickly obtain the opinion
about certain product aspects without reading a long textual review. A problem
of this type of opinion expression is that consumers are still forced to browse

c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 1–15, 2015.
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through all pros and cons to obtain the overall opinion of product aspects. Review
websites like buzzillions.com are trying to mitigate this problem, by allowing
consumers to reuse pros and cons specified by other consumers and by displaying
them in an aggregated manner (see Fig. 1).

The reuse and aggregation of pros and cons is however only partially helpful,
because consumers often use a different vocabulary to describe the same aspect.
This is illustrated in Fig. 1, where different expressions are used to describe the
same aspect, for example the comments ‘Sound’ and ‘Poor audio’. It is therefore
necessary to group all similar aspect expressions to reduce the cognitive effort
required by consumers to manually combine these expressions.

To address this problem, we present a supervised ensemble classifier to group
product aspects from short comments containing pros and cons. The ensemble
classifier consists of a main text classifier such as Naive Bayes or Support Vector
Machine (SVM) and additional string-based classifiers, that try to compensate
the weaknesses of the main text classifier. We further use WordNet [13] as a
knowledge-based measure to find semantically related words.

The remainder of this article is organized as follows. In Sect. 2, we first discuss
the related work relevant to our approach. We then present our ensemble clas-
sification model and the proposed string-based classifiers in Sect. 3. The results
of our empirical evaluation on buzzillions.com are then presented and discussed
in Sect. 4. Finally, we conclude with a summary of our contributions in Sect. 5.

Fig. 1. Overview of user-generated pros and cons for product aspects (source: http://
www.buzzillions.com, last access: 03/29/2015)

2 Related Work

The work presented in this article is related to the research areas of aspect-
oriented opinion mining and text classification. The task of aspect-based opinion
mining is to identify and extract product aspects from consumer reviews and to
determine their sentiment. According to Liu et al. the three most common review
formats for specifying product aspects are [10]:

– Format FPC - Reviewers can specify pros and cons for product aspects.
– Format FR - Reviewers can write a free text review without explicitly speci-

fying pros and cons.
– Format FRPC - A combination of FPC and FR where reviewers write a review

and additionally specify pros and cons.

http://www.buzzillions.com
http://www.buzzillions.com


Grouping Product Aspects from Short Texts Using Multiple Classifiers 3

The work in this paper addresses the grouping of product aspects specified
in the format FPC . The expression of product aspects can be either explicit or
implicit [10,14]. An example of an explicit aspect is ‘great picture quality’, where
the aspect ‘picture quality’ is part of the text. Implicit aspects on the other
hand don’t explicitly contain the aspect, for example the text ‘very expensive’,
which implicitly describes the aspect ‘price’. The recognition of implicit aspects is
especially important for the format FPC , because there is little context available.

The previous work of Carenini et al. combines a supervised and an unsuper-
vised method to group product aspects from reviews (format FR). They reuse
the unsupervised approach from Hu and Liu [6] to identify product aspects,
where primarily nouns are considered as product aspects. Implicit aspects are
not taken in consideration. Carenini et al. additionally use product taxonomies
to add knowledge about the product groups to the algorithm and make use
of WordNet to calculate the similarity between two terms. They evaluate their
method for two product groups. A weakness of their approach is that there might
not be an existing product taxonomy for every product group or that such a tax-
onomy must be modified to fit the actual use case, which is time consuming.

The work of Zhai et al. uses a semi-supervised classification model to group
product aspects from reviews (format FR). They use a Naive Bayes classifier
and an expectation maximization algorithm with additional soft-constraints. The
approach of Zhai et al. does not take implicit product aspects into account. Their
grouping algorithm assumes that valid aspect expressions are already extracted
by an existing system (e.g. [14]). The distributional context for every aspect
expression is then extracted, i.e. words surrounding the aspect expression. The
proposed window size is three, i.e. three words before and after the aspect expres-
sion (excluding stopwords) are used as context. This method of context extrac-
tion is useful for whole sentences, but less relevant for review format FPC .

Regarding the review format FRPC , the work of Guo et al. proposes an
unsupervised classification approach to group product aspects [4]. They use the
topic model Latent Dirichlet Allocation (LDA) to identify latent topics. Because
this is an unsupervised approach, only the number of clusters (topics) and not
the product groups themselves can be defined. The approach doesn’t consider
implicit aspects for grouping. According to the findings of Chen et al., the use
of topic models is rather inappropriate for shorter texts [2], therefore we did not
consider topic models for the review format FPC .

An approach to group aspects from short pros and cons (review format FPC)
is proposed by Lu et al. [11]. They use clustering to group short user comments
from the online auction website eBay.com. The considered aspects are however
not product aspects, but aspects describing a seller or buyer. Lu et al. limit the
number of clusters to 8, which is not appropriate for grouping product aspects,
because there are often more than 8 aspects relevant for a product category.

The work that is most related to our work comes from Liu et al. [10] and
addresses the extraction and grouping of product aspects from pros and cons
(review format FPC). Their approach is based on natural language processing
(NLP) and uses a supervised rule mining approach to extract product aspects
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from pros and cons. Their method for grouping synonyms uses WordNet and
is relatively conservative, yielding an F1-score of 68.42 % (100 % precision and
52 % recall). We compare the results of Liu et al. with our results in Sect. 4.3.

3 Classification Model

3.1 Overview

Some works described in the previous section use an unsupervised classification
approach to group product aspects. For our classification model however we use
a supervised approach, because we argue that a user participation is essential to
create meaningful product categories. This view is in line with Carenini et al. [1]
and Zhai et al. [16], who also state that user participation and the inclusion of
existing knowledge is needed for a meaningful aspect grouping.

The classification problem in our work can be seen as an ontology matching
problem. The user-generated pros and cons can be considered as an uncontrolled
vocabulary, whereas the predefined product aspects can be viewed as a controlled
vocabulary or a lightweight ontology. This is illustrated in Fig. 2. When the reuse
of existing pros and cons is possible (as shown in Fig. 1), the resulting short
texts are comparable to social tags in social tagging systems. The uncontrolled
vocabulary can then be seen as a user-generated taxonomy or folksonomy [5]. In
a previous work we have already proposed a concept called Rated Tags, which
allows the specification of product aspects as rateable tags, and evaluated it in
a study in regard to the decision support of customers [8].

Fig. 2. Classification problem – transforming user-generated comments into predefined
product aspects
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Because we are using a supervised classification, we consider a set of classes
C that represent the product aspects. A document set D contains all documents,
whereas every document di is assigned a class cj . For the classification process,
the document set D is split into a training set L and a test set U , whereas the
class information is withheld from the classifier in U . Each document di consists
of a set of terms Ti and a sentiment si. Combining all terms of the training set
L results in the vocabulary V (see Eq. 1).

V =
|L|⋃

i=1

Ti (1)

This results in a word vector Zi of length |V | for every document di. We argue
that for short texts it is sufficient to denote only the occurrence or non-occurrence
of a word. Therefore every vector Zi can be considered as a binary vector, where
zik = 1 if vk ∈ Ti and zik = 0 otherwise.

For our final vector we also take the sentiment of a document into consid-
eration. As an example we take two classes c1 and c2, where documents of the
former are rated mostly positively and the latter mostly negatively. If a doc-
ument with a positive sentiment is to be classified, we consider it more likely
that the document belongs to class c1 than to class c2. To express this, we add
a binary attribute si to our word vector, that contains the value 0 for negative
sentiments and the value 1 for positive sentiments. This results in a binary fea-
ture vector F with length |V | + 1. To illustrate this, we consider two documents
l1 and l2, where l1 describes a con with the text ‘blurry picture quality’ and l2
describes a pro with the text ‘great sound quality’. The resulting vocabulary V
and the feature vectors F1 and F2 are displayed in Table 1.

Table 1. Exemplary feature vectors

V blurry picture quality great sound

Fi Zi si

F1 1 1 1 0 0 0

F2 0 0 1 1 1 1

3.2 Ensemble Classifier

The main part of the classification model is an ensemble classifier, that is com-
posed of a set of several classifiers K. Previous works have shown that the com-
bination of different classifiers can improve the classification result [9,15]. Our
model consists of a main text classifier and several string-based classifiers, which
try to compensate the weaknesses of the main classifier. For the combination of
the individual classifier results it is important how the classifiers output their
results. In regard to this, Xu et al. state the following three output levels [15]:
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– Abstract level: outputs only a final class.
– Rank level: outputs a ranking of classes, beginning with the most likely.
– Measurement level: outputs the probabilities for each class.

Our model uses the measurement level, which provides the most details for
the classification results [15]. Therefore the requirement for each classifier kn
is to return a vector of probabilities Pknum

of length |C| for any unclassified
document um. We then take the average of all classifier probabilities to find the
average probability of a class ci, resulting in a vector Ω(um) containing all the
probabilities for each class (see Eqs. 2 and 3).

η(ci, um) =
1

|K| ·
|K|∑

n=1

Pknum
(ci) (2)

Ω(um) = (η(c1, um), η(c2, um), ..., η(c|C|, um)) (3)

Finally, we determine the classes with the maximal average probability (see
Eq. 4). If two or more classes have equal probabilities, the ensemble classification
function γE(um) outputs the first class of the candidate set Xum

.

Xum
= {ci | ci ∈ C ∧ η(ci, um) = arg max Ω(um)}

γE(um) = xum1

(4)

3.3 Augment Main Classifiers with WordNet

As a main classifier for text classification we propose Naive Bayes or Support
Vector Machine (SVM). While Naive Bayes is relatively efficient and easy to
implement, SVM can be seen as the current state of the art classifier for text
classification. A drawback of SVM is its implementation complexity. When using
a Naive Bayes classifier we propose the use of a multivariate Bernoulli Naive
Bayes, instead of the usually for text classification used Multinomial Naive Bayes
approach, because it performs better on short texts [12].

To support the main classifier, which relies on the feature vector, we propose
the use of the lexical database WordNet. The shortness of the user-generated pros
and cons can limit the performance of the main classifiers, for example when an
unclassified document contains only one word, which is also not present in the
vocabulary V . To support such scenarios we identify all words of an unclassified
document um that are not in the vocabulary, i.e. ∃t ∈ Tm : t /∈ V , and replace
them with semantically related words, that are in the vocabulary.

The first step is to use a part-of-speech (POS)-tagger to identify the POS
for the words of a document that are not in the vocabulary. This is required
in order to use WordNet. For every term, we retrieve all senses of the word
from WordNet, i.e. we do not perform a word-sense disambiguation. For every
word-sense, we collect all its semantic relations (called synsets in WordNet), e.g.
synonyms, antonyms etc. If a word from these semantic relations is contained
in the vocabulary, it is used instead of the original word. If no related word is
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found, the original word remains unchanged (see Algorithm 1). This approach is
especially helpful to detect synonymous implicit aspects, which are often appear
as adjectives.

Algorithm 1. Replace unknown words in the vocabulary based on WordNet
1: procedure augmentDocument(d, V )
2: taggeddocument = tagDocumentWithPOS(d)
3: wordtokenlist = tokenizeToWords(taggeddocument)
4: for each word in wordtokenlist do
5: if word /∈ V then
6: candidate = findWordNetCandidate(word, V )
7: if candidate �= NULL then
8: word = candidate // replace word

9: Return wordtokenlist
10:
11: procedure findWordNetCandidate(wordWithPOS, V )
12: synsets = findSynSets(wordWithPOS)
13: for each synset in synsets do
14: for each synword in synset do
15: if synword ∈ V then
16: Return synword

17: Return NULL

3.4 String-Based Classifiers

Additionally, we propose the use of different string-based classifiers to compen-
sate for the weaknesses of the main text classifier. Based on the vector model,
the main classifier treats word pairs like ‘big’ and ‘bigger’ as well as ‘picture’
and the misspelled word ‘pitcure’ as two different features. String-based classi-
fiers on the other hand operate on strings or string parts and not on the vector
model and are thus able to detect word similarities on character level. We pro-
pose three complementary string-based classifiers to determine the similarity of
two texts, which are expressed as sets of terms Tx and Ty, where every term txi

is compared to every term tyj
.

The first classifier checks if a part of txi
is contained in tyj

and vice versa.
This is shown in Eq. 5, where λtxi

,tyj
denotes the similarity function.

λtxi
,tyj

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

|txi
∩ tyj

|
|tyj

| if |txi
| ≤ |tyj

|, txi
∈ tyj

|txi
∩ tyj

|
|txi

| if |txi
| > |tyj

|, tyj
∈ txi

0 otherwise

(5)

While the above classifier only checks for strings that are fully contained
in another string, the second proposed classifier checks for partly overlapping
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strings. To avoid too many false positives, a constraint is that the compared
strings must begin with the same characters, for example the strings ‘easy’ and
‘ease’. The similarity function is shown in Algorithm 2.

Algorithm 2. Similarity for strings starting with the same characters
1: procedure CommonStartSimilarity(s1, s2)
2: commonchars = 0
3: for i = 1 to Min(|s1|, |s2|) do
4: if s1i == s2i then // i is the i-th character
5: commonchars = commonchars + 1
6: else
7: Exit For
8: Return commonchars / Max(|s1|, |s2|)

The final string-based classifier is based on the Levenshtein-distance, a well
known edit distance. The use cases for this classifier are especially misspelled
words like ‘pitcure’ instead of ‘picture’. The edit distance of two strings txi

and
tyj

is expressed by the distance function δ(txi
, tyj

). Again, to avoid too many
false positives we use a very conservative setting for this classifier. We only treat
two strings as similar, if their edit distance is at most one. An edit distance is
calculated as the number of edit operations, whereas an edit operation is either
the insertion, replacement, deletion or transposition of characters. To calculate
the similarity of two strings, we normalize the result of the distance function
with respect to the shortest string and subtract it from 1 (see Eq. 6).

λtxi
,tyj

=

⎧
⎨

⎩
1 − δ(txi

, tyj
)

Min(|txi
|, |tyj

|) if Min(|txi
|, |tyj

|) > 0, δ(txi
, tyj

) ≤ 1

0 otherwise
(6)

For the integration into the ensemble classifier, each string-based classifier
returns a vector of probabilities of length |C|. For that, an unclassified document
um is compared to each training document li. The similarity between um and li
is treated as the probability that um belongs to the class ci of li.

To optimize the quality of the above string-based classifiers, we calculate the
optimal similarity threshold τ in the learning phase of the classifiers. For that,
we compare all training documents L with each other and store the similarity λ
for each pair. We further store the variable ε, which denotes whether the classes
of the compared documents are equal or not, where ε = 1 for equal classes and
ε = 0 otherwise. This results in a set O of length n, where n equals the number of
comparisons, i.e. n = |L|2−|L|

2 , O = {(λ1,2, ε1,2), (λ1,3, ε1,3), ..., (λn−1,n, εn−1,n)}.
To determine the threshold τ where the classifier performs best, we calculate

the F1-score for each similarity and return the similarity with the maximal F1-
score. This is shown in Algorithm 3 (the abbreviations TP, FP and FN stand
for True Positive, False Positive and False Negative respectively). The threshold
τ is then later used in the classification phase. Only similarity results exceeding
τ , i.e. λ ≥ τ , will be taken into consideration.
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Algorithm 3. Determine similarity threshold τ where F1-score is maximal
1: procedure GetBestSimilarityThreshold(O)
2: τ = 0.0;maxF1 = 0.0
3: for each similarity in Oλ do
4: TP = 0;FP = 0;FN = 0
5: for each (λ, ε) in O do
6: if ε == 1 then
7: if λ ≥ similarity then
8: TP = TP + 1
9: else
10: FN = FN + 1

11: else if λ ≥ similarity then
12: FP = FP + 1

13: F1 = calculateF1() // based on TP, FP and FN
14: if F1 > maxF1 then
15: maxF1 = F1
16: τ = similarity

17: Return τ

3.5 Preprocessing

To reduce and normalize the feature vector, we propose the following preprocess-
ing activities. First, special characters were removed, hyphens were replaced by
white space and all characters were lowercased. Then the text was tokenized to
process individual words. Stopwords (e.g.‘the’, ‘of’ etc.) were removed from the
text. For normalization purposes, we determined the lemma for each word with
the help of WordNet and used the Porter-stemmer1 as stemming algorithm.

The above steps can be considered as basic preprocessing activities for text
classification. We additionally added problem-specific preprocessing steps.
Because pros and cons often contain adjectives describing the quality of an
aspect, we removed negation prefixes to normalize these adjectives. For that, we
used the regular expression ˆ(un|il|im|ir|in|dis|mis|non)(\w+)$ to detect pos-
sible candidate words. For every candidate, we used WordNet to check whether a
word without the prefix exists, for example the word ‘reliable’ for the candidate
‘unreliable’. If such a word exists, we removed the prefix from the candidate
word. We further removed neutral adjectives (e.g.‘good’, ‘bad’ etc.), because we
argue that they are too generic and can be misleading for text classification. For
example ‘good sound’ and ‘good picture’ are not related, but both contain the
neutral adjective ‘good’.

4 Empirical Evaluation

4.1 Methodology

As the source for our sample data, we chose the consumer review website buzzil-
lions.com, which provides more than 17 millions reviews2 from different product
1 http://tartarus.org/martin/PorterStemmer, last access: 03/15/2015.
2 http://www.buzzillions.com/about, last access: 03/16/2015.

http://tartarus.org/martin/PorterStemmer
http://www.buzzillions.com/about
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categories. Buzzillions.com allows consumers to create reviews in free text and to
additionally specify and reuse pros and cons. In our study we are however only
interested in the user-generated pros and cons. As mentioned in Sect. 3.1, these
reusable pros and cons are comparable to social tags. Therefore we subsequently
use the term tags as a generic term for pros and cons.

For the extraction of the sample tags, we chose the following five heteroge-
neous product categories:

– Digital camera
– GPS device
– TV
– Running shoes
– Baby seat (car)

For every category, we ordered the products from the website buzzillions.com
descending by the number of customer reviews. From the most reviewed products
we then randomly chose six products for each category. We developed a web
crawler that automatically iterates through all reviews and extracts all pros
and cons (if present). After the extraction of the tags it had shown, that the
categories ‘shoes’ and ‘baby seat’ had significantly fewer distinct tags. Therefore
we selected another six products for each of these categories based on the above
mentioned method and added them to the previously extracted tags.

The final numbers of the extracted tags for each category are displayed in
Table 2. For the evaluation only the distinct tags are relevant. However, the total
number of tags is also interesting, because it shows that consumers tend to reuse
existing tags and that the degree of reuse depends on the respective category.

Table 2. Overview for the extracted tags and assigned classes

Category Distinct tags Total tags Number of classes

Camera 939 5203 23

GPS 1419 15016 21

TV 1480 7861 23

Shoes 947 20473 15

Baby seat 441 15778 13

Total 5226 64331 95

To later determine the performance of our classifier, it was necessary to
manually classify every tag, i.e. a single class was assigned to every tag. This
process is also called the creation of a gold standard or ground truth [12]. In order
to do that, we created several classes for each product category (see Table 2). It
must be noted that the creation of such classes is always of subjective nature and
that different web providers might choose finer or coarser classes. The maximal
number of classes for a category was 23. This number might seem high, but it is
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not uncommon as the study of Zhai et al. shows, where the category ‘vacuum’
contains even 28 classes [16].

For the evaluation of the classifier, we used the typical metrics, namely preci-
sion, recall and F1-score. These are based on the number of true positives (TP),
false positives (FP) and false negatives (FN ). The formulas for precision (P),
recall (R) and F1-score are shown in Eqs. 7, 8 and 9 respectively.

P =
TP

TP + FP
(7)

R =
TP

TP + FN
(8)

F1 = 2 · P · R

P + R
(9)

We report the macro-average precision, recall and F1-score weighted by class
size, i.e. these metrics were calculated per class and then averaged with respect
to the number of instances per class. For the determination of the these metrics,
we used a 10-fold stratified cross validation. In a k-fold cross validation, the
document set is randomly split into k subsets (here k = 10), where k −1 subsets
are used as a training set and the remaining subset is used as test set. The
evaluation process is executed k times where each of the k subsets is used once as
test set. The cross validation was executed based on the data mining framework
WEKA3 in the version 3.6.12. The used baseline classifiers Bernoulli Naive Bayes,
Multinomial Naive Bayes and Support Vector Machine (SMO algorithm) were
also taken from WEKA4.

4.2 Results

The results of the 10-fold cross validation are shown in Tables 3 and 4. Table 3
shows the baseline results, i.e. the results of the main text classifiers with basic
preprocessing. Table 4 on the other hand shows the results for the proposed
ensemble classifier, including the problem-specific preprocessing (see Sect. 3.5).
The SVM-classifier achieved the highest average F1-score for the baseline as well
as in combination with the ensemble classifier. The application of the ensemble
classifier increased the F1-score of SVM from 74.67 % to 79.82 %, which is a
relative increase of 6.9 %.

The average performance of the Bernoulli Naive Bayes is little worse than
SVM, but outperforms the Multinomial Naive Bayes. However, through the com-
bination of the Multinomial Naive Bayes with the string-based classifiers, the
results are very close to the Bernoulli Naive Bayes. The relative increase of the
F1-score for Bernoulli Naive Bayes was 11.15 %, while the relative increase for
the Multinomial Naive Bayes was 39.62 %, compared to the baseline results. A
graphical comparison of the baseline and the ensemble classifier in regard to
their average F1-score is shown in Fig. 3.
3 http://www.cs.waikato.ac.nz/ml/weka/ (last access: 03/16/2015).
4 http://weka.sourceforge.net/doc.dev/weka/classifiers/Classifier.html (last access:
03/16/2015).

http://www.cs.waikato.ac.nz/ml/weka/
http://weka.sourceforge.net/doc.dev/weka/classifiers/Classifier.html
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Fig. 3. Comparison of the average F1-scores of the main text classifiers (baseline) and
the ensemble classifier (MNB = Multinomial Naive Bayes, BNB = Bernoulli Naive
Bayes, SVM = Support Vector Machine)

Additional to the classification results, we also analyzed the reuse of tags
(pros and cons). We discovered that the distribution of the tags follows a power
law distribution as shown in Fig. 4. We limited the number of distinct tags in
Fig. 4 to 60 to ensure readability. Figure 4 shows that most categories have a
stable (dominating) set of 10 to 20 tags. The remaining tags are mostly used
once and form the long tail. To the best of our knowledge there is no existing
work that shows that user-generated opinions (tags) in the form of pros and cons
follow a power law distribution. Most existing research in this area only studied
traditional tagging systems, for example the study of the social bookmarking
service Delicious.com from Dellschaft and Staab [3].

4.3 Discussion

The results of the proposed ensemble classifier are promising. The classifier
achieved higher F1-scores for all heterogeneous categories than the baseline clas-
sifier. For the category ‘GPS’, the classifier performed worst. After analyzing the
data we assume that the reason for this is that a very heterogeneous vocabulary
was used in this category to describe the same aspect. Some exemplary comments
from our sample are ‘Crazy routes’, ‘Sometimes just wrong’ or ‘Says street after
passing’. Such a descriptive vocabulary makes classification very hard.

As mentioned in Sect. 2, our work is comparable to the work of Liu et al.
[10]. Their conservative grouping approach achieves a precision of 100 %, a recall
of 52 % and therefore a F1-score of 68.42 %. The proposed ensemble classifier
achieved an F1-score of 79.82 % and therefore outperforms the approach of Liu
et al. However, both studies are not directly comparable, because they do not
use the same sample. Additionally, Liu et al. only state that they “manually
tagged a large collection of reviews” [10], but do not specify a concrete number.
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Fig. 4. Presence of a long tail, based on the usage of opinionated tags

Furthermore, compared to the heterogeneous sample in our study, their approach
was only evaluated for electronic goods.

To evaluate the performance of our string-based classifiers, we compared
them with the approach of Islam and Inkpen [7], who proposed three string-
based classifiers for short text classification. We implemented these algorithms
and used them instead of our proposed string-based classifiers as part of the
ensemble classifier. This resulted in an average F1-score of 78.15 %, which is a
little less than the F1-score of 79.82 %, which was achieved by using our string-
based classifiers. Because short text classification is a difficult problem, we argue
that even such a small improvement is a notable contribution.

5 Conclusion

This paper proposed the combination of several classifiers to group product
aspects from very short texts in the form of pros and cons. We evaluated the
approach with a sample from five heterogeneous product groups from the review
website buzzillions.com. The F1-scores of our classification model were superior
to the baseline and outperformed existing approaches. The evaluation showed,
that the Naive Bayes classifiers achieved an F1-score that is comparable to the
SVM-classifier, when combined with the proposed string-based classifiers. Fur-
thermore, our sample showed that the reuse of pros and cons resulted in a power
law distribution, that is typically present in social tagging systems.
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Abstract. With the rapid proliferation of the GPS-equipped devices, a
myriad of trajectory data representing the mobility of the various moving
objects in two-dimensional space have been generated. In this paper, we
aim to detect the anomalous trajectories from the trajectory dataset and
propose a novel time-dependent popular routes based algorithm. In our
algorithm, spatial and temporal abnormalities are taken into considera-
tion simultaneously to improve the accuracy of the detection. For each
group of trajectories with the same source and destination, we firstly
design a time-dependent transfer graph and in different time period,
we can obtain the top-k most popular routes as reference routes. For
a pending inspecting trajectory in this time period, we will label it as
an outlier if has a great difference with the selected routes in both spa-
tial and temporal dimension. To quantitatively measure the “difference”
between a trajectory and a route, we propose a novel time-dependent dis-
tance measure which is based on Edit distance in both spatial and tem-
poral domain. The comparative experimental results with two famous
trajectory outlier detection methods TRAOD and IBAT on real dataset
demonstrate the good accuracy and efficiency of the proposed algorithm.

Keywords: Outlier detection · Time-dependent popular route · Trajec-
tory pattern mining

1 Introduction

In recent years, the booming development of GPS-equipped portable devices has
helped us gathering a huge amount of trajectory data. According to a report of a
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data research organization in China, there are about 66, 000 taxis in Beijing and
about 1, 900, 000 passengers each day. Each carry generates one trajectory and
there are about 69 million trajectories in one single year. Such a big dataset can
help us understanding the cabbies’ driving behavior, the city’s traffic condition
and so on. On this background, extensive researchers are encouraged in trajec-
tory pattern mining, such as life pattern mining [1,2], popular routes discovering
[3,4], transportation mode mining [5].

Trajectory outlier detection (TOD) is also a popular research topic in tra-
jectory pattern mining. According to J. Han et al. [6], an outlier means a data
object that is grossly different from or inconsistent with the remaining set of
data. The trajectory outlier means a trajectory that has a great difference with
most other trajectories in terms of some similarity metric.

Some TOD algorithms have been proposed. Each algorithm addresses cer-
tain aspects of abnormality. Among these TOD algorithms, the first impressive
method is TRAOD (TRAjectoy Outlier Detection) [7], which firstly splits a
trajectory into many trajectory partitions and then compares each trajectory
partition with its neighbors to determine whether it is an outlying portion or
not. The main advantage of TRAOD lies in the ability to detect outlying sub-
trajectories. But because of its sub-trajectory detection strategy, TRAOD has a
high time complexity of O(n2). Moreover, the detected result of TRAOD may
be influenced by irrelated trajectories because it detects outliers in the whole
dataset, as shown in Fig. 1. Recent years, another impressive method is IBAT
(Isolation Based Anomalous Trajectory detection) [8]. IBAT focuses on the test
trajectory and tries to separate it from the reset trajectories by randomly select-
ing points solely from the test trajectory. IBAT is more efficient than TRAOD
because IBAT does not need to partition the trajectory and the time complex-
ity is O(n). But IBAT has a same insufficiency with TRAOD: both of them
do not have enough attention on the travel time (departure time, arrival time
and ongoing time). TRAOD does not take the time constraint into account and
IBAT just assumes the travel time of the trajectories to be detected are in the
same time range but there is no in-depth analysis in IBAT.

Taking the travel time into account can ensure more accurate detection result.
Figure 2 shows an example of two groups of trajectories between two areas in
different time. τo and τn are two trajectories that walk the same path. But τo is
an outlier while τn is not because traffic condition changes over time. In other
words, outliers’ pattern is not static and usually changes with the time. To detect
the time-dependent outliers, this paper proposes a novel TOD algorithm called
time-dependent popular routes based trajectory outlier detection (TPRO).

TPRO detects outliers with the help of the popular routes. The popular
routes represent the most trajectories’ pattern, so it is a reasonable solution
to detect outliers based on the popular routes. As we mentioned above, TPRO
focuses on detecting the time-dependent outliers. So time-dependent popular
routes are involved to achieve this goal.

TPRO does not partition the trajectories because when facing with a large
dataset, efficiency is the first priority while sub-trajectory detection is time-
consuming. Given a trajectory dataset, in order to eliminate the influence of
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Fig. 1. A set of trajectories where Si is
the source area and Di is the destina-
tion area. The S2 → D2 dashed curve is
actually a trajectory outlier. But each
subpart of it has enough closed neigh-
bors because of being deceived by S1 →
D1 and S3 → D3 trajectories. TRAOD
cannot identify this kind of outlier.

Fig. 2. Two groups of trajectories
which start from S and end at D in
different time. τo is an outlier in 8 :
00am ∼ 9 : 00am because it has a great
difference with other trajectories dur-
ing this time. But the traffic condition
changes when 5 : 00pm ∼ 6 : 00pm.
τn, walking the same path with τo, is a
normal trajectory.

irrelevant trajectories, TPRO divides trajectories with the same source and desti-
nation (we call them relevant trajectories) into the same group. Then the dataset
can be divided into many groups and detection is token group by group. Dur-
ing the detection, if a trajectory has a great difference with the popular routes
during its travel time, this trajectory is classified as an outlier.

Despite that the meaning of the outlier is easy to understand, it is nontrivial
to detect outlier based on the time-dependent popular routes. There are mainly
two challenges in TPRO:

1. Each trajectory will be compared with its corresponding popular routes to
judge whether it is an outlier or not. So given a trajectory (assume its depar-
ture time is ts and arrival time is td), TPRO should efficiently retrieve the
corresponding popular routes during the time of ts ∼ td.

2. When calculating the difference between a trajectory and its corresponding
popular routes, not only the spatial info but also the temporal info (departure
time, arrival time and ongoing time) should be taken into account.

In response to the first challenge, a time-dependent transfer graph is con-
structed in TPRO. This graph records how many trajectories have passed
through each road in different time. With the help of the time-dependent trans-
fer graph, TPRO can efficiently retrieve the top-k most popular routes in a user
specified time range. And TPRO also puts forward the time-dependent edit dis-
tance to address the second challenge. The time-dependent edit distance not only
takes the spatial distance into account but also considers the temporal distance.
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The main contributions of this paper are as follows:

1. This paper presents a time-dependent popular routes based trajectory outlier
detection algorithm, which takes both spatial and temporal abnormality into
consideration and gives us a new solution in trajectory outlier detection.

2. We put forward an efficient popular routes query method in TPRO, which
can efficiently retrieve the popular routes during a user specified time range.

3. We provide a real trajectory dataset in which the outliers have been labelled
by user study.

The rest of this paper is organized as follows. A formal definition of our
problem is given in Sect. 2. Section 3 gives a detailed statement of our solution
and Sect. 4 shows our experiment’s result. Section 5 gives a brief introduction of
the related work. At last, a conclusion is given in Sect. 6.

2 Problem Definition

This part presents some prior definitions and gives a formal definition of the
problem this paper focuses on.

Definition 1 (Raw Trajectory). A raw trajectory τ̃ is a time-ordered sequence
of sampled points: τ̃ = (p̃1, p̃2, p̃3, ..., p̃x). Each sampled point p̃i is represented
by 〈l̃i, t̃i〉 where l̃i is a geographic coordinate and t̃i is the sampling time.

It is hard to find a common path from a group of raw trajectories because
of the discrete sampled points. So this paper preprocesses the dataset and map
each raw trajectory into the road network to get a mapped continuous trajectory.

Definition 2 (Road Network). A road network is a directed graph G = (V,E)
where V is a set of vertices representing road intersections and E is a set of
edges representing road segments.

We use vi to represent a certain vertex in G. If vi and vj are two endpoints
of a certain edge, then we have ϕ(vi, vj) = 0. If the edge’s direction is vi → vj ,
then it can be denoted as ei

j . Otherwise, the edge can be denoted as ej
i .

Definition 3 (Mapped Trajectory). A mapped trajectory τ is a sequence of time-
ordered road network locations. It can be denoted as τ = (p1, p2, p3, ..., pm). Each
road network location pi is represented as 〈vi, ti〉 where vi a certain vertex in the
road network and for all i ∈ {1, 2, 3, ...,m−1} that ϕ(vi, vi+1) = 0. And ti is the
time τ passes vi.

Henceforth, we will only deal with the mapped trajectories. So for simplicity,
we will drop the mapped qualifier. Thus trajectory in the rest of the article
is short for mapped trajectory. After giving a definition of the trajectory, the
time-dependent route is defined as follows.



20 J. Zhu et al.

Definition 4 (Time-Dependent Route). A v1 → vm time-dependent route is
denoted as γ = (pf1, pf2, pf3, ..., pfm) and each pfi ∈ γ is represented as 〈vi, t̄i,
freqi〉 where vi represents a certain vertex in the road network and for all
i ∈ {1, 2, 3, ...,m − 1} that ϕ(vi, vi+1) = 0. Meanwhile, freqi means how many
trajectories have pass through vi and t̄i is the average pass time.

For simplicity, the time-dependent qualifier will be dropped and route is short
for time-dependent route in the rest of this paper. After giving a definition of
the trajectory and the route, trajectory route distance function is put forward
to indicate the difference degree between a trajectory and a route.

Definition 5 (Trajectory Route Distance Function). A trajectory route distance
function δ(τ, γ) is a formula that can give a difference score between τ and γ.

Based on above definitions, we give a formal definition of the outlier and the
problem this paper focuses on next.

Definition 6 (Outlier). Given a trajectory τ , a route set R = {γ1, γ2, ..., γk}, a
trajectory route distance function δ and an anomalous score threshold θ, we can
calculate the trajectory’s anomalous score

sτ =
k∑

i=1

wγi
· δ(τ, γi) (1)

where wγi
is the popularity weight of γi among the route set R. If sτ > θ, then

we say that τ is a θ-outlier on R and δ.

Problem: Given a trajectory dataset T , a route distance function δ and an anom-
alous score threshold θ, we need to get a trajectory set T

′
= {τ1, τ2, ..., τn} that

satisfies: for all τi ∈ T
′
, τi is a θ-outlier on its corresponding popular routes and δ.

3 TPRO Algorithm

This section introduces how TPRO solves the problem proposed above. Given a
trajectory dataset, to eliminate influence of irrelevant trajectories, TPRO first
divides the trajectories into the many groups according to their source and des-
tination. Then after trajectory grouping, the detection is taken for each group
respectively. In each group, we firstly construct a time-dependent transfer graph
from the trajectories. Then with the help of this graph, the time-dependent pop-
ular routes querying can be more efficient. At last, we use a time-dependent edit
distance based trajectory route distance function to judge whether a trajectory
is an outlier or not.
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3.1 Dataset Grouping

The source vertex and destination vertex of a trajectory τ is represented as τ.s
and τ.d. If we adopt the strategy that only trajectories starting at same vertex
and ending at same vertex can be gathered into one group, we will find that
each group has few trajectories. So we put forward the grid-equal-to relation to
enlarge the particle size of source area and destination area.

Definition 7 (Grid-Equal-To Relation). Given two number m, n, we can split
the road network G into m×n size-equal grids. For two vertices vi, vj, if vi and
vj fall into the same grid, then we say that vi is m-n-grid-equal-to vj. It can be
denoted as o(G,m, n, vi, vj) = 1.

For two certain trajectories τi and τj , after given the grid number m and n,
if o(G,m, n, τi.s, τj .s) = 1 and o(G,m, n, τi.d, τj .d) = 1, they will be divided into
the same group.

3.2 Construction of Time-Dependent Transfer Graph

After a certain group of trajectories with the same source and destination are
mapped into the road network, we can get a subgraph of the road network (Fig. 3
shows an example of this subgraph). And for each vertex in this subgraph, we
use a vertex frequency table (i.e. the table beside each vertex in Fig. 3) to record
how many trajectories have pass through each vertex in different time range.
This subgraph is called the time-dependent transfer graph (TTG).

Fig. 3. An example of TTG. vs is the source and vd is the destination. Each table
beside the vertex vi is called vertex frequency table of vi.

Form Fig. 3, we can see that the vertex frequency tables in TTG are in the
same time interval (30 min in this example). This time interval is called TTG
time interval and is denoted as Δt.
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With the help of these vertex frequency tables, we can easily estimate how
many trajectories have pass through a certain vertex during a user specified time
range. For example, we can infer that there are 26 trajectories (8 trajectories
during 8 : 00am ∼ 8 : 30am and 18 trajectories during 8 : 30am ∼ 9 : 00am)
have passed through v1 during 8 : 00am ∼ 9 : 00am. In some cases, the use
specified time range does not fully cover the vertex frequency table time ranges.
Such as, what if we wan to know that how many trajectories have passed through
v1 during 8 : 10am ∼ 9 : 00am. From the TTG, we can know that there are
18 trajectories have passed through v1 during 8 : 30am ∼ 9 : 00am, but we
cannot infer how many trajectories during 8 : 10am ∼ 8 : 30am directly. In such
situation, we multiply the trajectories number by the proportion of the covered
time range. Thus, the trajectories during 8 : 10am ∼ 8 : 30am is

8 × 8 : 30am − 8 : 10am

8 : 30am − 8 : 00am
= 8 × 20min

30min
≈ 5

Obviously, more smaller the TTG time interval is, more accurate the inferred
number is. But the space cost and time cost will increase.

And from the TTG in Fig. 3, we can also infer the average pass time of a
certain vertex during a user specified time range. For example, there are 5 and 18
trajectories have passed through v1 during 8 : 10am ∼ 8 : 30am and 8 : 30am ∼
9 : 00am respectively. So the average pass time during 8 : 10am ∼ 9 : 00am is

5 × 8:10am+8:30am
2 + 18 × 8:30am+9:00am

2

5 + 18
≈ 8 : 40am

3.3 Retrieving Time-Depended Popular Route

For a trajectory τ to be tested, TPRO compares it with the popular routes
during ts ∼ td (ts represents the departure time and td represents the arrival
time) to judge if it is an outlier. So this paragraph explains how to query the
time-dependent popular routes with the help of TTG.

Assume that ts = 8 : 00am and td = 9 : 00am, we should find the top-k
most popular routes during this time. First of all, we can traverse the TTG and
calculate each vertex’s trajectories number and the average pass time during
ts ∼ td. Then all possible routes during ts ∼ td are got as follows:

– γ1 = (〈vs, 8 : 33am, 52〉, 〈v1, 8 : 36am, 26〉, 〈v3, 8 : 41am, 22〉,
〈vd, 8 : 45am, 29〉)

– γ2 = (〈vs, 8 : 33am, 52〉, 〈v4, 8 : 40am, 17〉, 〈vd, 8 : 45am, 29〉)
– γ3 = (〈vs, 8 : 33am, 52〉, 〈v2, 8 : 38am, 8〉, 〈vd, 8 : 45am, 29〉)

Now that all routes have been got, we should judge which route is more
popular. Inspired by Luo et al. [9], the route popularity and more-popular-than
relation are proposed as follows.

Definition 8 (Route Popularity). The popularity of a certain route γ = (pf1,
pf2, pf3, ..., pfm) can be represented as an ordered frequency sequence: ργ =
(freqj1 , freqj2 , freqj3 , ..., freqjm), where:
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1. {freqj1 , freqj2 , freqj3 , ..., freqjm} ⇔ {pf1.freq, pf2.freq, pf3.freq, ...,
pfm.freq}

2. freqj1 ≥ freqj2 ≥ ... ≥ freqjm

Definition 9 (More-Popular-Than Relation). For two routes γ and γ
′
, assume

their popularity sequences are ργ = (freqj1 , freqj2 , freqj3 , ..., freqjm) and ργ′ =
(freq

′
j1

, freq
′
j2

, freq
′
j3

, ..., freq
′
jn

). If one of the following statements holds:

– ργ is prefix of ργ′
– or there exists a number q ∈ {1, 2, 3, ...,min(m, n)} such that:

1. freqjx = freq
′
jx

for all x ∈ {1, 2, 3, ..., q − 1}, if q > 2.
2. freqjq > freq

′
jq

then we say γ is more-popular-than γ
′
, denoted as γ 
 γ

′
.

According to Definitions 8 and 9, we have that ργ1 = (52, 29, 26, 22), ργ2 =
(52, 29, 17) and ργ3 = (52, 19, 8). Obviously, ργ1 
 ργ2 
 ργ3 . It means that γ1 is
more popular than γ2 and γ2 is more popular than γ3. Assume that k = 2, then
the top-k most popular routes during 8 : 00am ∼ 9 : 00am are γ1 and γ2.

Luo et al. has proved that the selected popular routes by this method satisfy
three key properties: suffix-optimal (i.e., any suffix of the popular route is also
popular), length-insensitive (i.e., popular does not mean the shorter/longer the
better), and bottleneck-free (i.e., popular routes should not contain infrequent
vertices or edges) in [9].

3.4 Outlier Detection

After the top-k popular routes got, we compare the trajectory with each popular
route. As we known, edit distance can represent two sequences’ difference degree.
But trajectory (or route) is not just vertex sequence, it also carries the temporal
information. So we propose a time-dependent edit distance based trajectory
route distance function to handle this problem.

Assume τ−1 = (p1, p2, p3, ..., pm−1) is a sub-trajectory of τ = (p1, p2, p3, ..., ,
pm−1, pm) after remove the last point pm. And γ−1 = (pf1, pf2, pf3, ..., pfn−1) is
prefix of γ = (pf1, pf2, pf3, ..., pfn−1, pfn) after remove the last tuple pfn. The
trajectory route distance function in TPRO is defined as a recursive equation:

δ(τ, γ) = Min

⎧
⎪⎨

⎪⎩

δ(τ−1, γ) + delete cost(pm)
δ(τ, γ−1) + delete cost(pfn)
δ(τ−1, γ−1) + replace cost(pm, pfn)

(2)

where

delete cost(pm) =

{
0.5, m < 2 or pm.v �= pm−1.v

0, otherwise

+

{
0.5, m < 2 or |pm.t − pm−1.t| > Δt

0, otherwise

(3)
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delete cost(pfn) =

{
0.5, n < 2 or pfn.v �= pfn−1.v

0, otherwise

+

{
0.5, n < 2 or |pfn.t̄ − pn−1.t̄| > Δt

0, otherwise

(4)

replace cost(pm, pfn) =

{
1, pm.v �= pfn.v

0, otherwise
+

{
1, |pm.t − pfn.t̄| > Δt

0, otherwise
(5)

If there is only one vertex in τ (or γ), which means that m = 1 (or n = 1),
then we have that τ−1 = φ (or γ−1 = φ). Assume that we use τ.len and γ.len to
represent the number of vertices of τ and γ, then these two initial conditions in
this recursive equation are

δ(τ, φ) = τ.len; (6)

δ(φ, γ) = γ.len; (7)

From Eqs. 3, 4 and 5, we can see that the delete cost or the replace cost can
be broken down into the spatial cost and the temporal cost. If two vertices are
different, the spatial cost is 0.5 (delete) or 1 (replace). Otherwise, the spatial
cost is 0. When calculating the temporal cost, we have the aid of the TTG time
interval Δt in Subsect. 3.2. If the time lag is larger than Δt, the temporal cost
is 0.5 (delete) or 1 (replace). Otherwise, the temporal cost is 0.

The pseudo code of the time-dependent edit distance based trajectory route
distance function is shown in Algorithm 1.

Algorithm 1. Trajectory Route Distance Function
Input: a trajectory τ , a route γ
Output: Distance between τ and γ
1: DECLARE int DP [0..τ.len][0..γ.len]
2: for i := 0 to τ.len do
3: DP [i][0] = i;
4: end for
5: for j := 0 to γ.len do
6: DP [0][j] = j;
7: end for
8: for i = 1 to τ.len do
9: for j = 1 to γ.len do

10: DP [i][j] = minimum(
11: DP [i − 1][j] + delete cost(τ.pi),
12: DP [i][j − 1] + delete cost(γ.pfj),
13: DP [i − 1][j − 1] + replace cost(τ.pi, γ.pfj)
14: );
15: end for
16: end for
17: return DP [τ.len][γ.len];
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The trajectory route distance function can give a difference score between
a trajectory and a popular route. But in most cases, there are more than one
popular route between two areas. But it does not mean that each popular route
has the same popularity degree. So we propose the popularity weight to represent
how popular a route is among a set of routes.

Definition 10 (Popularity Weight). Assume there is a route set R = {γ1, γ2, γ3,
..., γk} and for each γi = (pf1, pf2, pf3, ..., pfm) ∈ R, we have

γi.sum =
m∑

a=1

γi.pfa.freq (8)

then the popularity weight of γi can be represented as

wγi
=

γi.sum
∑k

b=1 γb.sum
(9)

3.5 Time Complexity

The overall pseudo code of TPRO has been shown in Algorithm 2. From the
pseudo code, we can see that the time complexity of TPRO is O(k · n) where k
is the number of popular routes used to detect outliers and n is the number of
trajectories in the dataset. In most cases, k is a small number (less than 10), so
we can use approximation O(n) for the time complexity.

4 Experiment Result

This section gives an exhibition of our experiment and the result. The first
subsection gives an introduction to the experiment dataset and environment
setting. The second subsection elaborates which criteria we use to evaluate our
algorithm. Finally, we give an analysis on the experiment result.

4.1 Experiment Setting

The experiment is taken under a real-world dataset which contains 412, 032 tra-
jectories. This dataset is collected from around 10, 700 taxis in BeiJing in 2012.
We pick up about 1, 300 trajectories from the dataset and asked volunteers to
manually label whether each trajectory is abnormal or not. This labeled dataset
is used to evaluate the accuracy of TPRO.

The road network in our experiment contains about 165, 000 vertices and
226, 000 edges. And the road network is split into 120×130 grids in the grouping
step1. Each grid’s size is about 1.5 km × 1.5 km.

Our algorithm is implemented in cpp. The machine we use to accomplish the
experiment has a quadcore Inter Core i5 CPU (3.2 GHz) and 8G memory. The
operating system is Linux 3.13.0 x 86 64 and the compiler is g++ 4.8.2.
1 That’s to say m is set to 120 and n is set to 130 in the grouping step.
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Algorithm 2. TPRO
Input: road network G, dataset T , grid number m and n, popular routes number k,

score threshold θ, TTG time interval Δt
Output: outlier set T

′

1: //DATASET GROUPING
2: grid = CreateGrid(G, m, n); // create m × n grids on the road network
3: groups = φ;
4: for ecah τ ∈ T do
5: srcGrid = grid.getLocatedGrid(τ.s);
6: destGrid = grid.getLocatedGrid(τ.d);
7: groups[srcGrid, destGrid].add(τ); // add trajectory to corresponding group
8: end for
9: //DETECTING IN EACH GROUP

10: for each T ∗ ∈ groups do
11: ttg = CreateTTG(T ∗, Δt); // construct time-dependent transfer graph
12: for each τ ∈ T ∗ do
13: sτ = 0;
14: routes = GetTopKRoutes(ttg, k, τ.ts, τ.td); // query popular routes
15: for each γ ∈ routes do
16: sτ+ = wγ · δ(τ, γ); // compare trajectory with each route
17: end for
18: if sτ > θ then
19: T

′
.add(τ); // add to outlier set

20: end if
21: end for
22: end for
23: return T

′
;

4.2 Evaluation Criteria

In practice, detection rate (the fraction of anomalous trajectories that are suc-
cessfully detected) and false alarm rate (the fraction of normal ones that are
predicted to be anomalous) are two important measures to evaluate the per-
formance of an anomaly detection method. Obviously, a good outlier detection
method should have a high detection rate and a low false alarm rate. After we
plot the detection rate on y-axis and the false alarm rate on x-axis, we can get a
curve called Receiver Operating Characteristic (ROC) [10] curve. The AUC [11]
value is defined as the area under the ROC curve. For a randomly chosen normal
trajectory τn and a randomly chosen anomalous trajectory τa, the AUC value is
equal to the probability that sτa > sτn . Obviously, if the AUC value is close to
1, the outlier detection method is of high quality.

4.3 Results

In this section, we first analysis how the parameters affect the experiment result.
Then we give a comparison between TPRO, TRAOD and IBAT from the accu-
racy and efficiency.
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Varying Parameters. There are mainly three parameters in the detecting step
of TPRO: score threshold θ, popular routes number k and TTG time interval
Δt. So this paragraph elaborates how these three parameters affect the detection
rate, false alarm rate and the process time2.

Figure 4(a) shows how θ affects the detection rate, false alarm rate and
process time when k = 5 and Δt = 600 s. As θ increasing, which means that the
detection criterion becoming more conservative, the detection rate and the false
alarm rate will fall. But the process time is stable. When θ ≈ 1.0, we have a
high detection rate and a low false alarm rate.

k represents how many popular routes will be used to judge if a trajectory
is an outlier. Of course, more popular routes are used, more accurate the result
will be. But the process time will grow linearly because we must compare each
trajectory with each popular route. Figure 4(b) shows how k affects the detection
rate, false alarm rate and the process time when θ = 1.0 and Δt = 600 s. It shows
that as k increasing, the false alarm rate will fall and the process time will go
up. But it has a small effect on the detection rate. When k = 5, we can have a
high detection rate and a low false alarm rate. Meanwhile, the process time is
acceptable.

Figure 4(c) shows how Δt affects the detection rate, false alarm rate and
process time when k = 5 and θ = 1.0. If Δt is too small, TPRO will overstate the
temporal cost when calculating the distance between a trajectory and a route.
So the false alarm rate is very high and will fall as Δt increasing. But more
smaller Δt is, more accurate the selected popular routes are. But the popular
routes query time will be more longer. So as Δt increasing, detection rate and
the process time will both fall, too. When Δt = 600 s, we can have a low false
alarm rate and a less process time. Meanwhile, the detection rate is acceptable.
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Fig. 4. Detection rate, false alarm rate and time cost under varying θ (Left), k (Middle)
and Δt (Right)

TPRO vs. TRAOD and IBAT. This paragraph give a comparison between
TPRO, TRAOD and IBAT. All of the three algorithms are tested in their best
parameters, which are listed in Table 1.

Figure 5(a) shows the ROC curves of TPRO, TRAOD and IBAT. For better
illustration, the ranges of false alarm rate and detection rate are set to [0 ∼ 0.5]
and [0.4 ∼ 1]. We can see that TPRO has a larger area under the ROC curve
2 These three evaluating indicators are counted under the labeled dataset.
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Table 1. Parameter setting of TPRO, TRAOD and IBAT

Algorithm TPRO TRAOD IBAT

Parameters k = 5, Δt = 600 s D = 80, p = 0.95 m = 100, ψ = 256

than TRAOD and IBAT. It means that TPRO has a better performance than
TRAOD and IBAT in accuracy.
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Fig. 5. ROC curves of TPRO, TRAOD and IBAT (Left). Efficiency under the small
dataset (Middle) and large dataset (Right).

Figure 5(b) and (c) show the process time of TPRO, TRAOD and IBAT
under different scale dataset. Because the time complexity of TRAOD is O(n2),
which is very time consuming in larger dataset detection. So we only test it on
the small dataset. From these two figures, we can see that the time cost of TPRO
is between IBAT’s and TRAOD’s.

5 Related Work

Some related works are introduced in this part, which can be categorized into
two groups. The first one focuses on trajectory outlier detection and the second
one focuses on popular route mining.

Trajectory Outlier Detection: Some algorithms have been proposed to detect
trajectory outlier, but each addresses certain aspects of abnormality. Lee et al.
[7] put forward a group-and-detect framework and develop an algorithm called
TRAOD. TRAOD splits a trajectory into various subparts (at equal intervals),
then a hybrid of the distance-based and density-based approach is used to classify
each subpart is abnormal or not. Chen et al. [8] propose an isolation based
method, called IBAT. For a group of trajectories and a trajectory will be tested
in this group, they randomly pick a point from the test trajectory and remove
other trajectories which do not contain this point. This process is repeated until
no trajectory is left or all the trajectories left contain all the points the test
trajectory has. If the test trajectory is an outlier, this process will end very
soon. And Li et al. [12] emphasis on historical similarity trends between data
points. At each time step, each road segment checks its similarity with the other
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road segments, and the historical similarity values are recorded in a temporal
neighborhood vector at each road segment. Outliers are calculated from drastic
changes in these vectors [13]. Guan et al. [14] use a feature vector, such as
〈direction, speed, angle, location〉, to represent a trajectory segment and detect
the outliers according to these features. Mohamad et al. [15] take the speed and
turn directions into consideration. If a trajectory has an sudden speed change
or some unexpected turns, it is an abnormal trajectory. Recently, some studies
have used learning methods to identify anomalous trajectories [16,17]. But these
methods usually need training data, which is inconvenient to label. There are
also some works [18–20] have been done for the stream data detection or on-line
detection.

Popular Route Mining: Finding the most desirable path has been a hot
research topic for decades. Many works [21–23] have been done in finding the
shortest/fastest path. But the popular route does not mean the shortest or fastest
path. In most case, we prefer the most frequent path as the popular route. Lots
of algorithms have been proposed for popular route searching. Zaiben et al. [3]
introduce a transfer probability network to discover popular route from historical
trajectories. They derive the probability of transferring from every significant
location to the destination based on the historical trajectories, and the transfer
probability is used as an indicator of popularity. The popularity of a route is
defined as the product of transfer probabilities of all significant locations on the
route. Luo et al. [9] also construct a network graph (called footmark graph) to
mine frequent path. But they describe the edge frequency as the total number
of trajectories passing through the edge. Then they define a descending edge
frequency sequence to judge which path is more frequent. Another work, such
as [4], aims at deriving routes from uncertain trajectory data.

6 Conclusions

In this paper, we propose a time-dependent outlier detection algorithm which is
called TPRO. Given a trajectory dataset, we first divide the relevant trajectories
into same group. Then for each group, we propose a time-dependent transfer
graph to speed up querying time-dependent popular routes. We use a time-
dependent edit distance to represent the difference score between a trajectory
and a route. If a trajectory has a great difference with all of the selected popular
routes, it’s an outlier. We evaluate our method on a real-world dataset. The
experiment result shows that our method has a better performance than TRAOD
and IBAT.

In the future, we plan to enhance our algorithm in two directions. Firstly,
although TPRO is more efficient than TRAOD, but TPRO is slower than IBAT
in about ten times. So we want to improve TPRO on efficiency. Secondly, we
will improve TPRO for on-line outlier detection.
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Abstract. The temporal dimension has been recognized as an integral
feature of many Semantic Web applications, but there are significant
differences in how ontology authors choose to represent changes in time.
We present a temporal conceptual model for OWL DL ontologies that
allows the expression of fluent properties, i.e., properties that change in
time, that is both representation-agnostic and serializable for the vari-
ous available representation schemes. We also provide Kala, a reference
implementation developed in Java, that can be used to generate temporal
ontologies, convert between temporal ontologies in different representa-
tion schemes, and develop new applications such as temporal querying
or visualization tools.

Keywords: Semantic Web · OWL · Time · Fluents · Kala

1 Introduction

The ability to identify trends and make predictions is of critical importance for
successful trading in financial markets. The increase in prominence of sophis-
ticated, low-latency algorithmic trading systems has spurred development of
technologies such as news analytics for the timely extraction of information that
is relevant to the identification of market opportunities [24]. The Semantic Web,
and OWL in particular, provide the technology to represent, manage, share, and
reason over self-describing data, but these representations tend to be synchronic,
i.e., they lack the crucial time dimension.

One reason for the lack of temporality in existing ontologies is that, while
much effort has gone into providing support for temporal features at the repre-
sentational level, there seems to be a lack of a shared, representation-agnostic
model at the conceptual level, which is where user requirements commonly need
to be met. Here, we consider the conceptual level to be the level at which humans
may express and interpret information that closely relates to the perceived real
world, the level that captures the essential semantics of temporal ontologies.
In contrast, we consider the representational level to describe the organization
of the information for representation and storage as computer data, typically
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 31–45, 2015.
DOI: 10.1007/978-3-319-26190-4 3
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as entities and relationships between entities, supported by a representation-
specific vocabulary to express the individual data items. We shall refer to the
conceptualization of temporal ontologies as the temporal conceptual model, and
to the specification on the representational level as the temporal representation
scheme.

Existing representation schemes are generally not directly compatible, and
one result of the focus on representation schemes is that it greatly reduces the
interoperability of various temporal implementations. Given the high conversion
barriers, the ability to share and reuse data — a core objective of the Seman-
tic Web — suffers. Secondly, the authors and users of temporal ontologies are
directly exposed to the details of the particular representation scheme, which
makes the development and use of temporal ontologies a cumbersome, complex,
and error-prone process. Lastly, the focus on specific representation schemes
results in applications that operate on temporal ontologies becoming tightly
bound to a particular logical structure and implementation. This discourages
the development of such applications, because their potential audience will be
limited to the users of a particular representation scheme. Examples of these
applications are temporally-enhanced reasoning, querying, and visualization.

Our focus will be on the introduction of concepts that form the building
blocks of the semantics for temporally enhanced ontologies. The temporal con-
ceptual model is designed to be mappable to selected representation schemes
in OWL DL; that is, these representation schemes can be expressed in the
SHOIN (D) description logic, and are fully compatible with the SROIQ(D)
description logic employed by OWL 2. The model is, itself, composed of two
orthogonal partitionings: one that describes the time domain, while the other
describes fluent properties. Fluent properties, first described in the earliest litera-
ture on computer learning and artificial intelligence by McCarthy and Hayes [21],
represent properties and relationships that may change with time.

Fluent properties form a suitable focal point for the exploration of a temporal
conceptual model for a number of reasons. Firstly, the concept is immediately
familiar: one does not have to stretch the imagination to think of examples of
properties and relationships that change over time; a person’s address, employer,
and even favorite soccer team are all subject to such change — in fact, it may
be more difficult to conceive examples of properties and relationships that cat-
egorically do not change over time! Secondly, fluent properties are conceptually
simple: in effect, they represent ternary relations that simply extend the famil-
iar binary relations with a fixed role for the third operand, the time interval.
Thirdly, they are useful; as we have argued above, fluent properties allow for
the evolution of an ontology to be expressed, examined, queried, and visualized.
Lastly, fluent properties are already supported, in some form, through existing
representation schemes.

This paper is structured as follows. Section 2 presents background on tempo-
ral models in general and the current state of temporal ontologies in particular.
After this, in Sect. 3, we present the formal description of the proposed temporal
conceptual model. An example implementation is provided in Sect. 4, followed
by an evaluation of the implementation in Sect. 5. Lastly, we give our concluding
remarks and identify possible future work in Sect. 6.
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2 Representations of Temporality

The topic of data temporality has enjoyed great prolificacy: the scientific litera-
ture is rich in discussions of temporality, from philosophical treatises of time to
discussions of temporal infrastructures and reasoning. Historically, this interest
stems from the importance of time in many real-world applications, from logging
and scheduling systems to biomedical databases and algorithmic trading.

Much of the early research on data temporality has focused on the field of
temporal databases, a topic with similarities to temporal ontologies, and one that
is considerably more mature. In fact, a striking resemblance to the current state
of temporal ontologies may be gleaned from past reports on the field of temporal
databases. Pissinou et al., in their report [27] on a 1992 ARPA/NSF workshop
that was aimed specifically at identifying problems within the field of temporal
database technology, conclude that the many different custom extensions to the
relational model, each intended to serve very specific user needs regarding tem-
poral support, and the resulting lack of a common terminology, infrastructure,
and conceptual model for temporal databases, are primary reasons for reduced
adoption of temporal database technology; similarly, we find that the field of
temporal ontologies faces the same issues. The researchers and participants also
identify the ad-hoc nature of many applications extended to include temporal
information and the understandable resistance to replace existing applications
with full-fledged temporal database technology as obstacles in the development
and adoption of a standard for temporal databases, and conclude that there is
a need for open architectures that allow for easy conversions between different
representations.

In response to such findings, a consensus temporal query language specifi-
cation, TSQL2 [28], was developed, but the specification, despite strong ini-
tial ISO interest, failed to catch on: by the time that SQL:1999 was formally
published, the specification had failed to meet the committee’s requirements
and could not be included in the language standard, and SQL vendor inter-
est waned. Eventually, however, a number of key ideas from TSQL2 found
their way into the SQL:2011 specifications [22]. Of these ideas, the concepts of
valid-time (“application-time tables”) and transaction-time (“transaction-time
tables”) have proved particularly useful: valid-time marking the time that a fact
is held to be true, and transaction-time marking the time that a fact is known in
the database. The approach to temporality in databases, then, typically resolved
to marking tuples with valid-time and transaction-time timestamps, and this
formed the basis for the general temporal database model (see, e.g., the concep-
tual model by Jensen et al. [16], the survey of temporal databases by Özsoyoğlu
and Snodgrass [26], and the survey of temporal entity-relationship models by
Gregersen and Jensen [11]).

With the development of the Semantic Web and its primary languages,
the Resource Definition Language (RDF) and the Web Ontology Language
(OWL), came efforts to represent temporal information in these languages.
The Temporal RDF [12] language extension and its related query language
T-SPARQL [10] form the main solution approach to introduce time to RDF.
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Unfortunately, Temporal RDF is not compatible with OWL DL because of its use
of RDF reification. Compounding this problem is the snapshot-based entailment
mechanism of Temporal RDF, which expands any temporal statement defined
over a time interval into a series of temporal statements defined over each time
instant contained by the interval, and the lack of available serializations, for
example to RDF/XML.

Another approach is ontology versioning [17], in which “snapshots” of the
ontology are created for each state of the ontology during its development. Unsur-
prisingly, this comes at the cost of significant data redundancy. Moreover, its sup-
port for particular classes of queries (e.g., “when is fact S true in the database?”)
is limited. However, the approach may also be used to model transaction-time,
and may then be considered to be completely orthogonal to other (generally
valid-time) approaches discussed here. The application of ontology versioning,
therefore, may be appropriate in some cases where transaction-time needs to be
modeled in addition to valid-time, but, perhaps, at low enough resolution so as
to reduce the impact of data redundancy.

There have also been proposals to extend description logics with valid-time;
see, e.g., the surveys by Artale and Franconi [2] and Lutz et al. [20]. Such tempo-
ral description logics are generally based on the ALC description logic [8]. These
extensions are generally not compatible with OWL: the decidability of tempo-
ral description logics is compromised when the language is extended to the full
description logics of SHOIN (D) for OWL DL or SROIQ(D) for OWL 2 [3].
Opting for temporal description logics would also mean giving up on the rich
toolset developed for the OWL language, such as editors and reasoners.

Representation schemes for modeling temporality in OWL DL ontologies
generally follow either the reification1 approach or the 4D-fluents approach. In
the reification approach, a property instance is reified, that is, converted into
a proper instance, and the original property’s subject and object instances, or
subject instance and datatype value, are then related to the newly reified relation
through conventional property assertions to retain the information expressed
by the original 〈subject,property, object〉 or 〈subject,property, value〉 triples.
However, since we are now able to specify the reified property as the subject or
object of additional triples, we effectively gain the ability to express properties
that are ternary, quaternary, or generally n-ary in nature. The general approach
of reification is, therefore, appropriately named n-ary relations [25].

At first glimpse, the reification approach seems appropriate for adding a
ternary component, e.g., valid time, to any property assertion, and develop tem-
poral ontologies based on temporally qualified properties. The reification app-
roach is not without problems, however. One problem is the proliferation of
objects, namely one for each reified property assertion; related to this is the
problem of providing meaningful names to the reified properties, or, alterna-
tively, dealing with objects that may not have meaningful names. Another prob-
lem is the reduction of OWL reasoning capabilities over ontologies with reified
1 Note that the reification representation scheme is not the same as the RDF reifica-

tion, the latter being not available in OWL DL.
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properties; property semantics such as inverses or cardinalities are difficult or
impossible to describe for reified properties in a general reasoning context.

In contrast to reification, the 4D-fluents approach [29] does not associate
property assertions with valid-time intervals directly, but instead opts to have
temporal properties hold between timeslices of entities, a timeslice being defined
as the temporal facet of some entity as it “occupies” some interval in time. In
order to be consistent, both subject and object timeslices must be compatible,
that is, occupy the same interval in time. An important advantage of the 4D-
fluents approach over the reification approach is that properties retain their
semantics in reasoning contexts: for example, we may trivially define the inverse
of a fluent property, as well as symmetry and transitivity; something that is
not straight-forward in the reification approach. The 4D-fluents approach, how-
ever, suffers from worse object proliferation than the reification approach in the
general case.

The 4D-fluents approach has inspired several implementations. tOWL [23]
employs the 4D-fluents approach and combines it with concrete domains and
Allen’s interval algebra [1] to allow the expression of temporal restrictions.
SOWL [5], a spatio-temporal representation, uses the 4D-fluents approach as
its temporal component. A reinterpretation of the 4D-fluents approach is imple-
mented by the MUSING project [19], which focuses on adoption of the approach
in the context of a reasoning architecture. Baratis et al. propose the 4D-fluents
approach, combined with Allen’s interval algebra, as the basis for TOQL [4].

Both approaches employ strategies that force conceptual concessions that
conflict with intuitive understanding: the reification representation scheme mod-
els properties as classes, property assertions as instances, and prevents the user
from specifying qualifiers for property semantics; the 4D-fluents representation
scheme retains the property semantics, but requires the user to view instances
as “spacetime-worms” and accept the conceptual implications that such a view
necessitates. Converting a synchronic ontology with only static properties to a
temporal ontology with dynamic properties is thus a cumbersome, error-prone
process, as is the conversion between representation schemes. The lack of work
on conceptual models for temporal ontologies in the literature indicates the need
for improvements in this area.

3 The Temporal Conceptual Model

In this section we describe the proposed temporal conceptual model. Section 3.1
describes the time model. Section 3.2 builds on the time model to present the
fluents model.

3.1 The Time Model

The time model extends the OWL model by introducing time instants and time
intervals (the so-called temporal primitives), as well as assertions that relate these
primitives to one another or assign to them discrete timestamp values. These
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temporal primitives and assertions form the building blocks for time models of
varying expressive power and complexity.

The time model allows primitives to be declared explicitly through primitive
declarations. Such declarations may or may not translate to OWL class member-
ship declarations when serializing to a representation scheme R, depending on
whether R represents time instants or time intervals as individuals or, instead,
represents them directly as datatype values. The following axioms declare the
anonymous individual :t1 to be a time instant, and the named individual
period2013Q1 to be an interval. We use a syntax that closely resembles the
OWL Abstract Syntax in order to concisely express concepts in a familiar way.

TimeDeclaration(TimeInstant(_:t1))

TimeDeclaration(TimeInterval(period2013Q1))

The “before” relation between time instants t1 and t2 can be explicitly
expressed in the temporal conceptual model, as shown below:

TimeInstantRelationAssertion(_:t1 _:t2 <)

Interval endpoint assertions relate time intervals to time instants: they spec-
ify that some time interval i1 starts at a time instant ts or ends at a time instant
te. To preserve consistency, the assertion of interval endpoints ts and te as,
respectively, the start and the end time instants of time interval i implies that
ts < te holds. The following axioms declare the time interval period2013Q1
to start at time instants :t1 and cal2013:jan1, and end at time instant
:t2. Furthermore, the time interval year2013 has the same start instant as
period2013Q1. Note that :t1 and cal2013:jan1 can be inferred to refer to
the same time instant.

IntervalStartAssertion(period2013Q1 _:t1)

IntervalStartAssertion(period2013Q1 cal2013:jan1)

IntervalEndAssertion(period2013Q1 _:t2)

IntervalStartAssertion(year2013 _:t1)

Relations between time intervals are necessarily of a more complex nature
than those between instants, because any two time intervals are not necessarily
disjoint. Allen’s work on interval relations [1] provides an algebra with useful
qualities, and we have adopted the algebra to provide a mapping of relations
between time intervals that is both jointly exhaustive and mutually exclusive.
The time model allows interval relations to be expressed through the use of
TimeIntervalRelationAssertions. As an example, consider the facts that :i1
meets (m) :i2, and that :i1 contains (di) :i3. The following statements
assert these facts in the model:

TimeIntervalRelationAssertion(_:i1 _:i2 m)

TimeIntervalRelationAssertion(_:i1 _:i3 di)

In order to support timestamp values, we introduce instant time assertions.
We have chosen to use the xsd:dateTime type to represent timestamp values,
as it is already commonly used in OWL ontologies; however, the rather more
complex time types introduced by the OWL-Time ontology [14] may also be
considered in later versions. The InstantTimeAssertion represents the asso-
ciation of a time instant with a particular timestamp. For example, to express
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that :t1 is associated with June 5th, 2013, 6:42:23 PM in the Central Euro-
pean Summer Time (CEST: UTC+02:00) time zone, we declare the following
assertion:

InstantTimeAssertion(_:t1

"2013-06-05T18:42:23.000+02:00"^^xsd:dateTime)

3.2 The Fluents Model

The fluents model extends the OWL model by allowing the expression of flu-
ent properties. These fluent properties resemble the standard OWL object and
datatype properties, but assertions of these properties are additionally quali-
fied with intervals from the time model previously introduced, indicating the
(valid-time) interval that the fact is held to be true.

Like regular properties, fluent properties are named resources; that is, they
can be referenced through identifiers that, in turn, may be extended to full URIs.
They should not be considered OWL entities, however, for the simple reason that
fluent properties are not part of the OWL specifications. It is important to note
that the sets of regular properties and fluent properties are disjoint: no regular
property may be used as a fluent property in the temporal conceptual model,
and vice versa. One compelling reason for this separation is semantics: when a
particular property is recognized to be a fluent property, its ability to change its
value over time can be seen to be an intrinsic quality; declaring the property in a
non-temporal context removes this ability and creates a contradiction. Another,
more technical, reason is that neither the reification nor the 4D-fluents represen-
tation schemes allow for regular properties to be used as fluent properties, and
vice versa: in the reification scheme, this would result in an OWL DL property
and an OWL DL class sharing the same identifier, which is strictly prohibited
by the standard; and in the 4D-fluents representation scheme, this would violate
the domain and range restrictions on fluent properties: fluent datatype properties
are restricted to domains of timeslice individuals, and fluent object properties
are restricted to both domains and ranges of timeslice individuals.

The temporal conceptual model provides fluent property declarations to allow
the ontology author to declare fluent properties explicitly. The manner in which
these declarations are expressed in the eventual representation schemes is depen-
dent on the details of the particular serialization. As an example, consider the
following axioms, which declare a fluent object property ceoOf and a fluent
datatype property hasTitle:

FluentsDeclaration(FluentObjectProperty(ceoOf))

FluentsDeclaration(FluentDataProperty(hasTitle))

The ontology author may wish to specify domain and range restrictions for
fluent properties to restrict their use in ways that enforce correctness. These
work similar to domain and range restrictions on regular properties: i.e., the
domain of fluent object and datatype properties may be restricted to any class
expression, as may the range of fluent object properties, and the range of fluent
datatype properties may be restricted to any data range. The hasTitle fluent
datatype property, for example, may be restricted as follows:
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FluentDataPropertyDomain(hasTitle Person)

FluentDataPropertyRange(hasTitle DataOneOf(

"Mr."^^xsd:string"Mrs."^^xsd:string"Ms."^^xsd:string))

As with regular properties, sequences of multiple domain or range restrictions
on fluent properties are interpreted to represent the intersection of those domain
or range restrictions.

A fluent object property assertion expresses the fact that a relation holds
between two individuals during a particular time interval. Similarly, a fluent
datatype property assertion expresses the fact that an attribute value holds for
a particular individual during a particular time interval.

As fluent property assertions are at the heart of the temporal conceptual
model, we shall provide a formal definition. Let us first define the concept of a
snapshot reduction of a temporal ontology:

Definition 1. Let T = 〈Tp, <〉, where Tp is a set of time instants and < is a
binary relation on the set Tp that is at least a strict partial order, be a linear,
ordered time domain. Let OT be a temporally enhanced ontology over T . Then,
a snapshot reduction OT

t of OT at time t ∈ Tp is a non-temporal ontology that
represents OT at time t.

We can now formally define fluent object property assertions as follows:

Definition 2. Let C be the set of all class expressions. Let T = 〈Tp, <〉, where
Tp is a set of time instants and < is a binary relation on the set Tp that is
at least a strict partial order, be a linear, ordered time domain. Let OT be a
temporally enhanced ontology over T . Let fOP : D −→ R, D ⊆ C, R ⊆ C be a
fluent object property, and let OP : D −→ R be the non-temporal interpretation
of fOP . Then, a fluent object property assertion, faOP = 〈s, fOP , o, i〉, s ∈ D,
o ∈ R, i = 〈ts, te〉, ts ∈ Tp, te ∈ Tp, ts < te is said to hold between ts and te
if there exists an object property assertion aOP = 〈s,OP, o〉 in every snapshot
reduction OT

t of OT , ts ≤ t < te.

The formal definition of fluent datatype property assertions follows similarly,
but is omitted for reasons of conciseness.

Using fluent property assertions, the ontology author may now express facts
about individuals that only hold during a particular time interval. For example,
in order to express that sam was the CEO of ibm during interval :i1, and that
mary was to be addressed as “Ms.” during interval :i2, we add the following
axioms:

FluentObjectPropertyAssertion(sam ceoOf ibm _:i1)

FluentDatatypePropertyAssertion(mary hasTitle

"Ms."^^xsd:string _:i2)

4 Reference Implementation

To illustrate the use of our temporal conceptual model, we have developed Kala
– Kālá being the Sanskrit word for time – as a proof-of-concept implementation.
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Kala is a Java Application Programming Interface (API) to aid the development
of applications that need to create, manipulate, or query temporal ontologies at
the conceptual level. It is based on the OWL API [15] and aims to have a design
and interface that is familiar to users of that library. Like the OWL API, it
provides an axiom-centric view of the (temporal) ontology, as opposed to the
RDF triple-centric view of APIs such as Jena [6]. This axiom-centric view allows
developers to utilize the library without concern for representation issues, in
particular those related to parsing and serialization. Additionally, extending the
OWL API will aid the later development of plug-ins for Protégé [18], a mature
and widely-used ontology editor.

In order to guide the extension of the OWL API with temporal constructs,
we pose two strong requirements:

1. The newly introduced temporal constructs must be completely separated from
the constructs already supported by the OWL API in order to ensure the
orthogonality of the non-temporal ontology and the temporal model; and

2. Kala must be compatible with custom implementations of the OWL API.

The orthogonality of the non-temporal components of the ontology and the
temporal model is crucial for the correct functioning of the temporal model
as an abstraction. We cannot, for example, decide that time instants and time
intervals are subclasses of OWL individuals: time instants and time intervals are
not necessarily represented as individuals in the representation scheme, and we
need to restrict the operations that are permitted on these special entities in
order to ensure that the temporal model will always have a correct mapping to
the representation schemes. A statement such as, for example, “Bob is a friend
of time instant t1” does not make much sense in this context. Similar arguments
hold for the fluent properties.

The compatibility with custom implementations of the OWL API is similarly
crucial in the context of such developments as OWL database backends (for an
examplar OWL database backend, see OWLDB [13]). In order to support custom
implementations, we implement the extended functionality through the use of
the Decorator design pattern [9]. We implement the additional Kala functionality
by providing Decorators for the following three OWL API interfaces:

The Ontology. The OWL API views an OWLOntology, essentially, as a collec-
tion of OWLAxioms and OWLAnnotations. It provides methods to query these
axioms and annotations, directly or through convenience methods, and col-
laborates with other objects to change the contents of this internal collec-
tion. Introducing new categories of axioms, then, necessitates extending the
OWLOntology in such a way that it can also store these new axioms, but
without altering its existing behavior.

The Data Factory. The OWL API OWLDataFactory presents the interface for
producing the entities, class expressions, and axioms that form the build-
ing blocks of the OWL ontology. The OWLDataFactory follows the Factory
design pattern [9]. We extend the existing OWLDataFactory to support the
construction of the entities and axioms of the temporal conceptual model.
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The Ontology Manager. The OWLOntologyManager, lastly, is responsible for
the creation, loading, saving, and manipulation of ontologies. Since we need
to create a new type of ontology, the temporal ontology, we will need to
extend the behavior of the OWLOntologyManager so that it can properly
manage these temporal ontologies.

Parsing and serialization are performed through the Parser and Serializer
interfaces, respectively. Each has a representation-scheme-specific specialization
(e.g., FluentsSerializer), and all are initialized with data on the capabilities
and vocabulary of the chosen representation through the RepresentationScheme
object. The Parser follows the Builder design pattern [9]: it iterates through a
provided OWLOntology object that represents the temporal ontology using a par-
ticular representation scheme, and builds and modifies structures that together
represent the eventual TemporalOntology as it goes. The Serializer, on the
other hand, is implemented as a Visitor that visits every TemporalAxiom in the
ontology and serializes it as one or more OWL axioms. The insight here is that all
TemporalAxioms can be serialized independently of one another (something that
is not true for parsing, where generally multiple OWL axioms must be parsed
in combination in order to extract a single TemporalAxiom). The Serializer
internally stores the set of generated axioms, and produces an OWLOntology from
this set when the createOntology() method is called.

In order to raise awareness of the project and, hopefully, spur future devel-
opments, we have made the source code for Kala available on GitHub [7]. Due
to space limitations, the details of the parsing and serialization algorithms can
be found online at http://tinyurl.com/qhw273a.

5 Evaluation

We evaluate the temporal conceptual model — and Kala, our reference imple-
mentation — by representing a complex business process. The choice of a fitting
scenario for our evaluation needs to satisfy three requirements. Firstly, the sce-
nario must, naturally, convey temporal semantics that necessitate the utilization
of a temporal model. Secondly, the complexity of the scenario must be sufficient
to allow a range of expression types to be illustrated. Lastly, the scenario must
present a relevance for the economic domain to prove its utility. One scenario
fitting these requirements is found in the literature on tOWL. Illustrating the
expressive power of tOWL, Milea et al. [23] present a historical account of the
Leveraged Buy-Out (LBO) process for Alliance Boots GmbH, a multinational
pharmaceuticals and retailing group that was formed through the 2006 merger
of the Boots group and Alliance UniChem. In what was to be the largest LBO
in European business history, two hedge funds, Kohlberg Kravis Roberts & Co
(KKR) and Terra Firma, vied to acquire the company during the months of
March and April of 2007, with the former emerging with the winning bid and,
thus, the acquisition of Alliance Boots. Section 5.1 shows the modeling of this
LBO process in the proposed conceptual model and Sect. 5.1 shows its serializa-
tion in two representation schemes.

http://tinyurl.com/qhw273a
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5.1 Modeling the LBO Process

For reasons of conciseness, we refer the reader to the original paper [23] for the
detailed representation of the LBO example, and limit ourselves to the definitions
of fluent properties at the TBox level and the assertions of fluent properties and
temporal entities at the ABox level. The authors identify four main stages of the
LBO process: 1. Early Stage, 2. Due Diligence, 3. Bidding, and 4. Acquisition.
These stages are pairwise disjoint in time and jointly exhaustive over the lifetime
of the LBO process. Furthermore, the LBO process does not necessarily progress
through the stages in a linear manner, and it may be aborted at any point in
time.

TBox Level. At the TBox level we find the conceptual information representing
the Company type and its subtypes, HedgeFund and Target; the Stage type and
its subtypes, EarlyStage, DueDiligence, and so on; and the various restrictions
that enforce the validity of the representation. The TBox level is also where the
fluent properties are defined. We present two such fluent properties: earlyStage,
which temporally relates any LBOProcess to its EarlyStage; and inStage, which
temporally relates any Company to any Stage of an LBOProcess in which it
is involved. Finally, we present their respective restrictions. Using the syntax
introduced in Sect. 3.2:

FluentsDeclaration(FluentObjectProperty(earlyStage))

FluentObjectPropertyDomain(earlyStage LBOProcess)

FluentObjectPropertyRange(earlyStage EarlyStage)

FluentsDeclaration(FluentObjectProperty(inStage))

FluentObjectPropertyDomain(inStage Company)

FluentObjectPropertyRange(inStage Stage)

ABox Level. The ABox contains the assertional information related to any par-
ticular LBO process. Here, we find representations of participating companies,
alliance boots, kkr, and terrafirma; the instantiation of the LBO process
we wish to represent, lbo1; and its various stages, es1 and so on. Additionally,
we represent the temporal relations between these entities, define the temporal
primitives involved, and assign discrete time values. To represent, for example,
the following news snippet of information:

Buyout firm Terra Firma mulls Boots bid
(Sun Mar 25, 2007 8:42 EDT)

we use the syntax introduced in Sects. 3.1 and 3.2:

TimeDeclaration(TimeInterval(i1))

TimeDeclaration(TimeInstant(t1))

IntervalStartAssertion(i1 t1)

InstantTimeAssertion(t1

"2007-03-25T08:42:00-04:00"^^xsd:dateTime)
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FluentObjectPropertyAssertion(lbo1 earlyStage es1 i1)

FluentObjectPropertyAssertion(alliance_boots inStage es1 i1)

FluentObjectPropertyAssertion(terrafirma inStage es1 i1)

5.2 Serialization to OWL DL Representation Schemes

We present the serializations of the temporal ontology discussed above to OWL
DL representations of both the reification approach as well as the 4D-fluents
approach below.

The Reification Representation. In the reification representation scheme,
the declaration of a fluent property is serialized as a class declaration and prop-
erty declarations for its subject and object relations. The serializer also speci-
fies property restrictions for the subject and object relations and sets domain
and range restrictions for the subject and object relations. An example for the
earlyStage fluent object property is given below.

Class(earlyStage partial restriction(holds(someValuesFrom Interval)))

SubClassOf(earlyStage

restriction(earlyStageToProcess(someValuesFrom LBOProcess)))

SubClassOf(earlyStage

restriction(processToEarlyStage(someValuesFrom EarlyStage)))

ObjectProperty(earlyStageToProcess domain(earlyStage)

range(LBOProcess))

Func(earlyStageToProcess)

ObjectProperty(processToEarlyStage domain(earlyStage)

range(EarlyStage))

Func(processToEarlyStage)

Fluent property assertions are reified as anonymous individuals. Linking the
subject, object, and interval to the fluent property is then done through a series
of regular property assertions. The example below shows the serialization of
linking the lbo1 to its es1 through a fluent object property assertion:

Individual(_:a1 type(earlyStage) value(earlyStageToProcess lbo1)

value(processToEarlyStage es1) value(holds i1))

The 4D-fluents Representation. The 4D-fluents representation differs from
the original tOWL example [23] in a small number of ways. Firstly, the explicit
class declarations for timeslice classes do not appear in the output. In the original
serialization, for example, the class of all timeslices of the Early Stage is defined
as in the following snippet (presented in OWL Abstract Syntax), which also
shows the use of the explicit class description in the specification of an object
property:
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Class(EarlyStage_TS complete

restriction(timeSliceOf(someValuesFrom EarlyStage)))

ObjectProperty(earlyStage

domain(LBOProcess_TS)

range(EarlyStage_TS))

This explicit class description is then used in axioms such as object property
range restrictions. We do not generate such explicit class declarations for the
timeslice classes and use the property restrictions directly in the expressions of
such axioms, instead:

ObjectProperty(earlyStage

domain(restriction(timeSliceOf(someValuesFrom LBOProcess))

range(restriction(timeSliceOf(someValuesFrom EarlyStage)))

This alternate specification of the earlyStage property, however, conveys the
same information as the original, but in a more compact manner.

At the ABox level, we introduce timeslices for every individual that partici-
pates in a fluent property. These timeslices are currently represented by anony-
mous individuals in the serialization, but otherwise follow the same serializa-
tion pattern as the original tOWL example. Timeslices are introduced for every
unique combination of the individual participating in a fluent property and the
time interval over which that fluent property holds. If an individual participates
in multiple fluent properties over the same time interval, no additional timeslices
are created, but instead, the same timeslice is reused for each fluent property.
As an example, consider the timeslice relating to lbo1:

Individual(_:a1 type(TimeSlice) value(timeSliceOf lbo1)

value(earlyStage _:a2) value(dueDiligence _:a3)

value(bidding _:a4) value(abort _:a5))

6 Conclusion

In this paper, we have shown how the problem of defining the temporal concep-
tual model for OWL DL ontologies can be broken down into the definition of a
time model that is orthogonal to the static ontology, and a fluents model that
combines aspects of the static ontology and the time model to define the fluent
properties. The concept of orthogonality was of key importance in allowing the
concepts and expressivity of the time model and the fluents model to be estab-
lished independently, which further allows the temporal conceptual model to
be both simple and expressive. We have developed a reference implementation,
Kala, with the goal of extending the OWL API with the additional constructs
in a manner that closely resembles the design philosophy behind that library.

As future work, Kala could be extended in several ways. Adding the ability
to produce a snapshot reduction, i.e., a regular OWL DL ontology that is repre-
sentative of a temporal ontology at a particular time, would allow the temporal
ontology to interact with existing tools such as OWL DL reasoners and query
languages. Similarly, the access methods and internal data structures could be
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improved to provide greater convenience for users, for example by allowing the
inspection of the evolution of a particular property’s values over time. Such
extensions could, finally, be used to develop applications on top of Kala. Tools
such as temporal reasoners, temporal query languages, and temporal visual-
izations can benefit from Kala, as the functionality provided by these would
represent a powerful argument to justify the use of the more complex temporal
ontologies. For the ontology author, plugins for Integrated Development Environ-
ments such as Protégé, based on Kala, would allow the convenient development
of temporal ontologies without considering the details of a particular represen-
tation scheme.
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Abstract. The pervasiveness of location-acquisition and mobile com-
puting techniques have generated massive spatial trajectory data, which
has brought great challenges to the management and analysis of such
a big data. In this paper, we focus on the trajectory dataset profiling
problem, and aim to extract the representative trajectories from the raw
trajectory as a subset, called profile, which can best describe the whole
dataset. This problem is very challenging subject to finding the most
representative trajectories set by trading off the profile size and qual-
ity. To tackle this problem, we model the features of the whole dataset
from the aspects of density, speed and the directional tendency. Mean-
while we present our two kinds of methods to select the representative
trajectories by the global heuristic voting (HV) function based on the
feature model. We evaluate our methods based on extensive experiments
by using a real-world trajectory dataset generated by over 12,000 taxi-
cabs in Beijing. The results demonstrate the efficiency and effectiveness
of our methods in different applications.

Keywords: Spatial databases · Trajectoy · Data profiling

1 Introduction

The advance in location-acquisition technology has generated a myriad of spa-
tial trajectories recording the mobility of various moving objects, such as people,
vehicles, and animals. Such trajectories offer us unprecedented information to
understand moving objects and locations, fostering a broad range of applica-
tions in traffic flow monitoring [1], path planning [2,3], predictive queries [4,5]
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and pattern mining [6]. However, the storage and management of such massive
data is always very expensive due to the large data scale. Furthermore, most
existing analyses and mining algorithms based on the historical trajectories are
memory-resident, which is difficult to load the whole dataset into memory. Thus,
an efficient trajectory dataset profiling method is essential to simplify the raw
dataset to a small but representative profile as the synthetic dataset, which
encapsulates the mobility patterns hidden in the whole dataset and speeds up
above data analysis tasks.

Many previous works focus on the compression of the GPS points in one
trajectory, which approximate a raw trajectory to a polyline with the subset
of the important points [7–9]. In other words, the key of these methods is to
discard some points with negligible errors from an original trajectory. All of
these methods, however, pay all attention to transforming a trajectory into an
approximate representation, which may lose some useful information such as
speed and turns, and lead to the sparsity of raw trajectories that will create
uncertainty in sampling-rate sensitive applications such as map-matching [10].

Different from previous works, we choose a complete trajectory as the small-
est unit instead of a point, and extract the representative trajectories as the
profile to the following mining task. [11] has proposed an unsupervised sampling
method for trajectories, which can find a representative sub-trajectory subset
of the whole dataset. Nevertheless, they take only consideration of the spatial-
temporal similarity than other advanced features, which may be not enough for
some real applications. For instance, the route planning [12,13] would need the
speed feature of the trajectories to describe the congestion of the road network.

In this paper, we propose a feature based method of trajectory dataset pro-
filing to meet the demand of different applications. To measure the quality of the
profiling, we model the trajectory dataset features from three different angles.
(1) The area density of a dataset is the number of the trajectories passing by each
area, which reflects the trajectory aggregation in space. Meanwhile, it occupies
an important place in some density sensitive applications like trajectory cluster-
ing [14] and frequent pattern mining [15]. (2) The area speed is the average speed
of the trajectories crossing each area, which is widely applied to the trajectory
analysis for driving, such as intelligent transportation [13] and traffic analysis
[16]. (3) The directional tendency is the migration direction of most trajectories
staying in this area, which can reflect the tendency of the traffic migration in
each area. Thus, it is useful in some recommendation and prediction [12,13]. We
take into consideration the above three features to evaluate the data quality of
the profiling.

Based on above feature model, we transform the profiling of trajectory dataset
into a multi-objective combination optimization problem. In other words, we
want to pick up the optimal trajectory combination to minimize the error of the
above three features. Obviously, an exhaustive algorithm would search for all
possible solutions in order to get the optimal trajectory subset, leading to an
intolerable cost. We propose a heuristic voting (HV) algorithm, which assesses
each trajectory by a global heuristic voting function, and then greedily extracts
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the most representative trajectories into the profile by a non-dominated selec-
tion. This method, however, may fail into a local optimal combination because
the addition of new trajectories may worsen the previously selected trajectories.
To tackle this problem in a global view, we propose an optimized algorithm HV-
II that is the extension of the simulated annealing (SA) algorithm [17]. In detail,
it initializes some profiles by the unbiased random sampling and improves these
sets by a series of heuristic evolution based on the voting function.

An extensive experimental study has been conducted on a real trajectory
dataset generated by over 12,000 taxicabs in Beijing. We evaluate our profil-
ing algorithms by using the datasets into different applications, and the results
demonstrate the efficiency and effectiveness of our methods.

The contributions of our works are summarized below:

1. We introduce a novel problem of trajectory dataset profiling, aiming at extract-
ing the representative trajectories as the profile to speed up several analyses
and mining tasks in the field.

2. To measure the quality of the profile, we model the feature of the trajectory
dataset from three different angles. According to this model, we transform
our problem into a multi-objective combination optimization problem.

3. We propose two algorithms to tackle this problem. The HV algorithm selects
the most representative trajectory into the profile set by a heuristic voting
function. And the HV-II algorithm improves the HV algorithm by extending
the SA algorithm.

4. We operate a variety of experiments using a real trajectory dataset in order
to evaluate our approaches thoroughly.

The rest of the paper is organized as follows. Section 2 presents the problem
statement of trajectory dataset profiling. Sections 3 and 4 describe the details
of the HV and HV-II algorithm respectively. Then a comprehensive experiment
evaluation is present in Sect. 5. Finally, we discuss the related works in Sect. 6
and concludes the whole paper in Sect. 7.

2 Problem Statement

Let us assume a dataset D = (τ1, τ2, · · · , τn) of n trajectories, where τi denotes
the i − th trajectory of dataset, i ∈ {1, 2, · · · , n}. Each trajectory is represented
by a sequence of position points pi = (xi, yi, ti), denoted as τi = (p1, p2, . . . , pm),
where (xi, yi) is the position in the 2D Euclidean space at time stamp ti. The
dataset S is said to be a profile of D if S is the form of (τs1 , τs2 , · · · , τsk

) where
k ≤ n and τsi

∈ D. That means the profile S is a subset of the raw trajectories.
In this paper, we adopt an approximate representation of trajectories, moti-

vated by [16], by transforming trajectories into a tensor Aτi ∈ R
X∗Y ∗F , with

two dimensions standing for spatial and feature respectively. As shown in Fig. 1,
we assume a regular grid of equal rectangular cells with user-defined size (e.g.
100 ∗ 100 m2). An entry Aτi(x, y, k) = c denotes the k − th feature value of the
trajectory τi in grid cell cx,y. In this way, we can speed up computations, at the
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same time preserving the mobility pattern of each trajectory by the reasonable
definition of trajectory feature model. In our work, we transform a trajectory into
a feature trajectory with three parts: density, speed and direction. The density
is the points number of this trajectory in each cell cx,y. The speed is the average
speed of the trajectory in each area. And the direction is the main movement
direction of this trajectory in each area. Formally:

Fig. 1. Trajectory approximate representation

Definition 1. Feature Trajectory. Give a regular grid GX,Y consisting of the
cells cx,y (1 � x � X, 1 � y � Y ) with the cell size θ and a trajectory
τi = (p1, p2, . . . , pm) in D, the feature trajectory Aτi ∈ R

X∗Y ∗3 of τi is a ten-
sor, where the entry Aτi(x, y, 1) is the density defined as the number sampling
points of τi in cx,y, the Aτi(x, y, 2) is the average traveling speed in cx,y and the
Aτi(x, y, 3) is the main direction defined as the average angle of each segment
pipi+1. Each angle, denoted by θ(pipi+1), is defined to be the angle of an anti-
clockwise rotation from the positive x − axis to a vector from pi to pi+1. Thus
the direction Aτi(x, y, 3) falls into [0, 2π).

This technique allows us to view all trajectories in D as a fixed tensor Aτi ,
where each value of the entry corresponds to a feature attribute of the trajectory
crossing by each cells. In addition, by the choice of the reasonable grid size in the
different application, a whole trajectory dataset D can be also transformed into
a tensor AD ∈ R

X∗Y ∗F in Definition 2, which is composited by each trajectory
tensor Aτi . The AD reflects the advanced traffic condition hidden in the raw
data, such as the aggregation degree, road congestion and migration tendency,
which is crucial in many trajectory mining and pattern recognition tasks.

Definition 2. Feature Trajectory Dataset. Give the grid GX,Y and the tra-
jectory dataset D, the feature trajectory dataset AD ∈ R

X∗Y ∗3 of D is a tensor,
where the entry AD(x, y, 1) is the density defined as a ratio of the number sam-
pling points of all trajectories in cx,y to the size of D, the AD(x, y, 2) is the
average traveling speed of all trajectories in cx,y and also the AD(x, y, 3) is the
average main direction of all trajectories in D.
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In order to estimate the feature error between D and S, we propose the
measurement taking account of the above three features respectively by the root
mean square error (RMSE) metric. More formally:

Definition 3. Feature Error Measurement. Give a regular grid GX,Y and
the dataset D and S, the feature error measurement E = (E1, E2, E3), where Ei is
doted by Eq. 1.

Ei(D,S) =

√√√√
∑X

x=1

∑Y
y=1(1 − AS(x, y, i)/AD(x, y, i))2

∑X
x=1

∑Y
y=1 1

(1)

Now the problem of feature based trajectory dataset profiling (FTDP) is
formalized as follows.

Definition 4. FTDP Problem. Give a trajectory set D, the size of grid cells
θ and the size k of the profile S, find the profile S from the raw dataset D by
minimizing three feature error measurement E = (E1, E2, E3) respectively.

3 Heuristic Voting Algorithm

In this section, we describe the Heuristic Voting(HV) algorithm to tackle the
FDTP problem defined in Definition 4. Recall the goal of the profiling is to pick
up k representative trajectories as the profile S with minimizing each feature
error Ei. The complexity of an exhaustive algorithm would search for all possible
solutions, which will result in a prohibitive cost Θ

(
n
k

)
.

In order to reduce the complexity of calculation, we present approximative
algorithm HV. The key idea of HV is to select the top-k representative tra-
jectories evaluated by a voting function greedily. More detail, in each iteration
step, we vote each trajectory in different feature importance depending on the
current feature demand of S. Then the trajectories whose the voting value is
non-domination with others are selected and HV adds these trajectories into S
to update the feature demand.

The heuristic voting function evaluates each trajectory from three different
feature angles. On the density side, a trajectory may first be selected if it passes
the hight density regions of the trajectory dataset D. However this strategy
will lead to the high density regions oversampled. We propose a bidirectional
heuristic strategy by maximizing a formula (see Eq. 2), which takes into account
the density AD(x, y, 1) as well as the density AS(x, y, 1) in profiling S. In this
way, the set S should contain the trajectories crossing the high density regions
and, at the same time, cover the whole space as possible.

Hd(τi) =
cx,y∈τi∑

AD(x, y, 1) · (1 − AS(x, y, 1)) (2)

On the speed side, the trajectory should be first selected that can increase
the similarity of average speed in two dataset intuitively. Our method is shown
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in Eq. 3, which has two components. Δν(x, y) means the distance of average
speed between D and S in grid cell ck,l in current state, and Δν(x, y) means the
distance after we pick this trajectory τi into S. In this work, we have selected to
use the continuous function of Gaussian kernel to smoothen the distance, which
is widely used in a variety of applications in the field of the machine learning.
The control parameter 0 ≤ σ ≤ 1/2 tunes how fast the function decreases
with distance. The larger value of Hν(τi) indicate the trajectory τi has a larger
probability to be selected, which can reduce the speed distance efficiently.

Δν(x, y) = exp
[
− (AD(x, y, 2) − AS(x, y, 2))2

2σ2

]

Δν(x, y) = exp

[
− (AD(x, y, 2) − AS(x, y, 2))2

2σ2

]
(3)

Hν(τi) =
ck,l∈τi∑

Δν(x, y) · (1 − Δν(x, y))

As the same with the speed, the larger value of the voting function Hθ(τi)
in Eq. 4 indicate the trajectory τi has a larger probability to be selected, which
can reduce the direction error rapidly, where AS(x, y, 3) also means the direction
angle after we add this trajectory into S. We use the cosine of angle distance to
assess the direction error due to it’s easily calculated by the vector.

Hθ(τi) =

ck,l∈τi∑
cos(AD(x, y, 3) − AS(x, y, 3)) · (1 − cos(AD(x, y, 3) − AS(x, y, 3)) (4)

Now we have a strategy to vote the representative trajectories in three differ-
ent features, and the most important trajectory should be pick into S to update
the feature status of S. However, a trajectory may not have the highest voting
value in all of feature side. To tackle this problem, we propose a sample selec-
tion method to selete the trajectories whose voting value is non-dominated with
others depending on the trajectory domination, which defined as follows.

Definition 5. Trajectory Domination. Give a dataset D and the profile S, a
trajectory τi dominates another trajectory τj if to every feature heuristic voting
function has H∗(τi) ≥ H∗(τj) and has at least one feature satisfy H∗(τi) >
H∗(τj), denote as τi � τj.

Algorithm 1 shows the detail of the selection method. After the initialization
(line 1), we compute the dominance relation between each trajectory and others,
where Sτi is the set of trajectories dominated by τi, and Nτi means the number
of trajectory dominate τi (line 3–10). Then we add the trajectory τi into set F if
τi is non-dominated by other trajectories and delete all trajectories dominated
by τi from T (line 12–13). In this way, the HV algorithm, shown in Algorithm2,
votes each trajectory by the heuristic voting strategy in each step (line 3–5),
where the voting value can expresses the gain of similarity of two set in different
features when we add this trajectory. Then the selection method select the fea-
ture non-dominate trajectory as the most feature representative trajectories into
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Algorithm 1. Selection

Require: trajectory dataset T
Ensure: the non-dominated trajectories

set F
1: F ← ∅
2: for each trajectory τi ∈ T do
3: Sτi ← ∅, Nτi ← 0
4: for each trajectory τj ∈ T do
5: if τi � τj then
6: Sτi ← Sτi ∪ {τj}
7: else

8: Nτi ← Nτi + 1
9: end if

10: end for
11: if Nτi = 0 then
12: F ← F ∪ {τj}
13: T ← T − Sτi

14: end if
15: end for
16: return F ;

Algorithm 2. HV Algorithm
Require: trajectory dataset D and the size k of profile.
Ensure: the profile set S
1: S ← ∅, C ← D
2: while |S| < k do
3: for each trajectory τi ∈ C do
4: calculate the three value of the heuristic voting function H∗(τi)
5: end for
6: S ← S ∪ (F ← Selection(C))
7: C ← C − F
8: update the feature tensor AS

9: end while
10: return S;

the profile S (line 6–8). Finally, we update the feature tensor AS after adding
trajectories.

We now present, in Lemma 1, the time complexity of the HV algorithm.

Lemma 1. The time complexity of HV in Algorithm2 is Θ(k
d · (nl+n2)), where

n is the number of trajectory of D, k is the size of profile S, d is the average
size of non-dominated trajectories in one step and l is the average number of
crossing grid cell per trajectory.

Proof 1. We need to select k trajectories to add into S. The HV algorithm selects
the most representative trajectories k

d time iterations. The cost of each iteration
step has two part: one is the calculation the heuristic voting value H∗(τi) that is
Θ(nl), and other is the selection method which need the Θ(n2) cost. Therefore,
the cost of the whole algorithm is Θ(k

d · (nl + n2)).

Compared with the random sampling technique that constructed profile ran-
domly, HV provides a deterministic solution to fit the most representative tra-
jectories greedily, which can ensure reduce the feature error in every iteration.
However, this algorithm may fail to find the optimal profile and trapped in local
optimal trajectory combinations due to the previous selected trajectories may
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get worse with the addition of new trajectories. To overcome this problem, we
present a optimized method HV-II by extending the SA algorithm in Sect. 4.

4 Extended Heuristic Voting Algorithms

As mentioned in Sect. 3, HV algorithm will trap into the local optimal profiling
due to the heuristic voting strategy depend on the current features tensor AS ,
and the previous selected trajectory can’t remove from S which may get worse
after the other trajectories selected. To tackle this problem, we present our HV-
II algorithm, extended by simulated annealing(SA) [17], to get a approximate
global profiling.

The key idea of HV-II is to improve a good approximative profile to the global
optimum by a series of local heuristic evolution. In detail, we first initialize a
archive set ListA by unbiased random sampling, which comprises of a series
profiles Si no-dominated in each feature error Ei, defined in Definition 6, and
selected one randomly as the current set Scurrent. In next, we use a series of
iteration to evolve Scurrent. In each iteration, Snew is the evolution of Scurrent

by a local heuristic evolution depended on the voting function. Then Snew is
accepted by checking the dominance relationship with all profile in ListA. The
structure of the HV-II is shown in Algorithm3. The parameters that need to be
set a priori are mentioned below.

– iter: The number of iterations of the whole processing procedure.
– Bmin: The minimum size of the archive set ListA, which is equal to the min-

imum number of non-dominate profiles.
– Bmax: The maximum size to which the archive set ListA may be filled before

clustering is used to reduce its size to Bmin.
– Tmax: The maximum (initial) temperature of SA.
– α: The cooling rate of SA.

Definition 6. Profile Dominance. Give two profiles Sk and Sm, Sk dominate
Sm if to every feature error has Ei(Sk) ≤ Ei(Sm) and has at least one feature
satisfy Ei(Sk) < Ei(Sm), denote as Sk � Sm.

The different step of the HV-II algorithm are now explained in detail.

4.1 Initialization

The algorithm begins with the initialization of a number of profile solutions
as the archive set ListA. Each of these solutions is produced by the random
sampling, accepting a new profile in ListA only if it is non-dominated with all
solution in ListA. This is continued for a number of iterations. Thereafter, the
non-dominated solutions that are obtained are stored in ListA, up to the size of
ListA equals Bmin. That means, initially, there are a Bmin number of solutions
non-dominated each other in archive set ListA. Then we select one from ListA
as the current profile Scurrent randomly.
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Algorithm 3. HV-II Algorithm
Require: trajectory dataset D, the profile size k and all above parameters
Ensure: the profile set S
1: Initialization of ListA, Scurrent ← random(ListA)
2: for i ← 1 to iter do
3: Snew ← the evaluation of Scurrent by local heuristic evolution
4: Check the domination relation of Snew and all profile in ListA

5: if Snew dominates j(j ≥ 1) sets in ListA then /* Case 1 */
6: ListA ← ListA ∪ {Snew}, Scurrent ← Snew

7: Remove all the j sets dominated by Snew

8: end if
9: if Snew is no-dominated with all the sets in ListA then /* Case 2 */

10: ListA ← ListA ∪ {Snew}, Scurrent ← Snew

11: if |ListA| > Bmax then
12: Cluster ListA to Bmin of clusters
13: end if
14: end if
15: if Snew is dominated by j(j ≥ 1) sets in ListA then /* Case 3 */
16: Accept Snew with the probability prob = 1

1+exp(ΔEavg/T )

17: end if
18: end for
19: return S ← Scurrent

4.2 Local Heuristic Evolution

Give a initialized profile set Scurrent, the HV-II will generate a smaller fea-
ture error solution by evolve it. In other word, HV-II need allow us to preserve
the most representative trajectories and exchange the redundant trajectory of
Scurrent with other more important one as possible. More detail, we generate a
solution Srand by random sampling and construct a candidates trajectories set
Scand comprised of the trajectories in Scurrent and Srand. Then we get a new
solution Snew by executing HV algorithm in Sect. 3 and the important trajecto-
ries of Srand will add into Snew.

4.3 The Main Process

The evolution profile Snew is acceptable by checking the domination relation
between Snew and all profiles in ListA, three different cases may arise. These
are enumerated below.

– Case 1: Snew dominates j(j ≥ 1) solutions of the ListA. In this case, the Snew

is selected as the Scurrent, and added to the ListA. All the dominated profiles
dominated by Snew are removed from the ListA.

– Case 2: Snew is non-dominated with every profiles in the ListA. In this case,
the Snew is also selected as the Scurrent and added to the ListA. In case the
ListA becomes overfull (|ListA| > Bmax), clustering ListA is performed to
reduce the size to Bmin by k-means algorithm.
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– Case 3: Snew is dominated by j(j ≥ 1) profiles of the ListA. The Snew is
acceptable based on the principle of SA [17]. In our work, a given temperature
T , a new profile is selected with a probability

prob =
1

1 + exp(ΔEavg/T )
(5)

where ΔEavg =
∑j

i=1(ΔE(Si, Snew))/j and ΔE(Sa, Sb) is the feature error
distance of profile Sa and Sb, defined in Eq. 6, where N is number of features
and Ri is the range of the i − th feature estimated the initialization. We will
set the Snew to the Scurrent and added to the ListA if we accept Snew with
the probability prob.

ΔE(Sa, Sb) = ΠN
i=1,Ei(Sa)�=Ei(Sb)

(|Ei(Sa) − Ei(Sb)|/Ri) (6)

4.4 Complexity

The complexity of basic operations in HV-II are as follows:

1. ListA initialization: Θ(Bmin).
2. The evolution of Scurrent:Θ(k

d ·(2kl+(2k)2)), where k >> d, l, the complexity
can note as Θ(k3).

3. Procedure to check the domination status between Snew and the ListA
members:Θ(N · Bmin), where N is the number of features.

4. Clustering procedure:Θ(Bmax).

Therefore, overall complexity of HV-II becomes Θ(Bmin + iter · (k3 +N ·Bmin +
Bmax)) ≈ Θ(iter · k3) when k >> other parameters. Note that, the complexity
of HV-II is not relevant to the size n of D which is efficient in profiling massive
trajectory dataset.

5 Experimental Study

In this section, we first present the experimental settings, including the dataset
and experiment environment, the parameters and evaluation approaches in our
experiment. Then we report the major results with some discussions.

5.1 Experimental Settings

Dataset. We conduct our experiments on a real dataset that are collected from
around 12,000 taxis. This dataset contains over 1.6 million trajectory records
in Beijing, China, collected during an one-week period in November, 2014. The
sampling rate of these trajectories ranges form 40 s to 2 min. In our experiment,
We picked up about 21.3 thousand trajectories from the spacial region ranges
between 116.077◦–116.694◦ longitude and 39.689◦–40.148◦ latitude in one hour.
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Experiment Environment. We implement all algorithms in Java. The machine
we use to accomplish the experiment has a quad-core Inter Core i5 CPU (3.2 GHz)
and 8 G memory. The operating system is Windows 7 and Java VM version is
1.8.0 20 64-Bit.

Parameters. The parameters introduced in our approach are: (a) The size k
of profile set S; (b) The grid cell size θ; (c) The initial temperature Tmax sets to
Tmax = 1 and the cooling rate α sets to α = 0.995 in HV-II in our experiments,
which affects the accept probability; (d)The number of iterations iter in HV-II
sets to 200 in our experiments, which affects the effectiveness and the execution
time; (d) the limit of the archive set ListA is set to Bmin = 20 and Bmax = 50
in our experiment.

Evaluation Criteria. Our profiling algorithm is evaluated both in terms of
running time and data quality. The running time is measured using the actual
program execution time. The data quality is measured using two metrics the
Average of Feature Errors (AFE) and the Variance of Feature Errors (VFE).

5.2 Experimental Result

In our first experiment, we fix the grid cell size θ = 100(m), and compare our
profiling algorithm with the random sampling technology by scaling the profiling
rating, defined as c = k/n. As Fig. 2a shown, the AFE will decrease with the
increasement of the profile size, and HV-II is the most effective one, which has
only below 20% feature error after discarding 70% trajectories from D. Figure 2b
shows the change of the VFE. Different with the unstable random method, the
HV-II and HV will decrease with the profile size, which can indicate these two
methods keep relative balance in each features. The execution efficiency is shown
in Fig. 2b. When the size k � n, HV-II is more efficient than HV due to the cost
of HV-II is irrelevant with the raw dataset size n, and HV-II will slow with the
profiling rate increased due to a large number of evolution iterations.
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Then we fix the profiling rate c = 20% and demonstrate the performance
under different the grid size θ in Fig. 3. As θ increasing, the AFE will decrease in
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Fig. 3a due to the reduction of the granularity demand in each features. Mean-
while, the VFE of each features will increase in Fig. 3b due to the sensitiveness
of each feature is different in grid constraint. As observed from Fig. 3c, the grid
size only affect efficiency of the calculation of feature error and it have no effect
with large data volume.
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The Trajectory Clustering is an important application to discover the com-
mon movement patterns. We assess the ability of our method to preserves pat-
terns extracted the sub-trajectory clustering algorithm in [14], which is a typical
clustering techniques having as output different mobility (centroid of a trajectory
cluster). We generate a profile set with sample rate c = 30% and grid cell size
θ = 100(m), and the visualization of clusters in Fig. 4a and b clearly shows our
approach succeeds to preserve the sketch with various density center and each
patterns, before and after the profiling. We evaluate the clustering quality using
two metrics: the number of the clusters Clusters and the sum of squared error
QMeasure of each cluster which defined in [14]. The Fig. 4c shows the cluster-
ing performance of out methods, where HV-II has same performance with raw
dataset both the Clusters and QMeasure. We repeated the experiment several
time tuning the parameters of this algorithms and with various profile sizes and
the conclusion remained the same.
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The Route Recommend is also a common application to find a fastest (quick-
est) route to the user depend on the historical trajectories. The vast trajectories
are mapped to the road network by Map-Matching algorithm [10] to obtain the
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information of the traffic condition. We assess the ability of our profiling method
in T-Drive system in [13], which use a time-dependent landmark graph generated
by the trajectories to estimate the travel time of different route. First, Fig. 5a
shows the number of covered road after map-matching algorithm in each dataset
before and after profiling. Then T-Drive need to select top-k most frequent path
to build the landmark graph, and we use the Jaccard distance between raw
dataset and each profiling methods to measure the data quality shown in Fig. 5b.
Finally, we execute the query of time-dependent fastest rout in each dataset and
the error rate of estimated travel time, defined as Et = (TD − TS)/TD, is shown
in Fig. 5c, where HV-II has the lowest error than others.

 20000

 22000

 24000

 26000

 28000

 30000

 32000

 34000

 36000

Profiling

N
um

be
r o

f c
ov

er
ed

 ro
ad

After HV-II
After HV
After Random
Raw dataset

(a) The covered rate

 0.62

 0.64

 0.66

 0.68

 0.7

 0.72

 0.74

 0.76

 0.78

 0.8

1000 2000

Ja
cc

ar
d 

di
st

an
ce

Random
HV
LHE

(b) The most frequent route

 0

 0.2

 0.4

 0.6

 0.8

 1

Profiling

Er
ro

r r
at

e

HV-II
HV
Random

(c) The time error rate

Fig. 5. The result of route recommend

6 Related Work

Trajectory profiling is very important to the mining of the massive trajectory
dataset. It constitutes a quite challenging issue, so few related works have been
carried out. To the best of our knowledge, it is only one explorative method,
sub-trajectory sampling techniques, that has been proposed in [11].

In [11] the authors propose a method for trajectory segmentation and sam-
pling method based on the representativeness of the (sub-)trajectories. They
segment a trajectory depending on the density and trajectory similarity infor-
mation, and use a greedy optimization approach by a global voting scheme to
find the most representative sub-trajectories. However, this approach would not
cover our problem due to some important area traffic information will be dis-
carded, such as popular area, frequent pattern and road speed.

Other exciting works focus on the trajectory compression by approximating a
polyline with a subset of the points from the raw trajectory. The Douglas-Peucker
algorithm [7] approximates a trajectory by a line segment and recursively selects
the point contributing the biggest error as a split point. Recently, a direction-
preserving simplification algorithm [9] is proposed that preserves direction infor-
mation based on angular difference and keeps position information simultane-
ously. All of above works focus on using location points with as little as possible
to replace the entire single trajectory.

The representative trajectory [14] was initially presented in sub-trajectories
clustering, which designed a partition-and-group framework, which partitions
trajectories into line segments and then build groups for those close segments.
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A naive solution for the trajectory profiling would first cluster the dataset and
select the centroids(representative trajectory) of each cluster as the profiling
sets. The aim of clustering, however, is to partition the data into groups and not
to downsize the trajectory dataset. In addition, such a solution would provide a
single representation associated with each cluster, that means, we can’t selected
a real representative trajectory set from one cluster.

Summarizing, although very interesting as a problem and with great poten-
tials in the trajectory management and mining domain, to the best of our knowl-
edge, there is no related work on the trajectory dataset profiling taking the
complex trajectory features into consideration.

7 Conclusions

This paper makes a profound research on a novel problem of feature based tra-
jectory dataset profiling, which contributes to the more effective management of
trajectory database and speeds up the existing trajectory mining tasks. Beside,
we put forward two algorithms: HV and HV-II. HV is to select the most fea-
ture representative trajectories according to the current status by the heuristic
voting function greedily. HV-II optimizes HV by the extension of the simulated
annealing algorithm, and each iteration will improve the profile by the heuris-
tic evolution. The extensive experiments using a real-world trajectory dataset
demonstrate the efficiency and effectiveness of our methods. In the future, we
are intended to apply more effective trajectory features to our profiling. Thus,
our method will be applicable to more a wide range of trajectory tasks.
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Abstract. Since the introduction of the term hypertext in the early
1960s, the goal has been to link, annotate as well as transclude parts of
documents. However, most existing document linking approaches show
some shortcomings in terms of the offered link granularity and cannot
easily be extended to support new document formats. More recently,
we see new document formats such as the Office Open XML (OOXML)
standard which facilitate the linking to parts of certain document for-
mats. We present a dynamically extensible open cross-document link
service enabling the linking and integration of arbitrary documents and
multimedia content. In our link browser, emerging document formats
are supported via visual plug-ins or by integrating third-party applica-
tions via gateways. The presented concepts and architecture for dynamic
extensibility improve the document life cycle in so-called cross-media
information spaces and enable future-proof cross-document linking.

Keywords: Cross-document linking · Dynamic link service extensibility

1 Introduction

Most existing document formats only provide a simple embedded unidirectional
link model for defining associations between documents [16,19]. While many doc-
ument formats support the linking to third-party documents, it is normally not
possible to address and link to parts of these documents. For example, in a PDF
document we can create hyperlinks to an entire Word document via a URI but
we cannot easily link to specific parts within this document. There is no doubt
that the advent of the Extensible Markup Language (XML) in combination with
the link model defined by XLink has been a major step towards advanced linking
on the Web. However, XLink only deals with XML-based documents and does
not support other document formats or models.

We recently witnessed enhancements in various document formats for the
linking of documents. For example, in the current PDF specification [1] links
can be created between pieces of information stored in a PDF document via so-
called GoToE actions. Furthermore, OOXML [2] hyperlinks enable the address-
ing of parts of other OOXML documents. Nevertheless, as argued by Tayeh
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and Signer [19], the support of cross-document linking for arbitrary document
formats is a challenging task which requires concrete information about each
document format to be linked. Furthermore, it asks for a revision of a given doc-
ument format specification in order to support a new document type. We aim
for a link service that is flexible enough to support existing as well as emerging
document formats.

The extensibility of a link service is an essential feature and should form an
integral part of any document linking service. However, nowadays we can see
this extensibility feature only implemented for link resolution in web browsers.
When an HTML link points to a third-party document (e.g. a PDF document),
based on the target’s MIME type the web browser calls a specific plug-in to
visualise the document. Nevertheless, the link service extensibility should not be
limited to resolving links to entire documents but also allow users to create links
between snippets of information in arbitrary document formats. Furthermore, a
link service should take into account that users rely on proprietary applications
(e.g. Microsoft Word) to author and visualise specific types of documents and
address the challenge of seamlessly integrating these third-party applications.
Last but not least, a linking service has to be dynamically extensible. Imagine,
that each time we navigate to a new document type on the Web, we would
have to install a new version of the Web browser. This would definitely be a big
burden for any user. We can outline various reasons why a link service should be
dynamically extensible. First of all, it is not feasible to extend or redeploy the
existing service and user interface every time a new document format has to be
supported. Further, each user might only make use of a small subset from the
multitude of existing document formats. Rather than having a monolithic link
service that supports all document formats, users should be able to dynamically
extend the link service on demand in order to support their preferred document
formats. Finally, offering cross-document linking features to proprietary third-
party applications should not ask for changes to the core of these systems since
this might not be accepted by their creators.

In this paper, we present recent extensions and adaptations of our open cross-
document link service in order to deal with dynamic extensibility. We begin
in Sect. 2 by providing a brief overview of our link service and highlight some
of its earlier shortcomings with respect to dynamic extensibility. The essential
requirements for an extensible link service are outlined in Sect. 3. The concepts
and architecture to support dynamic extensibility are discussed in Sect. 4. In
Sect. 5 we compare our link service solution with the existing body of work.
After a critical discussion of the presented solution and an outline of future
research directions, we provide some concluding remarks.

2 Cross-Document Link Service

Most document formats offer an embedded unidirectional link model, implying
that only the owner of a document can add new links to the document. Fur-
thermore, a target document is not aware of any links that have been defined
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pointing to it from one or multiple source documents. Thereby, in most document
formats the offered link models are far away from the “non-sequential writing”
definition of hypertext [14] where at any given time pointers can be added to
documents to direct a reader to a different section, paragraph or another (part of
a) document. In order to overcome the shortcomings of existing document link
models, in some of our earlier work we have presented an open cross-document
link service [19]. The link service offers a plug-in architecture for integrating
different document formats. The link model of our cross-document link service
is based on the Resource Selector Link (RSL) hypermedia metamodel [18]. RSL
is based on the principle idea of linking arbitrary entities, whereby an entity can
either be a resource, a selector or a link. A resource represents the base unit
for a given media type, such as an image, a video or a complete document. A
selector is always related to a specific resource and is used to address parts of
the resource. Finally, a link is a bidirectional association between one or mul-
tiple source entities and one or multiple target entities. In our cross-document
link service, new document formats are supported by implementing data plug-ins
that extend the RSL resource and selector concepts and contain information on
how to address resources (documents) as well as selectors (anchors) attached to
documents in a given document format. For example, in a data plug-in for the
HTML document format, an HTML resource (document) can be represented as
a URI pointing to a web resource and its selector might be represented via an
XPointer-like expression.

The visualisation component of our link service consists of a link browser
to visualise the supported document formats. The user interface further offers
the necessary GUI actions for performing the basic CRUD (create, read, update
and delete) operations on a link. For each document format to be visualised in
the link browser, a visual plug-in has to be implemented. A visual plug-in for a
given document format needs to visualise documents as well as their anchors and
has to provide the necessary functionality to create, update and delete anchors.
Our cross-document link service currently supports the XML, text and PDF
document formats as well as general multimedia content such as images via
the corresponding data and visual plug-ins. It is worth mentioning that our
link service can not only deal with various document formats but also general
multimedia content such as images or movies. A selector of a movie resource
can, for example, be defined as a timespan. The underlying RSL metamodel is
general enough to support resources and selectors of different media types and
has been used before to support links across movies and web pages [17]. The
visual plug-ins for various document formats visualise the documents in a Java
Swing JPanel which can also be used to visualise arbitrary multimedia content.

We further provide a proof of concept implementation integrating a third-
party application in the form of the Google Chrome browser which acts as a
client for our link service. The Google Chrome plug-in has been implemented
by using the Google Chrome API1. The communication between the link service
and the Google Chrome application plug-in has been realised via a special HTML
1 https://developer.chrome.com/extensions.

https://developer.chrome.com/extensions
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gateway component. The HTML gateway implements the WebSocket commu-
nication protocol and translates any messages between the cross-document link
service and the Google Chrome plug-in. Thereby, users are able to create bidirec-
tional hyperlinks between supported document formats. Figure 1 shows a bidi-
rectional hyperlink between a PDF document and a JPEG image which are
visualised on the left and right hand side of the link browser component as
well as bidirectional link between a PDF document and an HTML document
visualised in the third-party Google Chrome web browser.

Fig. 1. Cross-document link browser with third-party application

The existing cross-document link service showed a number of shortcomings
in terms of extensibility. In order to illustrate these shortcomings, we use the sce-
nario of a user who installed the link service with support for the text, PDF, XML
and HTML formats. Our user is a researcher often reading Word and PDF docu-
ments and would therefore like to add support for cross-document links between
PDF and Word documents. Unfortunately, there is no online repository offering
plug-ins for different document formats and our user cannot find and download
the necessary plug-ins for Word. However, the researcher is lucky because they
found some information on how to implement data and visual plug-ins. More-
over, they have access to the code of the HTML gateway. Our user decided to ask
a developer who is familiar with Microsoft’s Office Developer Tools to implement
the necessary plug-ins for supporting the Word document format. When check-
ing the code of the gateway, the developer realised that they cannot implement
a new plug-in since the coupling between the communication protocol as well
as the message handling in the gateway asks for a good understanding of the
communication among the link service components. Furthermore, some classes
and packages used in the gateway are not available online and are not accessible
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via public modifiers to be used outside of the HTML plug-in. Therefore, they
decided that supporting a visualisation of Word documents and their anchors
within the link browser side by side with PDF documents is enough. Unfortu-
nately, even if the developer can provide an implementation of the necessary
data and visual plug-ins for Word, we still need a way that the link service can
discover these new plug-ins. This scenario highlights that even if a link service
offers a decent plug-in architecture, we still have to address the issue of dynamic
extensibility. Users should be able to extend the link service without the need
for a new release of the link service supporting the new document format. In the
remaining part of this paper we describe the new essential concepts necessary
for realising a dynamically extensible link service.

3 Requirements

From our previous experience with the cross-document link service and through
an analysis of the shortcomings of existing link services, we derived the following
fundamental requirements for an extensible cross-document link service.

Flexible and Extensible Link Service Architecture. Most annotation and
link services are not based on explicit link models. They often contain a mixture
of conceptual and technical hard-coded link models. The fact that document
formats have different document models means that anchors and selections can
be defined and addressed in different ways. For example, an anchor in a tree-
document model can be defined via an XPointer-like expression while an anchor
in a linear text-only document model might be defined by its start and end
indices. A link model should be flexible enough to deal with different document
formats whereas the extensibility deals with emerging document formats to be
supported at a later stage. Most annotation and link services have to be rede-
ployed whenever a new media type should be supported. We strongly believe that
the link service user interface should be extensible and support new document
formats without redeploying the entire link service.

Support Multiple Document Formats. This requirement can be divided
into two sub-requirements: the link service should be able to support existing
document formats and should be able to deal with emerging document formats.
A link service should not be restricted to a fixed set of predefined document
formats. However, a link service that adheres to the first requirement of a flexible
and extensible link service architecture does not necessarily have to satisfy this
requirement. For example, the previous version of our link service addressed
the first requirement but the support for a new document format still required
some intervention of the link service provider. An extensible link service should
offer a simple mechanism to allow third-party developers or users to integrate
additional document formats without a redeployment of the core link service.

Easy Integration of Third-Party Applications. Supporting third-party
applications should be taken into account in any successful link service. Oth-
erwise, the link service would have to provide the authoring/editing of third-
party documents and be appealing enough to convince users to abandon their



66 A.A.O. Tayeh and B. Signer

preferred third-party applications. Indeed, this is not practical as users might
want to continue using the applications they are familiar with. Nowadays, most
proprietary third-party document processing applications come along with their
own Software Development Kit (SDK) in order to be extended on demand with
some extra functionality. An extensible link service should benefit from a third-
party application’s extensibility rather than forcing third-party application ven-
dors to rewrite their applications. Plug-ins or add-ins can be implemented for
these third-party applications in order to provide visual handles for creating and
editing anchors in the supported document format.

Flexible Communication Channels. The support for third-party applica-
tions asks for communication across different protocols. The APIs and SDKs
of some third-party applications limit their plug-ins or add-ins to a specific set
of communication protocols. For example, Google’s Chrome Extension API and
extensions for other web browsers only support WebSocket communication with
third-party applications whereas TCP sockets are the default communication
protocol for third-party desktop applications. An extensible link service should
support the multitude of existing communication protocols since otherwise it
might not be possible to integrate certain third-party applications.

Customisable Link Service. The previous requirements imply that the dif-
ferent link service components are extensible via data plug-ins, visual plug-ins
or third-party application plug-ins. It is not practical to push users to install
all plug-ins at once given that they might not use most of the supported doc-
ument formats or third-party applications. Therefore, end users should be able
to customise their link service by installing only the plug-ins for the document
formats that are really needed. Customisability of the link service means that
the link service is extensible on demand. The LATEX environment which has been
used to write this article is a good example for on-demand extensibility via var-
ious packages to support extra functionality. This on-demand extensibility not
only saves storage space but also increases the overall performance. In order to
successfully support on-demand customisation, the availability of the plug-ins
should be ensured via a central online plug-in repository.

Plug-in Versioning. Different document format specifications are often updated
to support new features. Moreover, third-party applications are normally updated
with new features to either support the new document format specification or to
enable new features in the application itself. Therefore, new versions of plug-ins for
some document formats are expected to be published and the link service should
offer some plug-in versioning mechanism.

4 Dynamically Extensible Link Service

The overall architecture of our link service is outlined in Fig. 2. Components
depicted with solid lines have been presented in earlier work [19], while some
of the dashed gateways, plug-in tracking, online repository and communication
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Fig. 2. Cross-document link service architecture

components are playing a central role for the dynamic link service extensibility
described in this paper.

In our link service, the gateway and communication components play an
important role for integrating third-party applications. For each document for-
mat to be integrated via a third-party application, a gateway handling the mes-
sages with the third-party application plug-in has to be provided. The third-
party application plug-in can use any communication protocol supported by the
link service. The plug-in tracking component consists of a plug-in tracker and
an update manager. These two components are responsible for keeping track
of the installed plug-ins as well as for installing new plug-ins on demand by
communicating with the online plug-in repository.

The OSGi framework [10] plays an important role in achieving our link ser-
vice’s dynamic extensibility. The OSGi specification defines a dynamic modular
system for the Java programming language but the deployment of an OSGi-
based application does not differ from regular Java applications. More details
about the motivation for using the OSGi framework in our link service can be
found in [19]. Conceptually, the OSGi framework consists of three layers, includ-
ing the module layer, the life cycle layer and a service layer. The module layer
is responsible for packaging and sharing the application code. Each module of
an application is called a bundle and corresponds to a Java JAR file with some
extra metadata in the form of a manifest file. The life cycle layer controls spe-
cific modules at execution time. The interaction and communication between
installed modules is managed by the service layer. Each component depicted by
a rectangle in the link service is a bundle. All data, visual and gateway plug-ins
are bundles with different metadata. The life cycle layer is extensively used by
the plug-in tracker for dynamic extensibility.
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In order to get a better understanding of the roles played by the different
components, we come back to the scenario presented earlier, but this time we
assume that the user installed the extensible version of the link service. When
the user wants to add support for the Word document format, they can either
open the online repository web page to search for Word document plug-ins or
search via the link service’s update manager interface. The user learns that there
are two options for the Word document format. The first extension visualises
documents and their anchors in the link browser. This means that the extension
consists of a data plug-in and a visual plug-in. A second extension supports the
visualisation directly within Microsoft Word. This extension consists of a data
plug-in, a gateway as well as the necessary Microsoft Word application add-in.
In both cases, the user must install the data plug-in which has some metadata
stored in its manifest file in order to be correctly identified and used by the link
service components. The update manager reads the metadata, the plug-in is
downloaded via a secure shell protocol and installed by the plug-in tracker. The
plug-in tracker does the necessary work to inject the plug-in into the running
link service. If the user wishes to visualise their documents within the generic
link browser, the visual plug-in for the Word document type has to be installed.

In the case that the user wants to visualise their documents in Microsoft
Word, they have to install the gateway plug-in in the link service and follow the
instructions provided for the Microsoft Word add-in in order to extend Microsoft
Word. The gateway plug-in is installed based on the same mechanism used for
data and visual plug-ins. After installing the plug-ins, the user should be able
to create hyperlinks in Word documents and link them to any of the already
supported document formats. Let us assume that after three months the devel-
oper of the third-party Word plug-in has fixed some bugs and implemented some
new nice visualisation as well as other features. They upload a new version of
the plug-in to the online repository. The update manager will inform the user
that a new version of a Word plug-in is available and wait for a confirmation to
install the new version. In the following subsections we elaborate on the different
components necessary for the dynamic extensibility described in the scenario.

4.1 Gateways

The gateway component is introduced in the link service in order to overcome
the limitation of third-party application integration introduced earlier by the
link service. The gateway component is the most essential component to inte-
grate existing third-party applications and it is flexible enough to integrate any
new third-party application. A third-party application extension (plug-in) acts
as a client to the link service and can be implemented in any programming
language supported by the third-party application SDK. The component con-
tains an interface that provides the abstract methods needed to translate any
message exchanged with a third-party application plug-in. Message translation
simply involves the marshalling and unmarshalling of Java objects. JSON mes-
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sages sent by an external third-party plug-in are unmarshalled into Java objects
by the corresponding gateway and Java objects are marshalled to JSON objects
by the gateway to be sent to its corresponding external third-party application
plug-in. Two things are worth mentioning here. First, the gateway component
can easily be extended for a specific document format, since third-party devel-
opers are not required to understand the different communication channels and
processes among the link service components. Second, the link service does not
provide a general JSON representation for messages that should be exchanged
with external third-party application plug-ins, but it rather asks developers to
form these objects. For multiple reasons, we provide developers the freedom to
marshal and unmarshal the objects and send as much information as they want
from the link service to third-party applications. First of all, the objects to be
marshalled or unmarshalled represent information about documents and anchors
in a specific document format. This information is introduced by the data plug-
in of a given document format and we cannot anticipate what information the
object contains. The link service treats all objects as entities which is the general
representation of RSL resources and selectors. Nevertheless, third-party develop-
ers are aware that entity objects received by the gateway from other link service
components must be instances of the specific document format and contain some
additional information. It further enables developers to send arbitrary informa-
tion to external third-party application plug-ins for rich link visualisation.

Listing 1.1. Gateway interface

ab s t r a c t long getResourceId ( JSONObject msg ) ;
ab s t r a c t JSONObject openDocument ( Resource res ,

HashSet <Anchor> anchors , Anchor en t i t yH i gh l i gh t ) ;
ab s t r a c t long getTargetEntityID (JSONObject msg ) ;

In a gateway plug-in, the developer has to provide a class implementing the
gateway interface. Some of the methods of the gateway interface are shown in
Listing 1.1. The getResourceId() method is called by the link service in order
to return the ID of the resource (document) included in the JSON message. The
second method is used to serialise a Java object to a JSON message which can
be sent to the external third-party application plug-in to open a document. The
method receives the resource (document), the set of anchors contained within the
document and optionally a specific anchor to be highlighted in the case that the
document has to be visualised as a result of a link that has been followed. It is
worth mentioning that the anchor object in the link service contains information
about a link source which is either a selector or a complete document. It further
contains information about the targets which can either be other documents or
selectors of documents. The anchor object contains enough information about
each target such as its MIME type, its ID as well as the contained document
in the case of a selector, enabling the development of rich visual plug-ins. For
example, multi-target links can be represented via a pop-up menu in order to
give the user the flexibility to navigate to any target document.
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4.2 Plug-in Metadata and Repository

The different types of plug-ins (e.g. data, visual and gateway plug-ins) require
a mechanism to differentiate between them in order to correctly use them in
the link service and to correctly inject them when extending the link service. We
have exploited the OSGi manifest file to correctly identify each document format
plug-in. Aside from the specific OSGi metadata required by any OSGi bundle,
different document format plug-ins must contain specific metadata to be a valid
extension for the link service and to be correctly identified by the link service.
Based on the type of the plug-in (i.e. data, visual or gateway), different meta-
data keys and values should be included in the plug-in. The Extension-Name,
Extension-Mime and Extension-Type metadata is required for all types of plug-
ins. This metadata provides information about the MIME type (e.g. text/html
or application/pdf) supported by the plug-in, its name and its type. A plug-
in developer should maintain the consistency of the MIME type provided in a
document format plug-in. In other words, a data plug-in and a visual plug-in for
a given document format must have the same MIME type. The same holds for
data and gateway plug-ins in the case of a third-party application integration.

The link service’s user interface contains an abstract class defining the neces-
sary functions to visualise a document as well as to perform the CRUD operations
for links in a given document format. A visual plug-in must extend the abstract
class of the user interface component. Furthermore, each gateway has to imple-
ment the gateway interface. The link service can communicate with a visual
plug-in to visualise documents or for CRUD operations on a link by instantiat-
ing the class that extends the abstract user interface class. Furthermore, the link
service can communicate with a gateway plug-in in order to marshal or unmar-
shal objects by instantiating the class that implements the gateway interface. In
order to instantiate these classes, the classpath is stored in the Extension-Class
metadata included in the corresponding visual or gateway plug-in. Finally, the
online repository provides simple interfaces to search for plug-ins and for upload-
ing new plug-ins.

4.3 Plug-In Tracking

The plug-in tracking consists of the plug-in tracker and the update manager. The
update manager is responsible for keeping track of the available document format
plug-ins in the online repository by reading the metadata for every plug-in. Users
can interact with the update manager by using its GUI in order to search for
plug-ins of different document formats. Moreover, the update manager notifies
the plug-in tracker about the availability of any document format. Last but not
least, the update manager is in charge of downloading the different plug-ins.

The plug-in tracker is responsible for installing, keeping track of and man-
aging the different plug-ins in the link service. The plug-in tracker’s extender
pattern listens for any OSGi bundles (plug-ins) being started or stopped in the
link service. When a plug-in is installed, the tracker checks whether it is an
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extension based on the predefined extension metadata and performs the neces-
sary operations to integrate it in the link service. In the case of a data plug-in,
the tracker adds the MIME type to the list of supported document formats. If
a visual plug-in is installed, the plug-in tracker checks whether the data plug-in
for the same document format (MIME) has already been installed. In the case
that the data plug-in is missing or the user does not confirm the installation
of the data plug-in, the visual plug-in will not be installed. If the data plug-in
is already installed or installed after a user’s confirmation, the plug-in tracker
notifies the user interface component that a new visual plug-in exists which in
turn injects the new plug-in into the link browser user interface. As a result, the
user can see that the new document format has successfully been integrated in
the link service and can start using it. For gateway plug-ins, the plug-in tracker
will maintain the availability of its data plug-in with the same mechanism used
when installing a visual plug-in and add it to the list of supported gateways.

4.4 Communication Protocols

In order to support as many third-party applications as possible, our link service
communication component supports three different communication protocols.
TCP sockets and WebSockets are used for full duplex communication channels
and a REST API can be used as a fall-back solution for third-party applica-
tion SDKs not offering full duplex communication. JSON messages coming from
third-party applications through different communication protocols are centrally
managed via the message pool component. The message pool also keeps track of
all active third-party application plug-ins and their sessions in order to forward
the JSON messages produced by different gateways.

Note that each JSON message exchanged with a third-party application plug-
in contains a command key with one value for the predefined request values. For
example, the create value is used in some messages sent by the external plug-ins
and informs the message pool that the user wants to create a link in a document
visualised in its third-party application. The showTarget value is contained in
some messages sent by the external plug-ins and tells the message pool that the
user clicked on a link in a document visualised in the third-party application. In
this case, the JSON message should contain information about the specific link
target. The message pool then asks the corresponding gateway to return the ID of
the intended target by passing the JSON message to the getTargetEntityId()
gateway method shown earlier in Listing 1.1. When the link service requires
an external third-party application plug-in to open a document with its selec-
tors, it sends the request to the message pool. The message pool then asks the
corresponding gateway to marshal the object to a JSON message containing
the command key with the openDocument value and the third-party application
plug-in will know how to process the message.

Messages coming from third-party application plug-ins are forwarded to the
user interface component via the message pool after they have been unmarshalled
to Java objects by the corresponding gateway. The message pool can identify the
correct gateway by using the MIME type defined by the communication session
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in the handshake process. Moreover, when a message has to be sent from the link
service to the external third-party application plug-in, the message pool requests
the gateway to marshal the message to a JSON message before forwarding it to
the correct communication protocol with the active session.

5 Related Work

Based on the six requirements introduced earlier in Sect. 3, we present a compar-
ison of some existing link services and annotation tools in Table 1. Each require-
ment is mapped to one dimension (column) in the comparison table, expect for
the second requirement which is mapped to the two ‘Cross-Document Linking’
and ‘Emerging Document Formats’ dimensions. The former evaluates whether a
link service supports cross-document linking between multiple existing document
formats, while the latter evaluates whether a link service is extensible and might
support emerging document formats. Further, the last row in the table presents
our dynamic link service. We use the � symbol to illustrate that a feature is
supported whereas the (�) symbol means that there is only limited support for
a given feature or the feature is supported but with some major drawbacks.

Table 1. Comparison of existing link services and annotation tools

Open hypermedia systems such as Intermedia [9], Sun’s link service [15] and
Microcosm [11] addressed the limitations of embedded links by managing links
separately from the linked documents in so-called linkbases. Intermedia sup-
ports the linking across five different document formats but shows a number
of shortcomings. Even though Intermedia is based on a layered architecture,
it is not evident how it can be extended to support additional document for-
mats. Moreover, Intermedia was intended to be used as a complete authoring
tool and not purely as a link service. This implies that any document format
that would like to profit from Intermedia’s linking features has to be visualised
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and authored with Intermedia’s viewers. Furthermore, features such as the inte-
gration of third-party applications, customisation and versioning have not been
considered in Intermedia.

Sun’s link service—a pure link service providing a protocol to communicate
with external applications—shows two major shortcomings. First, the link ser-
vice forms a monolithic component with a core link model that is not extensible.
In other words, more advanced forms of links cannot be supported without a
redeployment of the link service. Second, the protocol comes in the form of a
program library that has to be included in any external application in order to
communicate with the link service. This implies that third-party applications
have to be rewritten to benefit from the features offered by the link service.

Microcosm supports linking for Microsoft applications and further offers some
nice features including generic links or the dynamic linking of documents. Nev-
ertheless, it is not evident how Microcosm could be extended in order to support
some of the other important features. It is worth mentioning that a number of
open hypermedia systems have been used to enrich the Web with external links
by considering the Web as a client for these open hypermedia solutions [4,6].

The XLink standard supports so-called extended links which can be stored
in linkbases and be used to realise bi- and multi-directional links. A link service
making use of the XLink model and XPointer expressions can only support the
linking across four types (MIME) of XML documents [8]. Nevertheless, most web
link services and applications that make use of XLink, such as XLinkProxy [7],
solely support HTML documents. On the other hand, RSL is flexible and pro-
vides a number of features that XLink lacks such as user rights management,
context resolvers and overlapping links. Note that recent Semantic Web tech-
nologies and XML promote the concept of linked data [12] on the Web.

A number of systems such as the W3C’s Amaya2 web browser implement
the Annotea standard [13]. MADCOW [5] is another web annotation plug-in for
Microsoft Internet Explorer that uses a client-server architecture allowing users
to store their annotations on dedicated remote servers. MADCOW goes beyond
the functionality provided by Annotea-based tools and offers the possibility to
annotate richer media types such as images and videos. Nevertheless, most of
these tools and standards adopt the simple annotation concepts (e.g. notes or
comments) and do not support the creation of hyperlinks between existing con-
tent. Even if the linking of existing content is supported and the extensibility is
addressed, these solutions are limited to the features offered by XLink.

More recently, various digital libraries management systems (DLMSs) have
incorporated interactive annotation features that facilitate discussions among
researchers. Whereas in most of the DLMSs the annotation features are offered
by built-in components, the Flexible Annotation Service Tool (FAST) [3] has
been developed to be a stand-alone annotation tool in order to offer its services
to multiple DLMSs. Even though FAST offers simple annotation features rather
than cross-document linking and also lacks some of the other features, it is based
on an interesting extensible architecture. FAST consists of two main components,
2 http://www.w3.org/Amaya/.

http://www.w3.org/Amaya/
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the core annotation service and a number of gateways (interfaces). Each gateway
is connected to a different DLMS and ensures that the DLMS gets access to the
core annotation service offered by FAST. Hence, any DLMS can benefit from
FAST’s features by developing a new FAST gateway. The flexible integration of
different DLMSs with FAST can be considered as third-party integration.

6 Discussion and Future Work

To the best of our knowledge, the presented link service is the first dynamically
extensible and customisable link service. The extensible open cross-document
link service is a future-proof linking solution for arbitrary document formats
and multimedia content types. Its dynamic extensibility further allows third-
party developers and end users to support any document format and multimedia
content type without the intervention of the link service provider. To address
the preferences of the end users, the integration of different document formats
and multimedia content types can either happen within the link browser or in
their preferred third-party applications. The presented dynamically extensible
link service further deals with updates for specific document formats or third-
party applications by providing a mechanism for maintaining different versions
of the same document format plug-in. Furthermore, the link service represents
an ideal platform for investigating innovative forms of cross-media linking.

The manageability and maintainability of links has always been an issue in
hypermedia systems. This includes broken links, the consistency of links when
the linked documents evolve or the management of link metadata in collaborative
environments such as Google Docs. The RSL links used by our link service are
bidirectional and therefore the link service is able to solve the issue of broken
links by removing any link target from a document when the link source has
been deleted from the source document. The management of links in evolving
documents is still a hot topic. Even though we are planning to apply more than
one mechanism for addressing this problem, we have currently adopted a simple
document archiving solution of linked documents which also helps to address the
broken link problem in the case of missing documents.

We are currently working on the integration of third-party applications such
as Microsoft Word, PowerPoint or Acrobat Reader. Moreover, we are investi-
gating a model for cross-media document formats where content can easily be
transcluded from various document formats and multimedia types. In the near
future, we plan to evaluate the usability of the presented link service in a user
study. Last but not least, we are working on an enhanced desktop environment
that exploits the links defined via the link service in combination with some data
mining algorithms to enhance the search and retrieval of desktop documents.

7 Conclusion

We have presented a dynamically extensible link service enabling the linking
across arbitrary document formats and media types. In contrast to existing link
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services and link models, our solution supports the integration of new document
formats without having to apply any changes to the core of the link service or
graphical link browsers and without a redeployment of the link service. Based
on the concepts of data plug-ins, visual plug-ins, gateways as well as third-party
application add-ins, emerging document formats can either be supported within
our link browser or via any third-party application that has been extended to
communicate with a document format-specific gateway. The presented dynami-
cally extensible cross-document link service acts as a research platform for inves-
tigating document and link management as well as maintainability in so-called
cross-media information spaces. Our solution might further inspire other link
service providers to reconsider the dynamic extensibility of their approaches.
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Abstract. Automatically detecting sarcasm in twitter is a challenging
task because sarcasm transforms the polarity of an apparently positive
or negative utterance into its opposite. Previous work focus on feature
modeling of the single tweet, which limit the performance of the task.
These methods did not leverage contextual information regarding the
author or the tweet to improve the performance of sarcasm detection.
However, tweets are filtered through streams of posts, so that a wider
context, e.g. a conversation or topic, is always available. In this paper,
we compared sarcastic utterances in twitter to utterances that express
positive or negative attitudes without sarcasm. The sarcasm detection
problem is modeled as a sequential classification task over a tweet and his
contextual information. A Markovian formulation of the Support Vector
Machine discriminative model as embodied by the SVMhmm algorithm
has been employed to assign the category label to entire sequence. Exper-
imental results show that sequential classification effectively embodied
evidence about the context information and is able to reach a relative
increment in detection performance.

Keywords: Sarcasm detection · Sentiment classification · Support
vector machine · Sequential classification

1 Introduction

Sentiment analysis in twitter has been one of the most popular research topics
in NLP (Natural Language Processing) in the past decade, as shown in sev-
eral recent surveys [1,2]; The goal of sentiment analysis to automatically detect
the polarity of a twitter message, while sarcastic or ironic statement transforms
the polarity of an apparently positive or negative utterance into it opposite.
So it is very important to differentiate sarcastic utterance from the utterances
that express positive or negative attitudes without sarcasm [3]. Sarcasm detec-
tion is considered to be an important aspect of language which deserves special
attention given its relevance in fields such as sentiment analysis and opinion
mining [4].
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-26190-4 6
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The issue of automatic sarcasm detection in twitter has been addressed in
the past few years, the sarcasm detection is usually considered as a classification
problem, previous approaches mostly relied on features modeling to the single
tweet. These methods did not leverage contextual information regarding the
author or the tweet to improve the performance of the task. However, tweets are
filtered through streams of posts, so that a wider context, e.g. a conversation or
topic, is always available.

Considering the following tweet from our dataset: “@syydsand @gretchlol
this seems like a lie. do you no longer associate with yourself?” Did the author
intend this tweet sarcastic? Without additional context it is difficult to know.
But if we peruse the author’s conversational context which is shown in Fig. 1,
we can reasonably inter that this tweet was intended sarcastically.

Fig. 1. A tweet and its conversation-based context, the content in parentheses repre-
sents the posting time of this tweet

According to the example in Fig. 1, we know the contextual information
is benefit to improve the detection performance. This motivated us to detect
sarcasm in twitter by using different contextual information.

In this paper, we focus on message-level sarcasm detection on English Twitter
using a context-based model along three lines: first, we introduce three differ-
ent types of contextual information, that are conversation, as chains of tweets
that are reply to the previous one, posting history, also chains of tweets that are
come the same author, and topic, built based on the same hashtag. Then we
focus on feature modeling of tweets, they will also account for contextual infor-
mation. Finaly, we introduce a more complex classification model that works
over an entire tweet sequence and not on one tweet at a time. From a computa-
tional perspective, a target tweet and its context are arbitrarily long sequence
of messages, ordered according to time with the target tweet being the last. The
SV Mhmm learning algorithm [5,6] has been employed, as it allow to classify a
tweet within an entire sequence. While SVM based classifiers allow to recognize
the category label from one specific tweet at a time, the SV Mhmm learning
algorithm collectively labels all tweet in a sequence.

The contributions of this paper are as follows:

– To the best of our knowledge, the context-based model is proposed to identify
sarcasm in twitter for the first time.
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– Results show the context-based model can improve the performance for twitter
sarcasm detection.

– Results show the history-based context can improve the performance of sen-
timent analysis in twitter.

2 Related Work

There has recently been a flurry of interesting work on sarcasm detection [7–11].
In these work, verbal irony detection has mostly been treated as a standard text
classification task, some innovative approaches specific to detect irony have been
proposed.

Carvalho et al. (2009) [12] created an automatic system for detecting sarcasm
relying on emoticons and special punctuation, they focused on detection of ironic
style in newspaper articles. Veale and Hao (2010) [13] proposed an algorithm
for separating ironic from non-ironic similes, detecting common terms used in
this ironic comparison. Reyes et al. (2012) [14] have recently proposed a model
to detect sarcasm in Twitter, they defined four groups of features: signatures,
unexpectedness, style, and emotional scenarios. Moreover, Barbieri and Saggion
(2014) proposed a novel linguistically motivated set of features to detect irony
in twitter, the features take into account frequency, written/spoken difference,
sentiments, ambiguity, intensity, synonymy and structure, experimental results
show their model achieves state-of-the-art performance.

There are also a few computational models that detect sarcasm on Twitter
and Amazon [3,7,15]. Davidov et al. (2010) proposed a semi-supervised identifi-
cation, they used 5-fold cross validation on their kNN-like classifiers and obtained
55 % in F-measure on the Twitter dataset. Gonzalez-Ibanez et al. (2011) experi-
mented with Twitter data divided into three categories, they used two classifiers-
support vector machine (SVM) with sequential minimal optimization (SMO) and
logistic regression, they used various combinations of unigrams, dictionary-based
features and pragmatic factors to achieve the better performance. The work of
Riloff et al. (2013) detected one type of sarcasm: contrast between a positive sen-
timent and negative situation. They used a bootstrapping algorithm to acquire
lists of positive sentiment phrases and negative situation phrases from sarcastic
tweets.

To our knowledge, however, no previous work on sarcasm detection has
designed the model which leverages contextual information regarding the author
or tweet. But this is very necessary in some cases, some sarcastic utterances can
not be recognized by the lack of contextual information. In this paper, we mod-
eled the sarcasm detection problem as a sequential classification task over tweet
and his contextual information (one or more tweets, representing conversation,
related topic, or posting history). A Markovian formulation of the Support Vec-
tor Machine discriminative model as embodied by the SV Mhmm algorithm has
been employed to assign the category label to entire sequences. Experimental
results prove that sequential classification effectively embodied evidence about
the contextual information and is able to reach a increment in F1 measure.
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3 Dataset

The aim of this paper is to estimate the contribution of the context-based model,
existing state-of-the-art approaches neglect the contextual information, so that
the datasets with labeled contexts are not available. In this section, we will
introduce the dataset used in our method.

3.1 Basic Dataset Construction

In Twitter, people post message of up to 140 characters. Apart from plain text,
a tweet may contain references to other users (@user), URLs, and hashtags
(#hashtag) which are tags assigned by the user to identify topic or sentiment.
Previous work [7,16] also showed that human judge other than the tweets’
authors, achieve low levels of accuracy when trying to classify sarcastic tweets.
So we argue that using hashtags labeled by their authors of the tweets produces
a better quality dataset. In other words, the best judge of whether a tweet is
intended to be sarcastic is the author of the tweet. To build the dataset including
negative (N), sarcastic (S), and positive (P) tweets, we used a Twitter Stream-
ing API1 to collect tweets that express sarcasm (#sarcasm, #sarcastic, #irony,
#ironic), positive sentiment (e.g. #happy, #joy), and negative sentiment (e.g.
#sadness, #angry, #frustrated), respectively. To reduce some noisy tweets, we
remove the following tweets:

– we applied automatic filtering to remove retweets, duplicates, quotes, spam,
tweets written in language other than English;

– we filtered all tweets where the hashtags were not located at the very end of
the message2.

Finally, we get the 1500 tweets in each of the three categories, sarcastic, positive
and negative, which each category includes 500 tweets, respectively. Meanwhile,
we remove the hastage which can represent the sarcastic, negative or positive,
all 1500 tweets are called basic dataset.

It is worth noting that we can build a classifier to detect sarcasm in twit-
ter based on simple or complex feature modeling. But this paper aim to apply
context-based model to improve detection performance. So the classifier (not
employing contextual information) built in basic dataset is used to a baseline
classifier. Next, we introduce how to get the contextual information and to deter-
mine the category label of the context.

3.2 Context Generation

For a tweet, its contextual information is usually embodied by the stream of this
tweet, we get the following three contextual information for each tweet in basic
dataset using Twitter API:
1 http://dev.twitter.com/docs/streaming-apis.
2 To address the concern of Davidov et al. (2010) that tweets with #hashtags are

noisy.

http://dev.twitter.com/docs/streaming-apis
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– History-based Context: An entire tweet sequence can be derived including
the multiple tweets preceding the target tweet that are from the same author.

– Conversation-based Context: An entire tweet sequence can be derived
including the multiple tweets preceding the target tweet that represent the
interactive information with other users;

– Topic-based Context: An entire tweet sequence can be derived including
the multiple tweets preceding the target tweet that contain the same hashtag.

After the extraction of contextual information, we obtain three types of con-
textual information for each tweet in basic dataset, It is worth noting that not all
tweets in basic dataset have contextual information. Finally, we get the contex-
tual information for each tweet in basic dateset, statistical information is showed
in Table 1.

Table 1. Basic dataset and contextual information

Category Basic History Conversation Topic

Negative 500 2224 73 972

Sarcastic 500 2321 267 614

Positive 500 2229 113 1032

Total 1500 6774 453 2618

In Table 1, Basic represents the basic dataset, History represents the history-
based context, Conversation represents the conversation-based context and Topic
represents the topic-based context. The numbers of tweets are shown in columns
2, 3, 4, and 5, respectively, column 2 represents the basic dataset and column 3–
5 represents different contextual information, column 2 (basic dataset) includes
1500 tweets, while column 3–5 represents the subsets of target tweets for which
the history-based, conversation-based and topic-based context, respectively, was
available. History-based contexts are 6774 tweets (column 3), and topic-based
contexts contain 2618 tweets (column 5), while conversation-based contexts only
include 453 tweets (column 4).

3.3 Dataset Annotation

To get the dataset with labeled contexts, we need to determine the category
label (negative, sarcastic, positive) for each tweet from all contexts. Manual
annotation is time-consuming and laborious, so we use a multi-class classifier
which is trained based on basic dataset to predict the category label of the
tweet in contexts. The disadvantage of this method is that it introduces noise
which some contexts will be mislabeled, but it is a realistic solution to determine
the category label of contextual information. Experimental results also show
the sequential classification get the better performance, though there are some
mislabeled tweets in the sequences.
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After determining the category label of all tweets from contexts, we can devise
the context-based model to detect sarcasm. In the following section, we will
prove that sequential classification approach embedding contextual information
can get the better performance than multi-class approach (not employing any
context). It is worth noting that the dataset (basic dataset and tweets from
contexts) used in the paper are automatically constructed without relying on
any manually coded resource.

4 The Proposed Approach

This paper proposes a context-based model that exploits the contextual informa-
tion to detect sarcasm in twitter. Firstly, we formalize three different contextual
information which may improve the performance of the task. Secondly, we take
consideration of feature modeling of all tweets, we not only use the simple and
classical method (Bag of Word, BoW), and use the feature modeling to the
closely related nature of social media text. Finally, we introduce the multiple
classification approach (SV Mmulticlass) and the sequential classification app-
roach (SV Mhmm) to detect sarcasm in twitter.

4.1 Generating Different Contexts

Based on the nature of the twitter, we use the following three types of contextual
information.

Conversation-Based Context. In twitter, a target tweet may be the part
of the conversation. If we can get the conversational information preceding the
target tweet. We are more likely to judge the category label of target tweet
with the help of conversational information. Specially, for each tweet ti ∈ T , let
r(ti) : T → T be a function that returns either the tweet to which ti is a reply
to, or null if ti is not a reply. Then, the conversation-based context ΥC,l

i of tweet
ti is the sequence of tweet iteratively built by applying function r(ti), until l
tweets have been selected or r(ti) = null, where l is the number of limiting the
size of the context.

History-Based Context. The previous tweets (we called history tweets) about
the author of a tweet can reflect author’s attitude towards some events or people.
History tweets should be useful to improve the detect performance. Specially, for
target tweet ti, an entire tweet sequence can be derived including the l tweets
preceding the target tweet ti that contain the same author. Let ti ∈ T to be a
tweet, the history-based context ΩH,l

i is the sequences of tweets, l is the number
of context from the posting history of the author for a target tweet ti.

Topic-Based Context. In twitter, hashtag represents a topic which can be
discussed by other users. We select the tweets with the same hastag in the time
window as the third context. Specially, for a target tweet ti, an entire tweet
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sequence can be derived including the l tweets preceding the target tweet ti that
contain the same hashtag set. Let ti ∈ T be a tweet and t(ti) : T → P(H) be
a function that returns the entire hashtags set Hi ⊆ H observed into ti. Then,
the topical context ΓT,l

i for a tweet ti is a sequence of the most recent l tweets
tj such that Hi ∩ Hj �= ∅, i.e. tj and ti share at least one hashtag, and tj has
been posted before ti.

For different contexts, a specific context size l can be imposed by focusing
only on the last l tweets of the sequences. According to the above method, we
get the three different types of contexts.

4.2 Feature Engineering

For a tweet, different approaches of feature modeling have been used in many
work [6,17]. This paper aims at applying the context-based model to detect
sarcasm in twitter, we use the following two types of feature modeling methods
to represent a tweet, respectively.

Bag of Word. The bag of word (BoW) is the simple method which describes
the lexical overlap tweets, thus represented as vectors, whose dimensions corre-
sponding to the different words. Components denote the presence or not of the
corresponding word in twitter. Even if it is simple, the BoW model is one of the
most informative representations in sentiment analysis and text classification [18].

Word Cluster. The disadvantage of Bow is the sparsity of the word space.
Meanwhile, twitter message belongs to social media so that there are many
nonstandard word in twitter message, e.g. be4 (before), 2gether (together) and
loveee (love). These nonstandard words make the space more sparse. So we
presented another word representations based on word clusters to explore shallow
semantic meanings and reduced the sparsity of the word space.

Owoputi et al. (2013) obtained hierarchical word clusters via Brown clus-
tering [19,20] on a large set of unlabeled tweets3. The algorithm partitions the
words into a base set of 1,000 clusters, and induces a hierarchy among those
1,000 clusters with a series of greedy agglomerative merges that heuristically
optimize the likelihood of a hidden Markov model with a one-class-per-lexical
type constraint. In their word cluster, many variants of standard words are con-
sidered as the same class or closed-class, including pronouns (u = “you”) and
prepositions (be4 =“before”). if we use this word cluster to represent a tweet,
we can get only 1000 dimensions vectors. This word clusters provided by CMU
pos-tagging tool4 were used to represent a tweet. For each tweet we recorded the
number of words from each cluster, resulting in 1000 features.

3 This method is found from Liang (2005), https://github.com/percyliang/
brown-cluster.

4 http://www.ark.cs.cmu.edu/TweetNLP/.

https://github.com/percyliang/brown-cluster
https://github.com/percyliang/brown-cluster
http://www.ark.cs.cmu.edu/TweetNLP/
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4.3 Modeling Sarcasm Detection as a Sequential Classification
Problem

For a tweet and its contexts, once different feature representations are available,
a sequential classification approach, based on the SV Mhmm [5] will be intro-
duced, as an explicit account of different contexts. To prove the effectiveness of
sequential classification approach, we first discuss a multi-classification schema
(named SV Mmulticlass) proposed in [21], as the baseline in this paper.

The Multi-class Approach. The SV Mmulticlass schema [21] is applied to
implicitly compare all category labels and select the most likely one, using
the multi-class formulation described in [22]. The algorithm acquires a specific
function fy(x) for each category label y ∈ Y, where Y = {negative, sarcastic,
positive}. Given a feature vector x ∈ X representing a tweet ti, SV Mmulticlass

allows to predict a specific category label y∗ ∈ Y by applying the discrimi-
nant function y∗ = argmaxy∈Yfy(x), where fy(x) = wy ∗ x is a linear classifier
associated to each category label y. Given a training set (x1, y1) . . . (xn, yn),
the learning algorithm determines each classifier parameters wy by solving the
following optimization problem:

min
1
2

∑

i=1...k

||wi||2 +
C

n

∑

i=1...n

ηi

s.t.∀i,∀y ∈ Y : xi · wyi
≥ xi · wy

+ 100Δ(yi, y) − ηi

(1)

where C is a regularization parameter that trades off margin size and training
error, while Δ(yi, y) is the loss function that returns 0 if yi = y, and 1 otherwise.

The Sequential Classification. The category label prediction of a target
tweet can be seen as a sequential classification task over this tweet and its con-
text, and the SV Mhmm algorithm can be thus applied. Given an input sequence
x = (x1...xn) ⊆ X , where x is a tweet and its context, e.g. the conversation-
based, topic-based or history-based context, xi is a feature vector representing
a tweet, the model predicts a label sequence y = (y1...yl) ∈ Y+ after learning a
linear discriminant function F : P(X ) × Y+ → R over input/output pairs. The
labeling f(x) is thus defined as: f(x) = argmaxy∈Y+F (x,y,w). It is obtained
by maximizing F over the response variable y, for a specific given input x. i.e.
F (x,y,w) =< w.φ(x,y) >. As φ extracts meaningful properties from an obser-
vation/label sequence pair (x,y), in SV Mhmm, it is modeled through two types
of features: interactions between attributes of the observation vectors xi and
a specific label yi (i.e. emissions of xi by yi) as well as interactions between
neighboring labels yi along the chain (transitions). In other words, φ is defined
so that the complete labeling y = f(x) can be computed efficiently from F ,
using a Viterbi-like algorithm, according to the linear discriminant function
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y∗ = argmaxy∈Y+{
∑

i=1...l

[
∑

j=1...k

(xi · wyi−j
) + φtr(yi−j , ..., yi) · wtr]}

(2)

In the training phase, giving training examples (x1,y1)...(xn,yn) of sequence
of feature vectors xj with their correct tag sequences yj , SV Mhmm solves the
following optimization problem

min
1
2

∑

i=1...k

||wi||2 +
C

n

∑

i=1...n

ηi

s.t. ∀y, n : {
∑

i=1...l

(xn
i · wyn

i
) + φtr(yn

i−1, y
n
i )

·wtr} ≥ {
∑

i=1...l

(xn
i · wyn

i
) + φtr(yn

i−1, y
n
i )

·wtr} + �(yn, y)

(3)

where �(yn, y) is the loss function, computed as the number of misclassified
labels in the sequence, (xi ·wyi

) represents the emissions and φtr(yi−1, yi) repre-
sents the transitions, Indeed, through SV Mhmm learning the category label for
the target tweet is made dependent on its context. The markovian setting thus
acquires pattern across tweet sequences to recognize the category label even for
truly ambiguous tweets.

5 Experiments

The aim of this paper is to estimate the contribution of the proposed model in
performance based on different scenarios, whereas different contexts (e.g. con-
versation) are possibly made available or just singleton tweet, with no context,
are targeted.

5.1 Experimental Setup

A first experiment has been run to validate the effectiveness of contextual infor-
mation over tweets. Based on basic dateset and contextual information, the dif-
ferent settings are adopted corresponding to different classification approaches:

– multi-class: Based on basic dataset, multi-class approach (SV Mmulticlass)
is applied, which does not require any context and can be considered as a
baseline.

– conversation: Based on basic dataset and conversation-based context, con-
versation refers to the sequential tagging classifier (SV Mhmm) observing the
conversation-based context. The training and test of the classifier is here run
with different context sizes (1, 3 or 5), by parameterizing l in ΥC,l

i ;
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– history : Based on basic dataset and history-based context, history refers to the
sequential tagging classifier (SV Mhmm) observing the history-based context.
Different context sizes (1, 3 or 5) have been considered, by parameterizing l

in ΩH,l
i ;

– topic: Based on basic dataset and topic-based context, topic refers to the
sequential tagging classifier (SV Mhmm) observing the topic-based context.
Different context sizes (1, 3 or 5) have been considered, by parameterizing l

in ΓT,l
i .

In our experiment, the performance evaluation is always carried out against
one target tweet. We use the 10-fold cross validation to evaluate performance.
Performance scores are reported in terms of precision, recall and F-measure.

5.2 Experimental Results

Based on BoW, experimental results of sarcasm detection are showed in Table 2,
we can know that multi-class (not employing any context) can get 52.67 % in
F-measure. We can get the better performance by using sequential classifica-
tion approaches. When we use the history-based context, the performance of
SV Mhmm will improve with the increment of the number of sizes, we can get
58.32 % in F-measure when l is set to 5. For the conversation-based context,
the performance will be improved 2 % when l is set to 1, 3, or 5. This tells us
that the conversation-based context is very effective and stable. If we use the
topic-based context, the proposed approach will experience a performance drop
in F-measure, but the precision have a big improvement, we will discuss it later.

Table 2. Evaluation results using BoW

Methods Precision(%) Recall(%) F-Value(%)

multi-class 50.16 55.38 52.67

history-1 46.29 64.08 53.75

history-3 45.01 69.64 54.68

history-5 51.46 67.27 58.32

conversation-1 42.07 80.14 55.15

conversation-3 41.14 84.97 55.34

conversation-5 40.93 84.86 55.22

topic-1 59.67 39.62 47.62

topic-3 65.79 17.86 28.10

topic-5 62.16 38.74 47.73

Based on word cluster, experimental results of sarcasm detection are showed
in Table 3, we can know that multi-class (not employing any context) can get
54.54 % in F-measure, there is 2 % improvement than multi-class based on Bow.
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This tells us that word cluster is very effective. Meanwhile, We can get the
better performance by using sequential classification approaches. When we use
the history-based context, the performance of SV Mhmm will improve with the
increment of the number of sizes, we can get 60.32 % in F-measure when l is set
to 5. For the conversation-based context, the performance will be improved 2 %
when l is set to 1, 3, or 5. This tells us that the conversation-based context is
very effective and stable. Like the Bow, the topic-based context can not get the
better performance in F-measure, but get the high precision.

Compared with the current best system CURRENT [23] in which use a
complex set of linguistically motivated, easy-to-computer features from the single
tweet, context-based model outperforms the current system. The main reason is
that our model uses the contextual information which is very useful to detect
sarcasm in twitter.

Table 3. Evaluation results using word cluster

Methods Precision(%) Recall(%) F-Value(%)

multi-class 51.85 58.20 54.54

history-1 47.94 65.00 55.18

history-3 46.15 72.80 55.96

history-5 53.68 70.40 60.32

conversation-1 43.12 83.00 56.72

conversation-3 42.08 87.20 56.74

conversation-5 41.60 87.80 56.42

topic-1 64.05 38.00 47.56

topic-3 67.90 15.60 25.20

topic-5 62.60 39.80 48.50

CURRENT 52.37 58.63 55.31

5.3 Experimental Analysis

To analyze the impact of different context, we compute the precision of the
sequences in which the length is greater than 2. In other words, we only care
to the target tweet which have context. This paper aims at detecting sarcasm
in twitter, so we analyze the target tweet (500 tweets) which its category label
is sarcastic in basic dataset. l is set to 5, their related information are shown in
Table 4.

In Table 4, NUMBER represents the number of the context, SEQUENCE
represents the number of the sequences which are accurately predicted, TAR-
GET represents the number of sequences in which the target tweet is accurately
predicted, P1 represents the proportion of S in N, and P2 is the proportion
of T in N.
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Table 4. Evaluation results of the sarcastic tweets including the contexts

Context NUMBER SEQUENCE TARGET P1(%) P2(%)

history 498 66 355 13 % 71%

conversation 172 92 172 53 % 100%

topic 131 2 35 2 % 27%

For a sarcastic tweet ti with contextual information. Based on Table 4, we
can know that the tweet ti can be predicted to sarcastic with 71 % probability
if this tweet has history-based context. The tweet ti will be predicted as sar-
castic with 100 % probability if this tweet has conversation-based context. The
tweet ti will be predicted as sarcastic with 27 % probability if this tweet has
topic-based context. Based on these analysis, this can explain the reason that
topic-based context can not improve the detection performance. Meanwhile, we
can know that the conversation-based context is the best effective to detect sar-
casm in twitter. In our previous experiment, the reason that the performance
from history-based context is better than the conversation-based context dues
to because the number of sarcastic tweets having history-based context is 498 in
all 500 tweets, but the number of sarcastic tweets having conversation-based
context is only 172 in all 500 tweets.

5.4 Parameter Sensibility

In Tables 2 and 3, the history-based context can improve the detection perfor-
mance. With the increment of l, the performance will be improved, so we need
find the best l for this type of context, based on this type of context, we experi-
ment the performance of the proposed approach about l from 1 to 20. The result
shows in Fig. 2, we can know that our model can get the best performance when
l is set to about 5.

Fig. 2. The performance of the model on different context sizes
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5.5 Experimental Results About Sentiment Analysis in Twitter

In our context-based model, the history-based context can get the best per-
formance for sarcasm detection in twitter. For sentiment analysis in twitter,
previous work [6] has not been developed the model to exploit the history-based
context. In this section, we discuss the impact of the proposed model to the
performance of sentiment analysis in twitter.

Table 5. Evaluation results of sentiment analysis in twitter

Methods Negative Positive Macro-F(%)

P(%) R(%) F(%) P(%) R(%) F(%)

multi-class 67.34 69.20 68.28 68.68 66.40 67.33 67.70

history-1 68.68 72.60 70.34 70.57 64.40 67.00 68.67

history-3 68.77 73.20 70.28 70.84 64.60 67.45 69.13

history-5 69.99 69.60 69.56 68.88 67.40 67.90 68.73

We delete all tweets in basic dataset which its category label is sarcastic,
meanwhile, we delete all contextual tweets for sarcastic tweets. All other settings
are same to sarcasm detection. There is a two classification problem (negative
and positive) of sentiment analysis in twitter. Based on feature modeling of word
cluster, experimental results are showed in Table 5. The multi-class approach
(not employing any context) can get 67.70 % in Macro-F. The SV Mhmm can get
the better performance (69.13 %) than multi-class approach. Results show that
the history-based context can improve the performance of sentiment analysis in
twitter.

6 Conclusion

In this paper, the role of contextual information in sarcasm detection over Twit-
ter is investigated. We modeled the sarcasm detection problem as a sequential
classification task over target tweet and its context. A Markovian formulation of
the Support Vector Machine discriminative model as embodied by the SV Mhmm

algorithm has been employed to assign the category label to entire sequence.
Results show that sequential classification effectively embodied evidence about
the contextual information and is able to reach a relative increment in detection
performance. It is worth noting that our proposed approach does not require
manually coded resources.
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Abstract. Recently, Reverse k Nearest Neighbors (RkNN) queries,
returning every answer for which the query is one of its k nearest neigh-
bors, have been extensively studied on the database research commu-
nity. But the RkNN query cannot retrieve spatio-textual objects which
are described by their spatial location and a set of keywords. Therefore,
researchers proposed a RSTkNN query to find these objects, taking both
spatial and textual similarity into consideration. However, the RSTkNN
query cannot control the size of answer set and to be sorted according
to the degree of influence on the query. In this paper, we propose a new
problem Ranked Reverse Boolean Spatial Keyword Nearest Neighbors
query called Ranked-RBSKNN query, which considers both spatial sim-
ilarity and textual relevance, and returns t answers with most degree of
influence. We propose a separate index and a hybrid index to process
such queries efficiently. Experimental results on different real-world and
synthetic datasets show that our approaches achieve better performance.

Keywords: Reverse k Nearest Neighbor · Spatial keyword search ·
Ranking

1 Introduction

In recent years, a Reverse k Nearest Neighbors (RkNN) [4,23] query has attracted
great attention in the database research community. Then it has been exten-
sively applied in business, such as marketing, decision support, data mining and
resource allocation. RkNN returns a set of answer data points for which a query
data point is their k nearest neighbors. However, the shortcoming of the RkNN
query is that it is unable to control the size of answers returned. Then answer
set may be none or a larger number of answer objects, since the returned objects
are not sorted. Lee et al. [11] proposed Ranked Reverse Nearest Neighbor Search
called RRNN query to solve the problem. RRNN query can retrieve t most influ-
ence data points according to the influence degree of each point to the query.
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But with the rapid development of mobile internet, a great amount of spatio-
textual objects are generated everyday by mobile devices. All of these objects
contain both location and text descriptions. However, RRNN methods only con-
sider the spatial similarity, they cannot retrieve the objects having both spatial
and textual similarity. Lu et al. [14] proposed a RSTkNN query, which returns
an object containing spatial location and text description. However, RSTkNN
query could not control the size of the answer set and could not determine the
answers influence degree of each answer to the query. In this paper, we first
define a new problem called Ranked Reverse Boolean Spatial Keyword Near-
est Neighbors (Ranked-RBSKNN) query, which considers both spatial similarity
and textual relevance, and returns the top t most affected objects. Since in a
real-world environment, spatial similarity is not sufficient to measure the influ-
ence between two objects, textual similarity also plays an important role. For
instance, a manager intends to promote a product, she/he wants to find poten-
tial customers nearby according to user’s preferences. In this case, it is very
important that we need to return a fix number of potential customers who are
most affected on a product and take into account textual and spatial similar-
ity. For example, Fig. 1 illustrates a simple example of Ranked-RBSKNN. As
shown in Fig. 1(a), both squares and circles represent spatio-textual objects in
Euclidean space. The data points that contain the keywords of a query present
in circles, otherwise in squares. Each object has location and text description, we
aim to find two nearest potential customers who are most affected by products.
In Fig. 1(a), the star shows the query location of a mall, and its text descrip-
tion {seafood, discount} is shown as the last row in Fig. 1(c). The rest rows in
Fig. 1(c) present the text descriptions of the data points containing the keywords
of the query (i.e., the circles in Fig. 1(a)). Note that we don’t enumerate square
data points in Fig. 1(c). We first apply the RSTkNN to find objects, using both
the location of the mall and its text description in a query. As shown in Fig. 1(b),
when we set k = 1 no answers returns. When we set k = 2, only one data point p7
is returned. This shows that the RSTkNN cannot control the size of the answer
set. However, we sometimes need to return a fix number of answers. Thus, we
need to solve the Ranked-RBSKNN query problem.

In this paper, we propose a new method for this problem. The basic straight
forward method could use RSTkNN iteratively to return top t answers by increas-
ing the query parameter k, which starts from 1. It is obvious that its efficiency is
very poor. In order to improve the query processing efficiency, we first propose
a separate index structure called SIS. SIS first uses an inverted index to obtain
candidates, and then uses an R-tree index to compute the influence degree of
candidates. The inverted index is used to filter out invalid objects that can not
satisfy the text constraint of a query and add valid objects to a candidate set.
The R-tree index is used to compute influence degree of each candidate with its
corresponding query, and then rank these candidates according to their degree
of influence. Then we design another new method, a hybrid index structure. The
hybrid index structure utilizes a signature file and the inverted index in R-tree.
Specifically, it creates a signature for each node in R-tree and an additional
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Fig. 1. An example of Ranked-RBSKNN

integrated inverted index for leaf nodes. To simplify our description since then,
we denote this tree as InvSR-tree. The InvSR-tree query can use signatures and
inverted indexs to filter a great amount of invalid objects and obtained a few
candidates, so that it can improve the query efficiency tremendously. Our theo-
retical and experimental results on real-world and synthetic datasets show the
efficiency of our proposed two methods. To summarize, we have made following
contributions in this paper.

First, we define a novel query problem, a Ranked Reverse Boolean Spatial
Keyword Nearest Neighbors Query called Ranked-RSTNN, which returns top t
most affected answers in terms of both spatial similarity and text relevance.

Second, we propose two novel solutions (i.e., SIS and InvSR-tree) to solve the
Ranked-RBSKNN query efficiently. In the two solutions, both the textual rele-
vance and the spatial similarity are taken into consideration in a query process-
ing, and answers are returned according to their influence degree on the query.
In this paper, half-planes are used to determine which point has the greatest
influence on a query. Besides, the degree of influences is used in our solutions,
instead of the spatial distance similarity.

Third, extensive experiments are conducted on different real-world and syn-
thetic datasets to evaluate the efficiency of our proposed methods.

The rest of this paper is organized as follows. Section 2 defines some basic
concepts. Sections 3 and 4 elaborate our proposed approaches. Section 5 conducts
the evaluation on different data sets and analyze of our experimental results.
Section 6 reviews the related work. Finally we make a conclusion in Sect. 7.
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2 Problem Statement

In this section, we first define some basic concepts used in this paper. The RkNN
[4,23] query returns a set of data points for which the query q is one of its k-
nearest neighbors among the data set. But RkNN cannot retrieve the spatio-
textual objects. Therefore, Lu et al. [14] first proposed a RSTkNN query to
retrieve the spatio-textual objects.

Definition 1. RSTkNN query [14]: Given a data set P , a query point q,
the RSTkNN query returns a set of objects for which q is one of its k most
similar objects among the data set P , i.e., RSTkNN(q, k, P ) = {p|p ∈ P ∧ q ∈
STkNN(p, k, P )}
Definition 2. Spatio-Textual Object: A spatio-textual object is normally
expressed by a point with its location information and text description denoted
as q = {q.loc, q.term}, which is described in a two-dimension space.

From Definition 1, we can find that the RSTkNN query cannot determine
the number of objects to be returned and the answers are not sorted. Thus, we
define a novel query Ranked-RBSKNN query, i.e., the Ranked-RBSKNN query.
Ranked-RBSKNN query can find objects that have the query q as one of the
k most similar neighbors among all objects in database, where the similarity
metric combines the spatial and textual similarity and the answers are sorted.
The spatial degree of influence id defined in Definition 3 to quantify the influence
of a query q on a spatio-textual object p.

Definition 3. Degree of Influence: Given spatio-textual object dataset P
and a query q, the φp is denotes the degree of influence of the q on a object p,
p ∈ P , q.term ∈ p.term. The degree of influence φp = |R|, R ⊆ P , where |R| is
cardinality of R. ∀pi ∈ R, we have dist(pi,q) ≤ dist(p, q) and q.term ∈ pi.term.

Definition 4. Ranked Reverse Boolean Spatial keyword NNs query
(Ranked-RBSKNN query): Given a dataset P where all objects are spatio-
textual objects, a query point q and a parameter t denote the number of answers.
Ranked-RBSKNN query returns a set S, |S|= t, S ⊆ P , such that ∀p ∈ S,
∀x ∈ (P − S), φp < φx.

3 The Separate Indexing Structure

To the best our knowledge, none of existing methods can directly support the
Ranked-RBSKNN query. We can propose a straightforward method for process-
ing the RSTkNN query, called k-iterative. The k-iterative is to iteratively invoke
the RSTkNN method by increasing the query parameter k from 1 until t most
influenced answers are obtained. Specifically, given a query q shown in Fig. 1(a)
and its text description shown as the last row in Fig. 1(c), our aim is to find
two objects containing query keywords and most affected on the query. First, we
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execute the RST1NN, check all objects containing query keywords and compute
its degree of influence. If φp of the object p has the minimum score among all
objects in the dataset and contains all query keywords, p will be returned as an
answer. After running RST1NN, we only obtain one answer. However, our aim
is to find two answers. Therefore, we increase the parameter k to 2 and execute
RST2NN query. It should be noticed that the answers of the RST2NN query
subsumes that the RST1NN query in the previous run. This process repeats
with incrementing k at each iteration until the size of the returned answer set is
equal to t. After that we sort the returned objects according the degree of influ-
ences on the query. As we know, RSTkNN computing cost is very expensive,
thus the effective of k-iterative is very poor. It needs a new approach to solve
this problem.

In this section, we put forward a new separate indexing structure called
SIS, which uses the inverted index and R-tree separately to solve the Ranked-
RBSKNN query taking both the spatial similarity and the text relevance into
consideration. The SIS algorithm first uses the inverted index to find all the
objects whose text descriptions contain the keywords of the query, and adds
these objects into candidate set. Then, we use the R-tree index to compute
the degree of influence of these candidates on spatial dimension. In this paper,
inspired by paper [11,18] we use half-planes to determine whose φp need updat-
ing. For instance, as shown in Fig. 2 given a query q and objects p1, p2, ..., pn,
a perpendicular bisector ⊥(p,q) between p and q divides the space into two half-
planes. Let Hq(p, q) denote the half-plane that contains q, and let Hp(p, q) denote
the half-plane that contains point p. Every point inside the half-plane Hq(p, q)
must be closer to q than to p and the φp of these points need increase by one.
In other words, q prunes every point that lies in Hp(p, q).

Figure 2 shows the process of using half-planes to prune the invalid objects
and compute the degree of influence on the query. There are four data points
and three index nodes in the plane and their text descriptions as shown in
Fig. 1(c). The keywords set of the query is q.term = {beer, egg} and the index
nodes include N1, N2, and N3. Assume that only N2 meets the text constraint
of the query. The keywords of all points is shown in Fig. 1(c), we can see that
only two points p1, p4, and the index node N2 meet the contain all keywords of
query. The next step is to compute the influence degree φp of the candidates.
First, we use the perpendicular bisector ⊥(p1,q) to divide the plane into two
half-planes and we can find that the distance between N2 and p1 is shorter
than between N2 and q. So the impact of p1 is larger than q and the φp of N2

needs to increment 1. The point p4 also satisfies the text constraint, but p4 is
in Hq(p1, q) half-plane, p4 is much closer to the query location. In other words,
the impact of p4 on the query is larger than that of p1. Therefore, the φp of p4
doesn’t need to increment 1. In summary, the φp of p1, p4, N2 are updated to
1, 1, and 2 respectively. Second, we use the perpendicular bisector ⊥(p4,q) and
its two half-planes Hq(p4 , q), Hp4(p4 , q) to update the φp of p1, p4, N2 to 1, 1,
and 2 respectively. The φp of p4 is the same, so the distance between p1 and q
is less than that between p4 and q (i.e., dist(p1, q) < dist(p4, q)), the point p1 is
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Fig. 2. Perpendicular bisector Fig. 3. Example of check point

the most influence answer on the query and is returned. In the above example,
the algorithm needs to examine all objects which may cause a large processing
overhead. But we can find if the distance of each unexamined object p′ to the
query q (denoted as dist(p′, q)) is greater than twice of the distance between
p and q, then the φp of a data point p will be finalized. Because p′ cannot be
closer than q to p. Figure 3 reflects that the distance from the data point p2 to
the query or from p4 to the query, either of which is greater than 2× dist(p1, q).
We can see that only p1 is closer than other points, so the checked could be
finalized. The above statement illustrates that neither of these two distances are
closer than the distance from q to p1.

The SIS query is shown in the Algorithm 1, to begin with we use the inverted
index technique to prune the entire text dimension first and to find all the objects
that contain all query keywords. After that, we use the obtained points in the
candidate set and exploit the R-tree to compute the φp of the each candidate.
Firstly, the priority queue, a candidate set, a finalized candidate set and a half-
plane set denoted as P , C, F , H respectively are initialized at line 1. We will
finalize the checking φp of each point in lines 6–8 in advance and get one answer
point into the finalized set F . Each elements from the queue could be a node or
a point. If it is a node, we will update φp of it and add it to the queue at lines
9–15. If it is a point, we will check whether it is in the InvL set. If it is in this
set then we will create half-planes and update other φp for others in the queue
P and the candidate set C at lines 16–18. The algorithm will terminate when
the priority queue is empty or t answers are obtained.

4 The Hybrid Indexing Structure

The SIS method can reduce the size of candidates by using the inverted index,
which helps prune objects that do not contain the query keywords. After that,
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Algorithm 1. SIS Query(q, t)
Input: a query point(q), the root index of P(root), the number of answer objects(t).
Output: t Ranked result objects.
1: Initialize :P := ∅, C := ∅, F := ∅, H := ∅;
2: InvL ← getAllCandidate (q.term, InvF ile); //use inverted index obtained candi-

dates
3: Enqueue(root, 1) to P
4: while P is not empty And t > 0 do
5: (ε, φp) ← dequeue(P );
6: for each (p, φp) ∈ C do
7: if (dist(p, q) ≤ mindist(q, ε)/2) then
8: C ← C − {(p, φp)}; F ← F ∪ {(p, φp)};

9: if ε is an index node then
10: for each c ∈ ε′children do
11: φc ← 1;

12: for each h ∈ H do
13: if c inside h then
14: φc ← φc + 1

15: Enqueue(c, φc)toP
16: else if ε is a point then
17: if ε is contain in InvL then
18: algorithm 2 23 − 33 lines;

return

we only need to compute the φp of objects that satisfy the constraint of the
text description. The SIS method not only enhances the pruning ability on text
dimension but also reduce the number of candidates to computing degree of
influences on spatial similarity. It means that SIS can improve the performance
significantly and the efficiency is much higher than the k-iterative. However,
the SIS algorithm has to examine all objects that contain all keywords. When
there are a great deal of objects containing the keywords of the query and the
query also has a large number of keywords, SIS won’t perform very well. This is
because SIS needs to retrieve a large number of objects, which results in a high
computation cost on finding the intersection of the candidates for each query
keyword. In this section, we come up with a new hybrid index called InvSR-tree
to solve the Ranked-RBSKNN query. It can overcome the shortcoming of the
SIS method. Briefly, we use a R-tree to establish the spatial index and integrate
a signature into each node of the R-tree. Besides using the signature index, we
also integrate the inverted index into R-tree leaf nodes. The details of InvSR-tree
are as follows.

Figure 4 shows the distribution of spatio-textual objects and Fig. 5 shows the
InvSR-tree index structure. We create a signature for each node of R-tree that
we can quickly prune invalid objects on the text dimension. In order to improve
the query efficiency, we establish an inverted index for each leaf node of R-tree.
Thus, in the leaf nodes we can use the inverted index precisely to prune invalid
points. This leads to retaining a small portion of the points, which meet the
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Algorithm 2. InvSRtree Query(q, t)
Input: a query point(q), the root index of P(root), the number of answer objects(t).
Output: t Ranked result objects.
1: Initialize :P := ∅, C := ∅, F := ∅, H := ∅;
2: Enqueue(root, 1) to P
3: while P is not empty And t > 0 do
4: (ε, φp) ← dequeue(P );
5: for each (p, φp) ∈ C do
6: if (dist(p, q) ≤ mindist(q, ε)/2) then
7: C ← C − {(p, φp)}; F ← F ∪ {(p, φp)};

8: if ε is a non-leaf node then
9: booleanflag = matchText (ε.sig, q.sig) ;

10: if flag = true then
11: for each c ∈ ε′children do
12: φc ← 1;

13: for each h ∈ H do
14: if c inside h then φc ← φc + 1;

15: Enqueue(c, φc) to P

16: else if ε is a leaf node then
17: cands = getCandsByLeafInvF ile (q.term) ;
18: for each c ∈ cands do
19: φc ← 1;
20: for each h ∈ H do
21: if c inside h then φc ← φc + 1

22: Enqueue(c, φc) to P
23: else if ε is a data point then
24: H ← H ∪ {H pε(ε, q)};
25: for each (p, φp) in P do
26: if p inside HPε(ε, q) then φp ← φp + 1

27: for each (p, φp) in C do
28: if p inside HPε(ε, q) then φp ← φp + 1;

29: C ← C ∪ {(e, φp)};

30: determine m = min(φp) with p ∈ P ∪ C;
31: for each (p, φp) ∈ F do
32: if φp ≤ m then F ← F − (p, φp);

33: Output (p, φp); t = t − 1;
return

text constraint on the query. After obtaining candidates via the inverted index
filtering, we can only compute the φp of a fraction of candidates through R-tree.
In our index, the query processing cost is greatly reduced.

An InvSR-tree Algorithm for Ranked-RBSKNN. The InvSR-tree algo-
rithm for RSTkNN is shown in Algorithm 2. It considers both text relevance and
spatial similarity, which simultaneously prunes on the spatial and text dimen-
sions. It starts with P filled with the root of the R-tree index. For the objects
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Fig. 4. R-tree of data point Fig. 5. The InvSR-tree index structure

in the queue, we iteratively dequeue and handle each element in the queue sepa-
rately with three possibilities, such as a non leaf node, a leaf node and a spatial
object respectively in lines 8, 16, 23. Thereafter, it iteratively takes out the head
element of the queue P , and examines it with the query point. If it is a non
leaf node, the method matchText (ε.sig, q.sig) will be used to check whether
the node matches the query signature. If it matches, the φp of the node will be
initialized and updated at lines 9–15. If the element is a leaf node, we will check
whether the signature matches the query. If it matches, we will load the inverted
index of the node from disk, find all points containing the query keywords and
add them queue at lines 17–22. If the element is a data point, a half-plane HP
will be created and preserved in H at line 24. Next, once all pending data points
and index nodes in P and all data points in C fall inside this half-plane, their φp

will be increased by one at lines 25–28. Finally, c will kept in C as a candidate
at line 28. The algorithm will terminate when the priority queue is empty or the
query parameter t is less than zero. At lines 6–7, we will finalize in advance to
check whether the point has been added into the finalized set and removed from
candidate set C. When the priority queue is empty or t answers are returned the
query process will terminate.

5 Experimental Evaluation

In this section, we will investigate our proposed methods SIS and InvSR-tree on
different datasets by comparing with baseline method k-iterative in terms of I/O
cost and response time under various numbers of results and query keywords.

5.1 Setup

The experiments are conducted on three different datasets which are CD, GN,
and SYN respectively. The characteristics of three dataset are summarized in
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Table 1. Summary of the three Datasets

Data Description Total of Objects Avg Terms per Object Size (MB)

CD Real data of California 102,004 10 12.7

GN Real-life dataset of U.S 605,793 28 80.2

SYN Synthetic dataset 372,325 69 120.8

Table 1. Let us briefly explain the three datasets. The dataset CD combines
a real spatial object data at California and a real document collection from
California in DBpekdia (wiki.dbpedia.org). The dataset GN is a real-life dataset
obtained from the U.S. Board on geographic Names (geonames.usgs.gov), where
each object is associated with its text description (a number of words) and with
its geographic location coordinates. The synthetic dataset SYN consists of a
number of objects. There objects are randomly chosen picture. Each picture has
a location, and acts as its corresponding keywords. Our experiments are executed
on a computer with 3.0 GHz CPU inter processor with 4 G RAM, running Linux.
All algorithms were implemented in Java.

5.2 Experimental Results

As we said before, we evaluate our proposed approaches for the Ranked-RBSKNN
query in terms of I/O cost and response time under various numbers of results
and query keywords. The experimental are shown as follows.

I/O Cost: Figure 6 demonstrates the number of I/O accesses of all approaches
on the three datasets CD, GN and SYN. From the Fig. 6, we can see that the
I/O costs increase with the increment of query parameter t, which due to that
the rise of t needs the expansion of search range in data space. As we know,
I/O cost reported caused by accessing both nodes of R-tree and the disk data
pages of text index files. Figure 6 also shows that our methods (i.e., SIS and
InvSR-tree) perform much better than the baseline k-iterative. This is because
k-iterative has to perform the RSTkNN query more than once for each spatio-
textual object. Therefore it needs to repeatedly access the disk data pages. In
SIS, the I/O cost consists of accessing the tree nodes and the inverted files of all
the textual. Too many candidates are generated although SIS filters some object
using inverted files on the textual. This results in a great I/O cost in accessing
the tree nodes during computing the degree of influences on spatial dimension.
The InvSR-tree also needs to access the nodes of R-tree and the inverted index
of each leaf node. However, it is more efficient, since the number of nodes of
R-tree accessed in InvSR-tree is much less than in SIS. Many invalid objects are
pruned by signature. It only needs to read a few nodes and the inverted files
of leaf nodes, which are constrained by the query keywords an location. From
Fig. 6 we can see that the I/O cost of InvSR-tree is consistently than SIS.

Response Time Under Various Numbers of Results: In our experiments
of evaluating the response time of the three methods with various number of
results, the number of keywords in a query is fixed as three. The impact of

http://wiki.dbpedia.org
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Fig. 6. The I/O cost on three different datasets

the number of keywords in a query will be evaluated in the next section. The
response time of three methods on three datasets are shown in Fig. 7. From Fig. 7,
we can see that both SIS and InvSR-tree methods have a better performance
than that of the k-iterative method on three different datasets. This is because
the k-iterative needs to spend more time on the query processing until returning
t answers. Between the SIS and InvSR-tree, InvSR-Tree performs much better.
This is because the SIS algorithm has to examine all objects that contain all
keywords in a query. It needs to spend more time in the query processing and
has a large number of candidates to compute their similarity scores. The reason
why many candidates can not be returned as the answers is that each of them
contains the keywords of query while the degree of influence on the query is
very small. In contrast, the InvSR-tree uses the signatures to prune all subtrees,
which don’t contain all query keywords. And it only visits the relevant nodes
of R-tree in ascending order of distance. In addition, we use the inverted files
to prune the invalid objects of leaf nodes and reduce the number of candidates.
Besides, the response time of k-iterative increases quickly with the increment of
the number of results. However, the response time of both SIS and InvSR-tree
only slowly increase with the number of results.
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Fig. 7. Various numbers of results on three datasets

Response Time Under Various Numbers of Keywords: We further eval-
uate the response time of the three methods on three datasets, by increasing the
number of keywords in a query. The experimental results are shown in Fig. 8.
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From Fig. 8, we can see that InvSR-tree method performs the best, followed by
SIS and k-iterative. This is because, the InvSR-tree prunes the invalid object by
signatures. It uses the signature to determine whether the root node of InvSR-
tree contains the query keywords. It also prunes all the subtree which dosen’t
match with the query signature. In addition, we can also see that with the
increment of the number of query keywords, the response time of both SIS and
k-iterative grows gradually. However, the response time of InvSR-tree reduces
with the increment the number of query keywords. The reason is that the InvSR-
tree prunes more unrelated objects through eliminating more nodes of R-tree.
On the contrary, SIS and k-iterative need to check whether an object contains
any keyword in the keyword list. The more keywords, the more checking time it
needs. From the Fig. 8, we can see that the response time of all algorithms need
more. As the number of keywords increases, they need to process more words.
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Fig. 8. Various numbers of keywords on three datasets.

In all, our experimental results show that our proposed two approaches (i.e.,
SIS and InvSR-tree) and query processing outperform the basic straight forward
method k-iterative. In particular, the InvSR-tree index structure exploits the
advantages of the R-tree pruning on the spatial dimensions and on the text
dimensions uses the signature and inverted files pruning invalid objects. It can
improves the query efficiency tremendously.

6 Related Works

The rank-aware query processing has drawn extensive attention of researchers
on the database research community, such as top-k queries [1,3,8,15,24,30],
reverse top-k queries [1,5,19–21,25], and reverse rank-aware queries [9–11,13,
29]. Top-k queries finding k objects with the highest scores that match queries
the best has been studied extensively for past decades [1,8,15]. TA is most
popular method of top-k queries and many various of them have been proposed
to improve the efficiency, such as BPA and BPA2 [1]. Reverse top-k queries,
retrieving all data points for which one treats a given query belongs to their top-
k result set. Vlachou et al. proposed several solutions for monochromatic and
bi-chromatic reverse top-k queries, namely RTA and GRTA [19]. Most recently,
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Vlachou et al. further improve their solution for reverse top-k queries using
branch-and-bound method without accessing each user’s preferences to process
reverse top-k query [20]. In [1], the author use the reverse top-k query find the
most influential objects than preferred by more customers. For the first time,
top-k queries from the perspective of the individual users. Reverse top-k queries
have been studied mainly from the perspective of manufacturers, it is different.

Given a product, the reverse top-k query may return a number of customers
who like the given product in the top-k result set. But, a few hot products may
return some customers via reverse top-k query, a large proportion of products
cannot find any matching customers. Inspired by this observation, researchers
proposed a new kind query called Ranked-Reverse kNN (RRNN). For a given
product, it retrieves t data points from dataset which has the high influence on
a query, where t the number of answers number. Lee et al. [11] first proposed k-
Counting and k-Browsing approaches to solve RRNN queries. Both solutions are
able to deliver results progressively. Zhang et al. [29] proposed a R-kRanks query
is very similar RRNN query, but the RRNN use Euclidean distance to describe
the metric spatial similarity between two points, while R-kRanks uses the inner
product to describe the matching degree between a query and a customer vector.
However, the existing approaches on the rank-ware reverse kNN queries are not
considered both spatial and textual information.

Recently, spatial keyword queries considering the spatial and text informa-
tion have received significant attention (e.g., [2,6] for a comprehensive survey).
For example, top-k spatial keyword queries [16,17,22,27,28,31], boolean spatial
keyword queries [7,12,26], and so on. However, most of them don’t consider
the reverse kNN query with text information. Lu et al. [14] first defined the
reverse spatial and textual k nearest neighbor query that consider both spa-
tial similarity and textual relevance. They proposed a hybrid index tree called
IUR-tree, which effectively combines spatial similarity and text relevance. The
IUR-tree uses R-tree to establish the spatial index and integrate to textual vec-
tors in each node. It computes the spatial score and the text score by R-tree
and textual vectors. They present the detail of IUR-tree and index the hybrid
information and proposed RSTkNN algorithms to quickly retrieves the spatio-
textual objects from the dataset. But the RSTkNN algorithms cannot control
the answer set size and determine the each answer degree of influence on the
query. The number of answers returned is uncertain. Sometimes, it no answers
or large number answers. In this paper, we first defined new problem Ranked-
RBSKNN queries and propose two methods SIS and InvSR-tree to solve the
problem. Our approaches consider both spatial similarity and textual relevance
and return answers according to their degrees of influence on the query. Our
experimental results on different datasets show the efficiency of our proposed
approaches.

7 Conclusion

In this paper, we make the first defined a novel problem Ranked Reverse Boolean
Spatial Keyword Nearest Neighbors query, namely the Ranked-RBSKNN query.
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It ranks and retrieves the t most influence answers in term of both spatial simi-
larity and textual relevance. We propose a separate index called SIS and a hybrid
index called InvSR-tree to solve this kind of queries. In order to compare with
our proposed approaches, we use the k-iterative method to retrieve answers of
query. As is shown the experiments, we can see that both SIS and InvSR-tree
methods have a better performance than that of the k-iterative method on three
real-life and synthetic datasets. Extensive experiments on both synthetic and
real-life datasets demonstrate the effectiveness of our algorithms.

As for the future works, there are two possible pieces of work. The first one is
to consider top-k into the Ranked-RBSKNN query. Because the top-k query can
comprehensive consideration the textual relevance and spatial similarity. The
objects returned is k top-most relevant spatio-textual objects which are ranked
based on a combination of both the spatial and textual similarity. For many
objects which contain partial keywords of query but have high spatial similarity
may be more useful to user. Compared to boolean query, more candidates will be
examined in the query processing of top-k query. The second one is to take into
account text relevance, spatial proximity and temporal of spatio-textual objects.
Such two directions are helpful to handle large-scale data.
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Abstract. Resource Description Framework (RDF) is a standard data
model of the Semantic Web, and it has been widely adopted in various
domains in recent years for data and knowledge representation. Unlike
queries on relational databases, most of queries applied on RDF data are
known as graph queries, expressed in the SPARQL language. Subgraph
matching, a basic SPARQL operation, is known to be NP-complete. Cou-
pled with the rapidly increasing volumes of RDF data, it makes efficient
graph query processing a very challenging problem. This paper primar-
ily focuses on providing an index scheme and corresponding algorithms
that support the efficient solution of such queries. We present a subgraph
matching query engine based on the FFD-index which is an indexing
mechanism encoding a star subgraph into a bit string. A SPARQL query
graph is decomposed into several star query subgraphs which can be
efficiently processed benefiting from succinct FFD-index data structure.
Extensive evaluation shows that our approach outperforms RDF-3X and
gStore on solving subgraph matching.

Keywords: RDF · Subgraph isomorphism · Graph-based index

1 Introduction

RDF [9] is a W3C specification as a standard data model to describe machine-
understandable information on the Semantic Web. An RDF dataset is a set
of triples, each of which is of the form (s, p, o) where s is the subject, p the
predicate, and o the object. An RDF dataset can be represented as a directed
labeled graph. Large volumes of RDF data have been published in various fields
with the development of Linked Data [1], containing over 52 billion triples as in
2012 and rapidly growing.1

1 http://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/
LinkingOpenData.
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Queries over RDF graphs can be expressed in the standard SPARQL [7]
query language and its extensions, generally exhibit a much higher complexity.
Subgraph matching, also known as subgraph isomorphism, is a widely known
NP-Complete problem [10]. A SPARQL query often consists of multiple star
structures as subqueries [8]. Hence, efficient evaluation of SPARQL queries, espe-
cially over large RDF graphs, critically depends on the efficient processing of star
subqueries. We then propose GraSS (Converting Graph Querying into Star
Subgraph Matching), an efficient approach to process subgraph matching over
RDF data. GraSS stores and indexes sets of star subgraphs of data graphs. A
query is also regarded as a combination of several star query subgraph, as shown
in Fig. 1. Star query will be processed as a unit to avoid most of the join opera-
tions inside the query. The join operations are only involved on shared variables,
e.g., ?var1 in Fig. 1.
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?var1

entity11

?var2

entity13

entity14

entity2 entity7

?var3

?var1

entity11

label2
label5

label3
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label3 label5

label1
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Q∗
1

label6

label2

label5

label3

label6

label3 label5

label1

Fig. 1. Query graph Q decomposed into subgraphs Q∗
1 and Q∗

2 containing two shared
vertex.

GraSS is based on the theoretical and experimental extensions of our pre-
vious work FFD-index [17]. FFD-index is designed to efficiently process star
queries. It maintains all star subgraphs of a large RDF graph and denotes each
subgraph with a bit string fingerprint. The main contributions of this paper can
be summarized as follows:

– We decompose both data graphs and query graphs into sets of star subgraphs.
Star subgraph is handled as a unit to avoid costly join operations.

– We encode a star subgraph into a fingerprint. Fingerprints preserve informa-
tion about labels and directions of edges, which is used to effectively reduce
the search space of subgraph matching.

– We perform extensive experiments to evaluate GraSS on both synthetic and
real world datasets. Our comprehensive experimental results show that GraSS
significantly outperforms the state-of-the-art RDF data management system
RDF-3X [11] and gStore [21] in terms of query response time.

The rest of this paper is organized as follows. After related work is introduced
in Sects. 2, 3 defines the preliminary concepts. Section 4 presents the technique
of fingerprint and the FFD-index framework. Section 5 discusses the details of
query processing of GraSS. Experimental results are shown in Sect. 6. Finally,
Sect. 7 concludes the paper.
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2 Related Work

Recently, the subgraph isomorphism problem has drawn a great deal of attention
[2,4,6]. Some algorithms [5,15] have been proposed to address this problem, but
they do not rely on any index scheme, thus inevitably, they cannot be applied
on large-scale graphs due to the high time complexity. In order to speed up the
subgraph matching over a large graph or a large amount of graphs, a number of
related works turn to employ some indexing methods.

Triple-based Indexing. RDF-3X [11] takes the extensive use of B+-trees as its
basic index structures. It maintains all six possible permutations of the three
items in a triple by building all 6-way indexes. Its performance depends on the
query optimizer which takes advantages of statistics to generate bushy join trees.
However, RDF-3X only employs the multi-way join operations to implement
graph queries which may cause a high overhead of time. In other words, it focuses
on the storage and indexing in terms of individual triples. Thus, large amount
of join operations become an unavoidable cost. Triple-based index schemes are
also employed by [12,16].

Feature-based Indexing. Discriminative subgraphs/substructures are employed
to construct the feature-based indexes [3,18,19]. In gIndex [18], the authors
propose “discriminative ratio” to measure the discriminative power of a small
subgraph. gIndex has a better filtering performance than GraphGrep since sub-
graph preserves more structural information than paths. GADDI [19] indexes
the NDS distance (Neighboring Discriminating Substructure distance) between
pairs of neighboring vertices in the graph. Most of feature-based indexing meth-
ods depend on a costly preprocessing in which a mining technique is implemented
to extract some discriminating substructures.

Structure-based Indexing. GRIN [14] uses graph partitioning and distance infor-
mation to construct the index for graph queries. Its index is a balanced binary
tree with each of its nodes containing a set of triples. However, GRIN keeps the
index in memory which evidently puts a limit on the size of storage. A path-based
technique, GraphGrep [13], enumerates all the paths shorter than a fixed max
length as features of a graph. Due to splitting graph into paths, some structural
information is lost, thus many false positive answers may probably be returned
leading to a large candidate set.

In order to address problems aforementioned, we propose GraSS for fast
subgraph matching on disk. We enhance the expressive power of vertex signature
[20,21] and then propose the concept of fingerprint for star subgraph, which
can describe a subgraph and be used as a filter to help to prune search space.
Our method has something in common with gStore [21]. However, gStore tags
each vertex with a signature and matches signatures of data vertices and query
vertices one by one, while we tag graphs by calculating the fingerprint of each
star subgraph, which allows matching a graph at once.
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3 Preliminaries

In this paper, we restrict our discussion on directed labeled graphs. According to
the W3C RDF standard [9], both subjects (denoted as S) and predicates (P ) can
be represented by URIs, while objects (O) can be represented by either URIs or
literals. Let U and L denote the set of URIs and the set of literals respectively.
Thus, we have S ⊆ U , P ⊆ U , and O ⊆ U ∪ L. An RDF triple is of the form
(s, p, o) where s ∈ S, p ∈ P , and o ∈ O.

Definition 1. (RDF Graph) An RDF dataset T = {t | t ∈ S × P × O} is a
set of triples that can be modeled as a directed labeled graph G = (V,E,Σ, l),
where V is a finite set of vertices and E ⊆ V × V is a finite set of edges.
Σ = U ∪ L is a set of labels. The labeling function l : V ∪ E → Σ maps
each vertex or edge to a label in Σ. S = {s | s = l(v), v ∈ V,∃〈v, u〉 ∈ E},
P = {p | p = l(〈vi, vj〉), 〈vi, vj〉 ∈ E}, O = {o | o = l(v), v ∈ V,∃〈u, v〉 ∈ E}.
Definition 2. (Query Graph) A basic graph pattern can be modeled as a
directed labeled graph Q = (V ′, E′, Σ′, l′). V ′ is a finite set of vertices and
E′ ⊆ V ′ × V ′ is a finite set of edges, where Σ′ = U ∪ L ∪ V AR is a label
set where V AR is a set of variables. The labeling function l′ : V ′ ∪ E′ → Σ′

maps each vertex or edge to a label in Σ′.

A Query Graph is similar to an RDF Graph except that the nodes and edges
in a query graph can be labeled with variables besides URIs and literals.

Definition 3. (Star RDF Subgraph) Given a subgraph G∗ = (V,E,Σ, l) of
an RDF Graph G, it is a Star RDF Subgraph if there is exactly one vertex v ∈ V
that satisfies: ∀u ∈ V − v, 〈v, u〉 ∈ E or 〈u, v〉 ∈ E. v is called central vertex.

In other words, a star RDF graph is a set of edges that share a central vertex
regardless of the directions of these edges.

Definition 4. (Subgraph Isomorphism) Given two graphs G = (V,E,Σ, l)
and G = (V ,E,Σ, l), a subgraph isomorphism from G to G can be denoted
as an injective function f : V → V , such that ∀u, v ∈ V , if 〈u, v〉 ∈ E then
〈f(u), f(v)〉 ∈ E, l(u) = l(f(u)), l(v) = l(f(v)), and l(〈u, v〉) = l(〈f(u), f(v)〉).

We also refer to subgraph isomorphism as subgraph matching. Actually, a
relaxed definition is used in the following of this paper. Since the labels of vertices
and edges of a query graph may be variables, we assume that the condition
?var = σ is always true, where ?var ∈ V AR and σ ∈ Σ.

4 FFD-Index

In this section, we will introduce the encoding technique and the index scheme
of FFD-index. Given an RDF (query) graph G, G can always be partitioned into
a set of star RDF subgraphs. For each vertex v in G, there is at least one edge
starting from or ending at v. Therefore, all adjacent edges of v form a v-centered
star subgraph.
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4.1 Subgraph Fingerprint

For a star subgraph G∗ = (V,E,Σ, l) with a vertex v ∈ E as its central vertex,
all the central vertex v’s adjacent edges are encoded into a bit-string. l(e) and
l(u) denote the labels of v’s adjacent edge e and the corresponding vertex u
respectively. The bit-string of l(e) and l(u) is represented by Encodeedge(〈e, u〉).
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label1
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label1
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1

G∗
2
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Fig. 2. RDF graph G. For simplicity, we use “label” and “entity” instead of real URIs
to denote vertices and edges.

Suppose that the length of bit-string is |Encodeedge(〈e, u〉)| = m + n. The
first m bits are used to represent l(e) and the rest n bits to represent l(u). With
a set of hash functions H, m out of the first m bits and n out of the other n bits
are set to be “1” (m < m, n < n).

Taking the first m bits for example, m different hash functions hi (1 ≤
i ≤ m) are used to generate m integers hi(l(e)). Then for each hi(l(e)), the
(hi(l(e)) mod m)-th bit of first m bits is set to be “1”. Obviously, there are at
most m bits set to be “1” leaving the others “0”. A similar procedure is applied
for the last n bits to encode l(u).

The fingerprint of G∗ is composed of two parts, fpout(G∗) generated from
Eout, the set of outgoing edges, and fpin(G∗) from Ein, the set of incoming edges.
Formally, fpout(G∗) = Encodeedge(〈eout1 , uout

1 〉) | . . . | Encodeedge(〈eoutk , uout
k 〉),

where |Eout| = k, eouti ∈ Eout (1� i � k), and uout
i ∈ V . uout

i is the corre-
sponding vertex of eouti and “|” denotes the bitwise-or operator. fpin(G∗) =
Encodeedge(〈ein1 , uin

1 〉) | . . . | Encodeedge(〈einl , uin
l 〉), where |Ein| = l, einj ∈ Ein

(1� j � l) and uin
j ∈ V . These two bit-strings are concatenated together to

form the fingerprint of G∗, fp(G∗) = fpout(G∗) ◦ fpin(G∗), where “◦” is the
concatenation operator. Figure 3 demonstrates how to generate a fingerprint of
G∗

2 in Fig. 2.

4.2 Indexing Scheme

We propose a compact index scheme optimized for star RDF subgraphs com-
posed of five indexes and a neighborhood table. An entire RDF graph is parti-
tioned into a set of star subgraphs stored in the neighborhood table, each sub-
graph is labeled with its fingerprint. Given a star RDF graph G∗ = {V,E,Σ, l}
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1 0 0 1 0 0 0 0 0 1 0 1 1 0 0 0 1 0 1 0 0 0 1 0
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entity8 entity3
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Fig. 3. The procedure of generating the fingerprint of G∗
2 in Fig. 2. m = 5, n = 7,

m = 2, n = 2. The dashed arrows denote Encodeedge function.

cv FgPrt: fingerprint AdjSet: set of adjacent edges

ent1 101011110010 ·100110110010
(0, lab1, ent2), (1, lab2, ent3),

(0, lab3, ent4),(0, lab4, ent5),

(1, lab5, ent6)

ent3 100011001001 ·010100100101
(0, lab2, ent1), (0, lab2, ent9),

(1, lab6, ent8), (1, lab6, ent14)

ent8 010100100010 ·101110011011
(1, lab1, ent13), (1, lab5, ent9),

(0, lab6, ent3), (1, lab4, ent7)

ent9 110100001101 ·100110100011
(1, lab2, ent3), (0, lab5, ent8),

(0, lab6, ent12), (1, lab3, ent10)

ent14 110100110010 ·001111100001
(1, lab1, ent10), (0, lab5, ent15),

(1, lab3, ent11), (0, lab6, ent3)

(a) Neighborhood Table T For G

〈s, p〉 DegMap

〈ent3, lab2〉 〈ent1, 5〉
〈ent9, 4〉

〈ent6, lab5〉 〈ent1, 5〉
〈ent8, lab6〉 〈ent3, 4〉
〈ent14, lab6〉 〈ent3, 4〉
〈ent10, lab3〉 〈ent9, 4〉
〈ent7, lab4〉 〈ent8, 4〉
〈ent13, lab1〉 〈ent8, 4〉
〈ent9, lab5〉 〈ent8, 4〉
〈ent10, lab1〉 〈ent14, 4〉
〈ent11, lab3〉 〈ent14, 4〉

(b) SP star

Fig. 4. Neighborhood table T and SP star index. lab and ent are short for label and
entity.

and a star query graph Q∗ = (V ′, E′, Σ′, l′), finding a target subgraph is to find
a matching between Q∗ and a subgraph of G∗.

FFD-index is designed to leverage both structural information and labels to
efficiently answer queries. Figure 4(a) shows the neighborhood table T for the
RDF graph G in Fig. 2. The key column of T is the labels of central vertices. The
set of adjacent edges is denoted as AdjSet, of which each element is depicted as
a triple (direction, l(e), l(u)), where direction denotes the direction of the edge.

If v, the central vertex of Q∗, is fixed, the candidate subgraph can be fetched
by looking up the neighborhood table with the key l(v). Otherwise, if v is vari-
able, we have to find candidates according to Q∗’s labels and structural infor-
mation. Suppose that e ∈ E′ is an incoming edge of Q∗ from a neighbor vertex
u to the central vertex v. Since u and e can be either fixed or variable, there
are four possible combinations of their labels. Therefore, based on how many
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elements are fixed out of two (except the central vertex) triple elements, we
devise five indexes: SP star, OP star, S star, P star, and O star. Due to the
limited space, only SP star index for G is shown in Fig. 4(b). The key column,
〈s, p〉, of SP index is incoming edges of central vertices. For example, the first
row of SP index in Fig. 4(b) means that both 5-degree central vertex entity1
and 4-degree central vertex entity9 have an incoming edge labeled label2 from
entity3.

4.3 Index Construction/Update

The FFD-index can be constructed efficiently. First, as mentioned in Sect. 4.1,
we encode each triple (s, p, o) of RDF dataset into a bit-string and refresh the
fingerprints of neighborhoods and degrees of s and o. Second, the new finger-
prints and degrees are inserted/updated into the neighborhood table. Finally,
for each triple, five (key, value) records are inserted into SP star, OP star,
S star, P star, and O star respectively. Algorithm 1 shows the index construc-
tion procedure with the time complexity of O(|R|).

A remarkable feature of FFD-index is that every star subgraph is encoded
and stored individually, which makes updates easy to manage. Thus, updates can
be done by enriching neighborhood sets, increasing degrees of central vertices,
and recomputing some bits of fingerprints.

Algorithm 1. Constructing FFD-Index
Input: R: the RDF Dataset, T : the Neighborhood Table
Output: T , SPstar,OP star, S star, P star, and O star
1: for each RDF triple r ← (s, p, o) in R do
2: Represents r as an entire RDF graph, Gr ← {r};
3: Let s be the central vertex of Gr, fps ← fpout(Gr) ◦ fpin(∅);
4: Get ts ← 〈s, AdjSets, FgPrts〉 from T ; // If ts does not exists, create it in T .

5: AdjSets ← AdjSets ∪ {(0, p, o)}; // Add (0, p, o) into AdjSets.

6: FgPrts ← FgPrts | fps; // “|” denotes bitwise-or operation.

7: Update ts to T ;
8: Let o be the central vertex of Gr, fpo ← fpout(∅) ◦ fpin(Gr);
9: Get to ← 〈o, AdjSeto, FgPrto〉 from T ;

10: AdjSeto ← AdjSeto ∪ {(1, p, s)}; // Add (1, p, s) into AdjSeto.

11: FgPrto ← FgPrto | fpo;
12: Update to to T ;
13: Get itemsp ← 〈〈s, p〉 , DegMap〈cv, degree〉〉 from SP star;
14: DegMap(o) ← DegMap(o) + 1; // Increase the degree of o by 1.

15: Update itemsp to SP star;
16: · · · // Similar procedures for OP star, S star, P star, and O star are omitted.

17: end for
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5 Query Processing

In this section, we show how GraSS evaluates a graph query against the FFD-
index. We start by showing how to extract star subgraphs from an entire query
graph. As shown in Fig. 1, the outcome of extraction should satisfy the restric-
tion that each vertex of original query graph appears in at least one extracted
subgraph. The vertex which appears in more than one subgraph will involve a
join operation, denoted by the dashed line in Fig. 1. To reduce the number of
join operations, we prefer extracted star subgraph to contain as fewer variable
vertices as possible, and whose central vertices are of higher degrees. A simplified
version of this algorithm is shown in Algorithm2, which only considers degrees
of central vertices.

Algorithm 2. Decomposing Query Graph
Input: Q = {V ′, E′, Σ′, l′}
Output: L: The List of Star Subgraphs;
1: Sort vertices on degree in descending order: Lsort = {v1, · · · , vn};
2: i ← 1;
3: while E′ �= ∅ do
4: E′ ← E′ − nb(vi); // nb(vi) denotes the set of neighborhood edges of vi.

5: L.add(Q∗
vi); // Q∗

vi
denotes the star subquery whose central vertex is vi.

6: i ← i + 1;
7: end while

By using a method similar to generating the fingerprint of a star subgraph,
a star query subgraph is also encoded into a bit-string, named query fingerprint.
Furthermore, the query fingerprint will act as a filter to find the candidate set.

For convenience, star query subgraphs are classified into two categories in this
paper, CVVQ (Central Vertex Variable Query) and CVFQ (Central Vertex Fixed
Query), according to whether the label of central vertex v is variable or fixed.

Definition 5. A star query is called a CVVQ if its central vertex is a variable,
otherwise it is called a CVFQ.

5.1 Processing CVVQs

For a CVVQ Q∗, we generate the query fingerprint fp(Q∗) using the similar
method designed for generating the fingerprint of star subgraph demonstrated
in Fig. 3. The only difference is that when the label of an edge or a vertex is
a variable, the bit string corresponding to this label will be set 0. If G∗ is a
candidate of Q∗, fp(Q∗) and fp(G∗) should satisfy: if i-th bit of fp(Q∗) is 1,
then the i-th bit of fp(G∗) must be 1. We call this condition “fp(G∗) covers
fp(Q∗)”, denoted as fp(G∗) � fp(Q∗). Fingerprint covering is necessary but
not sufficient for declaring that Q∗ matches G∗.
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Fig. 5. Query graph Q∗
3 and fp(Q∗

3)

Two stages are performed to confirm that a subgraph is a candidate of a
CVVQ. First, the degree of the central vertex of a candidate must be no less
than that of the query graph. Second, the fingerprint cover condition must be
satisfied.

For example, for the query Q∗
3 in Fig. 5 and the graph G in Fig. 2. Consider

the edge 〈entity3, label2, ?var1〉 of Q∗
3 in Fig. 5(a). It matches two label2 edges

that start from entity3 in G. The corresponding record shown is in the first row
of SP star index in Fig. 4(b). Both G∗

1 and G∗
2 have the central vertex degree

larger than that of Q∗
3. But only G∗

1 satisfies the fingerprint cover condition. Here,
we have fp(G∗

1) = 101011110010 · 100110110010 and fp(G∗
2) = 110100001101 ·

100110100011. Since the third and fifth bits of fp(Q∗
3) are 1, while these two

positions in fp(G∗
2) are occupied by 0, therefore, we get fp(G∗

1) � fp(Q∗
3) but

fp(G∗
2) � fp(Q∗

3).

Algorithm 3. GenerateCandidateSetSP

Input: SP star, Q∗ = {V ′, E′, Σ′, l′}: A CVVQ, 〈l′(u), l′(e)〉: Fixed l′(u) and l′(e)
Output: C∗: The Candidate Set Induced by 〈l′(u), l′(e)〉
1: C∗ ← ∅;
2: Get 〈〈l′(u), l′(e)〉 , DegMap〈centralvertex, degree〉〉 from SP index;
3: for each 〈cv, deg〉 ∈ DegMap〈centralvertex, degree〉 do
4: if deg � |E′| then
5: tcv ← 〈cv, FgPrtcv, AdjSetcv〉; // Get tcv from T according to cv;

6: if FgPrtcv 
 fp(Q∗) then
7: C∗ ← C∗ ∪ {tcv};
8: end if
9: end if

10: end for

The query algorithm is shown in Algorithm3 with a time complexity of
O(|DegMap|), where |DegMap| is the number of star subgraphs with an incom-
ing l(e) edge staring from u. In Algorithm 3, we first fetch DegMap〈cv, degree〉
for 〈l′(u), l′(e)〉 from SP star index. Then, for each 〈cv, deg〉 ∈ DegMap〈cv,
degree〉, line 4 requires that thedegree of a candidate’s central vertexmustbe larger
than that of the star query’s central vertex. Finally, the neighborhood table T is
examined to validate the fingerprint covering condition, as shown by line 6.
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Continuing with the example above, two more candidate sets can be gener-
ated based on the other two edges of G∗

1 and P star index. The final candidate
set C∗

final must be a subset of the intersection of C∗
i (1 � i � |E′|).

5.2 Processing CVFQs

One important thing to note is that each vertex in an RDF graph is represented
by a unique URI. Hence, if v is the central vertex of a star subgraph G∗

i , there is
no other star subgraph G∗

j (i = j) that takes v as its central vertex. Then, if Q∗ is
a CVFQ, it is clear that there is at most one star subgraph in the neighborhood
table matched by Q∗, which means the size of the candidate set for Q∗ will not be
larger than 1. So there is no need to calculate the fingerprint of Q∗ and validate
the fingerprint cover condition. Actually, we only check whether there exists a
record 〈l(v), AdjSetl(v), FgPrtl(v)〉 in the neighborhood table and the number
of degrees of the central vertex. The detailed checking procedure is shown in
Algorithm 4.

Algorithm 4. GenerateCandidateSetCV FQ

Input: T : The Neighborhood Table, Q∗ = {V ′, E′, Σ′, l′}: A CVFQ, l′(v): The Label
of Central Vertex

Output: C∗: The Candidate Set for Q∗

1: C∗ ← ∅;
2: tl′(v) ← 〈l′(v), AdjSetl′(v), FgPrtl′(v)〉; // Get tl′(v) from T according to l′(v).

3: if !isEmpty(tl′(v)) ∧ ∣∣AdjSetl′(v)
∣∣ � |E′| then

4: C∗ ← C∗ ∪ {tl′(v)}; // Add tl′(v) into candidate set C∗.

5: end if

According to Definition 4, if a query graph Q can match an RDF subgraph
G, each edge of Q should match to some edge of G. If the number of edges of
Q∗ is larger than that of G∗, then G∗ must not be matched by Q∗. As lines 3–4
of Algorithm 4 show, the candidate should be dropped.

5.3 Verification

Each candidate, for either a CV V Q or a CV FQ, will be verified to determine
whether it can be matched by the query graph. Suppose that G∗ = {V,E,Σ, l}
is an element in the candidate set for star query Q∗ = {V ′, E′, Σ′, l′}, where
|E′| = k. For each edge e′

i ∈ E′, a candidate edge set C ′
i is associated with it.

We select edges from E that can match e′
i and then put them into C ′

i. P is the
Cartesian product result of C ′

i (1 � i � k), P = C ′
1 × · · · × C ′

i × · · · × C ′
k.

As an undesirable situation, one edge e ∈ E can be matched by more than
one edge in E′, e.g., e′

i and e′
j (i = j) match e simultaneously, C ′

i ∩ C ′
j = {e}.

In Fig. 6(a), both triple patterns 〈?var2, label6, entity3〉 and 〈entity14, ?var1,
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Q∗
4

entity3

entity1

?var2

entity14

label2

label6

?var1

G∗
3

entity3

entity1

entity9entity14

entity8

label2

label2
label6

lable6

(a) Q∗
4 and G∗

3

〈entity3, label2, entity1〉 :

〈entity14, ?var1, entity3〉 :

〈?var2, label6, entity3〉 :

{〈entity3, label2, entity1〉}

{〈entity14, label6, entity3〉}

{〈entity8, label6, entity3〉,
〈entity14, label6, entity3〉}

×

×

‖
{〈〈entity3, label2, entity1〉, 〈entity14, label6, entity3〉,
〈entity8, label6, entity3〉〉,

〈〈entity3, label2, entity1〉, 〈entity14, label6, entity3〉,
〈entity14, label6, entity3〉〉}

(b) The Cartesian Product of Candidate Sets

Fig. 6. Query graph Q∗
4 and the Cartesian Product of Candidate Sets

entity3〉 of Q∗
4 can match 〈entity14, label6, entity3〉 of G∗

3. According to Defini-
tion 4, one edge in an RDF graph can only be matched by at most one edge in
the query graph. So we have to remove some elements from P to guarantee that
no edge is matched by different triple patterns simultaneously. In Fig. 6(b), the
element in bold is to be removed. We refer to this sort of elements as overlapping
elements.

Algorithm 5. V erification

Input: Q∗ = {V ′, E′, Σ′, l′}, G∗ = {V, E, Σ, l}
Output: M : The Set of Matches From Q∗ To G∗

1: k ← |E′|, M ← ∅;
2: for each e′

i ∈ E′ do
3: Extract edge(s) from E that can match e′

i: C′
i ⊆ E;

4: end for

5: P ←
k∏

i=1

C′
i; // P is the Cartesian product of C′

i

6: for each t ∈ P do
7: if t is not an overlapping element then
8: M ← M ∪ {t};
9: end if

10: end for

The verification algorithm is shown in Algorithm5. For each edge in the
query graph, we first find all edges that match it, as shown by line 2–3. Then,
the Cartesian product is calculated and examined to guarantee there is no over-
lapping element.

6 Experiments

All our experiments were carried out on an Intel Quad-Core CPU@2.8 GHZ
machine with 8 GB memory running Ubuntu 12.04 64-bit. Cassandra is used as
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the underlying data store of GraSS. We used both the synthetic dataset, LUBM2,
and the real dataset, YAGO (YAGO2 core3), in our experiments comparing
GraSS with RDF-3X and gStore. The query size (the number of triples contained
by a query) applied on YAGO and LUBM is designed ranging from 3 to 15. For
each query size, we built a set of 20 queries by randomly selecting subgraphs
from YAGO or LUBM and replacing some URIs with variables.

The length of fingerprints and the number of bits set to be 1 are adjusted
based on the scale of data set, which is a trade-off between the expressiveness
and the storage space. In the following experiments, we simplify the strategy by
making the length a fixed value. We set m = 30, n = 70, and m̄ = n̄ = 3 for
both LUBM and YAGO.

6.1 Performance on Synthetic Dataset

LUBM is a standard benchmark developed to evaluate the performance of
Semantic Web repositories, which consists of a university domain ontology. As
a feature of RDF data, large amount of URIs share the same prefixes, which
allows a significant compression. We only store the common prefixes once to
reduce the size of indexes. Figure 7(a) shows that after compressing GraSS is
almost equivalent to RDF-3X in index size.

The different sizes of five indexes of GraSS, shown in Fig. 7(b), are determined
by the nature of LUBM that the number of outgoing edges is larger than that
of incoming edges for star subgraphs statistically. OP star index and O star
index are distinctly larger than SP star index and S star index. Therefore, in
our experiments, if a CVVQ contains a fixed incoming edge, the response time
is generally very short. GraSS takes more time than RDF-3X and gStore in
processing small star queries (� 4 edges). But when the scale of query graph
increases, GraSS exhibits better performance. Figure 7(c) reports the perfor-
mance comparison of the three methods. We use pruning ability to represent the
ratio of average number of candidates after and before the validation of finger-
print covering condition. To evaluate the pruning ability, we generated another
set of queries, elements of which are all star-shaped graphs ranging in size from
3 to 9. Figure 7(d) exhibits the average number of candidates before and after
fingerprint covering validation. The ratio of false positive candidates filtered out
by fingerprint is quite large, up to 80 % in some extreme situations.

6.2 Performance on Real Dataset

The RDF graph of the YAGO dataset contains 9.6 million vertices and 33 million
edges. To have an overview of YAGO, an analysis about degree is given in Table 1,
the average degree of vertices is 6.83. The time for constructing FFD-index for
YAGO on Cassandra is about 23.2 min, which is a little longer than that of

2 http://swat.cse.lehigh.edu/projects/lubm/.
3 http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/

research/yago-naga/yago/archive/.

http://swat.cse.lehigh.edu/projects/lubm/
http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/archive/
http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/archive/
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Fig. 7. Performance on LUBM

RDF-3X but much shorter than that of gStore. In terms of index size on disk,
2.5 GB taken by GraSS is less than half of that taken by gStore and basically
the same as RDF-3X.

Table 1. Statistics about YAGO

#Vertices #Edges Avg

degrees

Size

in. nt

format

GraSS RDF-3X gStore

CONST

time

Size CONST

time

Size CONST

time

Size

9656346 32962704 6.83 4.6GB 23.2min 2.5GB 15.1min 2.7GB 50.1min 5.7GB

Generally speaking, the number of costly join operations carried out by RDF-
3X increases with the number of edges of a star graph query. In contrast, for
GraSS, more edges mean more information, thus more bits of the query graph’s
fingerprint will be set “1” that makes the fingerprint more efficient in pruning
search space. The average query response time on YAGO is shown in Fig. 8(a).
Figure 8(b) shows the pruning ability of fingerprint on YAGO.
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Fig. 8. Performance on YAGO

7 Conclusion

Subgraph matching is a widely-known NP-complete problem. Efficient evaluation
of star subgraph matching is specifically critical for query answering over large-
scale RDF data as it is a very common query pattern. Existing approaches
usually handles star subgraph matching by translating it into a number of join
operations, which is costly and inefficient.

In this paper, we present GraSS, a SPARQL query engine based on a novel
subgraph encoding and index scheme, FFD-index, to reduce the search space to
achieve improved query answering performance. In FFD-index, each star sub-
graph is compactly represented by a bit string fingerprint that preserves some
essential structural information and label information.

Extensive experiments have been conducted on synthetic benchmark dataset
LUBM and the real-world dataset YAGO. On both datasets, for queries consist-
ing of a few big stars, GraSS is significantly faster than RDF-3X and gStore.
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Abstract. Web data can often be represented in free tree form; however, free
tree mining methods seldom exist. In this paper, a computationally fast algo-
rithm FreeS is presented to discover all frequently occurring free subtrees in a
database of labelled free trees. FreeS is designed using an optimal canonical
form, BOCF that can uniquely represent free trees even during the presence of
isomorphism. To avoid enumeration of false positive candidates, it utilises the
enumeration approach based on a tree-structure guided scheme. This paper
presents lemmas that introduce conditions to conform the generation of free tree
candidates during enumeration. Empirical study using both real and synthetic
datasets shows that FreeS is scalable and significantly outperforms (i.e. few
orders of magnitude faster than) the state-of-the-art frequent free tree mining
algorithms, HybridTreeMiner and FreeTreeMiner.

Keywords: Web data � Free tree � Canonical form � Enumeration approach

1 Introduction

In the Web domain, graphs and trees are commonly used data structures for modelling
information with complex relations. Free trees - the connected, acyclic and undirected
graphs - have become popular for presenting such data due to having unique properties
[1–4]. For obtaining useful structural information, free tree mining provides a good
compromise between the more expressive but computationally harder general graph
mining and the less expressive but faster sequence mining. As a middle ground
between these two extremes, free trees have been widely used for representing and
mining data in diverse areas including web, bioinformatics, computer vision and net-
works. For example, in analysis of molecular evolution, an evolutionary free tree,
called phylogeny, can describe the evolution history of certain species [5]. In bioin-
formatics various useful patterns can be treated as free trees during pattern mining [4].
In computer networking, multicast free trees have been mined and used for packet
routing [6]. Web access logs represented as free trees give interesting insight about the
user browsing behaviour without a specific point of entry [7].

The process of finding frequent subtrees incurs high cost due to the inclusion of
expensive but unavoidable steps like frequency counting and candidate subtrees gen-
eration. Frequency counting step often requires subtree isomorphism checking which is
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computationally hard, even known as NP-complete problem in graph mining algo-
rithms [4]. Exponential and redundant candidate generation is another problem. During
candidate generation, determining a “good” growth strategy is critical as there can be
many possible ways to extend a candidate subtree. These problems become worse in
free trees, due to being less-constrained structurally, in comparison to other tree forms
such as ordered and unordered. With these complexities involved, only a few free tree
mining algorithms are available in the literature. Chi et al. developed an apriori-like
algorithm FreeTreeMiner [8] as well as an enumeration tree based algorithm
HybridTreeMiner [1] to discover frequent free subtrees in a database of free trees.
Rückert et al. [4] and Zhao et al. [3] have proposed algorithms for mining frequent free
trees from a graph database. These algorithms generate large number of false positives
(i.e., invalid candidate subtrees) during enumeration that need to be pruned in the
frequency counting step. This causes high processing time. Moreover, the necessity of
performing isomorphism checking to avoid redundant candidate tree generation and
false frequency counting causes additional computational complexity.

In this paper, we propose an algorithm, FreeS which is a fast and accurate method
for mining frequent free induced subtrees in a database of labelled free trees. First, we
propose a unique representation of free trees by introducing a new order-independent
balanced optimal canonical form (BOCF) that can effectively handle the subtree iso-
morphism problem. We introduce conditions to conform free tree candidate generation
in their BOCFs for which the necessary proofs are also provided. Second, we propose a
tree-structure guided scheme based enumeration approach that only generates valid
candidate subtrees. To the best of our knowledge, FreeS is the first algorithm that uses
the underlying tree-structure information to avoid invalid subtree generation while
mining frequent free subtrees. Because of using the optimal canonical form and
tree-structure guided scheme based enumeration, FreeS does fast processing. Our
experiments with both synthetic and real-life datasets confirm that FreeS is faster by
few orders of magnitude than two leading free tree mining algorithms, Hybrid-
TreeMiner and FreeTreeMiner (abbreviated as HBT and FTM respectively).

2 Preliminaries

Let a graph constitute a set of nodes V ¼ fv1; v2; . . .; vng and a set of edges E ¼
fðvi; vjÞjvi; vj 2 Vg ¼ fe1; e2; . . .; en�1g: A labelled graph has a set of labels Σ, where a
function L : V[E ! P

maps nodes with unique labels. A graph is connected but
acyclic when it has at least one node that is connected to the rest of the graph by only
one edge, which is leaf. For our purposes, the class of connected acyclic labelled graphs
is of special interest, which is also called free tree, an unrooted unordered tree-like
structure. In this paper, we denote a free tree with n nodes as n-free tree.

Let two free trees be t and T. t is a subtree of T if t can be obtained from T by
repeatedly removing one degree nodes from its structure. Free trees t and T are iso-
morphic to each other if a bijective mapping exists between their set of nodes that
preserves node labels, edge labels and also reflects the tree structures.

Let Tdb be a database where each transaction is a labelled free tree. The problem of
frequent free tree mining is to discover the complete set of frequent free subtrees. If tree
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T 2 Tdb has a subtree isomorphic to subtree t, that indicates T has an occurrence of t in
its structure. Formally we define the support of subtree t in Tdb using the concept of
occurrence as follows,

Occurrence t; Tð Þ ¼ 1 if t exists in T
0 otherwise

�
ð1Þ

Support t; Tdbð Þ ¼
X

T2Tdb Occurenceðt; TÞ ð2Þ

The subtree t is called frequent if Support (t, Tdb) ≥ minsup where minsup is
user-defined minimum support threshold.

In this paper, in a free tree, two adjacent nodes vi and vj with same label are defined
as equivalent nodes, denoted by vi ffi vj: The weight of a node vi is defined as the total
number of its equivalent nodes and denoted by wi (as shown in Fig. 1). Using weights,
we represent free trees of a database in a concise manner for further processing.
Figure 1 shows an example of two free trees and their corresponding weighted rep-
resentations by combining equivalent nodes (highlighted using different color patterns).

3 Canonical Form for Labelled Free Trees

A Canonical Form (CF) of a tree is a representative form that can consistently rep-
resent many equivalent variations of that tree into one standard form [8, 9]. Several CFs
have been proposed for rooted tree representations using traversing algorithms such as
depth-first-search (DFS) or breadth-first-search (BFS) [8]. However, defining CF for
free trees is non-trivial as it requires handling the vast variants that a free tree can have,
i.e., the isomorphism problem. Due to the inherent structural flexibility (e.g., undefined
root node and no direction among sibling nodes), there are more ways to represent a
free tree than that of a rooted tree. A canonical form is critical for appropriate repre-
sentation and efficient processing of free trees, because it ensures finding a common
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Fig. 1. Equivalent nodes and the condensed weighted representations of free trees. (Tree nodes
are represented using labels. The edge labels are ignored in this paper.)
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pattern amongst free trees. Before we define CF of free trees, we explain the process for
unordered rooted trees and extend it to free trees.

3.1 Why Canonical Form is Needed for Free Trees?

A rooted tree has a distinguished root node. A rooted tree that preserves order among
the sibling nodes is called rooted ordered. This type of trees can easily be represented
uniquely by using either the depth-first or the breadth-first string representations [8].
They do not face isomorphism. Two ordered trees will be similar iff all of its properties
are identical; no variation is possible in similar rooted ordered trees [2]. Whereas, two
similar unordered trees can have different orders among sibling nodes and these trees
are called isomorphic trees. A free tree is also an unordered tree. The chance of having
isomorphic trees in a database of free tree is very high due to the flexible property of
being unrooted and unordered. Representing free trees using a systematic approach is
non-trivial but critical to ensure its proper indexing for further processing and
knowledge discovery.

Optimal Order: We will now briefly describe the concept of optimal order that is the
basis of the proposed canonical form. An optimal order of a tree is an order obtained by
the balance optimal tree search (BOS) algorithm [10–12] that traverses a rooted
labelled tree uniquely, without the presence of sibling order information. Unlike
existing traversal strategies [9], this algorithm works based on optimization instead of
enforcing a left-to-right order among siblings. Three heuristics are applied recursively
in this traversing algorithm to find out the optimum traversing path of a tree. Heuristic 1
identifies a potential node during the traversal process. Heuristics 2 and 3 select the best
node if multiple nodes are identified as candidates for traversal.

Heuristic 1. After the root node traversal, the children of the root node, i.e.,
fvi; vj; . . .; vkg with weights fwi;wj; . . .;wkg become eligible for traversing. The
traversal order of these eligible nodes will be prioritized according to their ascending
weights. The node with the highest weight is chosen first.

Heuristic 2. If two or more nodes fvi; vj; . . .; vkg have the same maximum weight (i.e.
maximum weight ¼ MAXfwi;wj; . . .;wkgÞ, the next node in the traversal order is
selected based on the maximum number of their children (i.e., fan-out).

Heuristic 3. If two or more nodes hold the maximum weight with equal number of
children, the traversal order will be prioritized using the minimum lexicographical
order.

The optimal order is unique even for trees that are isomorphic. This property is
advantageous for mining frequent labelled free trees. For a free tree, several rooted
ordered tree variations are possible only by changing the position of root node and the
order among sibling nodes. An example can be seen in Fig. 2, where a free tree is
treated as rooted unordered tree with root node “va” (Fig. 2a). Considering va as root
node, several ordered variations of this free tree are shown in Fig. 2(b–e).

According to the BOS algorithm [10] the unique optimal traversal order of all these
equivalent ordered trees will be “va; vb; vc; vd ; vc; vf ”. In contrast, the BFS or DFS
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traversal [8] will provide different traversing order for each equivalent ordered tree
because of its structure dependent strategy. It is desirable to obtain a unique canonical
form of an ordered tree representation; however, it is absolutely critical to obtain a
single canonical form for all equivalent variations of a free tree to allow efficient
indexing for further processing. The proposed optimal traversal strategy is based on
optimization and is not sensitive to the structural changes. It gives the same optimal
traversing order for all equivalent ordered trees that originate from a same free tree.

3.2 Balanced Optimal Canonical Form of Free Labelled Trees

If we can uniquely define root node of a free tree, then the optimal order can be used to
define its canonical form. In this paper, we propose a two-step process for defining the
canonical form of free trees. First, we normalize a free tree into the rooted unordered
tree by fixing a root node and then we define the canonical form as well as canonical
string.

Normalization: This step includes a systematic approach to define a root node in a
free tree. Following the commonly used technique [1–3], all the leaf nodes along with
their incident edges in the free tree are removed at each step until a single node or two
adjacent nodes are left. The tree with a single remained node is called a central tree
and, the tree with a pair of remaining nodes is called a bicentral tree [1]. With the
remaining single node, this node becomes the root of the free tree. With the remaining
two nodes, we apply heuristic 3 to obtain the root; therefore the node with minimum
lexicographically ordered label becomes the root node.

The overall normalization takes O(|T|) time, where |T| is the number of nodes in the
free tree. Figure 3 shows the process of obtaining the root node from the free trees.

Canonical Form and String: After the free tree is normalized to a rooted unordered
tree, the balanced optimal canonical form can be defined as follows:

Definition 1 (Balanced Optimal Canonical Form). For a rooted labelled unordered
tree, the balanced optimal canonical form is its optimal order of node labels along with
corresponding weights.

A canonical string representation for labelled trees is equivalent to, but simpler
than, canonical forms which facilitates frequency counting of trees in a database. For a
balanced optimal canonical string encoding, we introduce four unique symbols +1, −1,
+2 and −2 to specify directions on depth and breadth. More specifically, +1 and −1 are
used to represent forward and backward travel towards depth between child and parent
nodes; +2 and −2 are used to represent forward and backward travel towards breadth
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between sibling nodes respectively. We assume that none of these symbols are included
in the alphabet of node labels. The canonical string representation of the rooted
unordered tree is achieved by a guided record of sibling nodes,–“under a parent node,
a new node will always be recorded in a breadthwise direction from the existing
rightmost sibling node.”

Example: For all the equivalent trees in Fig. 2 with the unique optimal order
“va; vb; vc; vd; vc; vf ” the balanced optimal string representation of these trees will
be “ 1va; þ 1; 2vb; þ 1; 2vc;�1; þ 2; 1vd ; þ 1; 2vc;�2; 1vf ”. Similarly, the optimal
canonical string of the free tree in Fig. 4(a) will be “1vc; þ 1; 2vd; þ 2; 1va; þ
2; 1vb; þ 1; 2va;�1;�2; þ 1; 1va; þ 2; 1vc” and for the tree in Fig. 4(b) will be
“1va; þ 1; 2vb; þ 2; 2va;�2; þ 1; 2vc;�1; þ 2; þ 2; 1vb; þ 1; 1va; þ 2; 1vc; þ 2; 1va;
�2;�2; þ 1; 1vc;�1; þ 2; þ 1; 1vd”.

The isomorphic free trees can be successfully tracked because of having the same
balanced optimal string representation. This ensures correct frequency counting for the
processing of frequent subtrees. During the mining process, tree structural information
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such as level, weight, fan-out is stored that allows to differentiate the same alphabet
appearing in different position. For sorting the optimal order it requires O (|T| log |T|)
complexity, where |T| is the number of nodes in a tree.

The balanced optimal canonical forms of free tree and rooted unordered tree
embrace an interesting relationship which is described under Lemma 1. This relation is
a fundamental step for growing the enumeration tree of free trees.

Lemma 1. Balanced optimal canonical form of a free tree is always the balanced
optimal canonical form of a rooted unordered tree; however, the reverse is not true.

Proof. Consider a free tree T, with v1; v2; . . .; vn nodes, with its balanced optimal
canonical form tv1 that has a normalized root v1: The n-number of different rooted
unordered trees can be derived in their balanced optimal canonical forms tv1; tv2; . . .; tvn
by changing the position of root in T. Only one of the BOCFs of these rooted unordered
trees will have the same BOCF as the free tree, e.g. tv1:

Prior to detailing our FreeS algorithm, we add following two lemmas that introduce
important conditions which are essential to hold true during candidate free subtree
enumeration through the BOCF representation of fee trees. Fist we give the definitions
of tree dimensions including depth, height and level as [13].

Definition 2 (Depth, Height, Level of Node). For node vi of a tree T, depth is the length
of the unique path from that node towards the root node, denoted by dðT ; viÞ: The
height hðviÞ of node vi is the longest path from that node to a leaf. The height H of a
tree is the height of root node, hðv0Þ: The level of a node vi in a tree T is defined as
LvðT ; viÞ ¼ H � dðT ; viÞ:
Lemma 2. Balanced optimal canonical form of a rooted unordered tree T with two
nodes is the balanced optimal canonical form of a free tree iff the root node has
lexicographically minimum label.

Proof. T is a rooted unordered tree with two nodes, where v0 is root and v1 is its child.
The balanced optimal canonical form will be generated based on its optimal order, i.e.,
“v0; v1”. Let us consider case 1, where root node v0 has lexicographically minimum
label. In this case treating T as free tree will end up having same canonical form as the
rooted unordered tree, since a free tree considers the node with lexicographically
minimum label as the center. Now consider case 2, where label of root node v0 is
higher than v1: In this case the canonical form of free tree will be different than the
rooted unordered tree, since v1 will be the center instead of v0:

Lemma 3. Balanced optimal canonical form of a rooted unordered tree, T with 3 or
more nodes and height H is the balanced optimal canonical form of a free tree iff the
following conditions hold:

1. The root has at least 2 children;
2. The root node has lexicographically smaller label than the labels of its children; and
3. One branch or subtree induced by a child of the root has a leaf node, vi positioned

at level LvðT; viÞ ¼ 0 (bottom level of the tree) and at least another branch or one
subtree induced by another child of the root has a leaf node, vj positioned at level
LvðT ; viÞ� 1 (at most one level up than the last level).
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Proof. For a rooted unordered tree T in its balanced optimal canonical form, we denote
the root of T by v0 and the children of v0 by v1; . . .; vm: Let us consider case 1. Tree
T has 3 or more nodes and v0 has only one child. It indicates that the rest of the nodes
are appeared in that tree as child nodes of the immediate child of the root node. The
node v0 will be removed in the first step of finding center/bicenter. Consequently, v0
cannot be the center or one of the bicenters. Therefore condition 1 will be held in this
case. Let us consider case 2 when the root node v0 has more than one child. This
indicates that the leaf node of a subtree induced by one of v1; . . .; vk is at the bottom
level of tree T. Assume this child to be vj. If none of the subtrees induced by other child
node of v0 has a leaf node at the bottom level or second last level of tree T, then v0
cannot be the center or one of the bicenters. This is because the center (or the bicenter)
must be a node (or nodes) of the subtree induced by vj: Without the loss of generality,
we assume the subtree tv1 induced by v1 has a leaf node at the bottom level of tree for
which the path from root is H. The subtree tv2 induced by v2 has a leaf node either at the
last level or second last level. Therefore the path of that leaf node from root is either
H or H − 1. Now 2H or 2H − 1 will be the length of path considering from the
bottom-level leaf of tv1 to the bottom-level leaf of tv2 which makes v0 as the center or
one of the bicenters of the free tree. Therefore, condition 3 holds. Besides in case 2, it is
essential to hold the condition 2 true, when T turns out to a bicentral tree and v0 will
only become the center if it has lexicographically minimum label.

4 Frequent Free Subtree Mining Algorithm: FreeS

FreeS consists of two main steps: (1) candidate subtree generation using the enu-
meration tree; and (2) frequency counting to determine frequent subtrees.

4.1 Candidate Subtree Generation Using Enumeration Tree

Using the proposed balanced optimal canonical form of free trees and other tree
structural information from a database, we define an enumeration tree that lists all
subtrees in Tdb, in their balanced optimal canonical forms. Since the underlying tree
structure information is used for defining the enumeration tree, it is called tree-structure
guided scheme based enumeration. To the best of our knowledge, FreeS is the first
algorithm where this enumeration approach is used to generate candidate free trees.

Tree-Structure Guided Scheme Based Enumeration Tree: The task here is enu-
merating a complete and non-redundant list of candidate subtrees from a given data-
base. A candidate enumeration technique can generate both valid and invalid
candidates. A candidate subtree is called valid if it exists in the considered database
[11]. It is desirable to enumerate only the valid subtrees in order to reduce the com-
putational efforts, instead of generating all possible candidates and prune invalid
subtrees later. The tree-structure guided scheme based enumeration allows invalid
subtrees, which will never be significant in spite of being frequent, to be excluded from
counting the number of candidate trees. It utilizes the tree structural information such as
level, weight and fan-out of nodes, which are learned from a given database, in
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determining a valid subtree. This information is obtained after the free trees are nor-
malized to rooted unordered trees. Instead of testing whether a tree actually exist in the
database that is computationally expensive, a subtree is considered valid if it conforms
to the tree structural information.

Extending the Enumeration Tree: The right-path extension and join operations have
been used to grow the enumeration tree. Previous research has shown that the
right-path extension produces a complete and non-redundant candidate generation [1,
8, 14]. However, the use of extension alone for growing enumeration tree can be
inefficient because the number of potential growth may be very large, especially when
the cardinality of alphabets for node labels is large [1, 8]. This shortcoming necessitates
of using a join operation; however, it often generates invalid subtrees. FreeS controls it
by using the tree-structure guided scheme based enumeration. The basis of growing the
enumeration tree of free trees is as follows: By removing the last leg (node along with
edge), i.e., the rightmost leg at the bottom level, of a (n + 1)-free tree BOCF will result
in the BOCF for another n-free tree. The definitions of two operations for extending
the enumeration tree are as follows.

Definition 3 (FreeS-extension). For node vi (fan-out ≠ 0) of a n-free tree in its balanced
optimal canonical form tv, an extension is possible by applying every frequent node
label vj that has a level equal to Lvðtv; viÞ � 1: This extension operation will result in
another balanced optimal canonical form t0v of a new (n + 1)-free tree, with vj child of
vi; in the enumeration tree iff conditions of Lemmas 2 and 3 are held. Further extension
is possible from this new right-most node vj iff conditions are fulfilled again.

Before giving the definition of FreeS-join operation, we define equivalent group.

Definition 4 (Equivalent group). If two BOCFs tv and t0v of two n-free trees have equal
height H and common first n-1 nodes (along with labels and weights), they are con-
sidered as equivalent group, denoted by tv ffi t0 v: Only the nth node of each of these
trees, that appear last in their canonical forms, are different.

Definition 5 (FreeS-join). Join operation is a guided extension between two free trees
in BOCFs tv and t0v; that are members of an equivalent group, tv ffi t0 v: Assume, vi and
vj are the corresponding right-most node of tv and t0v; where wi [wj or, wi ¼ wj with vi
lexicographically sorts lower than vj: By joining vj in tv at the position of Lvðtv; viÞ � 1
will result in a new (n + 1) node balanced optimal canonical form of free tree, denoted
by tv � t0v; of the same height as tree tv:

The join operation does not change the height or the level position of leaf nodes of a
newly generated candidate tree, therefore Lemmas 2 and 3 are not considered. As in the
tree-structure guided approach, the enumeration tree growth is guided by the prior
learned tree structure information. Therefore only valid subtrees are expected to be
generated as candidate trees.

Consider an example database in Fig. 5, where for minimum support 1, we compare
the enumeration tree (Fig. 5b) used by FreeS with the enumeration tree (Fig. 5c) used
by the HybridTreeMiner (HBT) method [1]. HBT also uses the right-path extension
and join operations for growing the enumeration tree, but, these are defined using a
different canonical form (Breadth First Canonical Form) [8], whereas we use BOCF
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and the tree-structure guided scheme for growing the enumeration tree. The dotted
rectangles in (Fig. 5c) show the generation of invalid subtrees in HBT. We only show a
small part of the enumeration tree for HBT. If it is continued, it will grow in a much
bigger size and will result in much higher numbers of invalid subtrees. In contrast,
Fig. 5(b) is the complete enumeration tree of the considered database for FreeS.

It can be clearly seen that the FreeS enumeration tree generates much less candidates
in comparison to HBT enumeration tree because of producing only valid subtrees.
Generation of invalid subtrees causes extra memory space and then, pruning of these
subtrees causes additional computational cost for existing methods.

4.2 Frequency Counting

For counting frequency we modified the method described in [1, 8], which is basically
an apriori like frequency counting that gives the exact support measure of each can-
didate subtree by maintaining an occurrence list. We used a catching technique to make
the process of keeping occurrence list more efficient, which is “stopped counting tree
when the ID counter reaches the min support”, therefore the occurrence list becomes
smaller than usual.

Figures 6 and 7 list the overall enumeration approach and the FreeS algorithm. The
process of frequent subtree mining is initiated by scanning the database Tdb, where free
trees are stored as BOCF strings along with weight, level and fan-out information of
each node. The set of frequent subtrees of size 1 is generated and the Enumeration
method (in Fig. 7) is called recursively for generating the candidates of larger sized
subtrees. The frequency of every resultant candidate tree is computed. The full pruning
is also performed to ensure downward-closure lemma [15]. But full pruning is
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expensive; therefore to accelerate this process we cease the frequency checking for a
subtree belong to (K − 1) set as soon as the K subtree is found frequent.

5 Empirical Analysis

The efficacy of FreeS is shown by conducting systematic experiments using both
real-life and synthetic datasets. FreeS is benchmarked with the most relevant and
leading algorithms FreeTreeMiner (FTM) [8] and HybridTreeMiner (HBT) [1] which

Fig. 6. High level pseudo code of FreeS algorithm.

Fig. 7. High level pseudo code of candidate generation.
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are designed to mine frequent free subtrees from a database of labelled free trees. All
experiments have been done on a 2.8 GHz Intel Core i7 PC with 8 GB main memory
and running the UNIX operating system.

CSLOGS: This real-life dataset has been widely used in evaluating various tree
mining algorithms. CSLOGS [14] contains web access trees of the CS department of
Rensselaer Polytechnic Institute during one month. There are a total of 59,691 trans-
actions and 13,209 unique node labels (corresponding to the URLs of the web pages).

Figure 8(a) shows that FreeS can find the same amount of subtrees in significant
lesser time than its counterparts. Results show that below a certain support threshold
(0.25 %) the number of frequent trees explodes that causes huge memory consumption
for HBT and consequently, the software automatically aborts the process. For calcu-
lating support of free trees, HBT uses occurrence list that makes the process faster, but,
it is responsible for high memory usage too. FreeS performs this step within the
memory size even for smaller minimum support threshold such as 0.15 % because of
using modified occurrence list. FTM does not suffer from the memory exhaustion
problem though; however the run time increases drastically for smaller supports due to
the lack of efficient frequency counting and inclusion of the expensive apriori candidate
generation.

The runtime performance of FreeS is few orders of magnitude better than HBT and
FTM due to several reasons. (1) FreeS uses tree-structure guided based enumeration
tree that allows enumerating only valid subtrees. (2) BOCF is defined to enumerate
only one free tree for either of central or bicentral free trees, hence the occurrence list
only keeps record of one tree. (3) A catching technique assists in keeping the occur-
rence list shorter. On the other hand, HBT can’t avoid generating invalid candidate
subtrees during enumeration, which results in extra memory consumption. HBT may
also enumerate two free trees from a bicentral tree because of the supplementary
canonical form concept [1]. Consequently, it will keep record of both trees which
increases the size of the occurrence list.

Results in Fig. 8(b) show that FreeS extracts the same amount of frequent patterns as
the other state-of-the-art methods. The tree model guided enumeration employed in
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FreeS does not generate any invalid trees but does not miss on any valid trees. All three
algorithms satisfy the completeness property and do not miss any frequent patterns
since they all used full pruning (downward closure lemma), not an opportunistic
pruning. This shows the accuracy of FreeS in finding subtrees.

Synthetic Data Sets: We conducted few more experiments using synthetic datasets
with varied properties to support all of the above findings. The synthetic data sets were
generated by a tree generator as described in [14]. The dataset called D1 is created
using following parameters: the number of labels L = 10, the number of vertices in the
master tree M = 100, the maximum depth D = 10, the maximum fan-out F = 5 and the
total number of subtrees T = 5000. Such characteristics reflect the properties of
web-browsing but not of very large databases. Result in Fig. 9(a) shows that FreeS
requires less runtime than HBT and FTM as expected. The memory consumption is
also low for FreeS, whereas for being the small dataset the other two can also perform
within the given memory size, Fig. 9(b).

The dataset called D2 is generated using high fan-out, F = 20 with low number of
labels L = 10 and a moderate size dataset T = 10,000. The rest of the parameters are
kept the same. This makes D2 having wider trees than the deep trees. The isomorphic
problem is known to occur more commonly when trees have several siblings at same
label. This facet of experiment will support the claim that FreeS can handle isomor-
phism more effectively than any other algorithms due to the use of BOCF.

As shown in Fig. 10, FreeS consumes much less processing time in comparison to
other methods. It happens as FreeS does not generate a candidate tree multiple times
because of using BOCF that ensures same identity for all isomorphic trees. Therefore,
no additional test is required for checking the presence of isomorphism during fre-
quency counting. In contrast, the state-of-the-art algorithms perform a mandatory
isomorphism checking which makes them more expensive (Fig. 10a).

Figure 10(b) shows that HBT consumes larger memory space than FTM and FreeS,
and it becomes worse for smaller support thresholds. As explained before, FTM does
not use occurrence list for frequency counting but computes the occurrences of each
free tree. Therefore, it saves memory but consumes additional computational time. The
usage of occurrence list becomes a pressing concern in terms of memory for large data,
especially when the support threshold is low, but allows fast and efficient frequency
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checking. The catching mechanism employed in FreeS makes it consume less memory
as well as the enumeration strategy does not generate any invalid subtrees, therefore
FreeS can offer a good trade-off between memory usage and runtime.

6 Conclusion

In this paper, we consider an important problem of mining frequent free subtrees from a
collection of free trees. We proposed a computationally efficient algorithm FreeS to
discover all frequent subtrees in a database of free trees. A novel balanced optimal
canonical form is introduced that ensures unique identity of frequent free trees even in
presence of isomorphism. Because of this canonical form the isomorphism problem can
be handled, that is responsible for computational complexity in this process. Moreover,
the proposed tree-structure guided scheme based enumeration enables FreeS to reduce
the cost for candidate generation by enumerating only valid subtrees. We modified the
efficient apriori like occurrence list based frequency counting method that ensures less
memory consumption.

Our empirical analyses show FreeS is scalable to mine frequent free trees in a large
database of free trees with low support thresholds. In future we are planning to extend
our algorithm for mining free trees in graph database.
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Abstract. Much research has been concerned with deriving topics from
Twitter and applying the outcomes in a variety of real life applica-
tions such as emergency management, business advertisements and cor-
porate/government communication. These activities have used mostly
Twitter content to derive topics. More recently, tweet interactions have
also been considered, leading to better topics. Given the dynamic aspect
of Twitter, we hypothesize that temporal features could further improve
topic derivation on a Twitter collection. In this paper, we first perform
experiments to characterize the temporal features of the interactions in
Twitter. We then propose a time-sensitive topic derivation method. The
proposed method incorporates temporal features when it clusters the
tweets and identifies the representative terms for each topic. Our exper-
imental results show that the inclusion of temporal features into topic
derivation results in a significant improvement for both topic clustering
accuracy and topic coherence comparing to existing baseline methods.

Keywords: Temporal features in twitter · Topic derivation · Joint matrix
factorization

1 Introduction

With about 288 million monthly active users and around 500 million tweets per
day1, Twitter is one of the most used social media platforms. Topic derivation
from Twitter, to understand what people are talking about, is the foundation
for a wide range of applications such as emergency, social awareness, health
monitoring, and market analysis, and of interest to many organizations [1].

Topic derivation is the process of determining the main topic of every Twit-
ter message (tweet) in a collection (to cluster the tweet based on topics) and
choosing a set of terms to represent each topic [2]. Deriving topics from Twitter
is a challenging task for several reasons: first, tweets are short (140 characters
maximum) and often include informal language (e.g., emoticons, abbreviations)

1 https://about.twitter.com/company, accessed 17 April 2015.
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and misspellings, leading to a sparsity problem when approaches only rely on
term co-occurrences. Second, the Twitter environment is a highly dynamic one,
with topics changing quickly over time.

Existing topic derivation methods based on term co-occurrences, such as LDA
[3], PLSA [4] and NMF [5], suffer from the sparsity problem. Some have looked at
addressing this problem, e.g., [6–8], by exploiting the relationship between cor-
related terms. However, they still only use the original tweet content, so that the
problem remains. [9] proposed a method to incorporate static external resources
to augment the tweet content. None of these approaches considered the infor-
mation hidden in the interactions amongst posts in the Twitter environment.
In their work, [10,11] went beyond terms and exploited content based social
features such as hashtag, emoticons, and urls. In our previous work [2,12], we
proposed topic derivation models that exploit both complex interaction features
and content similarity. The intuition behind the use of interaction features such
as mention, reply, and retweet to identify topics is that these features are typ-
ically employed to indicate that the posts are part of a conversation, and all
posts pertaining to a conversation are likely to be on the same topic. Our exper-
iments showed that, indeed, these models resulted in higher quality topics. To
address the dynamic aspect of Twitter, some approaches have exploited tempo-
ral features, but only with respect to the tweet content or associated hashtags,
e.g., [13–15]. To the best of our knowledge, the temporal features of the posts’
interactions in Twitter have not been explored for topic derivation. This is what
we propose to do in this paper.

While taking conversations into account as in [2,12] can improve topic quality,
conversations typically have a time element associated with them. So incorpo-
rating a temporal aspect when looking at the interactions might further help
topic derivation. For example, two mentions of same users nearly at the same
time are more likely to be about the same topic than two mentions of same users
within a long time interval. In this paper, we investigate the temporal features of
Twitter interactions and propose a topic derivation method that employs these
features, building on our previous work [12]. This research is summarized as:

– We discuss the relationships between topics and interaction features (mention,
reply and retweet) using a data set obtained by collecting tweets over a month.
We found that the mention feature is time sensitive with respect to topic
assignation.

– We model the time sensitivity of mentions as an exponential decay accord-
ing to the time difference of two tweets with the same mention. The decay
parameter is based on an analysis of tweets that include a mention. This time-
sensitivity model is then incorporated in the tweet relationship model in order
to affect the matrix inter-joint factorization for topic derivation.

– We conducted a comprehensive set of experiments to evaluate our new model
with a Twitter dataset covering one-month tweets, using widely accepted
evaluation metrics for topic derivation. The results show that the new time-
sensitive method results in a significant improvement of the accuracy of tweet
clustering and coherence between terms for topic representation comparing
with well-known baseline methods and our previous work [12].



140 R. Nugroho et al.

The rest of the paper is organized as follows. Section 2 describes an investi-
gation on the temporal features of mentions, replies, and retweets. Section 3 pro-
poses a topic derivation method that takes these features into account. Section 4
reports on our experiments, with first a discussion of the dataset, the baselines
and the evaluation metrics. Related work is provided in Sect. 5, and we conclude
in Sect. 6.

2 Temporal Features of Tweet Interactions

Twitter has evolved from a microblogging platform to a medium that also enables
people to interact with each other in a conversation-like manner. A user can
initiate a conversation by mentioning other users in his/her tweet, and a tweet
can be “replied to” by other users, or retweeted to other users. These mention,
reply and retweet features form interactions between users, often related to a
particular topic. A reply is a clear turn in a discussion between users; a retweet
resends the message. It is likely that both a message that contains a reply and
one that contains a retweet are on the same topic as the original post. Two
tweets which mention the same user are also likely to be on the same topic if
they occur around the same time, but not necessarily otherwise. Time thus plays
an important role when attempting to link tweets because they mention the same
people. In this section we will analyze the impact of time on user interactions
for the same topic based on mention, reply and retweet.

We investigate users’ mention behavior by analyzing tweets in a Twitter
dataset to see how time affects the connectivity between tweets. Using the Twit-
ter’s streaming API2, we retrieved all tweets from the top 15 Twitter users in
Australia3 and all the tweets that mention those users during January 12, 2015
until February 12, 2015. Our data set consists of more than 6 million tweets
and involves around 800 thousand users. The details of the dataset are shown in
Table 1.

Our investigation starts with an analysis of individual user mentions at dif-
ferent level of granularity to see how the mentions are distributed over time. We
then look at the topics in the dataset to see if there is a relationship between the
mention distribution and the topics. We find that, for all users, when the number
of mentions of a specific user rises at a particular time, most of the tweets at
that time are on the same topic.

Figure 1 shows the distributions of the tweets that mention @MrKRudd in
a 3 hr time interval. We can see that there are several fluctuations within dif-
ferent time intervals. We find that each peak in Fig. 1 (an indication of a sharp
increase in the number of tweets mentioning @MrKRudd) is strongly related
to a particular topic. For example, on January 22, 2015 at 7 am (22/7), most
of the tweets mentioning @MrKRudd were talking about the “plain packaging
act”. The tweets on January 31, 2015 at 1 pm were about “Queensland votes”,
2 https://dev.twitter.com/streaming/overview.
3 https://followerwonk.com/bio/?q type=all&l=Australia, accessed January 11, 2015,

ordered by number of followers.

https://dev.twitter.com/streaming/overview
https://followerwonk.com/bio/?q_type=all&l=Australia
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Table 1. Top 15 Twitter users in Australia and all related tweets (i.e., tweets that
involve these top 15 Twitter users, either by mentioning them, replying to them or
retweeting their posts) between Jan 12, 2015 and Feb 12, 2015

Username # related tweets # of users involved # of followers

@CodySimpson 388,970 69,246 7,384,541

@5SOS 2,068,129 258,292 6,619,112

@Calumn5SOS 2,330,628 340,686 5,154,177

@luke brooks 583,999 56,908 2,242,597

@example 8,464 5,208 2,107,484

@KyrieIrving 46,896 33,311 2,064,137

@BrooksBeau 819,423 95,879 1,932,857

@jascurtissmith 3,318 1,368 1,831,271

@MrKRudd 2,249 1,553 1,524,455

@allisimpson 88,504 20,107 1,418,732

@claireholt 5,413 2,497 1,299,287

@MClarke23 2,442 1,525 1,293,651

@DarrynLyons 1,154 390 1,143,222

@hillsongunited 3,456 2,455 969,020

@imacelebrity 1,675 1,340 894,187

@JordanJansen 10,774 2,512 759,192

Fig. 1. Tweets mentioning user @MrKRudd with 3 h time interval
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and the tweets on February 08, 2015 at 11 pm about “the end of Kevin Rudd’s
leadership in February 2012”.

(a) @CodySimpson (b) @MClarke23

Fig. 2. Tweet distributions of tweets mentioning (a) @CodySimpson and (b)
@MClarke23 on 5 min time intervals within 1 h

The rises in the number of tweets with the same mention reaches their peak
quickly and then slowly fade away (decay). Figure 2 shows the subset of the
distributions of the tweets that mention (a) @CodySimpson and (b) @MClarke23
on 5 min intervals. The specific distributions are different, reaching their peaks
and decaying at different rates. What they have in common, however, is that
each peak indicates a specific topic. The peak in Fig. 2a is related with the topic:
“Cody’s birthday”; and the peak in Fig. 2b is related with the topic: “the absence
of Michael Clarke on treatment issue”.

Fig. 3. The sum of all fluctuations in all tweet mention distributions with 5min time
interval

We performed a statistical analysis on all the variations of the tweet distri-
butions, using a 5 min interval. We sum up the number of tweets from all users
by choosing the subset of the tweet distributions starting from the closest lowest
point before a peak and ending at the lowest point after the peak. Figure 3 shows
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this sum. We can see from the figure that most of mentions related to a particular
topic reach a peak in about 15 min and then gradually fade away. An exponential
function is adopted to model the process of fading away. We calculate the half-
life of the exponential decay, which is how long the mention frequency decays
from its peak to the peak’s half value, using the following formula:

a = itmax/2 − itmax
(1)

where itmax
is the time when the tweet mention distribution reaches its peak,

and itmax/2 is the time when the tweet mention distribution reaches half of the
peak value after the peak. In Fig. 3, the number of tweets in the highest point
(tmax) is 367,368, and it is reached after 15 min (itmax

). Then, itmax/2 can be
calculated as the time to reach 183,684 after the peak, which is 37 min. So, a for
Fig. 3 will be 22 min (1,320 s). This a will be used in the exponential function
that models time in the mention behavior in Twitter in the next section.

(a) RT of @CodySimpson (b) Reply to @5SOS

Fig. 4. Tweet distributions of a. retweet to a tweet by (a) @CodySimpson and (b) reply
to a tweet by @5SOS within 1 month period

In contrast to the mention behavior, the topic relationship of a reply or a
retweet with respect to the original tweet is not affected by time. As expected,
the analysis of the dataset shows that a retweet or a reply could occur much
after the original tweet and still be on the same topic.

Figure 4a shows the tweet distributions of a retweet to a tweet by @CodySimp-
son: (“It’s the 11th back home in Aus. I m officially 18.”). The tweet was
retweeted for 494 times in total, with 354 retweets on the first day, 22 on the third
day, and the remaining scattered over time. Irrespective of the time elapsed, the
retweets are still on the same topic. Figure 4b shows the tweet distribution of
the replies to a tweet by @5SOS (“Getting lots and lots of ideas for songs! Ready
to write a new record!!”). The total number of replies was 7414 tweets, with a
peak on the first day but continuing the following day (with still 291 replies on
the next day).

3 Topic Derivation

Our aim is to improve the quality of topic derivation in Twitter. Following
our previous work [12], we classify the social interactions present in Twitter
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messages as interactions based on people and actions. In this paper, we first
improve our interaction model to incorporate a time aspect. We then incorporate
the new model into a matrix inter-joint factorization process to simultaneously
achieve the clustering of the tweets based on topics and the identification of
representative terms for each topic.

3.1 Relationship Between Tweets

A tweet is defined as a tuple of t = 〈Pt, RTPt, Ct, it〉, where Pt ⊂ P is the union
of the author and people mentioned in the tweets, RTPt the reply and retweet
information, Ct ⊂ C the set of the terms contained by the tweet, and it the
timestamp of the tweet. We denote a relationship between two tweets ti and tj
as R(ti, tj). A zero value (0) of R means that there is no relation between them,
and a higher value indicates the relationship is stronger. The relationship R
includes three components: interactions based on people (po(Pti , Ptj )), common
actions (act(RTPti , RTPtj )), and content similarity (sim(Cti , Ctj )). It is defined
as follows:

R(ti, tj) = po(Pti
, Ptj

) + act(RTPti
, RTPtj

) + sim(Cti
, Ctj

) . (2)

Interaction based on people po(Pti , Ptj ) is defined as the number of common
mentioned people in the tweets ti and tj divided by the total number of people
mentioned in both tweets. As discussed in Sect. 2, time affect the topic behav-
ior in tweet mentions distributions. Tweets that mention similar users within a
particular period are more likely to share the same topic. So, for the interac-
tions based on people, we add a temporal factor f(iti − itj). The people-based
interaction is calculated as follows:

po(Pti , Ptj ) =
|Pti ∩ Ptj |
|Pti ∪ Ptj |

f(iti − itj) (3)

where f(iti − itj) = e− 1
a |iti−itj |,

f(iti − itj) is the exponential function that models time in the mention behavior
in Twitter. Its parameter, a, was defined in the previous section. f(iti − itj)
controls the decay rate of the temporal effect.

The interaction based on user actions, denoted as act(RTPti , RTPtj ), is
based on the retweet and reply relationship between two tweets. As already
mentioned, time does not have an effect on these relationships. If tweet A is
a retweet or reply of tweet B (or vice versa), or if both tweets are replying to
or retweeting the same tweet, act(RTPti , RTPtj ) will be 1 (indicating a strong
relationship), otherwise it is 0. We denote a retweet or reply of tweet t as RTPt.

act(RTPti
, RTPtj

) =

⎧
⎪⎨

⎪⎩

1, (RTPti
= tj) or (ti = RTPtj

)

or (RTPti
= RTPtj

)

0, otherwise

(4)

As there are a large number of self-contained tweets (i.e., tweets with no rela-
tion to any other tweet), our model for topic derivation also takes content similar-
ity between tweets into account. Before calculating the content similarity,
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we perform some preprocessing steps to remove all irrelevant terms/characters
and stop words. As tweets are short, two tweets sharing at least one (non-stop)
word are likely to be on the same topic. For this purpose, sim(Cti , Ctj ) denotes
the similarity between tweet ti and tj , which is measured by cosine similarity [16].

sim(Cti , Ctj ) =
Cti .Ctj

‖Cti‖‖Ctj‖
. (5)

The values of all the relationships among the tweets form a tweet-to-tweet
relationship matrix A ∈ R

m×m, where aij = f(R(ti, tj)). f(R(ti, tj)) is a sig-
moid function [17] to normalize the value of R(ti, tj) for a better relationship
distribution.

f(R(ti, tj)) =

{
1

1+e−R(ti,tj)
, R(ti, tj) > 0

0, otherwise
(6)

By incorporating a time factor in the people-based interactions, we obtain
a more accurate tweet-to-tweet relationship matrix. This matrix will be used to
improve the topic derivation by jointly factorizing it with tweet-to-term matrix,
as discussed in the next section.

3.2 Matrix inter-joint Factorization for Topic Derivation

We incorporate time into the Non-Negative Matrix inter-joint Factorization
(NMijF ) process described in [12]. We denote the resulting new method as
tNMijF. Like the method on which it is based, tNMijF is an inter-joint factoriza-
tion of a non-negative symmetric matrix A ∈ R

m×m and another non-negative
matrix V ∈ R

m×n within a unified process. In our implementation, matrix A is
the new tweet-to-tweet relationship matrix discussed in previous section (which
includes a temporal aspect), and V is the tweet-to-term matrix which contains
the relationship between tweets and the unique terms appearing in all tweets in
the dataset. Each element in V is calculated using the tf-idf function described
in [18]. We briefly describe the process here. More details can be found in [12].

The tweet-to-tweet matrix A is factorized to the tweet-topic matrix W as a
base and WT as the coefficient matrix. Within the same process, the tweet-to-
term matrix V is factorized to the shared tweet-topic matrix W and topic-term
matrix Y as the coefficient. In this method, matrix A and V share the tweet-
topic matrix W . Hence, by implementing tNMijF, we can directly retrieve the
main topic of a tweet from the tweet-topic matrix W and the top-n representative
terms for each topic from the topic-term matrix Y within a unified process.

Tweet-to-tweet matrix A is much more dense than the tweet-to-term matrix
V . At the best case (all terms are connected), the density of A will be equal
to V . Sparsity of V could heavily penalized the quality of topic derivation. So,
to handle this problem, the effect of matrix V in the factorization process to
retrieve matrix W needs to be reduced. We implement the scale parameter α to
control the effect in every iteration to achieve the objective function.
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Fig. 5. Graphical Model of tNMijF

The inter-joint factorization process in tNMijF aims at finding the minimum
divergence (D) of A ≈ WWT and V ≈ WY . The graphical model for tNMijF
is shown on Fig. 5, with the following objective function (TtNMijF ):

TtNMijF = D(A‖WWT ) + αD(V ‖WY ) (7)

=
∑

im

d(aim|(wwT )im) + α
∑

mn

d(vmn|(wy)mn)

where there exists at least one element w and y in matrices W and Y such that
w ≥ 0 and y ≥ 0, and the scaling parameter α satisfies 0 ≤ α ≤ 1.

For each element wise divergence, we employs Kullback-Leibler divergence:

d(aim|(wwT )im) = aim log
aim

(wwT )im
− aim + (wwT )im, and (8)

d(vmn|(wy)mn) = vmn log
vmn

(wy)mn
− vmn + (wy)mn

In each iteration, we apply the following multiplicative update rules to every
element in latent matrices W and Y to minimize TtNMijF :

ŵi,k = wi,k

(
∑M

m=1
ai,m

(wwT )i,m
wT

k,m + α
∑N

n=1
vi,n

(wy)i,n
yk,n)

∑M
m=1 wT

k,m + α
∑N

n=1 yk,n
,

and ŷk,n = yk,n
(
∑M

m=1
wk,m

(wy)k,m
wk,m)

∑M
m=1 wk,m

(9)

4 Experiments

We now describe our experiments with the new model that is time sensitive. We
first present our dataset, followed by the baseline methods and the evaluation
metrics we employed. Then, we provide the results with a discussion.
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4.1 Dataset

To evaluate our new mothod for topic derivation in Twitter, we employed a
data set collected between 03 March 2014 and 07 March 2014 using the Twitter
Streaming API. We call this dataset the TweetMarch. It includes 729,334 tweets
involving 509,713 users all over the world. It contains 12,221 reply tweets, 101,272
retweets, and the rest are self-contained tweets.

We only used tweets in English in the experiments. A pre-processing is
employed to remove irrelevant terms or characters (emoticons, punctuations,
and terms that less than 3 characters), and stop-words. Then, all terms are
lemmatized and all tweets are tokenized. Hashtags are kept unchanged.

Four people manually labeled around 120,000 tweets from the first subset
of TweetMarch dataset as an evaluation set. From the labeled data, we observe
that the TweetMarch dataset covers a wide range of topics, from politics and
traveling to life entertainment and school activities.

4.2 Evaluation Metrics

For the evaluation purposes, we used several baseline methods:

– NMijF. This is our previous model. It takes into account tweet’ interac-
tions and employs a non negative inter-joint factorization, but it is not time-
sensitive. We use this method as a baseline to see the impact of the temporal
features. While we have already shown that NMijF improves on the next three
baselines, TNMF, LDA and NMF, we still include them for completeness sake.

– TNMF [6]. This topic derivation method incorporates a term correlation
matrix to improve the quality of the result using matrix factorization tech-
niques.

– LDA [3]. The most popular method in topic derivation. It has a“bag of words”
assumption and works solely on the content of the document.

– NMF [5]. This is the basic method of matrix factorization. It directly factorizes
the tweet-to-term matrix into topic-tweet and topic-term matrix.

We conducted the evaluations on both the quality of the clusters and the top-
ics produced by all the methods. The quality of the clusters is measured through
their accuracy with respect to our manually labeled classes. We compared the
clustering result K from N tweets with an evaluation set of classes C. In partic-
ular, three metrics were used in the evaluation on cluster quality [18]: Pairwise
F Measure, Purity and Normalized Mutual Information (NMI).

We used the Pairwise F-Measure to measure the accuracy of the clustering
result by analyzing the harmonic mean of both precision and recall. In this
metrics, precision p is defined as the fraction of pairs of tweets correctly put in
the same cluster, and recall r is the fraction of actual pairs of tweets that were
identified. The formula of pairwise F-Measure is shown in Eq. 10 below:

F = 2 × p × r

p + r
. (10)
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Purity is calculated by assigning each cluster in K to class in C, and then
counting the number of correctly assigned elements divided by the total of ele-
ments in all clusters. A Purity value of 1 indicates a perfect clustering, whereas
a Purity value of 0 means low quality clustering.

purity(K,C) =
1

N

∑

i

max
j

|ki ∩ cj | . (11)

NMI measures the mutual information shared between clusters and classes
I(K;C), normalized by the entropy of clusters H(K) and classes H(C). Similar
to Purity, the value of NMI will be ranged between 0 and 1.

NMI(K,C) =
I(K;C)

[H(K) + H(C)]/2
. (12)

To evaluate the quality of the representative terms for each topic, we used
the topic coherence, Co(k,W ), for a topic described by its topic-term [19]. It
measures the readability of all terms that represent the topic by evaluating the
frequency of pair of terms in the same tweet over the original dataset. It is
described by the following equation:

Co(k,W ) =

M∑

m=2

m−1∑

l=1

log
T (wm, wl) + 1

T (wl)
, (13)

where wm, wl ∈ W ; T (∗) and T (∗, ∗) are document frequency and co-document
frequency functions, representing the number of tweets which contain a given
term or a pair of two terms respectively; M is the size of the set W of
topic-term.

4.3 Results and Discussion

To see the performance of our method on a different number of topics, we used
k = 20, 40, and 60 as input for each experiment with every method. We run
all methods for 20 times over the dataset and tuned all parameters for the best
performance. The average density (non zero element) of the tweet-to-term matrix
V is only 0.08 %, which is far below our tweet-to-tweet relationship matrix with
32.64 % density. The scaling parameter α = 0.1 was found to be the best for all of
the matrix inter-joint factorization processes as the matrix V is very sparse. This
α value ensures that the sparsity of V does not heavily penalize the topic-tweet
matrix W and still gives good results when factorizing the topic-term matrix Y .

Table 2 shows the results of the pairwise F-Measure metrics. It can be seen
that the inclusion of time improves both precision and recall in comparison to the
baseline methods for all values of k (the number of topics). tNMijF consistently
provides the best results for both precision and recall, with a positive trend
over increasing values of k. Our previous work, NMijF, which does not take
time into account, also outperforms the other baseline methods. However, as k
increases, the improvement in precision and recall lessens. In contrast, the new
method proposed in this paper gives a consistent improvement of the precision
and recall for all k values.
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Table 2. Precision, Recall and F-Measure for topics k = 20, 40, 60

Method k=20 k=40 k=60

p r F-m p r F-m p r F-m

tNMijF 0.407 0.236 0.298 0.444 0.264 0.330 0.481 0.292 0.361

NMijF 0.396 0.218 0.280 0.417 0.227 0.293 0.418 0.227 0.293

TNMF 0.276 0.079 0.123 0.335 0.051 0.088 0.381 0.043 0.078

LDA 0.310 0.084 0.132 0.369 0.057 0.099 0.404 0.047 0.084

NMF 0.271 0.072 0.114 0.336 0.047 0.083 0.405 0.039 0.072

Fig. 6. (a) Purity evaluation results and (b) NMI evaluation results

This cluster evaluation is confirmed by other two metrics: Purity and NMI.
Figure 6a shows the evaluation results using the purity metrics, and Fig. 6b shows
the results of the NMI evaluation. In the purity evaluation, our proposed method
tNMijF gives about 5 % improvement over our previous work, and 15–30 % over
the other baseline methods. For the NMI evaluation, tNMijF results in roughly
a 5 % improvement compared to NMijF, and 90–200 % improvement over the
other methods, TNMF, LDA and NMF. We conclude that the introduction of
a temporal aspect leads to an obvious improvement over other methods for the
accuracy of the topic derivation process.

For the topic coherence evaluation, we use the metric defined in Eq. 7 and
take the top-10 terms to represent each topic from the topic-term matrix Y .
Figure 7 shows the result of the topic coherence evaluation. We can see that, for
a small number of topics (k=20), all methods have quite a good performance.
When the number of topics becomes bigger, however, the topic coherence with
our new method tNMijF reduces only slightly in comparison to the baseline
methods which have significant drops. This result shows that tNMijF is reliable
for different numbers of topics in terms of the topic coherence.

The above results show that introducing a time factor on the interaction
features (in particular the mention) when performing topic derivation with a
non-negative joint matrix factorization process greatly improves the accuracy of
tweet clustering and the coherence of topics. This improvement is consistent for
any number of derived topics.
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Fig. 7. Topic Coherence

5 Related Work

The short-in-content nature of Twitter presents a challenging problem for deriv-
ing the topics of a tweet collection. The very limited length for each tweet renders
the frequency of co-occurences between terms extremely low. This sparsity heav-
ily penalizes the performance of the state of the art topic derivation methods
such as LDA [3], PLSA [4] and NMF [5], as they generally work solely on content
features.

A lot of studies have been conducted to extend those popular methods to
handle the sparsity issues. [10] proposed a variant of labeled-LDA to work on
Twitter environment with the hashtag and other content features as labels for a
partially supervised topic learning process. Albakour et al. [9] and Vosecky et al.
[11] addressed the problem by expanding the content with the help of external
documents collections. However, relying on external documents brings an extra
burden when dealing with highly dynamic environments like Twitter. The app-
roach reported in [6,7] exploits the term co-occurrence patterns to improve the
topic learning process in a short text environments. Unfortunately, in Twitter
environment, the relationship between terms is very sparse and it only provides
a small improvement with respect to density in comparison with the original
tweet-to-term relationships [2].

To deal with the dynamic nature of the Twitter environment, several methods
have been proposed by including temporal features. The proposed method in [11]
uses a temporal weight function for the recency sensitivity of the tweet content
based on hashtags and urls. [13] proposed a temporal based regularization in
NMF method to learn the topics in social media. The study in [14] introduced
the content aging theory to mine the emerging topics from Twitter stream. Stilo
et al. [15] proposed Symbolix Aggregate approximation (SAX) to discretize the
temporal series of terms to discover the events from Twitter content. All these
studies still focus on contents and overlook the social features available in the
Twitter environment. As a result, they still suffer from the sparsity issue.
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Different from the topic derivation work that only takes content into account,
[12] incorporated the relationships between tweets to deal with the sparsity prob-
lem in the Twitter environment and showed improvements in performance. The
work presented in this paper builds on this foundation, adding a time dimension
to the interactions. To the best of our knowledge, our proposed method is the
first one to incorporate temporal features, social interactions and content in a
unified model to derive topics from a collection of tweets.

6 Conclusions

In this paper, we investigate the effect of time on user interactions for topic
derivation in Twitter. We propose a new topic derivation method that includes
this time factor. It can simultaneously achieve the clustering of the tweets based
on topics and the identification of the representative terms for each topic. We
conducted a set of experiments on a set of tweets collected over a period of one
month.

Our results show that incorporating of a time aspect on the interaction fea-
tures improves the results of the topic derivation process. In particular, the pro-
posed method results in a consistent improvement in the accuracy of the tweet
clusterings and topic coherence for different numbers of topics over both well-
known baseline methods and our prior method, which was not time-sensitive.
Currently, the method works for a static Twitter dataset. We are developing
the incremental model of the proposed method to work with the stream based
Twitter messages.
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Abstract. In this paper we show how to preprocess the complete Open-
StreetMap (OSM) planet dataset such that efficient (e.g. “search-as-you-
type”) geo- and substring search on all relevant tags of the OSM data
is possible. At the core of our OSCAR system lies the construction of a
so-called OSM Cell ARrangement induced by all regions defined in the
raw data. By having our index structure based on this cell arrangement,
we can efficiently (with respect to query time and space) incorporate all
common set operations with prefix and substring search together with
geometric constraints. More importantly, the structure of the induced
cell arrangement provides a natural geographic clustering of the results.

Keywords: Spatio-textual search · OpenStreetMap · Planar arrange-
ment

1 Introduction

The goal of the OpenStreetMap (OSM) project is to create a free world map by
‘sourcing the crowd’. It was established to provide an alternative to proprietary
data, especially when it comes to rendering individual maps, as basis for route
planning tools, and for location-based services. Just to provide some numbers:
the OSM planet dataset in 2007 contained less than 30 million nodes whereas
in 2015 this number has grown to more than 2.6 billion nodes. A limit to this
growth is nowhere to be seen due to the demand for a more and more accurate
and detailed representation of our environment. There is an obvious need to
develop space- and time-efficient algorithms and data structures to handle and
access this huge (and rapidly growing) amount of data.

Let us consider a few use cases for text search on geoinformation and see what
current commercial (Google Maps and Bing Maps) and free (Nominatim –
the official OSM search engine) offerings can do. The following searches were
conducted on February, 27th, 2015.

Result Presentation and Clustering. Assume we want to look at all the locations
of ‘Ace Hardware’ (a retailer’s cooperative based hardware store). When opening
Google Maps (http://maps.google.com) you are shown a map of North America,
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 153–168, 2015.
DOI: 10.1007/978-3-319-26190-4 11
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searching for ‘Ace Hardware’ displays (all?) locations of stores on this map.
There is no indication how many there are, or how they distribute (in numbers)
over the different states. Only when zooming out to a world view, oversea stores
in Indonesia, India, etc. are shown. But while graphically shown on the map,
no clustering with (approximate) hit count is provided. Performing the same
search on Bing Maps (http://maps.bing.com) starting with a world view for some
reason produces no results at all. Only when searching after zooming in, hits are
displayed. Strangely, zooming out again, then also yields world-wide hits (only
graphically). The same search on Nominatim (http://nominatim.openstreetmap.
org) produces 10 somewhat arbitrary hits with the map display closely zoomed
on the first hit. Zooming out does not display the entirety of hits worldwide or
an approximate hit count. We could only have the next 10 (out of how many?)
somewhat arbitrary hits be displayed.

Fig. 1. Zoom-in on the United Arab Emirates for a query ‘Ace Hardware’

The web service of our OSCAR system instantaneously provides all results
clustered by their geographic location as seen in Fig. 1. Naturally the largest
number of hits is inside the United States (≈501), but also several in other
countries of the world like Canada, Indonesia, or Mexico. In the current view,
the results in the United Arab Emirates are under closer inspection; here, 3 out
of 6 hits are in Abu Dhabi, 2 in Dubai, and 1 in Sharjah.

Substring Search. In Germany, many streets named after celebrities bear rather
long names. Let’s say we want to locate the ‘Friedrich-Ludwig-Jahn-Straße’
in the village of ‘Neuenkirchen’, which is often referred to as ‘Jahn-Straße’
by locals. Searching for ‘Jahn-Straße Neuenkirchen’ only Google and OSCAR
produces the correct and unique result, the other search engines did not suc-
ceed. OSCAR retrieves the result due to its substring search capability. Google
probably also considers some natural substrings (in this case breaking the word

http://maps.bing.com
http://nominatim.openstreetmap.org
http://nominatim.openstreetmap.org


OSCAR: OpenStreetMap Planet at Your Fingertips 155

at the hyphens). However the query ‘ahn-Straße Neuenkirchen’ fails on Google
Maps (no results) whereas OSCAR still succeeds. Also, unknown spelling can
sometimes be resolved using substring search, e.g. to match items spelled ‘Pfaf-
fenrainweg’ or ‘Pfaffenreinweg’ in the village of Bisingen, OSCAR yields the
desired hits with the query ‘Pfaffenr inweg Bisingen’. Google and Nominatim
require correct spelling (with an ‘a’), only Bing apparently employs some fuzzy
search.

1.1 OSM Basics

The following basic concepts of the OSM data model are necessary to understand
the challenges that arise when processing that data for efficient search. Data
in OSM is represented in three forms: ‘nodes’ (with latitude and longitude),
polygonal paths or ‘ways’ (consisting of one or more nodes) and ‘relations’ which
are compositions thereof (i.e. referencing sets of nodes, ways or other relations).
All three forms can be augmented with key-value pairs called tags, which allow
to name and classify the data and provide arbitrary additional information.

The road network constitutes a large part of the OSM data, which are nat-
urally modelled as ways. Typically, ways are tagged with the type and name of
a road. Additional nodes (not necessarily part of a way) can be introduced to
denote locations of hotels, restaurants or points-of-interest (POIs) in general.

Fig. 2. The text information associated with node v should be Geyser Old Faithful;

Yellowstone NP; Wyoming; USA.

What is also modelled via the OSM constructs node, way, and relation are
administrative entities. City, county, state, or country limits are represented as
closed polygons consisting of a sequence of ways. An OSM relation groups the
ways forming the boundary of such an administrative entity. While adminis-
trative entities typically form laminar families (being either contained in each
other or disjoint), other entities like regions of transport associations, forests,
nature reserves, parks etc. might intersect almost arbitrarily. See Fig. 2 for an
example. There, the node v (the POI ‘Geyser Old Faithful’) is contained within
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the state of Wyoming and (nested) within the USA. v also belongs to the ‘Yel-
lowstone NP’ which intersects Wyoming (but is not contained as it partly lies
in Montana and Idaho). Observe that typically one does not include the city,
state, or country of a hotel or a POI like the Geyser Old Faithful in Fig. 2 in
its tags. This information is rather inferred from the containment of the POI in
the respective city/state/country polygon regions. In fact this constitutes one of
the main challenges when searching e.g. for ‘stuttgart hotel’ if we do not specify
explicitly that we want to find all nodes that contain ‘hotel’ in its tag set and
which are contained in a region whose name tag contains ‘stuttgart’. Resolving
and unifying the information directly attached to a node and the information
inferred by containment will be discussed in detail later on.

Note that there is a considerable number of tags whose values are not really
of interest for (sub)string search. For example, many OSM nodes contain in their
key-value pairs the creation and revision history of the respective information,
which we do not consider. We remove these tags before our processing routines.
Amongst the remaining tags we make the values of the keys name, addr*, and
ref (including their localizations like name:de for their German name) substring
searchable – we also call these the important tags. The other key-value pairs
can be searched by specifying both key and value, e.g. @highway:motorway.
In principle we could make all values (or even keys) substring searchable, but
this leads to some odd and unintuitive results. For example, while searching for
‘trails’ or ‘canada’, one is probably not interested in OSM data contributed by
one of the top contributers with username ‘acrosscanadatrails’.

1.2 Problem Formulation

A query consists of an expression E which might contain, intersection, union, set
differences as operations and substring and prefix text searches as well as geo-
graphic region constraints as operands, hence covering all possible set operations.
For example, the query

(ibis germany @tourism:hotel $geo:6.767,47.167,13.798,50.401) - budget

should return all items which contain the substrings ‘ibis’ and ‘germany’ in their
(direct or inherited) associated tag set, are of type ‘hotel’ and lie in the south
of Germany (as determined by the keyword specifying ranges for longitude and
latitude), but do not contain the word ‘budget’ in their tag set.

The challenge is to design a data structure allowing for the efficient answering
of such queries and presenting the result set geographically clustered.

1.3 Related Work

Apart from the above mentioned search engines that – like OSCAR – work on
a planet-sized dataset, search in spatial databases has attracted considerable
interest. For example, in [3,7] the authors propose the so-called MHR-tree that
allows to retrieve all items within a given query rectangle and (approximately)
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matching a set of given strings. We want to emphasize, though, that these and
several other related results like [8] deal with problem instances which are by
orders of magnitudes smaller than OSM planet. For example, [3,7] only evaluated
on single states of the US (for comparison: OSCAR works on the whole planet).
On the other hand, there is a plethora of indices for text-only string search, e.g.
MG4J [2], which can deal with extremely large datasets. They lack the spatial
aspect of our search structure, though, both in terms of allowed queries as well
as in terms of spatial result clustering.

The available search engines covering the whole world, still have their defi-
ciencies. Google fared pretty well in terms of actual search performance, even
though a more structured presentation of the results and substring search would
be nice. Current free/OSM-based search engines are still way behind.

Our Contribution. We present OSCAR, a new geo-spatial search engine based
on freely available OSM-data that even surpasses Google Maps in some aspects
like result presentation. To our knowledge OSCAR is the first framework that can
process general query expressions involving unions, intersections, set differences,
as well as substring searches and geographic region constraints on the complete
OSM planet dataset. Our query scheme is very efficient with respect to both,
query times as well as memory footprint such that delopyment on both server as
well as mobile platforms is feasible. The main novelty underlying our OSCAR
framework is the construction of a cell arrangement induced by the polygonal
OSM regions. Showcase implementations both on a server platform as well as
for a mobile platform (left out due to page constraints) underline OSCAR’s
practicability.

Outline. In Sect. 2 we discuss straightforward approaches for a query structure
which turn out not to be feasible on the planet scale, though. Hence, in Sect. 3
we propose the concept of cell arrangements for OSM data and based on that our
cell-centered index structure. Having illustrated the usage of OSCAR in Sect. 4,
we underline the practicability of our approach with extensive benchmarks as
well as more details about our client implementations in Sect. 5.

2 Searching OSM-Data: First Attempts

Let us first describe two straightforward approaches to tackle our problem which
turn out not to be practical, though.

2.1 Flattening of Tag Information

As the natural semantic of a node is that it inherits all tags of regions it is
contained in, a straightforward strategy is to aggregate all information at the
respective nodes in a preprocessing step and then build the query data structure
on this ‘flattened’ dataset. The drawback of this approach is somewhat obvious.



158 D. Bahrdt and S. Funke

Table 1. Blow-up due to flatten-
ing of tag information

Raw Flattened

California 36.2 MB 2.58 GB

Germany 275 MB 54.5 GB

Europe 1.24 GB 296GB

Planet 1.84 GB 534GB

Table 2. Cell arrangement statistics

Items Cells Cell depth Cell sizes

max avg max avg

California 5.05M 9.29 k 7 3.6 335 k 554.6

Germany 39.2M 152 k 22 8.2 159 k 269.9

Europe 230M 790 k 24 7.4 846 k 303.6

Planet 357M 1.23M 35 6.8 2.32M 301.1

In particular for large regions this creates replication of the data associated at
all contained nodes. Table 1 compares the space consumption of the flattened
representation with the original raw data for our 4 OSM benchmark datasets.
More critical, in case of a complex query where result sets of subexpressions of
the query expression are to be combined, these operations have to take place
on the node level. For example, processing a query ‘chapel california’, typically
all nodes (world-wide) containing ‘chapel’ in their tag set are determined as
intermediate result (or all nodes containing ‘california’) which here is a huge set.
So processing queries at the node level is impractical in terms of query time but
even more in terms of space requirements. Our attempts using the flattening
approach were only feasible for small datasets and exhibited query times about
a factor of 50 slower than OSCAR.

2.2 Geometric Intersection at Query-Time

We can avoid the blow-up in space due to flattening by constructing a text-
searchable index on all OSM regions. Querying this structure with the term
‘Stuttgart’ returns all regions (or the associated node sets) that contain
‘Stuttgart’ in their tag set. If we have also built a text-searchable index on all
OSM nodes, the union of the results of the queries to these two indices consists
exactly of all nodes which are directly or indirectly (by inheritance) tagged with
‘Stuttgart’. Logical conjunctions can then be implemented via intersection of
the respective sets, disjunctions by taking their union. But as for the flattening
idea, the problem with this approach is that without further tuning, intermedi-
ate results might get huge – in particular compared to the size of the final result
of a query.

To avoid dealing with huge node sets as intermediate results one might not
return the actual node sets associated with matching regions but their boundary
polygon. Then conjunctions or disjunctions of region matches are first executed
on the (geometric) polygon level, only at the very end these geometrically deter-
mined results are converted to the node level and combined with results from the
search structure on the nodes. Here the problem is that the polygon intersection
routines can be rather expensive (in particular if the polygons consist of thou-
sands of segments — as it is the case e.g. for boundary polygons of countries).
Finally, we have to determine all nodes contained in a polygon which is the result
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e.g. of a sequence of intersection operations. All these expensive operations have
to take place at query time. So while in general this is a reasonable approach, it
should be clear that it does not scale well to large datasets like the OSM dataset
of the whole planet. In fact our implementation of this approach was more than
100 times slower than OSCAR even for rather simple queries.

3 OSCAR – OSm Cell ARrangements

The key concept behind OSCAR is a so-called cell arrangement of regions.

1

2
3

4
5

6
7

8

9

10

1

2 34

5

7 8
9

10
11

12
12

6

11

Fig. 3. Left: Cell arrangement – Points in the gray cell 11 have the property of being
contained in the brown, purple, orange, and red cell, but not in the others. Right:
Corresponding inclusion-DAG (Color figure online).

Consider a set of simple polygons P. Each single polygon P ∈ P divides the
plane into two regions, the interior of the polygon and the exterior. The set
P naturally induces a subdivision of the plane into cells, see Fig. 3, left, for an
example, we call this the cell arrangement A = A(P) of P. All points contained
in a single cell c ∈ A have the property that they behave identically with respect
to containment in the set of polygons.

The efficiency of our search structure is based on the hope that the number
of cells in our cell arrangement A is considerably smaller than the total number
of nodes. Obviously, for n polygons, the cell arrangement can be of arbitrarily
high complexity. Even in the simple case where each two polygons intersect
at most twice, there might be Θ(n2) cells. In practice, though, the number of
cells is much lower than the number of nodes, see Table 2. There, we have also
listed average and maximum depth (i.e. the number of OSM regions a node is
contained in) and the number of items which are essentially nodes and (parts
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of) ways inside a cell that have characterizing tags associated. Note that an item
might comprise several nodes. The numbers clearly indicate that processing a
query on cell rather than on node level has the potential to lead to drastically
reduced processing times.

3.1 A Cell-Arrangement-based Data Structure

With the actual complexity of the cell arrangements of OSM regions in practice
being rather small, the basic idea for our query data structure is as follows:

1. create cell arrangement A induced by OSM regions
2. associate with each cell c ∈ A all tags of OSM regions containing c
3. build search structure on ‘tagged’ cells

A query ‘Stuttgart’ to this data structure will then return all cells containing
a tag with substring ‘Stuttgart’. If several search terms are specified as part of
a complex search query, the set operations take place at the cell level. Only at
the very end, a conversion to nodes takes place. There are some details to be
filled, though. For example, this approach as such only supports querying for tags
associated with OSM regions but ignoring tags that were originally stored only
at the nodes. Furthermore, we also incorporate geographical region constraints.
These details will be discussed in the following.

Basic Concepts. We call the tags whose values we want to be substring search-
able the important tags. The remaining, ‘unimportant’ tags will only be search-
able using @key:value expressions – which is much simpler than the substring
search and will not be discussed in detail. With each cell c ∈ A of our cell
arrangement we associate two strings:

– full(c): all important tags of OSM regions containing c
– partial(c): all important tags of OSM nodes or ways contained in c

A region respectively a node shall be matched by q if there exists an important
tag matching q. We call a cell c ∈ A a full match for q if a region spanning c
matches q or all nodes in c match q, we call it a partial match if only some nodes
in c match q.

Construction. We create a text search data structure D which for a given
(single) search string q returns

– full-match(q):={c ∈ A : q ∈ full(c)}
– partial-match(q):={c ∈ A : q ∈ partial(c)}
That is, for a single search string q we can obtain both the set of cells contained
in regions with q in the value of their important tags as well as the set of cells
which contain some nodes with q contained in the value of their important tags.
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There are several ways of implementing D, for example, suffix arrays [4],
suffix trees [6], some q-gram-based data structures [5] or even data structures
which internally apply compression, e.g. [2]. As it will turn out, that the search
structure itself does not dominate the overall space consumption (but rather the
associated geoinformation), we refrain from the latter but employ basic suffix
arrays. While they incur in their basic form a larger query time than suffix trees,
their superior cache locality as well as slightly smaller memory footprint lead to
better query times in practice.

Query Language. A query to our cell-arrangement-based data structure needs
to be formulated in some form, so we design a simple query language which allows
for all standard set operations.

We interpret a sequence of space separated strings as set intersections, ‘-’
denotes a set difference, and ‘+’ a union operation. For example, with the query

(california - San\ Diego) (Papa\ John + Papa\ Murphy)

we expect as a result all nodes which contain ‘California’, but not ‘San Diego’ and
‘Papa John’ or ‘Papa Murphy’ in their important tags (the actual intention is to
find all places in California where one can have Papa John’s or Papa Murphy’s
pizza excluding the ones in San Diego). In the above example we demand a
match of the complete substring ‘San Diego’ including the space; this is denoted
by the backslash preceding the space. OSCAR also supports the specification of
geometric ranges (in terms of longitude and latitude) using a special keyword
$geo. The result of this keyword is a set of cells that are fully contained in the
query rectangle and a set of cells that have a non-empty, partial intersection
with it, see the query example in Sect. 1.2.

Query Processing. Let us first describe the basic, cell-centered query routine
and later sketch more details. A query expression is recursively processed. So
for an expression E = E1 op E2 the respective query results for E1 and E2 are
available as sets Rf

1 , Rf
2 of full-match cells and sets Rp

1, R
p
2 of partial-match cells,

Rf
i ∩ Rp

i = ∅ for i = 1, 2. Processing an intersection operation (logical AND)
is somewhat straightforward. The result set Rf of full-match cells is simply
determined as the intersection of Rf

1 and Rf
2 . The set of partial-match cells

is the intersection of partial-match cells for E1 and E2 together with all cells
which are full-match for E1 and partial match for E2 (and vice versa). The other
operations work likewise, so we have the following processing rules:

intersection

– Rf = {c : c ∈ Rf
1 ∩ Rf

2}
– Rp = {c : c ∈ Rp

1 ∩ Rf
2} ∪ {c : c ∈ Rp

2 ∩ Rf
1}

∪ {c : c ∈ Rp
1 ∩ Rp

2}
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union

– Rf = Rf
1 ∪ Rf

2

– Rp = Rp
1 ∪ Rp

2

difference
– Rf = Rf

1 − (Rf
2 ∪ Rp

2)
– Rp = Rp

1 − Rf
2

Having recursively processed an expression E we have derived sets Rf and Rp

where all nodes in cells c ∈ Rf for sure match the expression E whereas possibly
some of the nodes in each cell c ∈ Rp match E. Note that some actual full-match
cells might be in Rp rather than Rf (in case unions of partial matches yield a
whole cell), but this does not affect correctness of the result. Furthermore, a cell
c ∈ Rp might not even contain any node matching E. So in a straightforward
implementation, all nodes in cells c ∈ Rp have to be inspected one by one
with respect to E. For most real-world queries this is already very fast since
typically only few partial match cells survive, and the inspection of the nodes
in these few cells can be done rather quickly. In the worst case, though, during
the processing of a query, the number of cells in Rp might grow rapidly without
any actual matching node being contained in any cell c ∈ Rp. Inspecting a
huge number of such cells yet with empty final result is rather unsatisfactory. In
fact, for benchmarking we will deliberately create such queries, which make this
straightforward approach break down.

As a remedy we enforce that during the processing of an expression the sets
Rp only contain cells c for which a real node v ∈ c exists matching the expression
E. This can be achieved by augmenting the search structure D. Irrespectively
whether D is implemented as a suffix-tree, suffix-array or another index struc-
ture, for any (single) string s it refers to the sets of full- and partial-match cells
Rf (s) and Rp(s). We augment the sets Rp(s) by creating for each c ∈ Rp(s) a
reference list of all nodes contained in c matching s. Of course, this augmenta-
tion has its cost. But being dominated by the geographic location information
this additional space is well spent. As result we can quickly inspect the set of
potential partial-match cells Rp and prune out cells not containing matching
nodes, reducing the size of all Rp sets. To finally obtain all nodes matching the
query, it is no more necessary to inspect all nodes in cells of the final Rp but one
can simply output the references to nodes that come with the cells in Rp.

Result Presentation. Typically the result of a query contains quite a large
number of hits. For example, a query like

Hamburg hotel

not only contains as result hotels in the city of Hamburg, Germany, but also
hotels in Hamburg, Iowa or a ‘Hotel Hamburg’ in the city of Saarbrücken, Ger-
many. The first group of results is arguably the one a typical user would expect
and which probably makes up for most of the hit results. We can naturally per-
form a hierarchical geo-clustering based on the cell representation of the result;
the cluster with the largest number of hits typically corresponds to the answer
which a user had in mind. Since the clustering also takes place at the cell level
of our arrangement, it can be performed quickly.
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Inclusion DAG. The inclusion-relation of the regions creating the cell arrange-
ment induces a natural clustering which we use for presenting the result. See
Fig. 3, left, for a cell arrangement with 12 cells induced by 8 regions. In Fig. 3,
right, we see the induced Directed Acyclic Graph – we call it Inclusion DAG. In
the inclusion-DAG the cell nodes have no incoming edges. Nodes with incoming
edges correspond to regions (colored). There is a directed edge (v, w) from a
cell/region node v to a region node w in the DAG, iff the cell/region v is fully
contained in the region w and there exists no other region w′ ⊂ w in which it
is fully contained. For a cell, e.g. cell no. 6, the set of regions it is contained in
(here the turquoise, gold, blue, and red) can be easily determined via breadth-
or depth-first search in the inclusion DAG starting from the respective node.

Result Clustering. The result of a query expression consists of a set of cells each
with a counter for the number of matching nodes inside. By depth- or breadth-
first search from all these cells, we can easily determine all regions that contain
matching nodes. With a cell being contained in a small number of regions (see
Table 2), the exploration of all regions containing result cells is in fact linear in
the number of result cells and hence can be performed quite quickly. If we are
also interested for every region how many matching nodes belong to that region,
breadth-first search is not the graph traversal of choice unless the inclusion DAG
is in fact a tree. But using depth-first search from each result cell we can prop-
agate its result counter to parent regions without double counting. Again, the
cost for each cell is small. Having done this for each result cell, we have faithful
counters for all regions. These result counters are exact if we have only matching
nodes. In case of elements spanning over several cells like ways, the counters are
only an upper bound, since such ways are counted several times. In practice, the

Fig. 4. Left: Result Clustering in our web service. Right: Total query time including
set operations and subgraph creation. Hot cache timings are in red, cold cache timings
in blue for S-OSCAR (Color figure online).
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upper bound already gives a good indication for the result density, though. To
present the results in a meaningful manner to the user we simply arrange the
results according to the subgraph of the inclusion DAG consisting of regions with
matching results, see Fig. 4, left. Here we have searched for ‘El Camino Real’ and
‘San Mateo’; not surprisingly almost all hits are along El Camino Real through
San Mateo County. As San Mateo County again is subdivided into the cities
of Redwood City, Menlo Park, . . . we see the respective clustering on the left
hand side of our user interface. By clicking on the cities, the result set can be
systematically explored. For the above example of ‘Hamburg’ and ‘Hotel’ we get
the majority of hits in the Hamburg area and can quickly navigate to that area
using our clustered result presentation. Nevertheless, we can also explore the few
hotels named Hamburg in Italy, Finnland or Venezuela.

4 Using OSCAR

In this section we want to provide a few examples on how OSCAR can be
used to explore the OSM planet dataset. Note that OSCAR is under constant
development, so in particular the GUI might change in appearance.

Unspellable Villages. If you want to spend your holidays in the picturesque vil-
lage of Llanfairpwllgwyngyll in Wales, UK, you might have some trouble remem-
bering the whole village name, but just typing the (maybe memorizable) frag-
ments

lanfair gwyngyll

make OSCAR lead you to your next holiday destination.

Anyone for dinner? Let’s say you are looking for a place to have dinner this
evening, preferably Chinese food. The natural query for Stuttgart would be:

Stuttgart @cuisine:chinese

Somewhat suprisingly OSCAR produces numerous results quite far away from
the city of Stuttgart, the reason being that a larger administrative region around
Stuttgart (in fact almost half of the state of Baden-Württemberg) bears as name
Regierungsbezirk Stuttgart, which, of course, also contains the term Stuttgart as
substring. In this case, we need to insist on an exact, non-substring match for
the term Stuttgart as follows:

"Stuttgart" @cuisine:chinese

5 Implementation and Experimental Evaluation

The implementation of OSCAR consists of 4 main modules all written in C++:
the preprocessor P-OSCAR takes as input OSM data (in its compressed .pbf
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Table 3. Hardware specifications of
our test environments

Query/Web server Preprocessing server

Price 400e 6,000e

RAM 8GiB 256GiB

CPU Intel Xeon 2 x Intel Xeon

E3-1225v3 E5-2630v2

Table 4. Space and time (in hh:mm:ss)
for preprocessing

Data base Search structure

Time Memory Time Memory

California 0:03:46 7.01G 00:10:11 2.94GB

Germany 0:25:30 19.0G 01:21:42 17.8GB

Europe 3:06:55 119G 08:20:23 104GB

Planet 7:24:13 197G 18:41:08 160GB

format), constructs the cell arrangement, and based on that the respective
query data structure Q-OSCAR. P-OSCAR is rather time-intensive, preprocess-
ing OSM planet takes about a day on rather powerful server hardware, see
Table 3. The result, Q-OSCAR, is designed to be stored out-of-memory on a
harddrive, solid-state disk, or microSD card and has a very small footprint in
internal RAM. Q-OSCAR is employed by S-OSCAR – our webserver hosting the
search engine.

P-OSCAR, the Preprocessor, and Q-OSCAR, the Data Structure. P-
OSCAR runs on the preprocessing server using all available cores. The resulting
data structure Q-OSCAR is stored in 3 separate binary files. The database file
stores all items (nodes, ways, and relations to retrieve in a search), regions and
the hierarchy. More than 55 % of the data is made up by geographic information
associated with the respective nodes. The text-search file contains a suffix-array
like data structure which is used to map strings to the respective fully-matched
and partial-matched cells. Finally, the text index file holds all item sets for all
data structures like the set of items of a single region or the items of a particular
partial-matched cell. See Table 5 for an overview of the data sizes; Nominatim
denotes a reduced dataset only storing the tags and items as supported by the
official OSM Nominatim search engine (for comparison).

Table 5. Information about the dataset with all tags stored or just a reduced,
Nominatim-like set of tags. All tags can be searched by prefix matches, important
tags by substring matches. Cell data is the size for the full- and partial matched cell
lists excluding the size for the item lists of partial matched cells.

California Germany Europe Planet
Nominatim all Nominatim all Nominatim all Nominatim all

Database space consumption

Total 421MB 591MB 2.88GB 3.63GB 17.2GB 22.9GB 27.7GB 35.4GB

Search data structure space consumption

Tree 18.8MB 116MB 118MB 235MB 641MB 1.89GB 1.14GB 3.73GB
Tree values 103MB 186MB 1.03GB 1.37GB 6.39GB 9.07GB 10.8GB 15.5GB

Index space consumption

Total 259MB 465MB 1.79GB 2.45GB 9.62GB 14.0GB 16.0GB 23.5GB
Cell data 31.6MB 38.8MB 433MB 518MB 2.76GB 3.27GB 4.85GB 5.67GB
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During the first phase of the preprocessing step regions and items of interest
are selected and the hierarchy is built for this set of items and regions. The cell
arrangement is represented by the inclusion-DAG we have seen before. Every
region has a pointer to an index holding all cells the region is made up of.
Furthermore every cell has a pointer to an index holding all the ids of the items
in the cell. Vice versa every item knows its cells. To allow for fast set operations
all of these lists are lexicographically sorted in ascending order and can be stored
in compressed or uncompressed forms as provided by our library from [1].

S-OSCAR, the Web Service. The web service S-OSCAR runs on rather low-
end hardware with 8 GB of RAM and a CPU comparable to a Haswell Core i5, see
Table 3. Processing of a single query occupies a single core only. S-OSCAR has
the precomputed Q-OSCAR data structure on a solid state disk and requires less
than 100 MB of RAM. Of course, more RAM improves caching behaviour. The
webclient is written in JavaScript using various other freely available libraries.
Most of the result data is transferred in binary form, saving transfer time and
processing power. For comparison: the default OpenStreetMap search engine
Nominatim runs on a server comparable to our preprocessing server, having
128 GB of RAM and 12 CPU cores. We have designed Q-OSCAR on purpose to
reside in external memory to allow for deployment on less powerful hardware.

5.1 Benchmarks

Timings for P-OSCAR Preprocessing. Preprocessing is split into two separate
tasks. We first create a database containing all interesting items (nodes, ways,
relations) together with the cell-arrangement and the hierarchy over the regions.
Most of the memory is used for a large hash to support fast node-id to location
lookups since ways reference nodes only by the id of the node. After that the
search structures are created. Table 4 lists the respective measurements.

Query Timings. We designed 3 different search classes. In the first class, we have
a very specific query whose result size (in terms of number of cells containing
matches as well as result items) does not grow with an increasing dataset (when
considering the sequence of datasets Germany – Europe – Planet). For the second
class the number of resulting cells and items scales with the dataset size but is
rather small. The third class is the worst-case where almost all cells get selected
as partial matches and the successive set operation are between such partially
matched cells. The respective queries grouped according to their class are listed
in Table 6. We expect real-world user queries mostly to be similar to our queries
of the first class. The two other query classes are more designed to exhibit the
limits of OSCAR. The total time for the queries including both set operations
and subgraph creation is shown in Fig. 4, right. Cold cache timings describe the
case where none of the required data is present in the filesystem cache whereas
hot cache timings the case where all of the data necessary to answer the query is
already in the filesystem cache. For typical queries, the times will be somewhere
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Table 6. Three classes of queries: query strings and their result sizes

Query California Germany Europe Planet
Cells Items Cells Items Cells Items Cells Items

Local queries

1 @amenity:restaurant
(”stuttgart” + ”palo alto”)

6 162 156 715 156 715 163 863

2 (@amenity:restaurant
”stuttgart”) +
(@amenity:restaurant ”palo
alto”)

6 162 156 715 156 715 163 863

Scaling, but small result

3 @cuisine:italian @cuisine:indian 0 0 49 53 66 71 70 75
4 @waterway:waterfall 58 206 315 489 2251 4471 4009 11800
5 @highway 5612 1335929 102413 9136886 488023 41559791 723255 84984020

Worst-case

6 @highway @building 21 40 455 1518 1282 3513 2028 5146
7 @highway @building @area 4 9 33 77 101 273 174 301
8 @highway @building @area
@amenity

0 0 3 2 16 12 29 28

inbetween these two extrema, of course closer to the hot cache timings if enough
RAM is available. Note that the set operations dominate the total query times.
For S-OSCAR and typical queries as we expect them to be issued by a user,
query times are only fractions of a second (cold cache). The queries designed
to be worst-case for OSCAR might take a few seconds but are not expected to
occur too often in practice. Hot cache query times are mostly about one order
of magnitude faster, only the queries with huge result sets do not differ much in
terms of cold vs hot cache for obvious reasons.

6 Conclusions

We have presented OSCAR, a search engine with the currently most advanced
feature set which scales to the complete OpenStreetMap dataset even on desktop
commodity hardware. The focus of this work was to get basic search function-
ality and result clustering as efficient as possible, but of course, there are many
challenges and open problems left, e.g. an improved visualization of the clus-
tered results, inclusion of an ontology, ranking of the results, query expression
optimization, or improved robustness against poor data quality.
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Abstract. Product reviews play an influential role for the e-commerce
websites, as consumers leverage them during the purchase decision
process. However, the volume of such reviews can be overwhelming for
a web user to comprehend the gist of overall information communicated
by other consumers. In this paper, we address the problem of summa-
rizing user contributed product reviews, having certain properties that
differentiate them significantly from summarizing of traditional text arti-
cles. We propose suitable summarization algorithms that capture useful
information with minimum redundancy and maximum information. We
present a graph based formulation using a fast and scalable greedy algo-
rithm for the review summarization problem. Our approach provides a
rich model that makes certain sentences more rewarding based on their
properties, in addition to their relation to the other reviews. We evaluate
and show that our proposed algorithm outperforms other state-of-the-art
summarization algorithms with significance level of 0.01 using automatic
evaluation.

Keywords: Text summarization · Graph based modeling · Greedy algo-
rithm · Product reviews

1 Introduction

With the emergence of Web 2.0, user reviews have become prevalent on the e-
commerce websites which encourage their consumers to express their opinions
and share their experience with others. These reviews are leveraged by potential
consumers to learn more and to understand the prevailing opinions about the
products/services. This is an important phase of the research performed by users
before making purchase decisions. However, quite often, the number of reviews
and their length can be overwhelming for a consumer to be able to grasp the
opinions expressed by others. Besides, some of the sentences in the reviews may
not provide useful information. However, it is useful for the user to get the
diverse opinions expressed by the reviewers with an indication of prevalence of
c© Springer International Publishing Switzerland 2015
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a sentiment expressed by each statement. Therefore, there is a need to filter
out non-relevant, non-informative content and present a diversified summary of
the relevant content to the consumers. We would like the users to be able to
see the comments which correspond to the sentences chosen in the summary.
Hence, we choose the extractive summarization paradigm over the abstractive
summarization paradigm.

In this paper, we propose an extractive summarizing algorithm for user
reviews of products. We model the review summarization as a graph problem,
where each sentence is represented as a node, and two node are connected if
the corresponding sentences are similar. We associate a reward with each node,
which is based on the inherent value of the sentence to the summary. We also
associate a weight with each edge based on the degree of similarity between the
two nodes. We then use an iterative greedy algorithm to select the sentences
to include in summary that provides maximum additional value. The rewards
for the sentences connected to the one included in the summary are adjusted.
This process is repeated until we find the desired number of sentences for the
summary.

Please note that our algorithm does not prescribe any specific formulation of
the node reward and costs, as well as, the edge weights. Hence, our algorithm
can be easily extended with alternative (and possibly more elaborate) methods
for assigning values to these parameters. In fact, the framework is not restricted
to text summarization only and is general enough to handle any summarization
problem.

We also present available state-of-the-art PageRank based summarization
algorithms. We propose different variations of baseline PageRank algorithm
where it shows how considering the importance of common terms, and also the
weighted version of the graph, will effect on the results. We pick the best vari-
ation as one of the possible summarization approaches to compare our result
with. Also we compare our results with DivRank [15] and Precedence based
Ranking [9] methods which both have set important steps towards considering
diversity of the selected sentences as a whole besides taking into account the
prestige value of each sentence. We used Rouge as evaluation metric for a small
number of products (25), each containing 50 review sentences and we used two
automatic evaluation metrics, KL-Divergence and Retention Rate to evaluate
the larger dataset of 3, 679 products. The problem with Rouge metric is that it
needs the ground truth which is very costly to obtain. This is why we applied
KL-Divergence and Retention Rate as the two metrics of automatic evaluation
for larger dataset.

In summary, our contributions in this paper are the following:

– We propose a graph based formulation of the user review summarization prob-
lem which is suitable for the context of social reviews. We provide a fast and
scalable greedy algorithm for this problem.

– We also propose some variants of a successful PageRank based summarization
algorithm.

– We demonstrate experimentally on real-world dataset that our proposed
method outperforms state-of-the-art methods adapted from the literature.
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The rest of this paper is organized as follows. We review related literature
in Sect. 2 and then formalize and explain proposed graph based algorithm for
summarization in Sect. 3. In Sect. 4, we propose some variants of page rank
based summarization algorithms. In Sect. 5, we present our experimental results.
Finally, we conclude our paper in Sect. 6.

2 Related Work

There has been considerable prior research on summarization, identifying and
ranking relevant content and diversifying the ranking results. Summarization
approaches could be categorized into two main types: abstractive and extractive.
Abstractive summary [4,5] generates new content from the available input text,
while the extractive summary is based on picking the sections of the input text
that is more representative for the whole text without any changes to the input.
Although abstractive methods would be a desirable way of summarization in
general, in the context of review summarization, extractive summary is more
appropriate as it can be supported with evidence in the form of the actual user
statement. Further, abstractive methods require sufficient number of input texts
to construct high quality summary phrases.

Our proposed algorithm is categorized as non-aspect-based, extractive sum-
marization method. Among related work in the context of extractive summa-
rization, machine learning algorithms such as support vector machines (SVM)
and regression models have been used to rank the sentences by degree of pref-
erence in social communities [8,10]. However, Wu et al. [22] concluded that the
combination of graph-based algorithms with length shows better result than
SVM regression method. Many of the proposed algorithms are based on graph-
based ranking, selecting the top-K sentences as the summaries of the input docu-
ment(s). Examples include TextRank [16], MEAD [19] and LexRank [20]. Similar
to link-based algorithms [12,17], these methods build a graph using the similarity
relationships among the sentences in input documents.

Maximum Marginal Relevance (MMR) [3] is another form of diversified rank-
ing, where relevance and diversification are the two optimization objectives. The
relevance is defined with respect to a query, and diversification is achieved by
incurring penalty for a node which is based on the maximum similarity between
the node and the nodes currently in the solution. This method requires a query
to measure the relevance and the user to specify the relative importance of the
relevance and diversity, because of which this method is suitable for search result
diversification but not very suitable for summarization task. Later, DivRank [15]
set an important steps towards considering diversity of the selected nodes as a
whole besides taking into account the prestige value of a node. Using Vertex
Reinforced Random Walks [18] to introduce diversity in the rankings, it outper-
forms the MMR results. However, [21] argues that DivRank lacks the clarity of
the overall objective function. Also it is not clear if it converges and if it does,
its stationary state might not be unique. To compensate the mentioned weak-
ness of DivRank, Dragon method was proposed [21], using optimization method
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with provable near optimal solution that reached higher amount of prestige and
diversity values in compare with DivRank. However, there still exists a trade
off between the two factors of prestige and diversity (and consequently, the user
has to supply a parameter to indicate their relative preference of novelty and
prestige) and still the explanation of their method is not easy.

In another direction, [9] proposed Precedence-based algorithm which uses a
modified version of the PageRank. They showed that its combination with topic
based clustering, LDA [1], results in higher quality summaries as compared to
the other state-of-the-art summarization methods such as MEAD and LexRank.
The common factor among the state-of-the-art methods introduced above, is
that they are all inspired by PageRank algorithm and are based on the concept
of convergence in the Markovian Chain matrix. All of these methods need to use
a damping factor parameter α that should be specified by the user.

In this paper we propose a parameter free algorithm (beyond preprocessing
stage) that selects representative sentences with highest relevance value while
retaining diversity for the purpose of summarization. We compare our proposed
method with DivRank [15] and Precedence-based algorithm [9] among the above
methods, since they offer a clear separation of diversity and prestige which makes
them easier to understand, while they have the PageRank algorithm as their
main constituent. They are also query free, which makes it compatible for the
task of summarization.

3 Reward Based Summarization

We now present a graph model based summarization algorithm that extracts
sentences from input text corpus and assigns scores to them. The score indicates
the value of the sentence from a summarization point of view. Here we focus on
the text that is related to the reviews of products. In this context, we contend
that a sentence has a high value if it has the following properties:

– It contains informative, relevant concepts about the product. For example,
in the reviews related to a cell phone, those containing information about
battery life, camera, and call quality are more desirable than the ones about
for whom and what occasions this product is purchased for.

– It contains concepts that have received highest emphasis from the community
of reviewers. For example, if many consumers have highlighted concerns about
the battery life of the product, then a sentence about it should have higher
value.

– It contains a diversity of independent concepts, i.e., sentences containing con-
cepts that have not been included in the previously extracted sentences of the
current summary are more desirable.

One can associate a notion of cost (say, based on the size of the sentence relative
to the space available on the display media) with each sentence. One can order
the sentences based on the ratio of their value and cost, and pick the top few
sentences to be included in the summary as a natural greedy strategy.
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For each product, we break up the reviews of the product into its composing
sentences that we consider as our text units. A term is considered meaningful
if it is either a noun or an adjective in our sentence, and is not a stopword. As
a pre-processing step, we retain only those sentences that contain at least one
noun and one adjective, so that we have a set of sentences which contains at
least one property (adjective) for at least one feature (noun) of a product, and
eliminate sentences that do not have any property for a product features, such
as: “I bought this speaker for my son’s birthday”. When a sentence passes this
step, we remove any stopwords in the sentence and then stem all the terms inside
it, allowing us to consider all different variations of a term to be considered as
a single term and leave us with a set of meaningful terms for each sentence.
Our goal is to extract a subset of size n from the set of all retained sentences,
that contains the most representative sentences. Here, n is the desired number
of sentences in the summary.

Please note that we are proposing one pre-processing strategy, but the rest of
the steps are not dependent on the specific pre-processing steps. In fact, the rest
of the formulation is also flexible and at a meta level. Hence, one may choose
alternative ways of defining the costs, the rewards and the edge weights, and the
formulation and the algorithm would still be valid.

3.1 Reward Based Algorithm

In this formulation, we represent a collection of sentences, from which to chose
the sentences for the summary, as a graph G = (V,E,W ). The nodes v ∈ V
represent sentences and the edges e ∈ E represent a non-zero similarity between
them. We associate an initial individual reward score ri = r0i with each node vi
as the number of meaningful terms found in its associated sentence (although,
the formulation allows it to be more general). The weight wij ∈ W associated
with an edge e = (vi, vj) indicates how much of vj is known if we know vi. It
is defined as the ratio of number of common terms between vi and vj to the
number of terms in vj . Please note that the graph is directed as the weight is
not symmetric.

The Gain, or total reward of including a node vi (i.e., sentence) in the sum-
mary at step k, Gk

vi
, is defined as the weighted summation of the current dis-

counted individual reward values of all the neighbors of vi.

Gk
vi

=
∑

vj∈Ni

rk−1
j wij (1)

where Ni is the set of neighboring nodes for vi. When we include node vi in
the summary, the reward score of the neighbor nodes, vj , will be reduced as:
rkj = rk−1

j ∗ (1−wij), i.e., the reward score of each neighbor of a selected node in
step k, is its previous reward score multiplied by the amount of its uncaptured
similarity with the selected node. This approach prevents the inclusion of similar
sentences and tends to pick the sentences with highest degree of diversity in the
future steps.
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We also associate a cost ci with each node vi. The summary selection has
a limitation on how much text can be accommodated in the summary. If the
summary size is specified in terms of number of sentences, then the cost of the
sentence should be taken as 1. On the other hand, if the size of the summary is
specified in terms of number of words, the cost ci of a sentence would taken as
the number of words in it. The decision of including a node vi in the summary is
represented by variable di, where di = 1 indicates that the node vi is included in
the summary and di = 0 indicates that it is not included in the summary. Let the
total budget available be B, which implies that the total cost of nodes selected
in the summary should not exceed B. We refer to our problem formulation as
Reward Collection Problem, and call it RCP for brevity. The reward obtained
by a node vi from another node vj varies based on when vi is selected in the
summary. However, the cumulative reward of the summary from the node vj is
independent of order in which the nodes are included in the summary.

Fig. 1. Example to show the invariance of residual reward in RCP

Let us take a simple example to illustrate this. Consider a simple graph
as shown in Fig. 1. The numbers next to the nodes are their rewards and the
numbers next to the edges are edge weights. Now consider that the first node
to be selected for the summary is v1. The reward earned by selecting this node
is 15 + 10 × 0.5 + 10 × 0.5 = 25. The updated rewards for the nodes v2 and v3
are 5 each. Now, suppose we select node v4 in the summary. The reward earned
by selecting this node is 12 + 5 × 0.7 + 5 × 0.7 = 19. The total reward earned
by the summary {v1, v4} is 25 + 19 = 44. Now consider that the first node to
be included in the summary is v4. The reward earned by v4 at this stage is
12 + 10 × 0.7 + 10 × 0.7 = 26. The updated rewards for the nodes v2 and v3 are
3 each. We then include node v1 in the summary next. The reward earned by
selecting v1 now is 15 + 3 × 0.5 + 3 × 0.5 = 18. The total reward earned by the
summary {v4, v1} is 26 + 18 = 44. So while the rewards earned by individual
nodes for summary depends on the order in which they are selected, but the
total reward of the summary is independent of the order. One can check easily
that this property holds in more complicated cases as well.
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Algorithm 1. Reward-Based Algorithm
Given: Graph G(V,E,W), reward R, cost C and budget B
Initialize: vertices U = V , residual budget b = B, solution set S = {}
while min(Cvi : vi ∈ U) ≤ b and |U | > 0 do

for vi ∈ U do
G(vi) =

∑|V |
j=1(rj ∗ wij)

end for
vi = argmaxG(vi)

Cvi
where vi ∈ U,Cvi ≤ b

S = S ∪ vi; U = U − vi; b = b − cvi ;
for vj ∈ U do

rj = rj ∗ (1 − wij)
end for

end while

The objective of RCP is to maximize the reward of the summary from the
selected nodes. Equivalently, the objective is to minimize the residual rewards for
all the nodes. The uncaptured similarity of a node vj is (rj ∗∏n

i=1(1−wij ∗di)),
and hence, the overall total uncaptured similarity is:

n∑

j=1

rj ∗
n∏

i=1

(1 − wij ∗ di) (2)

Hence, the problem statement of summarization can be written as the following
optimization problem, where we would like to minimize the uncaptured value
from the sentences.

min

n∑

j=1

rj ∗
n∏

i=1

(1 − wij ∗ di) s.t.

n∑

i=1

di ∗ ci ≤ B (3)

Here B is the budget allowed for the summary (e.g., number of sentences).
Now, we show that the RCP problem (selecting limited number of nodes

with maximum total gain or minimum amount of residual values) is an NP-Hard
problem. For this, we will reduce the Budgeted Maximum Coverage Problem [11]
(referred to as BMCP from now on) into an instance of RCP problem. The
budgeted maximum coverage problem is defined as follows. A collection of sets
S = {S1, S2, ..., Sm} with associated costs {ci}mi=1 is defined over a domain of
elements X = {x1, x2, ..., xn} with associated weights {wi}ni=1. The goal is to
find a collection of sets S′ ⊆ S such that the total cost of elements in S′ does
not exceed a given budget and the total weight of elements covered by S′ is
maximized.

To show the reduction, construct a graph G in the following manner. First,
define a vertex corresponding to each element xi and each set Sj , and define
a vertex set V as the collection of all of these vertices. The reward associated
with each of the vertex corresponding to the elements xi corresponds to their
weight wi in the BMCP and the rewards associated with each of the vertices
corresponding to the sets Sj is zero. The cost of the vertices corresponding to
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the sets Sj is assigned as the corresponding costs cj in the BMCP and the costs
of the vertices corresponding to the elements is taken as a large number (say
B + 1), to ensure that only the sets can be chosen as part of the solution. Now,
draw an edge from each of the vertices corresponding to the sets Sj to each of
the elements xi covered by this set, and assign a weight of 1 to these edges.
One can easily verify that if one solves this instance of the RCP problem, then
it would also be a solution for the corresponding BMCP problem. Hence, RCP
is also an NP-Hard problem. Therefore, we use a greedy strategy to solve this
problem. Algorithm 1 shows how we choose the sentences for the summary. We
pick one node at a time, until we exhaust the budget. At each step the node
with the highest gain to cost ratio (Gvi

/ci) is selected and the reward values of
all the neighbors of the selected node are updated.

4 Summarization Using PageRank Variants

The common factor among the state-of-the-art methods discussed in related
work, is that they are all inspired by PageRank algorithm and are based on the
concept of convergence in the Markovian Chain matrix. The idea behind using
PageRank algorithm is that we interpret the similarity of a node to other nodes
as a signal of endorsement by others. If those nodes are themselves similar to
other nodes, they will contribute more score to the original node. Such recursive
computing of scores will result in higher scores for the sentences that can be
considered as the representative sentence of their own clusters. For the original
PageRank score of a sentence PR(si) we add the score of all the neighbors
divided by the number of output links of each of these neighbors. We used 0.85
as our damping factor α.

PR(si) = α ×
∑

sj∈N(si)

PR(sj)
outlink(sj)

+ (1 − α) (4)

The Nsi is the set of neighbors for the si. The outlink(sj) is the total number
of the neighbors for sj . In the process of constructing the base graph, the edge
weights are not considered, i.e., the nodes are simply connected if the number
of common terms are greater than a threshold.

Now, we propose some variants of the PageRank based algorithm below. The
main idea is to use weights based on various considerations while computing the
page rank of the sentences.

PageRank on Weighted Graph (PRW): The first variation is to consider
a weighted graph in which the edge weights are defined as a similarity metrics,
such as raw number of common terms, normalized number of common terms,
Jaccard coefficient, or cosine similarity. For example, if we have two sentences,
S1 = {a, b, c} and S2 = {b, c, d}. The raw common count will be |S1 ∩S2|=2 and
the Jaccard coefficient will be |S1∩S2|

|S1∪S2| = 2
4 . The Weighted PageRank (PRW) is

measured as:
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PRW (si) = α ×
∑

sj∈Nsi

PRW (sj)
W

(ji)
out∑

sk∈Nsj
W

(jk)
out

+ (1 − α) (5)

The Nsi is the set of neighbors for the si. W
(ji)
out is the weight of edges from j

to i. Figure 2 shows how the weighted edges affect the score of each node. In
this example, the edges are weighted based on the Jaccard Coefficient. Higher
similarity in weighted graph results in a larger score for that node. Therefore,
having weights will highlight the representative sentence of a cluster with higher
resolution.

Fig. 2. The left graph does not consider the weight between the nodes. Therefore, both
“ef” and “abcd” receive same scores regardless of the extent of similarities to their
neighbors. In weighted PR the node with higher similarity to his neighbors receives
higher score.

PageRank with tf-idf (PRT): The next variant is to consider the importance
of the common terms between the nodes. In this variation, more informative
common terms will result in a higher score. The tf-idf is a good candidate for
this purpose. T ij

common is the summation of the tf-idf scores of all terms that are
in common between two nodes i and j.

PRT (si) = α ×
∑

sj∈N(si)

PRT (sj)
outlink(sj)

∗ T ij
common + (1 − α) (6)

PageRank on Weighted Graph with tf-idf (PRWT): This is the combi-
nation of the two previous variations in which we consider the importance of
the common terms, using tf-idf, while we apply the PageRank on the weighted
graph.

PRWT (si) =α ×
∑

sj∈Nsi

PRWT (sj)
W

(ji)
out∑

sk∈Nsj
W

(jk)
out

∗ T ij
common

+ (1 − α) (7)
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We will evaluate the impact of incorporating the weights based on the above
suggested variants in the experimental section.

5 Experiments

In this section, we will describe the dataset and discuss the experimental results
to evaluate the performance of our proposed summarization algorithm.

5.1 Dataset

The dataset used in the experiments is from Amazon reviews for products of
different categories captured by Blitzer et al. [2]. From reviews of 20, 423 prod-
ucts provided in [2], we selected those products that had at least 6 reviews. This
resulted in 21 different categories with total of 3, 679 products and 29, 884 total
reviews. The number of reviews ranges between 6 to 12 and the number of sen-
tences ranges between 11 to 305 sentences per product. We also had 3 volunteer
human judges to capture the ground truth summary for review of 25 products,
which had nearly 50 review sentences associated with each of them. We asked the
judges to select 5 representative sentences each out of the 50 review sentences
for each of the products.

5.2 Evaluation Metrics

There are two classes of evaluation methods to evaluate the quality of summary.
The first class of evaluation methods measure the quality of the summary by
comparing the statistics of the input corpus to the statistics of the generated
summary. These methods do not require a ground truth data, and hence are
cost effective. Examples of such evaluation methods include KL-divergence and
Compression Rate and Retention Rate together. These heuristics are shown to
be very useful, for example, Louis et al. [14] shows that the automatic evaluation
metrics based on information theory such as Jensen-Shannon divergence and KL-
Divergence are highly correlated with human judgments. The JS-Divergence is
described to be the symmetric version of KL-Divergence.

First, we evaluate the quality using the KL-divergence of the distribution
of word in the input corpus and in the summary, factoring in the scores of
the sentences selected in the summary. While computing the distribution of the
words in the generated summary, we multiply the term frequency by the score
assigned by the algorithm. This is done to ensure that if the algorithms pick some
terms (as part of the picked sentence) with higher weight, it should be thought
of as having higher frequency of that term in the generated summary. Let I be
the distribution of terms in input text and S be the distribution of terms in
summary. The KL-divergence between these two distributions is given as

KL(I||S) =
∑

x∈Dic

I(x) log
I(x)
S(x)

(8)
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where x is a term. If KL-divergence is near zero, then it means that the two
distributions are highly correlated. Higher value of KL-divergence shows more
distance between the distributions of terms.

As discussed in [7], a good summary should be short enough and yet retain
the information of the input text as much as possible. Note that there is a
trade off between compression rate, defined as len(Summary)/len(Input), and
retention rate [6], defined as info(Summary)/info(Input), where information
is defined as the number of meaningful terms in a sentence. As the length of the
summary is fixed, the compression rate is the same for all the methods, and the
retention rate alone is an adequate measure.

The second class of evaluation methods take ground truth summary, and
compare the generated summary against the ground truth. We use ROUGE [13],
a popular method for evaluating the summary against the ground truth. ROUGE
computes the goodness of a generated summary compared to the ground truth
or gold-standard summary by computing n-gram recall. We use n = 1, as it was
shown in [13] that n = 1 achieves very good correlation with human judgments.
When n > 1, the performance is shown to be worse.

Although, ROUGE is used popularly to measure the quality of results, we
wish to point out two shortcomings of it. First, ROUGE uses the n-grams from
the ground truth, but does not consider synonyms, and hence even if the sum-
mary extraction method can factor it in, ROUGE would not rate it better.
Second, ROUGE only looks at the recall of the n-grams without considering
their importance. For example, if the ground truth summary includes a certain
term t1 as many as 4 times, and another term t2 only 1 time, for ROUGE, both
these terms are equally important. Hence, if two proposed summary both had to
include only one of the two terms (say, due to space constraint), picking either
would get the same score, which is clearly not desirable. Knowing the drawbacks
of the ROUGE, still it is the best possible evaluation metric for the evaluation
of the summaries.

5.3 Benchmark Methods

First, we compare the performance of different variations of PageRank based
algorithm to see if considering the edge weights and the tf-idf of the common
terms in the graph improves the results. Table 1 shows that the weighted version
of graph in the PageRank based method improves the KL-Divergence. How-
ever weighing the common terms by the tf-idf results in deterioration of the
KL-Divergence. In fact, the weighted tf-idf based method performs the worst
amongst these methods. We observed similar trend for Retention Rate as well
(results not included here), where again, Weighted Page Rank provides slightly
better Retention Rate. Hence, in the rest of the experiments, to make the plots
more clear, we only include the PRW variation.

For the purpose of remaining experimental evaluation, we compare RCP
method with the following algorithms:
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Table 1. Comparing KL-Divergence for different variations of PageRank based algo-
rithms. Considering the weighted graph will improve the results.

PR PRW PRT PRWT

Top 1 6.656 6.842 7.300 7.466

Top 2 5.101 4.965 6.295 6.295

Top 3 4.682 4.458 5.704 5.704

Top 4 4.414 4.299 5.034 5.083

1. Random (baseline): This selects k sentences at random from the reviews.
2. TF-IDF: It is computed as the average of tf-idf score for all the terms used in

a sentence. The purpose of this method is to give higher value to the sentences
containing terms that are specific to the target product.

3. LDA+PR: This is the Precedence based algorithm [9] which applies LDA
clustering to the sentences first and then sorts each cluster by the PageRank
score. This method has already shown to outperform important methods such
as MEAD and LexRank as discussed in related work.

4. PRW: This is the weighted version of the PageRank based summarization
method. As we have seen above, PRW gives the best results amongst varia-
tions of baseline PageRank (PR, PRW, PRT and PRWT).

5. DivRank: This is one of the successful state-of-the-art summarization algo-
rithms. It uses Vertex Reinforced Random Walks to introduce diversity in the
rankings, while still taking the prestige value of a node into account.

5.4 Experimental Results

Now, we discuss the results of evaluation using the average values of KL-divergence
(Figs. 3 and 4) and Retention Rate (Fig. 5) measures. As shown in Fig. 3, RCP
has the lowest KL-divergence for all values of k for the top-k selected sentences.
Next, come PRW, DivRank, LDA+PR followed by TFIDF based summarization.
The baseline shows the highest value for KL-divergence, which is expected. The
improvement in the KL-divergence is more than a factor of 2 for k = 3 and k = 4
compared to the next best method. We also compared the results statistically and
found that RCP outperforms other methods with the significance level of 0.01. The
p-value for PRW, DivRank and LDA+PR were, 0.0045, 0.01 and 0.00023, respec-
tively.

Beyond the average value of KL-Divergence, we also want to investigate the
spread and variance of the results, so that we can estimate the reliability of our
results. We use the ‘box-and-whiskers’ plot to see the distribution of the observed
KL-Divergence values. The box boundaries show the first and third quartiles,
and the band (red line) in the middle of the box is the median. The whiskers
(the vertical line extending from the box) indicate the extent of remaining data,
except the outliers. Figure 4 shows that the variance of the KL-divergence for
k = 4 is also the lowest for the RCP method, showing that this method is the
most reliable one among the competing methods.
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Fig. 3. Average of KL-Divergence for summarization methods (lower KL-Divergence
is desirable)

Fig. 4. KL-Divergence for top 4 sentences

Figure 5 shows that the Retention Rate of RCP algorithm is better than other
methods, followed by PRW, LDA+PR, DivRank and TFIDF based methods.
The baseline, as expected, has shown lowest retention rate.

Now we use ROUGE method to compare the discussed summarization algo-
rithms. Figure 6 shows the ROUGE 1-gram scores for different methods in a
‘box-and-whiskers’ plot. It suggests that the RCP method gives better results
in comparison to the alternative methods. Followed by LDA+PR, PRW and
DivRank. The significance level for the outperformance of RCP appeared to be
0.05 for PRW and DivRank and was not significant for the LDA+PR.

One can see that both the non-ground truth based and the ground truth
based evaluation methods suggest that RCP algorithm gives best summarization
result.
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Fig. 5. Retention Rate for different summarization methods (higher value is desirable)

Fig. 6. ROUGE based evaluation using ground truth

6 Conclusion

In this paper we proposed a graph based algorithm for the review summariza-
tion problem which is scalable and based on a greedy approach. We found that
the proposed algorithm performed better than alternate approaches in terms of
emphasis on the diversity of the selected sentences by showing higher retention
rate, as well as, following similar language model of the input sentences with
lower KL-divergence, compared to the state-of-the-art summarization methods.
It also gave best results for ROUGE based evaluation using ground truth.

Our proposed approach is also very flexible and is at a meta level. The app-
roach can not only handle the text summarization, but also can be used in
other summarization tasks (e.g., pick a representative set of actors to represent
a movie industry). One can choose appropriate cost and reward functions for the
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nodes (representing the individuals) and the edge weights (representing similar-
ity relations) based on the problem domain. One of the future directions we are
exploring is to use more elaborate scheme for assigning the rewards and edge
weights based on semantic analysis and sentiment analysis.
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Abstract. Many trust-aware recommender systems (TARSs) have
explored the value of explicit trust which is specified by users with binary
values. But existing works of TARSs suffer from the problem of the lack
of explicit trust which may not always be available in online social net-
works. In order to solve this issue, some implicit trust based TARSs
are proposed. However, these methods generally predict implicit trust
scores between users based on the interpersonal aspect, i.e., propagated
trust, similarity obtained by user ratings on co-rated items, while ignore
the personal aspects, i.e., trust bias and the impersonal aspects, i.e.,
local-topology-based features in trust networks, which are also impor-
tant for implicit trust prediction. In this paper, we attempt to propose a
classification approach to address the trust/distrust prediction problem.
First, we obtain an extensive set of relevant features derived from the
personal aspects, interpersonal aspects and impersonal aspects of trust.
Then a logistic regression model is developed and trained by accommo-
dating these factors, and applied to predict continuous values of users’
trust and distrust. We conduct an empirical study to evaluate the accu-
racy of the predicted implicit trust. The experimental results on real-
world data sets demonstrate the effectiveness of our proposed model in
employing implicit trust/distrust into existing trust-aware recommenda-
tion approaches.

Keywords: Implicit trust/distrust · Logistic regression · Recommender
systems

1 Introduction

Trust has been extensively exploited for improving the prediction accuracy of
the collaborative filtering based recommender systems by alleviating the inher-
ent problems such as data sparsity and cold start [1–3,19,29]. Most trust-aware
recommender systems focus on using the explicit trust issued by users [4–7].
Although having been verified to have high rating prediction coverage and accu-
racy, existing explicit trust-based TARSs has its own limitation: it is sometimes
time consuming or expensive to get the explicit trust [10]. This is because obtain-
ing the explicit trust needs extra user efforts: users need to specifically point out
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 185–199, 2015.
DOI: 10.1007/978-3-319-26190-4 13
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their personal opinions on trustees. In addition, explicit trust statements in most
practical recommender systems are not available. In order to solve this issue,
some implicit trust based recommender systems are proposed, which utilize the
inferred trust scores to boost the performance of recommender systems [11,12].

As far as we know, existent implicit trust-based TARSs generally focus on
incorporating the inferred trust scores based on the interpersonal aspect of trust,
for instance, the propagation of trust [13,14], and similarity obtained by user
ratings on co-rated items [8–10]. However, there are other important aspect of
trust that should be taken into account, such as the personal aspect of trust,
namely, the trust bias. Trust bias is a type of factors extracted from all the trust
ratings that one user give or receive, showing his/her dispositional tendency to
trust others or to be trusted by others on average (termed as truster bias and
trustee bias respectively) [15]. Trust bias is regarded as a very important con-
cept in social science and it is recognized as an integral part of the final trust
decision [16]. For instance, some users tend to give relatively high trust ratings
more generously than others while some users receive higher trust ratings com-
pared with others. Another important factor has not been considered in implicit
trust-based TARSs is the local-topology-based features in trust networks which
may affect the establishment of trust links to a large extent [17,18]. Typically,
users with higher indegree-trust and lower indegree-distrust are more likely to
attract latent trustees.

Another issue of existent TARSs is the ignorance of distrust information.
Although distrust is recognized to play an equivalently important role as trust
[19], the investigation of utilizing explicit distrust in recommender systems is
still in its infancy [20,21]. To the best of our knowledge, few work has attempted
to predict distrust for improving recommender systems.

In this paper, we attempt to propose a classification approach to address the
trust prediction problem, and incorporating the implicit trust/distrust into exist-
ing trust-aware recommender systems to verify the effectiveness of the inferred
trust/distrust, as shown in Fig. 1. The main contributions of our work are sum-
marized as follows:

(1) The following aspects of trust are being investigated in our model: two inter-
personal features (i.e., propagation of trust and rating-based similarity), two
personal features (i.e., truster bias and trustee bias), and four impersonal fea-
tures (i.e., outdegree-trust, indegree-trust, outdegree-distrust and indegree-
distrust).

(2) A logistic regression model is developed and trained by accommodating the
aforementioned features, and then applied to predict continuous values of
the trust and distrust between users.

(3) Newly generated trust values are then applied into the famous trust-aware
recommendation methods (i.e., SocialMF [7], SoReg [22] and RWD [3]). The
experimental results on Epinions dataset demonstrate the effectiveness of
our proposed model in employing implicit trust into existing trust-aware
recommendation approaches when explicit trust is not available.
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Impersonal aspects
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Fig. 1. The framework of our method.

The rest structure of this paper is organized as follows: in Sect. 2, a brief intro-
duction of related work is presented. Section 3 discusses our proposed implicit
trust-based recommendation model in detail. Experimental results and analysis
are given in Sect. 4, followed by conclusions and future work in Sect. 5.

2 Related Work

Trust has been extensively studied in social science and recommender systems,
working as an additional dimension to help model user preference. In this section,
we briefly review the related works about trust prediction, explicit trust-based
and implicit trust-based recommender systems.

2.1 Trust Prediction

Trust plays an important role in helping online users collect reliable information.
Trust prediction is mainly concerned with predicting the unobserved relations
between users, finding out who are friends and who are enemies in a social net-
work. Existing trust prediction methods can be roughly divided into two cate-
gories: unsupervised trust prediction [8,13,14,23] and supervised trust prediction
[26,28].

Most existing unsupervised trust prediction methods are based on some prop-
erties of trust to infer unknown trust relations, especially the propagation of
trust. Guha et al. [14] propose a trust propagation model which introduces four
types of atomic propagations, such as direct propagtation, co-citation propa-
gation, transpose propagation and trust coupling propagation. MoleTrust is a
depth-first graph walking algorithm with a tunable trust propagation horizon
that allows us to control the distance to which trust is propagated [8]. Zheng
et al. [13] propose a trust prediction model based on trust decomposition and
matrix factorization, which considers the propagated trust and the similarity
of trust values and similarity of trust rating distributions. These methods only
consider the interpersonal aspects of trust, i.e., the propagation of trust and
similarity, and ignore other aspects that are also important for trust prediction.

On the other hand, there are usually two steps for supervised methods.
First, they extract features from available sources to represent each pair of
users and consider the existence of trust relations as labels. Second, they train a
binary classifier based on the representation with extracted features and labels.
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In [28], a taxonomy of trust factors are presented as input features that will be
used by learning algorithms to train binary classifiers. They mainly focus on user
and interaction factors. Fang et al. [26] consider the multi-aspect of trust and
distrust, such as the benevolence, competence, integrity and predictability, and
model these factors as features to train the logistic regression models to predict
the continuous values of users’ trust and distrust.

In addition, some work considers trust relations as positive relations and
distrust relations as negative relations, and then trust and dsitrust prediction
problem is converted into link prediction in signed networks [17]. In [17], local
topology based features based on balance theory are extracted to improve the
performance of a logistic regression classifier in signed relation prediction. In
our work, we also train a logistic regression model to predict the trust relations
between users, but the difference lies in the features being used, that is, we
consider all the interpersonal aspects, personal aspects and impersonal aspects
of trust in our method.

2.2 Explicit vs Implicit Trust-Based Recommender Systems

In explicit trust-based recommender systems, trust explicitly released by users
are utilized to boost performance of recommender systems. Yuan et al. [4] ver-
ify the small-world nature of trust networks and demonstrate the effectiveness
of incorporating trust networks in trust-aware applications. Jamali et al. [7]
introduce SocialMF, which is one of the most popular trust-based recommen-
dation algorithms. The authors incorporate the mechanism of trust propagation
into their probabilistic matrix factorization based model, which is a crucial phe-
nomenon in social sciences and increases the rating accuracy to a large extent.
In [21], they propose a matrix factorization-based model for recommendation in
social rating networks that properly incorporates both explicit trust and distrust
relationships to improve the quality of recommendations and mitigate the data
sparsity and cold-start users issues.

In contrary, implicit trust-based recommender systems focus on incorporating
trust scores inferred from the trust metrics, which are also effective when explicit
trust is unavailable. For example, there are Trust Metric module and Similarity
Metric module in Massa and Avesani’s architecture of trust-aware recommender
systems [8]. Therefore, the weights for identifying neighbors can be generated
by trust metrics or similar metrics. Yuan et al. [10] construct an implicit trust
network, where the implicit trust scores are inferred based on the similarity
between users. Guo et al. [11] analyze five existing implicit trust metrics which
have been proposed to infer implicit trust from user ratings and conduct an
empirical study to explore the ability of trust metrics to distinguish explicit
trust from implicit trust and to generate accurate prediction.

3 Our Approach

In this section, we first introduce the notations used in this paper in Sect. 3.1.
Then formulate the aspects of trust that influence the establishment of trust in



Implicit Trust and Distrust Prediction for Recommender Systems 189

detail in Sect. 3.2. In Sect. 3.3, we present a classification model by incorporating
all these influential aspects into a logistic regression model to predict the trust
and distrust scores.

3.1 Preliminary

We keep the symbols u,v for two different users, i,j for two different items.
Then rui ∈ {1, 2, 3, 4, 5} represents a rating given by user u on item i. The trust
network can be defined as a directed graph G = 〈U, T 〉, where T represents
the set of trust relationships. Binary trust relationships (i.e. trust and distrust
relationships) are considered in this paper. ∀u, v ∈ U, t(u, v) ∈ {1,−1}, and
t(u, v) = 1 means user u trusts v, t(u, v) = −1 means user u distrusts v.

3.2 Formulations of Aspects

In this section, we present a set of trust factors, including personal aspects,
interpersonal aspects and impersonal aspects, that will be used by the machine
learning algorithms as input features to train binary classifiers.

– Personal aspects. In online social networks, different users tend to show
trust to others differently. Some users tend to give relatively higher trust
ratings than others, while some users receive higher trust ratings than others,
meaning that they are more likely to be trusted. In addition, some users tend
to distrust others compared with others. Given two users u and v, in this
paper, we explicitly consider two types of trust bias, that is, trustor bias:
Trustor(u) and trustee bias: Trustee(v). Trustor bias reflects the propensity
of a given truster to trust others. It can be calculated as the average of all
the trust ratings a user u gives to others [13]. Trustee bias can be treated as
another personal property that shows a user’s tendency to be trusted. It can
be calculated as the average of all the ratings a user v received [13].

– Interpersonal aspects
• Propagated trust. An important property of trust that is heavily used in

trust-based recommender systems is transitivity. It allows trust to be prop-
agated along paths to reach other users. Based on the transitivity effect, if
user u trusts v and v trusts w, it can be inferred that u might also trust w
to some extent [23]. It is consistent with real life in which people tend to
trust the friend of a friend rather than a stranger. By propagating trust in
social networks, we may identify more trusted friends.

In this paper, we adopt the MoleTrust [8] algorithm to infer the trust value
of indirectly connected users. Note that the trust value in the Epinions
dataset we use in this paper is 0, 1 or -1, where 0 means no direct trust
connections whereas 1 or -1 indicates that a user trusts or distrust another
user. As a result, the inferred trust value by the MoleTrust will be 0 or
1, and thus we cannot distinguish trust neighbors in a shorter distance
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with those in a longer distance. Therefore, we adopt a weighting factor to
devalue the inferred trust in a long distance:

tu,v =
1
d

∗ t′u,v (1)

where d represents the shortest distance between user u and v determined
by a breadth first search algorithm. As to the distrust value, we use it
as a WOT(web of trust) debugger [14,27]. For instance, if user u trusts
v completely, v fully trusts w, and u completely distrusts w, then the
latter invalidates the propagated trust result (u trusts w). Thus, distrust
information can help filter out ”false positives”.

• Rating-based similarity. The homophily effect suggests that similar
users have a higher likelihood to establish trust relations [24]. Users with
higher similarity are more likely to establish trust relations than those
with lower similarity. For example, people with similar tastes about items
are more likely to trust each other in product review sites. In this paper,
we take into consideration two kinds of similarity, that is, trust rating-
based similarity and product rating-based similarity. Conventionally, the
trust rating-based similarity can be calculated from the common trust rat-
ings that two users give to others [25]. We use Jaccard Similarity Coefficient
to measure the similarity from ratings of common trustees that user u and
v both have rated respectively:

ST (u, v) =
|Nu ∩ Nv|
|Nu ∪ Nv| , (2)

where Nu, Nv represent the trust neighbors user u and v trust respectively,
and ST (u, v) ∈ [0, 1]. As to the calculation of product rating-based similar-
ity, the most prevalent approaches are Vector Space Similarity(VSS) and
Pearson Corelation Coefficient(PCC). VSS calculates the similarity from
ratings of common trustees that user u and v have rated respectively, and
PCC takes into account the ratings styles that some users would like give
relatively higher ratings to all the others while some may not. Therefore,
PCC adds a mean of ratings as follows:

PCC(u, v) =

∑
i∈Iuv

(rui − r̄u)(rvi − r̄v)
√ ∑

i∈Iuv

(rui − r̄u)2
∑

i∈Iuv

(rvi − r̄v)
2
, (3)

where i belongs to the subset of items that user u and v both have rated,
and r̄u and r̄v represent the average ratings of u and v respectively. As the
range of the PCC is [−1, 1], we normalize PCC into [0, 1] in applications
by PCC ′ = (PCC + 1)/2.

Therefore, the rating-based similarity can be described as follows, where
α1, α2 are the coefficients to control the contributions of these two factors,
and α1 + α2 = 1.

sim(u, v) = α1ST (u, v) + α2PCC ′(u, v), (4)
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– Impersonal aspects. Due to the availability of trust/distrust links of each
user, we specifically identify four kinds of impersonal aspects in our compu-
tational model based on the signed degrees of the nodes, which essentially
record the aggregated local relations of a node to the rest of the network.
As we are interested in predicting the sign of the edge from user u to v, we
consider outgoing edges from u and incoming edges to v. Specifically we use
d+
out(u) and d−

out(u) to denote the number of outgoing trust and distrust edges
from u, respectively. Similarly, we use d+in(v) and d−

in(v) to denote the number
of ingoing trust and distrust edges to v, respectively.

3.3 Trust and Distrust Prediction

After obtaining all the features, we now apply the logistic regression algorithm to
predict the implicit trust and distrust between a pair of users u and v. The trust
value will be influenced by the set of eight features that we discussed, denoted by

f(u, v) = {trustor(u), trustee(v), tu,v, sim(u, v), d+out(u), d−
out(u), d+in(v), d−

in(v)}.
(5)

In practice, users may specify other users as trusted neighbors,that is,
tu,v = 1. Specifically, the expected probability that trustor u completely trusts
the trustee v can be presented as:

p+(u, v) = E(tu,v = 1|f(u, v)). (6)

We apply the logistic regression to classify trust from distrust, and try to obtain
the coefficients of each aspect related with trust am(0 ≤ m ≤ k), in this paper,
k = 8. Following the approach in [26], the logit of the probability is modeled as
a linear combination of f(u, v):

logit(p+(u, v)) = log(
p+(u, v)

1 − p+(u, v)
) = a0 +

k∑

m=1

amfm
u,v, (7)

Then the probability p+(u, v) can be generated by Eq. 8:

p+(u, v) =
1

1 + e
−(a0+

k∑

m=1
amfm

u,v)

. (8)

The coefficient am(0 ≤ m ≤ k) are learned from the training data using max-
imum likelihood estimation, which tries to find the coefficients for which the
probability of the observed data is maximized. As to the result, if p+(u, v) ≥ 0.5,
user u trusts v, else u distrusts v.

4 Experiments

In this section, we conduct experiments on Epinions data sets in order to answer
two questions: (1) How is the accuracy of our proposed implicit trust/distrust
inference method? (2) Whether the performance of existing trust-aware recom-
mender systems based on the implicit trust predicted by our proposed method
will be as effective as employing explicit trust?
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Table 1. Statistics of the sampled dataset

Epinions1 Epinions2

# of user 8053 7124

# of item 21,057 22,129

# of rating 681,754 667,295

# of trust 306,773 28,813

# of distrust 28,813 28,813

trust sparsity 99.48 % 99.89 %

rating sparsity 99.60 % 99.58 %

average rating 4.7649 4.7658

4.1 Dataset Description

Before answering above two questions, we first introduce the dataset we use in
our work. Epinions1 is a consumer review website in which users can express their
opinions about items by assigning numerical ratings and writing article reviews.
The extended Epinions data set generated by [8] describes the trust (labeled as
1) and distrust(labeled as -1) relations among users and their ratings on other
users’ articles. Since Epinions is the only available dataset which contains user
ratings and trust/distrust links between users, we utilize it to train our proposed
logistic regression model for trust and distrust prediction.

In particular, due to limited processing power and memory, we sample a
portion of the Epinions dataset. We filter out users who have rated less than
10 items and issued less than 1 trust statement. As the statistics shown in [17],
the edge signs in Epinions are overwhelmingly positive. Thus we consider two
sampling strategies to tackle with the original dataset. First, we randomly sample
8053 users as well as the user ratings and trust statements. The statistics of
the Epinions1 dataset are shown in Table 1. We compute the numbers of trust
and distrust relations each user receives and creates, and the distributions are
shown in Fig. 2. The distributions for both trust and distrust follow a power-law-
like distribution that is typical in social network. Second, we create a balanced
dataset with equal numbers of positive and negative edges as well as the user
ratings and trust statements as shown in Table 1. Note that the sampled ratings
in Epinions dataset are quite skewed, from Fig. 3 we can find that more than
80 % ratings are 5.

4.2 Methodology and Metrics

In our experiments, we perform 5-fold cross validation. In each fold, we use 80 %
of the data as the training set and the remaining 20 % as the test set. Then the
average performance will be adopted as the final results. The experiments are
1 www.trustlet.org.

www.trustlet.org
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Fig. 2. The Distributions of Indegree and Outdegree of Trust and Distrust Relations
of Epinions1.

Fig. 3. The rating distributions of Epinions1 and Epinions2 data sets.
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conducted in two steps. In step one, by applying the leave-one-out technique,
each trust/distrust is iteratively hidden whose value will be predicted by apply-
ing our proposed implicit trust inference method until all trust/distrust in the
dataset are tested. Since the Epinions1 is quite imbalanced, that is, more posi-
tive links exist than negative links. We employ three famous evaluation metrics
which are effective for imbalanced dataset: Precision, Recall and F1 score, and
the closer to 1, the better.

Precision =
TP

TP + FP
, Recall =

TP

TP + FN
, F1 = 2 · Precision · Recall

Precision + Recall
(9)

where TP, FP and FN represent true positive, false positive and false negative,
respectively. And the F1 score can be interpreted as a weighted average of the
precision and recall.

In the second step, we also apply the leave-one-out technique to evaluate the
accuracy of item predictions with the inferred trust and distrust values. Three
representative trust-aware approaches are adopted to generate recommendations:

– SocialMF, proposed by Jamali and Ester [7], considers the trust information
and propagation of trust information into the matrix factorization model for
recommender systems.

– SoReg, proposed by Ma [22], adds a social regularization term into the matrix
factorization model to control friends taste difference.

– RWD, proposed by Ma [3], incorporates explicit trust into matrix factoriza-
tion model and empirically demonstrates that distrust relations among users
are as important as the trust relations.

Since the objective of our approach is to test the rating prediction accuracy,
we use two standard metrics to measure the accuracy of various models: MAE
(Mean Absolute Error) and RMSE (Root Mean Square Error).

MAE =
1
N

N∑

r=1

|R − R̂|, RMSE =

√√√√ 1
N

N∑

r=1

(R − R̂)
2

(10)

where N denotes the number of tested ratings. R is the real rating of an item and
R̂ is the corresponding predicted rating. In general, smaller RMSE and MAE
values indicate better accuracy.

4.3 Evaluating Trust Rating Predictions

Wetrain the data of the sampled dataset by using the regularized logistic regression
algorithm2. When calculating the rating-based similarity, we set α1 = α2 = 0.5.
As to the propagated trust, the propagation distance is set to be d = 3. Intuitively,
if d is too small, few indirect trust neighbors can be reached. If d is too large, longer
2 https://github.com/quinnliu/machineLearning.

https://github.com/quinnliu/machineLearning


Implicit Trust and Distrust Prediction for Recommender Systems 195

Table 2. The coefficients of trust aspects.

Coefficients Epinions1 Epinions2

Trustor bias 4.3012 3.4049

Trustee bias 3.7417 2.9805

Similarity 1.4859 2.5689

Propagated trust 0.5228 0.0304

Trust outdegree 0.0001 0.0028

Distrust outdegree 0.0022 -0.0032

Trust indegree -0.0002 0.0044

Distrust indegree -0.0012 -0.0049

propagation path may produce less accurate trust neighbors [8]. The learned coef-
ficients of trust aspects are illustrated in Table 2.

From Table 2 we can find that the trustor bias, trustee bias and similarity are
all positively correlated with trust and are more likely to increase the probability
of trust, which can be explained that a trustworthy user would further be trusted
by more users and users with more similarity are more likely to trust each other.
Note that the propagated trust shows more positive correlation with trust in
Epinions1 than in Epinions2. It is because Epinions2 are sampled based on the
strategy of equal number of trust and distrust relationships, which is inconsis-
tent with the original structure of trust networks as shown in Fig. 2. Thus the
propagation property is not as obvious as that in Epinions1. In addition, we can
conclude from Table 2 that the impersonal features are less influential in predict-
ing trust values compared with the personal features and interpersonal features.
This could be partially explained as that trust are more likely to be generated
by personal propensities and the interactions between users.

In this section, we also give out the results of the implicit trust and distrust
prediction and investigate which aspects contribute more to the establishment
of trust. As shown in Table 3, we predict the trust values based on the learned
regression model for four scenarios: “personal”,“interpersonal”,“impersonal” and
“All”, where “All” represents the combination of all the three aspects of trust.
In both data sets, the personal aspects based method yields the best precision
results compared with others, which is consistent with the results in Table 2.
The interpersonal aspects based method performs worst in Epinions2. “All”
yields the best results in terms of recall and F1 score, as well as comparatively
better precision compared with others, which we can conclude that all these
three aspects are valuable for the implicit trust predictions. Since the aim of our
work is to investigate the effectiveness of incorporating implicit trust/distrust
in recommender systems, we don’t consider the comparison with other trust
inference methods.
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Table 3. The prediction results based on different aspects.

Aspects Epinions1 Epinions2

Precision Recall F1 Precision Recall F1

Personal 0.9241 0.9467 0.9353 0.9641 0.9467 0.9553

Interpersonal 0.9119 0.9142 0.9130 0.6185 0.6838 0.6495

Impersonal 0.9115 0.9513 0.9310 0.8249 0.9285 0.8736

All 0.9118 0.9609 0.9357 0.9605 0.9509 0.9557

4.4 Evaluating Accuracy of Item Rating Predictions

In this section, the newly generated trust values are taken as input to three rep-
resentative trust/distrust-based recommendation algorithms as shown in Fig. 1.
We investigate whether the incorporation of implicit trust could perform as well
as the explicit trust in existing recommendation methods. Therefore, we com-
pare our method with the explicit trust/distrust enhanced methods and the
conventional matrix factorization model. For MF and SocialMF, we adopt the
implementations provided by the MyMediaLite framework3. Table 4 illustrates
the comparison results on explicit trust and implicit trust. Based on the results
we can find that all implicit trust based methods outperforms the MF model.
In addition, the results of SocialMF, SoReg and RWD on implicit trust are
quite similar to the results of employing explicit trust. Note that the results of
RWD on implicit distrust are better than the results on explicit distrust. This
can be explained as our implicit trust inference method can better predict the
underlying distrust relationships between users, which further demonstrates the
effectiveness of our proposed approach.

Table 4. The comparison results based on explicit and implicit trust/distrust.

Methods Epinions1 Epinions2

RMSE MAE RMSE MAE

MF 0.5682 0.3957 0.5649 0.3934

SocialMF-explicit 0.5276 0.2894 0.5189 0.2885

SocialMF-implicit 0.5398 0.2901 0.5332 0.2953

SoReg-explicit 0.5566 0.2981 0.5452 0.2980

SoReg-implicit 0.5694 0.3000 0.5565 0.2934

RWD-explicit 0.5601 0.3102 0.5613 0.3141

RWD-implicit 0.5577 0.2976 0.5596 0.3001

3 www.mymedialite.net.

www.mymedialite.net
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5 Conclusion and Future Work

In this paper, we employed a logistic regression based classification model to pre-
dict the implicit trust/distrust relations between users. Typically, eight aspects of
trust are modeled as features to train the classification model. Then the inferred
trust/distrust relations are employed into three representative trust-based rec-
ommendation approaches to test the accuracy of item predictions. Empirical
study was conducted to evaluate the accuracy of the inferred trust and distrust
generated by our proposed approach. Real-world data sets based comparison
experimental results demonstrated the effectiveness of employing implicit trust
into three representative trust-based recommender systems when explicit trust
is unavailable.

In the future, we aim to investigate more trust aspects as features to train
the logistic regression model, such as the trust dynamicity, context-specific trust
and trust rating distribution similarity. We will also evaluate the effectiveness of
incorporating implicit trust relations into some other recommendation methods.
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Abstract. In the context of Linked Data (LD) sources, the ability to
traverse links and retrieve further information can be exploited to harvest
semantic annotations. Such annotations can, in turn, underpin the infer-
ence of semantic correspondences between sources. This paper shows that
using semantic annotations as additional evidence of equivalence between
schematic representations of LD sources can improve upon the prevalent,
purely syntactic approaches. The paper both describes the construction
of probabilistic models that yield degrees of belief on the equivalence of
the real-world concepts represented by the data and shows how these
models are crucial in underpinning a Bayesian approach to assimilat-
ing both syntactic evidence (in the form of similarity scores derived by
string-based matchers) and semantic evidence (in the form of seman-
tic annotations stemming from LD vocabularies) of equivalence. The
paper presents an empirical evaluation of the techniques described. The
main finding is confirmation that, with respect to equivalence judgements
made by human experts, the use of the contributed techniques incurs sig-
nificantly fewer discrepancies than purely syntactic approaches.

Keywords: Probabilistic matching · Bayesian updating · Linked data

1 Introduction

The Web of Data (WoD) encourages publishers to make their datasets pub-
licly available. This can lead to a great diversity of publication processes, and
inevitably means that resources from the same domain may be described in
different ways, using different terminologies. Such heterogeneous representa-
tions mean that it can be difficult to identify relationships between published
resources, where an understanding of such relationships is useful both for pro-
viding an integrated representation of the available data and for linking. Several
approaches, from schema matching [12] to ontology alignment [15], have been
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proposed for identifying such candidate relationships (e.g., equivalence). Such
techniques typically build on an aggregate of measures of syntactic relationships
(such as edit-distance or n-gram intersection) that can be used to hypothesise
equivalence. This dependency on syntactic relationships means that decisions
tend to suffer from uncertainty. In LD, the fact that resources are described
using shared ontologies presents an opportunity to bring together evidence at
both the syntactic and semantic levels, i.e., not just names but also seman-
tic annotations that characterise entities at the conceptual level. This paper
describes a Bayesian technique for combining syntactic evidence, available in
the form of similarity scores computed by string-based matchers, and semantic
evidence, available in the form of semantic annotations such as subclass of and
equivalent relations that can be formed in, or inferred from, LD ontologies.
Motivating Example. As an example, assume the existence of a LD dataset
that describes instance data about music producers, such as, solo artists and
groups like “The Beatles”. Further, assume that an RDF resource exists for “The
Beatles” stating that it is a member of the class mo:MusicGroup; rdf:type(ns1:
beatles, mo:MusicGroup) in the Music Ontology1. At the same time, some other
music provider models the same instance information about “The Beatles”
(potentially under a different URI) stating that a resource for that entity is a
member of the class foaf:Group; rdf:type(ns2:beatles, foaf:Group) using the FOAF
vocabulary2. Such a scenario is plausible on the WoD since the two resources
have been created by different, independent publishers. A system that is inter-
ested in merging the two LD datasets needs to deal with such heterogeneity in
terminologies by discovering semantic correspondences between the two datasets.

Typically, schema matching techniques utilise knowledge from a formal struc-
ture, such as an ontology description or a database schema, for deriving corre-
spondences of equivalence [2,15]. To make a decision as to the semantic equiva-
lence of the concepts MusicGroup and Group, assume an approach that applies
a set of string-based matchers (such as edit-distance and n-gram) over the local-
names of mo:MusicGroup and foaf:Group. Such algorithms typically use a sim-
ilarity score from the interval [0,1] as a confidence measure for discovered cor-
respondences. Note that, in addition to their syntactic relationship, a seman-
tic relation exists, stating that mo:MusicGroup is subsumed by foaf:Group. We
suggest that such relations can be used as additional knowledge to improve the
decision making of matching techniques beyond the use of syntactic matchers
alone.
Summary of Contributions. This paper describes a probabilistic approach
for combining evidence from syntactic matchers with semantic annotations mod-
elled as degrees of belief on the existence of semantic correspondences of equiva-
lence. The following questions motivated this study. Which semantic annotations
can be usefully be taken as additional evidence for the purposes of postulating
construct equivalence? How can we reason about syntactic and semantic evi-
dence using probabilistic models? How can we incrementally assimilate different
1 http://purl.org/ontology/mo/.
2 http://xmlns.com/foaf/0.1/.

http://purl.org/ontology/mo/
http://xmlns.com/foaf/0.1/
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kinds of evidence? In seeking solutions to these questions, this paper contributes
the following: (a) a methodology that uses kernel density estimation for deriv-
ing likelihoods from similarity scores computed by string-based matchers; (b)
a methodology for deriving likelihoods from semantic relations (e.g., rdfs: sub-
ClassOf, owl:equivalentClass) that are retrieved by dereferencing URIs in LD
ontologies; (c) a methodology for aggregating evidence of conceptual construct
equivalence from both string-based matchers and semantic annotations; and (d)
an empirical evaluation of our approach grounded on the judgements of experts
in response to the same kinds of evidence.

The remainder of the paper is structured as follows. Section 2 presents an
overview of the developed solution. Section 3 describes the methodology used for
deriving probability distributions over similarity scores from string-based match-
ers, along with a methodology for deriving likelihoods from semantic knowledge
defined in LD ontologies. Bayesian updating, as a technique for the incremental
assimilation of evidence, is introduced in Sect. 4. Section 5 presents an empirical
evaluation of the methodology complemented by a discussion of results. Section 6
reviews related work, and Sect. 7 concludes.

2 Overview of Solution

Given a conceptual description of a source and a target LD dataset, denoted
by S and T , respectively, a semantic correspondence of equivalence is a triple
〈cS , cT , P (cS ≡ cT |E)〉, where cS ∈ S and cT ∈ T are constructs (i.e., Classes)
from the datasets, and P (cS ≡ cT |E) is the conditional probability representing
the degree of belief (from now on referred to as dob) in the equivalence (≡) of
the constructs given the pieces of evidence (e1, ..., en) ∈ E. Section 4 describes
in detail how to compute the conditional probability using Bayes’ theorem. Our
approach distinguishes two types of knowledge: (a) syntactic knowledge, in the
form of strings that are local-names of resources’ URIs; and (b) semantic knowl-
edge, such as structural relations between entities, either internal to a vocabulary
or across different LD vocabularies, e.g., relations such as subclass of and equiv-
alence. Table 1 summarises the types of knowledge construed by our approach as
sources of evidence. The set TE is the set of all semantic annotations we consider
as evidence, where the subsets EE and NE comprise the assertions that can be
construed as direct evidence of equivalence and non-equivalence, respectively.

To collect syntactic evidence (represented by the set LE), given two sources,
our approach extracts local-names from the URIs of every pair of constructs
〈cs, ct〉 and then derives their pair-wise string-based similarity. Two string-based
metrics are used, viz., edit-distance (denoted by ed) and n-gram (denoted by
ng) [15]. Section 3.1 elaborates on how probability distributions can be con-
structed for each matcher. To collect semantic evidence, our approach derefer-
ences URIs to get access to annotations from the vocabularies that define the
resource. For example, the subsumption relation cS � cT is taken as seman-
tic evidence. Section 3.2 elaborates on an approach to constructing probability
distributions for each kind of semantic evidence in RDFS/OWL vocabularies.
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Table 1. Syntactic and semantic evidence utilised by the technique.

Type ID Description Evidence rule

Syntactic evidence (LE) - SLN similar-local-name string similarity(cT , cS)

Semantic evidence (TE) SU same-URI string equality(URIS , URIT )

- SB subsumed-by cS � cT

EE SA same-as owl:sameAs(cS , cT )

EC equivalent-class owl:equivalentClass(cS , cT )

EM exact-match skos:exactMatch(cS , cT )

NE DF different-from owl:differentFrom(cS , cT )

DW disjoint-with owl:disjointWith(cS , cT )

3 Constructing Likelihoods for Evidence

To assimilate different kinds of evidence, some bootstrapping is needed that
will allow the computation of the likelihoods necessary for the calculation of
a dob on construct equivalence, as captured by the posterior P (cS ≡ cT |E)
given both syntactic and semantic evidence. This section describes a principled
methodology for constructing probability distributions from similarity scores
returned by string-based matchers, as well as a procedure for deriving likelihoods
for each type of semantic evidence in Table 1.

3.1 Similarity Scores to Degrees of Belief

We call syntactic evidence the likelihoods derived from similarity scores pro-
duced by string-based matchers. We study the behaviour of each matcher (in
our case ed and ng) to derive these likelihoods as follows:

1. From the datasets made available by the Ontology Alignment Evaluation
Initiative (OAEI)3, we observed the available ground truth on whether a pair
of local-names, denoted by (n, n′), aligns.

2. We assume the existence of a continuous random variable, X, in the bounded
domain [0,1], for the similarity scores returned by each matcher μ, where
μ ∈ ed, ng. Our objective is to model the behaviour of each matcher in terms
of a probability density function (PDF) f(x) over the similarity scores it
returns (we refer to them as observations).

3. To empirically approximate f(x) for each matcher we proceed as follows:
(a) We ran each matcher μ independently over the set of all local-name pairs

(n, n′) obtained from (1).
(b) For each pair of local-names, we observed the independent similarity

scores returned by the matcher when (n, n′) agrees with the ground truth.
These are the set of observations (x1, ..., xi) from which we estimate f(x)
for the equivalent case.

3 http://oaei.ontologymatching.org.

http://oaei.ontologymatching.org
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4. The observations x1, ..., xi obtained are used as inputs to the non-parametric
technique known as kernel density estimation (KDE) (using a Gaussian ker-
nel4) [3] whose output is an approximation f̂(x) for both ed and ng for both
the equivalent and non-equivalent cases.

We interpret the outcome of applying such a PDF to syntactic evidence as the
likelihood of that evidence. More formally, and as an example, PDF≡

ed
(ed(n, n′))

= P (ed(n, n′)|cS ≡ cT ), i.e., given a pair of local-names (n, n′) the PDF for the ed
matcher in the equivalent case PDF≡

ed
yields the likelihood that the similarity

score ed(n, n′) expresses the equivalence of the pair of concepts (cS , cT ) that
(n, n′), resp., denote. Correspondingly, for the non-equivalent case, and for ng in
both the equivalent and non-equivalent cases (Fig. 1).

The probability distributions derived by this process are shown in Fig. 2(a)
and (b) for ed and in Fig. 2(c) and (d) for ng. The procedure described can be
used to study the behaviour of any matcher that returns similarity scores in the
interval [0, 1]. Note that the PDFs obtained by the method above are derive-
once, apply-many constructs. Assuming that the sample set used for training
remains representative, and given that the behaviour of matchers ed and ng is
fixed and deterministic, the PDFs need not be recomputed.

3.2 Semantic Evidence to Degrees of Belief

We call semantic evidence the likelihoods derived from semantic annotations
obtained from the WoD. We first retrieved the semantic annotations summarised
in Table 1. The set TE is the set of all such evidence, TE = {SU, SB, SA,
EC, EM, DF, DW}. We formed the subsets EE ⊂ TE = {SA, EC, EM} and
NE ⊂ TE = {DF, DW} comprising assertions that can be construed as direct
evidence of equivalence and non-equivalence, respectively.

To derive probability distributions for semantic evidence, we proceeded as
follows:

1. We assume the existence of a Boolean random variable, for each type of
semantic evidence in Table 1, with domain {true, false}.

2. Using the vocabularies available in the Linked Open Vocabularies (LOV)5

collection.
(a) We collected and counted pairs of classes and properties that share direct

or indirect assertions of equivalence or non-equivalence for all the asser-
tions in TE and NE using SPARQL queries. For example:

4 Gaussian kernel was used due to its mathematical convenience. Note that any kernel
other than Gaussian can be applied, however, the shape of the distribution may
differ depending on the kernel characteristics.

5 http://lov.okfn.org/dataset/lov/.

http://lov.okfn.org/dataset/lov/.
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SELECT DISTINCT ?elem1 ? elem2
WHERE {

{? elem1 a rd f s : Class .} UNION {? elem1 a owl : Class .}
? elem1 ?p ? elem2 .
FILTER (?p = owl : equ iva l en tC la s s && ! i sBlank (? elem2 ) )}

(b) From the set of pairs derived by the assertions in TE and NE, we
counted assertions that can be construed as evidence of equivalence or
non-equivalence for each pair, grouping such counts by kind of assertion
(e.g., subsumed-by (SB), etc.)

3. We used the sets of counts obtained in the previous step to build contingency
tables (e.g., see Table 2) from which we can directly derive the probabil-
ity mass functions (PMFs) for each kind of semantic evidence for both the
equivalence and non-equivalent cases.
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(a) Edit-distance matcher behaviour
(equivalent case).
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(b) Edit-distance matcher behaviour
(non-equivalent case).
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(c) N-gram matcher behaviour
(equivalent case).
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(d) N-gram matcher behaviour
(non-equivalent case).

Fig. 1. Illustration of probability distributions for each matcher over [0, 1].

The PMFs obtained through the steps above are also derive-once, apply-many
constructs, but since the vocabulary collection from which we draw our sample
is dynamic, we might wish to view them as derive-seldom, apply-often.
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Table 2. Example of a contingency table. The likelihood P (EC(n, n′)|cS ≡ cT ) is
estimated by the fraction 305/396.

Contingency table Semantic evidence

EC ¬EC Total

cS ≡ cT 305 91 396

cS �≡ cT 0 2552 2552

Total 305 2643 2948

We interpret the outcome of applying such a PMF to semantic evi-
dence as the likelihood of that evidence. More formally, and as an example,
PMF ≡

EC
(EC(u, u′)) = P (EC(u, u′)|cS ≡ cT ), i.e., given the existence of an asser-

tion that a pair of URIs (u, u′) have an equivalence relation, the probability
mass function for this kind of assertion in the equivalent case PMF ≡

EC
yields

the likelihood that the assertion EC(u, u′) expresses the equivalence on the pair
of constructs (cS , cT ) that (u, u′), resp., denote. Correspondingly, for the non-
equivalence case and for all other kinds of semantic evidence (e.g., SB, etc.) in
both the equivalent and non-equivalent cases.

4 Assimilating Evidence Using Bayesian Updating

The purpose of deriving likelihood models as described in Sect. 3 is to enable
the evidence to be combined in a systematic way using Bayesian updating. The
procedure for doing so is now described, where the benefits of the procedure are
discussed in Sect. 5.

We denote with S and T , resp., the structural summaries (an ontology or a
structural summary derived by an approach like [4]) that describe the structure
of a source and a target LD source over which we wish to discover semantic
correspondences. Given a pair of constructs cS ∈ S and cT ∈ T our objective is
to derive a dob on the postulated equivalence of a pair of constructs (denoted
by H), given pieces of evidence e1, ..., en ∈ E. To reason over our hypothesis,
we model it as a conditional probability P (H|E) and apply Bayes’ theorem to
make judgements on the equivalence of two constructs. In its simplest form,
Bayes’ theorem states that6,

P (H|E) =
P (E|H) P (H)

P (E)
. (1)

Our hypothesis can take one of two states: P (H) = {P (cS ≡ cT ), P (cS �≡
cT )}, i.e., it is a Boolean hypothesis. The prior probability, e.g., P (H) = P (cS ≡
6 Informally, the theorem states that the hypothesis given the evidence (so called

posterior) is equal to the ratio between the product of the dob in the evidence given
the hypothesis (what we called likelihood in Sect. 3) and the dob in the hypothesis
(so called prior) divided by the dob in the evidence.
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cT ), is the dob in the absence of any other piece of evidence (we assume a uni-
form distribution). Thus, for the two possible outcomes our hypothesis can take,
N = 2, the prior probability that one of the outcomes is observed is given by
1/N . The probability of the evidence, P (E), can be expressed using the law
of total probability [9], i.e., P (E) = P (E|cS ≡ cT ) P (cS ≡ cT ) + P (E|cS �≡
cT ) P (cS �≡ cT ). To use Bayes’ theorem for deriving a dob on the hypothe-
sis given the available evidence, it is essential to estimate the likelihoods for
each evidence: (i.e., P (E|cS ≡ cT ), and, P (E|cS �≡ cT )). For semantic evi-
dence, the likelihoods are estimated from the contingency tables constructed in
Sect. 3.2. For continuous values, like similarity scores, the constructed PDFs for
each matcher from Sect. 3.1 are used to estimate the conditional probabilities
for the likelihoods. To determine these likelihoods, we integrate the PDF over a

finite region [a, b], namely P (a ≤ X ≤ b) =
b∫
a

f(x) dx, where the density f(x) is

computed using KDE with a Gaussian kernel.
The idea behindBayesian updating [16], is that once the posterior e.g., P (cS ≡

cT |E) is computed for some evidence, e1 ∈ E, a new piece of evidence e2 ∈ E,
leads us to compute the impact of e2 by taking the previously computed posterior
as the new prior. Given the ability to compute likelihoods for both syntactic and
semantic evidence, we can use Bayesian updating to compute a dob on the equiv-
alence of (pairs of constructs in) two structural summaries S and T . To demon-
strate this with a concrete example, let P (e1,...,e

′
n) denote the dob that results from

having assimilated the evidence sequence (e1, ..., en). The initial prior is therefore
denoted by P (), and if (e1, ..., en) is the complete evidence sequence available, then
P (e1,...,e

′
n) is the final posterior. We proceed as follows:

i. We set the initial prior according to the principle of indifference between the
hypothesis that P (cS ≡ cT ) and its negation, so P () = 0.5.

ii. We collect the local-name pairs from the structural summaries S and T .
iii. We run ed on the local-name pairs and, using the probability distributions

derived using the methodology described above (Sect. 3.1), compute the likeli-
hoods for each pair and use Bayes’ rule to calculate the initial posterior P (ed).

iv. We run ng on the local-name pairs and, using the probability distributions
derived using the methodology described above (Sect. 3.1), compute the like-
lihoods for each pair and use Bayes’ rule to calculate the next posterior
P (ed,ng). Note that this is the dob given the syntactic evidence alone, which
we denote more generally by P (syn).

v. To get access to semantic annotations that span a variety of LD ontolo-
gies, we dereference every URI in S and T to collect the available semantic
annotations e.g., SB(cS ⊆ cT ).

vi. Using the methodology described above (Sect. 3.2), we compute, one at a
time, the likelihoods for the available semantic evidence, each time using
Bayes’ rule to calculate the next posterior (e.g., P (ed,ng,SB,...)), so that once
all the available semantic evidence is assimilated, the final posterior, which
we denote more generally by P (syn,sem), is the dob on cS ≡ cT , where,
cS ∈ S ∧ cT ∈ T .
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Before carrying out the empirical evaluation of this approach using syntactic
and semantic evidence described in Sect. 5, we studied analytically, using Bayes’s
theorem, the effect of each piece of evidence independently. Given a series of ini-
tial prior probabilities in the range of [0, 1] and the evidence likelihoods (see
Sect. 3) we computed the posterior probabilities given each piece of evidence.
Figure 2(a) and (b) show how the posteriors P (cs ≡ ct|ed(cs, ct) = s), and,
P (cs ≡ ct|ng(cs, ct) = s), resp., are updated when the available evidence is sim-
ilarity scores computed by the string-based matchers ed and ng. As an example,
consider Fig. 2(a), and assume that we are given a prior probability of x = 0.5
and a similarity score that is y < 0.5, ed will cause the updated posterior prob-
ability to fall relatively more. In this case, if the similarity score is y = 0.2, the
posterior probability drops to z = 0.2. In the case of ng, using identical values
as previously, the posterior probability drops to z = 0.36, which means that ng
causes a small decrease in the posterior. In a similar fashion, the independent
behaviours of different kinds of semantic evidence have been studied. For exam-
ple, Fig. 2(c) shows how the posterior is updated when there is direct evidence
that a pair of classes stand in a subsumption relationship (i.e., SB). A subsump-
tion relation may indicate that the constructs are more likely to be related than
to be disjoint and a low prior is therefore increased. Similarly, Fig. 2(d) shows
how the posterior is affected when a pair of constructs stand in an equivalence
relation (i.e., EC). This is considered enough evidence to significantly increase a
low prior to close to 1; meaning that constructs are more probably equivalent
than if that evidence had not been available.

Having observed how different posterior probabilities are updated in the pres-
ence of individual pieces of evidence, in Sect. 5 we empirically assess whether the
incorporation of semantic evidence from LD ontologies can improve on construct
equivalence judgements obtained through syntactic matching alone.

5 Experimental Evaluation

The evaluation of our approach was based on the idea of emulating the construct
equivalence judgements produced by human experts in the presence of different
kinds of syntactic and semantic evidence7. The judgements derived from experts
are then compared with the judgements derived by the Bayesian updating app-
roach discussed in Sects. 3 and 4. This section describes an experimental scenario
that has a twofold purpose: (a) to compare how well the Bayesian assimilation of
syntactic evidence alone performs against the aggregation of syntactic evidence
followed by a predefined function, specifically average (AVG) which is commonly
used in existing matching systems [2,15], and (b) to observe empirically whether
the incorporation of semantic evidence can improve on construct equivalence
judgements obtained through syntactic matching alone.
7 The survey was distributed and completed by 15 human participants all experts in

solving data integration tasks, such as schema matching and mapping.
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(a) Edit-distance matcher.
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(b) N-gram matcher.
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(c) Evidence for subsumption.
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(d) Evidence of equivalence.

Fig. 2. Effect on the posterior probabilities using particular evidence on different prior
probabilities.

5.1 Experimental Setup

To evaluate the application of Bayes’s theorem for assimilating different kinds
of evidence, the experimental evaluation was grounded on the rational deci-
sions made by human experts on data integration and ontology alignment when
judging whether a pair of constructs is postulated to be equivalent given both
syntactic and semantic evidence as construed in this paper. For the purposes
of the experiment, a set of pairs of constructs from different LD ontologies was
collected, making sure that different combinations of syntactic and semantic
evidence (as in Table 1) were present or absent. To obtain testimonies from the
human experts, a survey was designed based on the collected set of pairs of con-
structs, asking the experts to make judgements on the equivalence of such pairs.
Testimonies have been recorded on a discretisation scale [5], as follows: {Definitely
equivalent} mapped to a dob of 1.0; {Tending towards being equivalent} mapped to
a dob of 0.75; {Do not know} mapped to a dob of 0.5; {Tending towards being not-
equivalent} mapped to a dob of 0.25; and {Definitely not-equivalent} mapped to a
dob of 0. By observing different pairs of constructs from real ontologies, approx-
imately 40 common combinations of syntactic and semantic evidence have been
identified. For each combination, a question was designed to obtain individual
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testimonies from each responder. Individual testimonies from each question were
aggregated using a weighted average, based on the confidence assigned to each
item [5]. The aggregated degrees of belief obtained from the survey are treated
as an approximation of the experts’ confidence on construct equivalence given
certain pieces of syntactic and semantic evidence and act as a gold standard.
Datasets. For the purposes of the experiment, the Bayesian technique was evalu-
ated over the class hierarchies of ontologies made available by the OAEI - Confer-
ence track, which have been designed independently by different processes but all
belonging to the domain of conference organisation. Note also that these ontologies
share no semantic relations between them. Since our technique assumes such rela-
tions for use as semantic evidence, we made some of these cross-ontology semantic
relations explicit using BLOOMS8; a system for discovering rdfs:subClassOf and
owl:equivalentClass relations between LD ontologies [7]. We note that the contri-
butions reported in this paper are independent of BLOOMS, in that they can be
used regardless of the sources of semantic annotations. We found that the LOD
cloud at the conceptual level still lacks the abundance of cross-ontology links that,
most agree, will one day characterise the SW. We have therefore used BLOOMS to
induce somemore cross-ontology links in a principledmanner. The results reported
in this paper consider a single pair of ontologies from the conference track, viz.,
ekaw (denoted by S) and conference (denoted by T ).
Expectation Matrix. Given a pair of classes from the class hierarchies of
the input ontologies and given the available kinds of evidence, both syntactic
and semantic, a dob was assigned for each pair on the basis of the experts’
testimonies. More formally, we constructed a n × m structure referred to from
now on as the expectation matrix and denoted as Mexp, where n = |S| and
m = |T |. The element ejk in the jth row and the kth column of Mexp denotes
the dob derived from the expert survey between the jth construct in S and the
kth construct in T according to the pieces of evidence present or absent.
Evaluation Metric. Let p1, p2, ..., pn be the degrees of belief derived for each
pair of classes from the ontologies by either the average aggregated scheme or the
Bayesian assimilation, and a1, a2, ..., an be the corresponding degrees of belief in
the expectation matrix just described. We compute the mean-absolute error,
MAE = (|p1 − a1| + ... + |pi − ai|) ÷ n where |p1 − a1| is an individual error of
a pair and n is the total number of such errors.

5.2 Evaluation Methodology

Traditional matching approaches (e.g., COMA [1]) exploit different pieces of evi-
dence, mostly from string-based matchers, to assess the similarity between con-
structs in ontologies or in database schemas. Such approaches combine similarity
scores computed independently, typically using averages. For this evaluation the
antagonist to our Bayesian approach is considered a process that independently
runs matchers ng and ed on the local-names of classes from ontologies S and T ,
8 BLOOMS was configured with a high threshold, viz., > 0.8..
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and produces an average of the similarity scores. The aggregated result of this
computation is a matrix Mavg. The next step is to measure how close the derived
predictions are to the degrees of belief obtained by the experts’ testimonies. In
doing so, we used MAE as the performance measure since it does not exaggerate
the effect of outliers [6]. The result from computing the error between Mavg and
the expectation matrix Mexp is denoted by δavg.

Similarly, the Bayesian assimilation technique (as described in Sect. 4) was
used (instead of an average) to assimilate the evidence computed by the string-
based matchers on pairs of local-names. The result of this computation is a matrix
Msyn, where n = |S| and m = |T |. The element ejk in the jth row and the kth
column of Msyn denotes the posterior probability P (syn) between the jth class in S
and the kth class in T according to the syntactic evidence derived from the string-
based matchers ed and ng. The next step is to measure how close the predictions
from Msyn are to the expectation matrix Mexp. The result is denoted by δsyn.

To assess whether semantic evidence can improve on construct equivalence
judgements that use averaging alone to aggregate syntactic evidence, we first
used BLOOMS [7] to make explicit the cross-ontology semantic relations and
used this as semantic evidence. In the light of this new evidence, the Bayesian
assimilation technique updates the posterior probabilities P (syn) for each pair of
classes in Msyn accordingly. The result of this process is a new matrix Msyn,sem

with the same dimensions as Msyn, where, the posterior probabilities for the
elements ejk reflect both syntactic and semantic evidence, P (syn,sem). Again we
denote by δsyn,sem the error calculated between Msyn,sem and the expectation
matrix Mexp. Finally, to complete the evaluation, the individual absolute errors
used for the calculation of δavg, δsyn, and δsyn,sem have been examined. The
results of the evaluation are now discussed.

5.3 Results and Discussion

Exp. 1: AVG scheme vs. Bayesian Syntactic. The MAE error computed for the
average aggregation scheme against the expectation matrix was δavg = 0.1079
whereas the error as a result of assimilating syntactic evidence using the Bayesian
technique was δsyn = 0.0698. The difference of 0.0381 between the two errors
can be expressed in percentage terms as 35.32%. To further understand the
difference in errors, we measured the individual absolute errors that fall into each
of four regions of interest as these are shown in Fig. 3(a). They correspond to
the following minimum bounding rectangles, resp., Region 1 lies below the y = x
error line where AVG error >> Bayesian error and is the rectangle defined by
y = 0.2; Region 2 lies above the y = x error line where AVG error << Bayesian
error and is the rectangle defined by x = 0.2; Region 3 lies below the y = x error
line where AVG error > Bayesian error and is the rectangle defined by y > 0.2;
and Region 4 lies above the y = x error line where AVG error < Bayesian error
and is the rectangle defined by x > 0.2. We note that the larger the cardinality
of Region 1, the more significant is the impact of using semantic annotations as
we propose.
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Table 3. AVG scheme vs. Bayesian
syntactic.

No. Region Count Perc. (%)

1 Ravg>>Bsyn 3833 87.49

2 Ravg<<Bsyn 215 4.90

3 Ravg>Bsyn 31 0.70

4 Ravg<Bsyn 302 6.89

Table 4. AVG scheme vs. Bayesian
syntactic & semantic.

No. Region Count Perc. (%)

1 Ravg>>Bsyn,sem 125 71.43

2 Ravg<<Bsyn,sem 43 24.57

3 Ravg>Bsyn,sem 2 1.14

4 Ravg<Bsyn,sem 5 2.85

Table 5. Bayesian syntactic vs. Bayesian syntactic & semantic.

No. Region Count Perc. (%)

1 RBsyn>>Bsyn,sem 124 89.21

2 RBsyn<<Bsyn,sem 9 6.48

3 RBsyn>Bsyn,sem 5 3.60

4 RBsyn<Bsyn,sem 1 0.72

For the traditional aggregation scheme that produced Mavg we counted 3833
matches with individual errors greater than the analogous individual errors
derived by the Bayesian technique that produced Msyn. The use of Bayesian
aggregation significantly outperformed (i.e., has smaller individual errors than)
the use of AVG aggregation scheme for 87.49% of the total. Table 3 summarises
the results for each region showing how many individual errors are located in
each of the regions of interest in both absolute terms and relative to the total.

Exp. 2: AVG scheme vs. Bayesian Syn. & Sem. To evaluate our hypoth-
esis whether semantic annotations can improve outcomes we compared the
aggregated errors denoted by δavg and δsyn,sem. The mean absolute error
δsyn,sem = 0.1259 is lower than δavg = 0.1942 with a difference of 0.0683 or
35.15%. Figure 3(b) plots the individual errors for pairs of classes that have
some semantic relation between them. We are interested on cases where the
individual errors for the Bayesian technique are smaller than the AVG scheme.
In particular, the points that lie mostly between 0.1 and 0.3 on the x-axis and
below the y = x error line. For 71.43% of the total matches that have some
semantic evidence the Bayesian technique produces results closer to the testi-
monies, with individual errors that mostly lie in that region. Table 4 summarises
the results for each region showing how many individual errors are located in
each of the regions of interest in both absolute terms and relative to the total.

Exp. 3: Bayesian Syn. vs. Bayesian Syn. & Sem. Similarly to Exp.2, we com-
pared the aggregated errors denoted by δsyn and δsyn,sem considering only indi-
vidual errors that have some semantic evidence. Again in this case δsyn,sem =
0.1259 is closer to the expectation matrix than δsyn = 0.2768 with a difference
of 0.1509 or 54.5%. The results of this experiment are summarised in Table 5.
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The points of interest in this experiment are the ones where the individual errors
for Bsyn,sem, that considers both syntactic and semantic evidence, are smaller
than Bsyn. For 89.21% of the total matches discovered, that have some semantic
evidence, Bsyn,sem outperforms the configuration of the Bayesian scheme that
utilises syntactic evidence alone, i.e., Bsyn.
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Fig. 3. (a) Shows the regions of interest, (b) Individual errors Bayesian against AVG
scheme.

Overall, the experimental evaluation showed that the Bayesian assimilation
of syntactic and semantic evidence delivers, in most cases better judgements
of construct equivalence than the use of syntactic matchers alone i.e., than the
state-of-the-art in matching. The aim of the experiment was to evaluate the
Bayesian approach on how well it performed on aggregating different pieces of
syntactic and semantic evidence against AVG a common aggregation strategy
used in traditional matching approaches. Alignments provided by the OAEI
group are tailored towards evaluating approaches that make classification deci-
sions for discovering ontology alignments and are not suitable for judging indi-
vidual aggregated confidence degrees of belief derived by the approaches. To the
best of our knowledge there are no established benchmarks for doing so. There-
fore, we consulted human experts for the construction of the baseline used for
the evaluation.

6 Related Work

A variety of strategies have been proposed in the literature for solving the prob-
lem of combining different pieces of evidence about matches, some examples
are: average, weighted average, min, max and sigmoid functions [10]. However,
it falls on users to tune or select the appropriate aggregation method manu-
ally according to the problem in hand. In contrast, the Bayesian assimilation of
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evidence technique can be used as an alternative aggregation strategy for assim-
ilating any piece of evidence, complementing typical aggregation strategies used
by state-of-the-art schema and ontology matching systems [2,12,15]. When the
appropriate probability distributions are made available, the approach presented
in this paper can be used as a generic aggregation strategy that is not tied to
any specific domain. Sabou et al. [13] presented an ontology matching paradigm
that makes use of additional external background knowledge that is made avail-
able from ontologies from the Semantic Web. The proposal in our paper makes
use of additional semantic annotations from LD ontologies as evidence with the
aim of improving the decision making of different matchers that mostly work
on syntax. In another note, approaches for discovering semantic relations from
ontologies e.g., [14] can be used to provide input to our Bayesian approaches to
further improve the accuracy, thus improving the decision making of matching
approaches. The uncertainty in the decisions made by different matchers has
also been observed in [8], where a similarity matrix that describes the outcome
of some matcher is modelled as two probability distributions. An alternative sta-
tistical analysis is used to model the similarity scores distribution returned by
each matcher that uses the parametric beta-distribution to estimate the under-
lying probability. The proposal in our paper, however, makes no assumptions
about the shape or parameters of the underlying distribution, and uses a non-
parametric statistical analysis technique, based on kernel density estimation, to
approximate the probability distributions for each matcher using the sampled
data.

7 Conclusions

The WoD can be seen as vibrant but challenging: vibrant because there are
numerous publishers making valuable data sets aware for public use; challenging
because of inconsistent practises and terminologies in a setting that is something
of a free-for-all. In this context, it is perhaps easier to be a publisher than
a consumer. As a result, there is a need for tools and techniques to support
effective analysis, linking and integration in the web of data [11]. The challenging
environment means: (i) that there are many different sources of evidence on
which to build; (ii) that there is a need to make the most of the available evidence;
and (iii) that it is not necessarily easy to do (ii). This paper has described a
well-founded approach to combining multiple sources of evidence of relevance
to matching, namely syntactic matchers and semantic annotations. The findings
from the empirical evaluation suggested that the Bayesian aggregation scheme
has let to improved decision making of close to 90% of the total matches when
assimilating just syntactic evidence, and the confidence of close to 70% of the
matches that had some semantic evidence has been improved in the light of
available semantic evidence. Overall, the suggested approach can be used as a
generic methodology for assimilating different kinds of evidence as they become
available, or as a method that complements existing aggregation strategies for
matching systems.
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Abstract. A location-aware publish/subscribe (pub/sub) system is gain-
ing more and more interest in both industry and academia with the rapid
progress of mobile Internet and the rising popularity of smart-phones.
Nowadays, with the booming of E-commerce, Object-to-Object (OTO)
services are gaining more and more popularity, which results in mil-
lions of products with different structured descriptions and locations.
To meet this requirement, a pub/sub system should handle subscrip-
tions with location-aware boolean expressions to present users’ interests.
In this paper, we propose an efficient location-aware pub/sub index for
boolean expressions, called RP-trees. RP-trees integrates an R-tree index
and a boolean expression index together, can efficiently and simultane-
ously prune boolean expressions and spatial dimensions. Our experimen-
tal results show that RP-trees achieves better performance on both a
synthetic dataset and a real-world dataset.

Keywords: Location-aware pub/sub · Boolean expression · OTO

1 Introduction

With the rapid progress of mobile Internet and the growing popularity of smart-
phones equipped with GPS, the location-aware pub/sub have recently attracted
significant attention from both industrial and academic communities [2,5–7,16,
17]. The subscribers subscribe their interests as subscriptions while a publisher
publishes messages as events which are delivered to subscribers whose interests
are matched with the messages. Location-aware pub/sub systems can be applied
in many real-world domains, such as Groupon, Twitter and Foursquare. Existing
location-based pub/sub systems [6,11] can support subscriptions with textual
descriptions well. Users on Twitter can register their interests with a textual
descriptions and a spatial constraint (e.g.,“Fresh seafood”,“distance � 3 km”).
For each tweet with textual description and location information (e.g.,“Newly
stocked seafood: crayfish”,“31.129025, 120.468226”), the system has to ensure

c© Springer International Publishing Switzerland 2015
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a timely delivery of textual and spatial matching events to the corresponding
subscribers.

However, thanks to the booming of e-commerce and mobile Internet. OTO
services are gaining more and more popularity, which bring millions of products
with many different attributes, values and geo-locations. This leads to a require-
ment for structuring descriptions to capture such information. Existing unstruc-
tured pub/sub works [2,5,6,17] using textual descriptions cannot accurately rep-
resent users interests. Existing structured pub/sub works [4,7,12,13,15] using
boolean expressions cannot efficiently process spatial constraints. To meet this
requirement, we model a new location-aware structured pub/sub problem in
which subscriptions are represented by a combination of boolean expressions
and spatial information. To explain this, we have the following example as a
working scenario.

We can model services or products in an OTO platform like Groupon1 as
events and their users as subscribers. Users register their interested regions,
attributes and values of products as subscriptions. As the Fig. 1 shows, a sub-
scription {(B = 3 ∧ A ∈ (3, 2, 5) ∧ C � 2), R1} is a combination of a boolean
expression and a spatial constraint. A product is represented by a list of attribute-
value pairs with a spatial point {(A = 3 ∧ B = 3 ∧ C = 5), P1}. Users will be
notified when a new inserted product matches their subscriptions.

Fig. 1. An example of subscriptions and events

In the following, we present two real-world applications for which a location-
aware pub/sub with boolean expression system may benefit.

– City-wide online trading OTO platforms, such as 58 city2, have a large amount
of products with multi-attributes and geo-locations. Location information to

1 http://www.groupon.com.
2 http://www.58.com.

http://www.groupon.com
http://www.58.com
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users is important since users on this online platform tend to trade in a nearby
area. A traditional way for users is searching in the system and making a choice
from a great number of products. It is obvious that a location-aware pub/sub
system may improve the service quality for users. After users register their
interests and regions in this system, they can receive a timely notification
when a match occurs.

– Group-buying platforms such as LivingSocial3 and RetailMenot4 have the
location-aware pub/sub gene in nature. Customers in a Group-buying system
can register their interests in the form of boolean expressions and a location
constraint. When new products are continually being inserted, customers can
receive products information timely instead of repeatedly searching the system
to find their interested products.

There are several challenges in location-aware boolean expression pub/sub.
First, it needs to handle millions of boolean expressions with a large amount
of attributes and values. Second, when a spatial constraint is added to sub-
scriptions, its computation cost in both indexing and matching becomes rather
larger. Third, its matching process must be efficient enough to ensure a high event
arrival rate. Thus, more efficient filtering techniques that support location-based
pub/sub with boolean expressions are necessary.

To improve the indexing efficiency, we propose a two-step partitioning R-tree
based index structure (called RP-trees since then). In its first step, we partition
subscriptions according to their sizes (number of predicates in a subscription). In
its second step, we select the most representative attribute of each subscription,
and group subscriptions with the same size and the same selected attribute
together. To index the spatial constraints, we build an R-tree for each group
of subscriptions. Our experiments on large synthetic datasets and real-world
datasets show that our method achieves higher performance.

To summarize, we make the following contributions.

– We propose a new problem, i.e. location-aware pub/sub with boolean expres-
sions.

– We propose a new index structure RP-trees,which can efficiently index
location-aware boolean expressions.

– We conduct experiments on a synthetic dataset and a real-world dataset to
evaluate the efficiency of our proposed index structure RP-trees.

The remaining of this paper is organized as follows. We formalize the prob-
lem in Sect. 2. In Sect. 3, we review related works on the pub/sub system. In
Sect. 4, we propose two preliminary solutions by extending a well-known exist-
ing solution as baselines for comparisons. In Sect. 5, we propose an RP-trees
index and present its corresponding index construction algorithm. In Sect. 6, we
present our subscription matching algorithm. Extensive experiments results are
reported in Sect. 7, and we conclude this paper in Sect. 8.
3 http://www.livingsocial.com.
4 http://www.retailmenot.com.

http://www.livingsocial.com
http://www.retailmenot.com
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2 Problem Formulation

In a location-aware pub/sub system, subscribers register their interests as sub-
scriptions. A subscription includes a boolean expression and a spatial region,
denoted by s= (B, R).

A boolean expression is a combination of predicates in Conjunctive Normal
Form. A predict contains three elements: an attribute denoted by A, an operator
denoted by fop and a value denoted by v. That is, P(A,fop,v) denotes a predi-
cate. We can support six operators (=, �,�, <,>,∈) in this paper. A boolean
expression of a subscription s is modeled as follows:

s.B : P1(x) ∧ P2(x) ∧ P3(x) ∧ ... ∧ Pm(x)

Thus, a subscription s is modeled over a boolean expression and a spatial
constraint as follows:

s : {P1(x) ∧ P2(x) ∧ P3(x) ∧ ... ∧ Pm(x), Region}

An information publisher publishes an event e that contains a collection of
value-pairs denoted as e.V and a geo-position denoted as e.P . e.V is represented
in the form of conjunction of equality predicates and the size of e.V is the number
of value-pairs denoted by m. Thus, an event can be denoted as follows:

e : {(A1 = v1) ∧ (A2 = v2) ∧ (A3 = v3) ∧ ... ∧ Am = vm, Point}

Definition 1. Predicate Match
A value-pair appears in e.V is denoted by Vn,Vn.A donates the attribute of

the value-pair and Vn.V denotes the value. For a predicate Pm appears in a
subscription, we said that there is a predicate match if Pm(Vn.A,fop,Vn.V ) = true.

Definition 2. Boolean Expression Match
A boolean expression s.B is said to match a collection of value-pairs e.V if

each of the predicates in s.B has a match in e.V.

Definition 3. Subscription Match
Given a collection of subscriptions S = {s1, s2...sm}, each subscription has a

boolean expression and a spatial constraint denoted by s.B and s.R respectively.
For each event e in an event stream with a collection of value-pairs and a point
message e.V and e.P , we said that si ∈ S match e if (si.R ∩ e.P ) �= ∅ and si.B
matches e.V .

Let us revisit the example we mentioned before in Fig. 1. There are 8 sub-
scriptions and 2 events and their locations. For the event E1 = {(A = 3 ∧ B =
3 ∧ C = 5), P1}, the subscription S1 matches E1. However, the subscription S4

doesn’t match E1 as there is no value-pair in E1 that matches the predicate
G � 4. The subscription S8 is not an answer either, as its region R8 has no
overlap with P1. That is, the answer of the event E1 is S1. Similarly, the answer
of E2 is S7.
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3 Related Works

The pub/sub system with boolean expressions has been studied for many years
while the location-aware pub/sub system is a much more hotter issue in both
academia and industry. However, existing works on pub/sub with boolean expres-
sions [1,4,12,15] do little for location matches. Recently, there is a structured
pub/sub work focuses on location-aware pub/sub with boolean expression over
dynamic event streams [7] which mainly deal with the moving features of sub-
scriptions, it adapt a disk-based method to handle the moving feature of events
which result in less efficiency in event matching compared to our memory-based
method. In contrast, our work is mainly focus on efficiently filter subscriptions
with boolean expression and locations. In addition, location-based pub/sub sys-
tems are mainly for unstructured information [5,6,8–10,14,16,18]. Traditional
pub/sub systems with boolean expressions mainly focus on indexing support to
efficiently identify matching subscriptions. Two newly proposed representative
indexing methods for boolean expressions are BE-tree [12] and Opindex [4]. It
is known that Opindex can achieve better matching performance with much
smaller construction cost under different situations.

Opindex is consisted of a two-level index structure [4]. In its first level, sub-
scriptions are grouped together according to selected pivot attributes (i.e., the
attributes with minimum frequency) from each subscription. In its second level,
subscriptions are divided by the operators (e.g.,�,=,�) of predicates. In each
group, predicates are divided by operators. Signature elements are used to map
the predicates by a hash function. For each group of subscriptions, there are a
corresponding counter arrays to track the matching predicates. The attributes of
value-pairs in events are used as keys to grouped subscriptions that are divided
by pivot attributes. Given an event, if an attribute in the event is indeed a pivot
attribute, then find the corresponding group of predicates and enumerate each
value-pair of the event to search predicate lists that are divided by operators.

Opindex is an efficient index for boolean expressions with a large amount of
attributes. We can add the predicates for location information into subscriptions.
However, the newly added predicates are apparently a burden for Opindex. In
the respect of index efficiency, it is a waste to abandon the pruning ability of
location information. The existing unstructured pub/sub systems, however, can
only support textual descriptions. Thus, it is not accurately enough to represent
items with multi-attributes and values. In contrast, our approach can support
items with a great amount of boolean expressions with spatial information and
achieve a high matching rate.

4 Preliminary Solutions

In this section, we first propose two preliminary solutions by making some exten-
sions for a well-known index Opindex for pub/sub systems to handle the new
problem, i.e., location-aware pub/sub with boolean expressions. Note that these
two preliminary solutions are used as baselines for evaluating our advanced solu-
tion discussed in Sect. 5.
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4.1 Extension with Location Predicates

As we know, there exists a well-known index called Opindex for pub/sub sys-
tems. Opindex does not contain predicates for locations. If we apply Opindex
to location-aware pub/sub systems, we can extend it straightforwardly by just
adding predicates into subscriptions to present spatial constraints. For example,
for a region (lat1 = 51.25144123, long1 = −0.14251263, lat2 = 51.335125445,
long2 = 0.12142324), we can use operators (�,�) to present region constraints
as (lat1 � 51.25144123, long1 � 0.14251263, lat2 � 51.335125445, long2 �
0.12142324). And then we can straightly utilize Opindex to solve the problem of
location-aware pub/sub index with boolean expressions. This extension of Opin-
dex is called Opindex-loc in this paper. Obviously, this method abandons the
ability of pruning spatial constraints which leads to high computation cost.

4.2 Extension Using R-tree

R-tree is a well-known index structure to index spatial information, in which
can use a minimum bounding rectangular (MBR) to denote spatial regions. The
basic idea of this extension is to utilize R-tree as an index for spatial information
and organize boolean expressions in the Opindex structure. First, we build an
R-tree to index the spatial constraints in subscriptions. Then we organize the
subscriptions in the form of the Opindex structure. We append a counter array
for each grouped subscription partitioned by a pivot attribute. We initialize the
counter array with the sizes of boolean expressions in the subscriptions. Then,
for processing event matching, we get the value-pairs of an event to validate the
boolean expressions of the subscriptions, for each matched predicate in a sub-
scription, the corresponding element in its counter array is decremented by one.
And candidate subscriptions are generated when their corresponding counter
elements in counter arrays goes to zero. Then, using the spatial information of
the event as an input, we search the R-tree. For each satisfied region, we get its
identification to validate the candidates to find the final matched subscriptions
to return. Since boolean expressions are first visited to generate candidates, then
we called this extension as BF-Opindex.

5 Hybrid Index Structure

As we discussed in Sect. 4.1, both the two mentioned method result in poor per-
formance in event matching since the Opindex-loc abandons the pruning ability
of spatial information and the BF-Opindex generates many candidates whose
spatial constraints are not satisfied. To improve the performance in event match-
ing, we present a novel partitioning index structure RP-trees, which organizes
the regions of subscriptions into disjointed R-trees. In the RP-trees index, each
subscription has a representative attribute termed as a pivot attribute denoted
by δA. The subscriptions are partitioned by two steps. First, the subscriptions
are partitioned based on the sizes of subscriptions. And then subscriptions are
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further partitioned by their pivot attributes. Thus, subscriptions with the same
sizes and the same pivot attributes are grouped together using inverted lists.
To index the spatial constraints, we build an R-tree using the spatial regions
of subscriptions in each list. Given an input event, we search the corresponding
R-tree to generate candidates and validate boolean expressions of these candi-
dates. For convenience, we summarize the key notations used in this paper as
shown in Table 1.

Table 1. Notation

s A subscription

e An event

δA The pivot attribute of a subscription s

s.R The spatial region of a subscription s

s.B The boolean expression of a subscription s

e.P The spatial point of an event e

e.V The value-pairs of an event e

k The number of predicates of a subscription s

m The number of attributes in an event

S The entire subscription dataset

E The entire events dataset

L(k) List of subscriptions partitioned by k

L(δA) List of subscriptions partitioned by δA

L(k,δA) List of subscriptions partitioned by k and δA

C The counter array correspond with L(k,δA)

Ci The counter element in C

5.1 Boolean Expression Index

We index the boolean expressions of subscriptions in two partitioning steps.
In the first step, subscriptions are partitioned into disjointed subscription lists
based on the sizes of the subscriptions k as follows:

S = L(k1) ∪ L(k2) ∪ L(k3) ∪ .... ∪ L(km)

If a boolean expression s.B in a subscription s matches the value-pairs e.V in an
event e, then the size of the event m must not less than the size of subscription
k. Obviously, if k is larger than m, then, there must be a predicate of any
subscription s in L(k) which cannot be matched. According to Definition 2, e is
guaranteed not to match with subscriptions in L(k).

In the second step,subscriptions with the same size are further partitioned
according to the selected pivot attributes δA as follows:

L(ki) = L(δA1) ∪ L(δA2) ∪ L(δA3) ∪ .... ∪ L(δAm)
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From the Definition 1, we can conclude that if an event e matches a subscrip-
tion s, then all the attributes in s must appear in e. Obviously, if there is an
attribute in s which is not in e, e will be concluded not match s. Thus, given
an event e, we only consider the subscriptions whose pivot attributes appears
in e. Attributes with less frequency bring more probability to filter subscrip-
tions because attributes with less frequency has less probabilities to appear in
subscriptions. Thus, we chose the least frequency attribute in a subscription as
pivot attribute.

For each subscription s in L(k,δA), we establish a predicate storage struc-
ture based on standard operators (=,�,�) of the subscription. Other operators
(<,>) are treated similarly. And the collection operator ∈ is rewritten using the
standard operator. For example, F ∈ (5, 2, 1) can be rewritten into F = 5∨F =
2 ∨ F = 1. Using a counting-based algorithm, the counter arrays can detect
matched subscriptions for an input event. For each subscription si in L(k,δA),
there is a counter array C to track the number of predicates in si.B that has
not been matched during an event searching process. Each counter array is ini-
tialized as the sizes of its corresponding subscriptions, and the corresponding
counter element in counter array is decremented by one whenever a value-pair
in e.V of a searching event e matches a predicate in si.B. Thus, si.B matches
e.V when the element Ci for Si in the counter array goes to zero.

The boolean expression index structure for the running example subscriptions
in Fig. 1 is shown in Fig. 2. In the first step subscriptions are partitioned by
their sizes into three lists L2, L3 and L4. Next, a pivot attribute is selected
according to the appearance frequency in the datasets. Thus, A, D, E and G are
selected as the pivot attributes respectively. Given an event E1 = {(A = 3∧B =
3∧C = 5), P1}, according to Definition 2, subscriptions in L(4), L(3,G), L(2,D) are
guaranteed not to match with E1. Figure 2 also shows the counter arrays and
predicates storages structure of S2, S5, S7.

Fig. 2. Boolean expression index structure
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5.2 Combine Boolean Expressions and Spatial Index

In the rest of this section, we present the structure of RP-trees. The RP-trees
contains three components that are shown in Fig. 3. The first component is a
collection of the inverted lists of boolean expressions derived from the two-step
partitioning method that have been described above. The second component is
a set of corresponding R-trees for each partitioned subscription list L(k,δA). The
corresponding R-trees are used to filter the spatial information, and generate
candidate subscriptions whose spatial constraints are satisfied by events. The
third component is a collection of counter arrays, corresponding to the boolean
expression lists L(k,δA).

Fig. 3. RP-trees index structure

Algorithm 1 shows an algorithm to insert a new subscription si into the RP-
trees index. We transfer the collection operator ∈ into the standard operators as
described in Sect. 5.1. Next, we determine the size ki and the pivot attribute δAi

of si, append a counter element Ci for si in counter array C and initial Ci with
the size of si.B. Then the spatial information si.R is inserted into the newly
built R-tree or an existing R-tree corresponding with L(k,δA).

To explain how a RP-trees index is built, we revisit our running example
here. The RP-trees index for the subscriptions in Fig. 1 is shown in Fig. 3. The
boolean expressions of the subscriptions are first partitioned and are inserted into
lists L2, L3 and L4. And then, each boolean expression of a subscription list is
further partitioned into several lists L(2,D), L(3,A), L(3,E), L(3,G), L(4,G) according
to their pivot attributes (i.e., A, E, D and G). For each boolean expression list
above, we append an R-tree to index their spatial regions and there are five
counter arrays for the eight subscriptions in Fig. 1.
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Algorithm 1. Subscription Insert(s)
1: Determine the size k of s
2: Get the pivot attribute δA from s
3: Get predicates p,and the region R from s
4: if L(k) not exists then
5: Define L(k), L(k,δA), R − tree(k,δA), C, Ci
6: else
7: if L(k,δA) not exists then
8: Define L(δA), R − tree(k,δA), C, Ci
9: else

10: for each(R, p) ∈ s do
11: Insert(R) into R − tree(k,δA)

12: Insert (P ) into L(k,δA)

13: Initial Ci with k

6 Query Processing

Algorithm 2 provides the process of how RP-trees return matching subscriptions
for an input event e. Before the process of searching the RP-trees index, we
initialize the set of matching subscriptions R to be empty, and set each value in
corresponding counter array to its respective subscription size. First, we calculate
the size of e. For each boolean expression list L(kj), we scan L(kj) if the size of
e is not less than kj . For each boolean expression list L(kj ,δA)i

, we enumerate
the attributes Aj from the input event e. If Aj is a pivot attribute, we use a
spatial point e.P as a query on the corresponding R-tree to filter out candidate
subscriptions. Then, the boolean expressions of the candidate subscriptions are
refined by the value-pairs in e. When a predicate stored in sj .B is matched by
a value-pair, the corresponding value in counter array is decremented by one. If
the counting value goes to zero, we have a matching subscription for e, which is
added to the result set R.

Let us revisit our running example here. Consider the process of the event
E1 = {(A = 3∧B = 3∧C = 5), P1} using the RP-trees index in Fig. 3. The size
of the event is 3, so the subscription list L(4) is pruned. For the list L(2), there
is no pivot attribute in E1, thus, L(2) is pruned. For the list L(3), only attribute
A is contained in E1. Therefore, only the R − tree(3,A) should be searched for
the regions overlapped with P1. And the region R1 does overlap with P1, then,
candidate boolean expression S1.B is scanned, and the value-pairs of E1 satisfies
S1.B. Thus, S1 is added to the result set R.

7 Experiments

In this section, we report our experimental results of evaluating the performances
of our proposed RP-trees index. We compare it with two preliminary methods,
which are described in Sect. 4. The implementation of Opindex is implemented
according to the algorithms proposed by its authors. All the indexes are memory
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Algorithm 2. Matching Algorithm
Require: an event e.
Ensure: result set of subscriptions R.
1: Initialize :R ← {}
2: Get the size m of e
3: Get the distinct value-pairs Aj = Vj and the point location e.P from e.
4: for each L(ki) in the RP-trees index do
5: if m � ki then
6: for each L(δAi)

in L(ki) do
7: if Aj = δAi then
8: Search e.P in RP − tree(ki,δAi)

9: if e.P overlap s.R ∈ RP − tree(ki,δAi)
then

10: for each predicate p in s.B ∈ L(ki,δAi)
do

11: if Aj = Vj satisfies p then
12: Ci ← Ci − 1
13: if Ci = 0 then
14: Add the subscription s to the result set R.
15: return R

resident and implemented in Java. We conduct the experiments on a server with
256 G memory, 64 KB L1 cache and 512 KB L2 cache, running centos 5.6.

7.1 Data Generator

To generate the synthetic dataset, we implement a data generator, which can
generator attributes, operators and values, uniformly distributed or follows Zipf
distribution. Three main operators (=,�,�) are supported. we generate 5 k to
20 k distinct attributes, following Zipf distribution from 0.2 to 1.0. We vary the
number of subscriptions from 1 M to 10 M to test the scalability. The max size
of each generated subscription k varies from 4 to 20 while the size of events m
varies from 5 to 20. Default parameters for testing the scalability on a real-world
dataset (58 city) are set as follows: The size of each subscription is from 2 to
10, the size of events is from 4 to 12, the number of distinct attributes is set
to 5,000, and a zipf law is used in the distribution of attributes with an alpha
value 0.8. For the spatial information, we generate 1 M longitudes and latitudes
to compose the point locations for an event and a region for a subscription.

Besides the synthetic datasets, we also design a data generator from real-
world datasets. The dataset is extracted from 58 city. It is a series products
information with its name, price, address and other attributes of the products.
Based on the address, we extract the coordinates in the form of longitude and
latitude from Baidu API5. And then we generate MBRs by selecting a location of
a product as the center and extending a random width and height with a upper
bound. Similarly, we generate the value of attributes by select the value of the
attribute in a product information as mid-value and extending a random value
to add to or subtract from the mid-value as a value of predicate in a subscription.
5 http://developer.baidu.com.

http://developer.baidu.com
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In summary, we totally generates 10 M synthetic subscriptions corresponding
with 0.1 M events for matching tests. For the real-world dataset, we generate 5 M
subscriptions and 0.1 M events from 58 city. Table 2 summarizes the parameters
and their settings of the two datasets.

Table 2. Parameters and settings

Parameters Synthetic dataset 58 city

Number of subscription 2M, 4M, 6 M, 8 M, 10 M 1M, 2 M, 3 M, 4 M, 5 M

Max subscription size 4∼20 2∼10

Max event size 5 25 4 12

Zipf 0.2, 0.4, 0.6, 0.8, 1.0 Uniformly distributed

Number of distinct attribute 5 k, 10 k, 15 k, 20 k, 25K 10K

Node capacity of R-tree 40 40

7.2 Experimental Results

In this section, we will evaluate three indexes on synthetic datasets and real-
world datasets. For synthetic datasets we evaluate the performance of three
indexes from different perspectives, the memory consumption, a varied number
of subscriptions and distinct attributes, varied max size of subscriptions, varied
max size of events, varied Zif distributions

Memory consumption: Since all the three indexes are memory-resident, we
first evaluate the memory consumption for the three indexes by varying the
number of subscriptions. The experimental results are shown in Fig. 4(a). We can
see that our RP-trees consumes less memory, comparing with Opindex-loc and
BF-Opindex. This is because RP-trees need not to generate signature elements
while the other two methods needs signature elements to track the predicates
for each subscription.

Matching time on different number of subscriptions: From Fig. 4(b), we
can see that the our RP-trees index achieves the best event matching time. This
is because partitioning subscriptions using pivot attributes is not as efficient as
using the hybrid partitioning of the sizes and the pivot attributes.Furthermore,
R-tree with a small amount of regions partitioned by the sizes and the pivot
attributes can efficiently generate candidate subscriptions. Compared with
Opindex-loc, it avoids a large amount of unnecessary boolean expressions whose
spatial constrains are not satisfied to calculate. In summary, our RP-trees can
get the least amount of candidates for both spatial information and boolean
expressions.

Matching time on different size of subscriptions: The average event match-
ing time on different size of subscriptions for the three indexes are reported in
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Fig. 4. Evaluation for the three indexes on synthetic dataset

the Fig. 4(c). As we can see from the Fig. 4(c), RP-trees index scales better com-
pared to Opindex-loc and BF-Opindex. The reason is, with the increasing k, the
pruning ability for the first partitioning step of RP-trees become more and more
powerful since events only visit the subscriptions whose size are not large than
that of events.

Matching time on different number of distinct attributes: The number
of distinct attributes is an important parameter for the three indexes, because
all of the indexes are used pivot attributes to partition subscriptions. An obvious



An Efficient Location-Aware Publish/Subscribe Index 229

observation from the Fig. 4(d) is that when the number of attributes increases,
the matching times of the three indexes decrease because all of the three indexes
can generate more narrowed partitions with the increment of the number of
attributes. And the matching time of our RP-trees decreases apparently with
the increasing number of attributes.

Matching Time under Different sizes of Events: The experimental results
are shown in Fig. 4(e). An obvious observation is that our RP-trees scale simi-
larly to Opindex-loc and BF-Opindex. Both RP-trees and the other two indexes
are sensitive to the size m of the event. With the size m increases, The collection
of candidate subscriptions grows at the same time. There are two reasons for
this. First, the pruning ability for the first step partitioning of RP-trees directly
decreases since the chance for a larger than m becomes smaller with the increas-
ing of m. Second, events will access more candidate subscriptions partitioned
by the second step of partitioning, since there are more attributes in an event
with the increasing of m, which increases the probability to access subscriptions
partitioned by pivot attributes.

Matching Time under Different Alpha Values of Zipf: We also evaluate
the matching time by changing the alpha value from 0.2 to 1.0 in Zipf distrib-
ution. The experimental results are shown in Fig. 4(f). An obvious observation
is that the matching times for the three indexes all grow with the increasing
alpha value of Zipf. Our RP-trees index scales better than both Opindex-loc
and BF-Opindex, because of the powerful partitioning ability of RP-trees.

For the real-world dataset from 58 city, we varied the number of the sub-
scription to evaluate the scalability and the memory consumption. We can see
from the Fig. 5, our RP-tree achieves the minimum event matching and memory
consumption, and with the increases of subscriptions, the event matching time
increased nonlinearly. This is because with number of subscriptions increased,
RP-trees still pruned large amount of unnecessary subscriptions.
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Fig. 5. Evaluation for the three indexes on 58 dataset
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8 Conclusion

In this paper, we tackled the problem of location-based matching in pub/sub for
boolean expression which is significant for location-based pub/sub system with
a large amount attributes and values. Facing the challenge of efficiently deliv-
ering events to the corresponding subscribers, we propose a novel index struc-
ture called RP-trees, which using a two-step partitioning method to organize
the boolean expression and the state-of-art R-tree to index spatial information.
Extensive experiments conducted in both synthetic and real datasets demon-
strate the effectiveness of our algorithms. In the future, we plan to support
top-k pub/sub matching.

Acknowledgment. This work was partially supported by Chinese NSFC project
(61402312, 61170020, 61402311, 61440053), and the US National Science Foundation
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EPCIS Events
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Abstract. Object traceability based on Radio Frequency IDentification
(RFID), an important capability of the Internet of Things (IoT), has
improved our quality of life (e.g. anti-counterfeit). GS1 EPCglobal, a de
facto standard in RFID technology, develops EPC Information Service
(EPCIS) in order to capture and share standardized events representing
various aspects on tag-attached object. However, the current standard is
detrimental to the connection of the facts on RFID events, thus yielding
query inefficiency, especially for object trace. Also, even the problem
becomes worse when the event repositories are distributed. In this paper,
we propose the graph-based platform for enhanced object traceability
over unified and linked EPCIS events, EPC Graph Information Service.
The main contributions of the paper are as follows. Firstly, we propose
the graph model on standard EPCIS document called EPC Graph Model,
which would be an efficient approach for connecting RFID events in
a unified manner. Secondly, we propose the library for the distributed
services called EPC Graph Crawler based on fundamental REST APIs
for utilizing EPC Graph. By using the library, application developers are
able to utilize distributed EPC Graphs as if all the graphs are managed
in a centralized platform.

Keywords: EPC Information Service · EPCIS · Object traceability ·
Graph database · Linked Data · RESTful web service

1 Introduction

Object traceability, an important capability of the Internet of Things (IoT),
has improved the quality of our life. For example, we are able to recover lost
valuables, detect counterfeit brands and prevent the spread of infectious disease
through food [1]. Radio Frequency IDentification (RFID) is one of key solutions
since this technology enables everyday-objects to be identifiable and traceable
even in indoor-space. GS1 EPCglobal [2], a de facto standard in RFID tech-
nology, develops EPC Information Service (EPCIS) [3] to capture and share
standardized events representing various aspects on tag-attached object.

Figure 1 shows the motivating scenarios of EPCIS usage in the fields of
smart agriculture and automobile. In the smart agriculture scenario, one sellable
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 232–246, 2015.
DOI: 10.1007/978-3-319-26190-4 16
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Fig. 1. The motivating scenarios of EPCIS usage

portion of beef has undergone many business processes (e.g. transportation,
transformation and ownership transfer) before it is in retail shop. By utilizing
expressiveness of the EPCIS standard, all the processes are visible to customers
so that they can enjoy safe foods by avoiding dangerous place-of-origins (e.g. a
region where foot-and-mouth, mad cow or avian influenza were rampant). As for
the automobile one, various business processes (e.g. transportation, assembly)
can be related to one sellable car, and they are visible to decision-maker in an
automobile company. Therefore, the decision-maker efficiently enables to recall
cars embedding severe faulty parts.

Meanwhile, the current standard is detrimental to the connection of the facts
on RFID events, thus yielding query inefficiency when EPCIS is used to trace
objects due to event-based data management, diverse event types and differ-
ent notations on an identical object. For example, a business application, which
makes standard EPCIS event called Capturing Application (CA), usually rep-
resents the business situation on a beef or a car with the most suitable event
type (i.e. one of ObjectEvent, AggregationEvent, TransactionEvent and Trans-
formationEvent) and its corresponding notation (e.g. instance of EPCList, par-
entID, InputEPCList). However, the another business application, which con-
sumes stored events called Accessing Application (AA), needs to search all the
event types over again until there is no additional event found since AA may
not know what event type is used for and what object is transformed from or
transformed to the queried object in advance. Even this problem becomes worse
when the event repositories are distributed. Since it would be expected that uni-
fied and linked EPCIS events can resolve the problem, in this paper, we propose
the graph-based platform for RFID-related event management, which enhances
object traceability.

The main contributions of the paper are as follows. Firstly, we propose the
graph model on standard RFID events called EPC Graph Model. This model
enables us to see EPCIS event and vocabulary as a unified property graph which
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consists of vertices of object, location and their relationships regardless of various
event types and the different notations above. This would be an efficient app-
roach for connecting RFID events. According to the performance analysis, the
unified graph structure enables to enhance query efficiency significantly. Sec-
ondly, we propose the library for the distributed services called EPC Graph
Crawler based on fundamental REST APIs for utilizing EPC Graph. Each EPC
Graph Information Service provides the REST APIs for sharing EPC Graph in
a JSON-LD [4] format. Then, by using the crawler, application developers are
able to utilize distributed EPC Graphs as if all the graphs are managed in a
centralized service.

The remainder of this paper is organized as follows. In Sect. 2, we review
related works. Section 3 presents a novel graph model on standard EPCIS doc-
ument. Then, Sect. 4 shows how the graph can be shared by both EPC Graph
REST API for a centralized service and EPC Graph Crawler for distributed ser-
vices. Based on the aforementioned proposals, Sect. 5 presents a system architec-
ture. Consequently, we evaluate the platform with a performance analysis and a
demonstration.

2 Related Work

EPC Information Service (EPCIS) [3] is a standard repository which captures
and shares RFID-related events and vocabularies. For global interoperability of
the events and the vocabularies, GS1 EPCglobal [2] specifies core event types
and standard interfaces. The latest version 1.1 establishes the foundation for
improving object traceability with newly added Transformation event and chain
of custody. EPC Graph Information Service releases the potential traceability.
Also, to be interoperable with existing RFID infrastructure, our capture module
is compatible with EPCIS standard v1.1 by leveraging our previous work, Oliot
EPCIS [5].

Linked EPCIS [6,7] proposed an ontological model for representing EPCIS
events and algorithms for counterfeit detection and pedigree generation. How-
ever, the proposed model is mostly syntactical conversion to the ontology so that
Linked EPCIS would be also concerned with the query inefficiency we mentioned.
Also, Linked EPCIS does not compatible with existing RFID infrastructure,
because it does not provide a standard capture interface. Furthermore, in terms
of pedigree generation algorithm, Linked EPCIS has the strong assumptions on
supply chain (i.e. fixed business vocabulary and business step sequence). This
work would be concerned when used in rapidly changing business environments
(e.g. logistic and retail). Finally, Linked EPCIS is not suitable for managing a
large amount of data since this work uses an in-memory store. Meanwhile, in
EPC Graph Information Service, users can explorer EPC Graph without assump-
tions on supply chain by using REST APIs and EPC Graph Crawler. Also, the
service is scalable by leveraging the scalable graph and data storage (i.e. Titan
graph database [8], Mongo database [9]).

Turchi et al. [10] designed EPCIS through Linked Data and REST principles.
They proved the concept with a small set of standard EPCIS events and that of
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a standard EPCIS query. However, this work does not fully follow the principles
of Linked Data [11]. In EPC Graph Information Service, each URI indicates
resources which can be consumed by EPC Graph REST API. Also, the resources
(e.g. object and place) are interconnected. Furthermore, EPC Graph REST API
returns its results with the standard format, JSON-LD [4].

We believe that our approach can enhance E-pedigree [12], one of EPCglobal
components. E-pedigree is a certified record that contains information about each
distribution of a prescription drug. Weili Han et al. [13] proposed a master/slave
architecture for E-pedigree and an extended pedigree standard for food safety
system. However, the existence of master pedigree server called CEPServ results
in the demands for additional infrastructure and the additional security issue.
It is because managing pedigree information by each business stakeholder (e.g.
wholesaler and transportation company) is more secure way in the view of each
of them. It is possible that the utilization of EPC Graph Crawler on distributed
EPC Graphs can resolve this problem without the additional infrastructure.

3 Graph Modeling on Standard EPCIS Document

In this section, we propose the graph model for standard EPCIS document, EPC
Graph Model. A graph type we use is property graph [14]. Briefly, a property
graph consists of multiple vertices and edges which have their own unique iden-
tifier and a collection of key-value properties. Also, in the property graph, any
vertices can have multiple edges. In this section, we present the overall model and
how four standard event types and various business vocabularies are converted
into an instance of the model.

3.1 EPC Graph Model

Standard EPCIS document contains one or more instance(s) of four core event
types and master data (i.e. vocabulary) described in Fig. 2. The figure shows that
the four core event types extends EPCIS event, a base event type. Also, each
event type has its own semantic. For example, Object Event mainly represents
creation, observation and destruction of tag-attached objects. To leverage the
expressiveness of various event data types, CAs need to represent the business
situation on the objects with the most suitable event type.

Among information types (i.e. when, where, why and what) which each event
data type represents, latter three ones are identified by Uniform Resource Iden-
tifier (URI) form. Then, the actual information on the URI is stored as master
data. There are 9 vocabulary types in master data as shown in the right side of
Fig. 2. On the one hand, four vocabulary types of them are standardized in Core
Business Vocabulary (CBV) [15] as standard vocabulary. On the other hand,
each business stakeholder can define their own vocabularies as user vocabu-
lary. For example, a business location identified with a Global Location Number
(SGLN) code may have detail information such as address, geo-location. Stan-
dard EPCIS capture interface can capture the vocabularies and share them with
business partners for global consensus.
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Fig. 2. Graphical view of EPCIS document

Figure 3 depicts EPC Graph Model, which models EPCIS document as a
unified property graph. The property graph would contain consistent vertices
of object and location and their relationship regardless of various event types
and the different notations. In terms of event data, there are two instance types;
Object instance and Location instance where Object instance is an instance of
Object class, and Location instance is an instance of Location class or Orga-
nization class. Each instance can be uniquely identified by Electronic Product
Code (EPC) [16], a unique identification system of EPCglobal. Also, each of
them has key-value properties indicating business situations (e.g. business step
and geo-location). Furthermore, any instances are able to have multiple relation-
ships together. For example, an object can have a isLocatedIn relationship with
locations. Please note that all the relationships are directed ones, and each of
them should have its reversed relationship for graph traversal as shown in Rela-
tionship Table of Fig. 3. For the simplicity, the model depicts one relationship of
any pairs. Lastly, the relationships have key-value properties such as eventTime
and xformID. Meanwhile, vocabularies also share EPC Graph with event data.
Each vocabulary can be stored as key-value properties of a vocabulary vertex
and queried with its URI or EPC. Therefore, a business application can utilize
event data and master data in a unified manner.

3.2 From EPCIS Document to EPC Graph

Based on the proposed EPC Graph Model, an EPCIS document would be con-
verted into an instance of the model. Figure 4 shows how four EPCIS events
are transformed to vertices, edges and properties of EPC graph. Since almost
every conversions could be self-descriptive and the number of page in the paper
is limited, we state some key points for easy understanding.
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Fig. 3. EPC Graph Model

Fig. 4. From EPCIS event to EPC Graph
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Firstly, all the properties in vertex are grouped with event time and stored
into an external document-based database for achieving scalability. It means
that one event would generate one document into the database. The details
would be described in Sect. 5. Secondly, in terms of Aggregation Event, a parent
object and its child objects share all key-value properties except a list of quantity
elements since the quantity elements are related to the child objects. Thirdly,
according to the EPCIS specification, a parent object in Transaction Event is
just a representative among relevant objects so that they would share all the
properties. Finally, input object(s) in Transformation Event would disappear and
be transformed to output object(s). Therefore, we semantically label DELETE
in action field of input object and label ADD in that of output object.

4 EPC Graph REST API and EPC Graph Crawler

An EPC Graph is utilizable through EPC Graph REST APIs. These APIs are
designed by taking consider both REST principles [17] and Linked Data princi-
ples [11]. Return values of the REST APIs are formatted as consistent JSON-LD
or JSON, thus leading EPC Graph Crawler easily to aggregate and blend the
results of distributed EPC Graph Information Services in order to generate the
results equivalent to those of a centralized one.

4.1 EPC Graph REST API

We design REST APIs for a centralized EPC Graph as shown in Table 1. EPC
Graph Information Service is based on a Resource-oriented architecture (ROA)
so that each resource can be identified by a unique identifier (i.e. EPC of object
and URI of business vocabulary), and the resource can be consumed by an appro-
priate HTTP method in a stateless manner. According to Linked Data principles,
the APIs provide useful information on resources (i.e. event/master data, ego
networks, siblings and trace history), using the standards (i.e. JSON-LD, JSON
Array). Also, results of the APIs include links to other resources, thus leading to
discover them. For example, Listing 1 shows an example of the results of getRe-
source API. In the result, the resource ID - urn:epc:id:sgtin:0000001.000002.1 -
indicates one beef package and the context is explicitly stated in the epcis field.
Also, users can query a resource for each business vocabulary (e.g. retail selling)
since the result includes links to the vocabulary. The example describes that the
car was assembled, departed, arrived and sold at each timestamp. It is shown
that all the event data related to the car are stored as attributes of the EPC
Graph vertex regardless of different event types and notations.

The last five APIs are the fundamental blocks for tracing an EPC Graph.
Developer can designate a scope of the APIs to one of resource, relationship, ego,
sibling and trace. If the scope is resource, the API provides a detail information
on a given resource as shown in Listing 1. If the scope is relationship, the API
returns all the labels of edges which a given resource has as JSON array. This
API would be helpful to utilize the remaining APIs. When the scope is ego,
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Table 1. EPC Graph REST API

REST API Parameter or Input Data Description
POST
/Resource

Input Data:
Standard EPCIS document

postResource: Reflect vertices and edges in
EPCIS document into a graph. The document
can be one of event data or master data.

GET
/Resource

N/A getVertexNames: Return existing vertex
labels in a graph storage.
Return format: JSON Array

GET
/Resource/{uri}

Parameters:
scope=resource
fromTime={Abs|Rel}
toTime={Abs|Rel}
orderByTime={asc|desc}
limit=#ofresults

getResource: Return attributes of the node
relevant to uri. The attributes can be filtered
and sorted by time range and orderByTime
parameter, respectively. Also, the number of
the attributes can be limited.
Return format: JSON-LD

GET
/Resource/{uri}

Parameters:
scope=relationship

getRelationships: Return labels of the edge
which uri has.
Return format: JSON Array

GET
/Resource/{uri}

Parameters:
scope=ego
fromTime={Abs|Rel}
toTime={Abs|Rel}
relationship= CSV of edge la-

bels

getEgoNetwork: Return the ego network of
the given uri. The network can be filtered by
edges having time range with fromTime and
toTime. If the relationship parameter is spec-
ified, the network only contains the neighbors
which have the given relationships.
Return format: JSON-LD

GET
/Resource/{uri}

Parameters:
scope=sibling
fromTime={Abs|Rel}
toTime={Abs|Rel}
relationship= one pair of edge

labels

getSiblings: Return neighbors of the given
uri as well as neighbors of the neighbors. The
network can be filtered by edges having time
range with fromTime and toTime. If the rela-
tionship parameter is specified, the network
only contains the neighbors which have the
given relationships.
Return format: JSON-LD

GET
/Resource/{uri}

Parameters:
scope=trace
relationship= one edge label

getTraceTree: Return one-directional trace
tree of the given uri. Edge label of the tree is
limited to given singular relationship.
Return format: JSON-LD

the API provides the ego network as JSON-LD. Briefly, ego network means
a vertex (i.e. ego) and its one hop networks. This API enables developers to
expand the graph one by one. Next one is the case of sibling. The functionality
of this API is similar to Friend of a Friend (FOAF) [18]. FOAF provides mutual
friendship, thus addressing a possibility of interesting social services. This API
can be regarded as the extension of FOAF. It gives neighbors of the neighbors
to which the given resource is related. We believe that this API would be useful
for tracing infectious disease or recalling defective car. Finally, if the scope is
trace, the API returns a chain of resources which the given resource has the
given single relationship with, recursively. For example, if the single relationship
is isTransformedFrom, the API would return a chain of origin resources until
there is no further origin found. We believe that it is useful to automatically
trace an origin of any resources.

4.2 EPC Graph Crawler

EPC Graph Crawler aggregates and blends the results of distributed EPC Graph
Information Services. When users utilize the EPC Graph Crawler, they initialize
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Algorithm 1. EPC Graph Crawler - getTraceTree API
1: procedure getTraceTree
2: // Distributed Query Invocation and aggregation
3: U : a URL list of getTraceTree REST APIs for each EPC Graph
4: Rraw: a JSON-LD list for each query result
5: for each URL i in U do
6: Invoke U(i)
7: Keep the result in Rraw(i)
8: end for
9: // Blending: Keep a base result

10: Rblended = Rraw(0)
11: Remove Rraw(0)
12: // Blending: Recursive merge
13: for each result i in Rraw do
14: Rblended = recursiveMerge(Rblended, Rraw(i))
15: end for
16: // Result: Aggregated and Blended JSON-LD
17: return Rblended

18: end procedure
19: procedure recursiveMerge(Rbase, Rtarget)
20: for each key k in Rraw(i) do
21: if Rbase.isNull(k) then
22: Rbase.put(k, Rtarget.get(k))
23: else
24: Rbase.put(k, recursiveMerge(Rbase.get(k), Rtarget.get(k))
25: end if
26: end for
27: return Rbase

28: end procedure

it along with base URLs of distributed EPC Graph Information Services. If they
want more automated initialization, they can leverage class and instance level
service registry of EPCglobal infrastructure (i.e. Object Name Service (ONS) [19]
and Discovery Service (DS) [20], respectively). The list of APIs which the crawler
provides are same as EPC Graph REST APIs, except they are for distributed
service. Also, the results of each query are almost equivalent to the results from
centralized EPC Graph Information Service, except for getTraceTree API.
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Except for getTraceTree API, blending task is easily achieved since the crawler
just needs to merge the results without redundancy. For example, in the case of
getResource API, the crawler blends the returned JSON-LDs. In terms of event
data, the crawler merges all the event data grouped by timestamp into one JSON-
LD. If there are redundant event data having same timestamp, EPC Graph
Crawler merges sub-attributes in the conflict event data. If sub-attributes also
exist in two or more data, the result keeps the sub-attributes of the last EPC
Graph, which is the only side-effect. However, the side-effect and the procedure of
distributed getTraceTree API are more complex than others. Therefore, we present
the pseudo code in Algorithm 1 and its side-effect.

The API has the side-effect as shown in Fig. 5. When a getTraceTree API
for the node 9.1 (i.e. urn:epc:id:sgtin:0000001.000009.1) is invoked, the crawler
cannot provide the dashed edges and dotted vertices since the crawler is not
able to know that the node 9.1 is connected to other nodes (i.e. 7.1 and 5.1 ) in
advance. For the complete result equivalent to a centralized version, one solution
could be a recursive invocation for each leaf node of the blended result. However,
currently it is not available since we expect a performance degradation on the
recursive invocation above.

Fig. 5. Side Effect of distributed Trace API

5 System Architecture

Figure 6 depicts the system architecture of EPC Graph Information Service. In
the figure, the left part shows how components are organized in a centralized
EPC Graph Information Service while the right part presents how applications
can utilize distributed EPC Graph Information Services by using the EPC Graph
Crawler library.

In terms of Capture Module, we modify Oliot EPCIS [5], our previous work.
Firstly, postResource API captures event data as well as master data. Then, Cap-
ture Service Listener receives the data and sends them to Document Validator.
Document Validator validates the data by comparing standard XML Schema
of EPCglobal. Then, the validated data are converted to Plain Old Java Object
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Fig. 6. System Architecture

(POJO) by JAXB Unmarshaller. Finally, Graph Builder converts the POJO into
vertices and edges of EPC Graph through the mapping rules described in Sect. 3.

In the Query Module, Query Listener receives a query from users and sends
it to Query Processor. Query Processor retrieves the data from EPC Graph and
document-based database for REST APIs described in Sect. 4 and sends the
data to Query Result Builder. Finally, a client receives the result formatted as
JSON-LD or JSON by Query Result Builder.

One important thing of Graph Builder is that event data of each vertex are
stored in document-based database (e.g. MongoDB [9]) instead of EPC Graph.
This is because, in the property graph, attributes of a vertex are a list of key-
value pairs so that the pairs are inappropriate for storing event data grouped by
timestamp. Meanwhile, if we utilize document-based database, we can reap ben-
efits from the efficiency of no-sql database and we can efficiently store and com-
pute the vertex attributes with various supported data types and sub-document.

In a distributed environment, EPC Graph Crawler may give a helping hand
for application developers. This library described in Sect. 4 enables the devel-
opers to utilize distributed EPC Graph like centralized one. This library would
save the developers’ burden of distributed processing.
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6 Evaluation

We evaluate EPC Graph Information Service in this section. Firstly, we conduct
a performance analysis. Then, we show the feasibility of our platform with a
demonstration.

6.1 Performance Analysis

For the performance analysis, we install EPC Graph Information Service on
Intel i7-4770K quad-core 3.50 GHz CPU, 8 GB Ram machine (i.e. Server). The
machine runs Linux Mint 17 Cinnamon 64bit operating system, Tomcat 7.0.54
web application server, Titan graph database 0.4.4 over Cassandra 2.1.0 and
MongoDB 2.6.4. We adopt nGrinder [22], a performance test platform, intro-
ducing a metric of Transaction Per Second (TPS) which measures how many
transactions can be dealt with. Another laptop (i.e. Client) runs nGrinder to
measure TPS and Average Response Time (ART) of each transaction. There
are two experiment as follows.

The purpose of first experiment is to show that externally storing time-series
event data into document-based database is more efficient than a situation when
EPC Graph Information Service only uses Titan. Figure 7(a,b) shows the trends
of how ART and TPS changes against the increasing number of events (i.e. 10,
100, 1000, 10000 and 100000 events) stored as attributes of Titan graphstore
and documents of MongoDB database. In this experiment, nGrinder invokes
same getResource method providing the most recent event of an object. In the
case of Titan attribute, the ART increases linearly and the TPS drops with
inverse proportional way as the number of events increases. It is because we can
leverage various techniques on event data (e.g. index, sharding) and database-
side operations (i.e. ordering, limiting) while the case of Titan attributes needs
to search all the attribute keys and sort and limit the event data in the server-
side. This experiment shows that EPC Graph Information Service is scalable
with the number of event data.

The efficiency of getTraceTree API is shown in Fig. 7(c). The getTraceTree
API provides the complete tree containing a resource and any child resources
which the resource can reach with a relationship. Therefore, this API enables
clients to be free to search of neighbors of neighbors which cannot be known
in advance as well as corresponding needless communications with EPC Graph
Information Service. We compute ARTs of two cases against the increasing num-
ber of tree height (i.e. 10, 100 and 1000). To show the efficiency of getTraceTree
API, we compute the average response time when tracing the tree step-by-step,
then multiplying it with the height. This experiment shows that getTraceTree
API enhances object traceability. Note that the figure shows logarithm of the
ARTs. Also, the latter case does not reflect additional costs to be equivalent to
the results of getTraceTree API (e.g. finding a neighbor in the result of previous
step, merging the intermediate results).
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(a) (b)

(c)

Fig. 7. Performance Analysis: (a,b)- Enhanced ART and TPS of externalized event
store, (c)- Efficiency of getTraceTree API

6.2 Demonstration - EPC Graph Explorer

We develop EPC Graph Explorer in order to show the feasibility of EPC Graph
Information Service. Figure 8 shows a snapshot of EPC Graph Explorer. To ini-
tialize a library of EPC Graph Crawler, users need to register base URLs of
distributed EPC Graph Information Service. Then, they can explore the visual-
ized EPC Graph implemented by using Prefuse [21]. The evaluation we make is
as follows:

– Enhanced object traceability: EPC Graph enhances object traceability
by representing RFID-related data as consistent graph elements. Also, EPC
Graph REST APIs save the burden of clients by imputing it to EPC Graph
Information Service. It is because two or more query invocations are originally
needed to achieve goals equivalent to some APIs (i.e. sibling and trace) in
existing EPCIS.

– Complexity Alleviation: When an application developer uses EPC Graph
REST APIs instead of the crawler, the development cost increases drastically
due to the cost of aggregation and blending distributed results. Furthermore,
in the case of existing EPCIS, the cost is aggravated due to the various event
types and the different notations.

– Possibility of graph mining: As shown in the figure, the visualized graph
clearly shows two graph communities: Smart Agriculture and Automobile.
We believe that EPC Graph Information Service could provide promising ser-
vices by reasoning hidden valuable information through various graph mining
techniques.
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Fig. 8. Demonstration: EPC Graph Explorer

7 Conclusions

In this paper, we propose the graph-based platform for enhanced object trace-
ability over unified and linked EPCIS event. The main contributions of the paper
are as follows. Firstly, we propose the graph model on standard EPCIS document
called EPC Graph, which would be an efficient approach for connecting RFID
events in a unified manner. Secondly, we propose the library for distributed
EPC Graph Information Service called EPC Graph Crawler based on funda-
mental REST APIs for utilizing EPC Graph. By using the library, application
developers are able to utilize distributed EPC Graphs as if all the graphs are
managed in a centralized platform. We develop EPC Graph Explorer in order to
show the feasibility and applicability of our platform. During the development,
we identify that our platform enhances object traceability with less complexity.

In future work, we intent to develop an extended version of property graph
database and apply it to EPC Graph Information Service. This will enable us
not to handle an additional document-based database for efficiently storing time-
series events.
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Abstract. Web services have been used in Modeling and Simulation (M&S) for
many years, but it is still hard to develop complex M&S applications by using
heterogeneous data and varied services. Here we show how to simplify the M&S
application development by using mashup technologies. We introduce a novel
architecture, the Mashup Architecture with Modeling and Simulation as a Service
(MAMSaaS), in order to deploy varied mashup components (e.g. Modeling and
Simulation as a Service, existing Web APIs, widgets and operators) and to create
M&S mashups for quick application development. We present various tools built
to support the architecture and a case study using the mashup architecture.

Keywords: Modeling and simulation as a service � Cloud-based simulation �
Web data integration and mashups � Service composition � Web API

1 Introduction

Current Modeling and Simulation (M&S) systems have become more and more
complex, involving people different with M&S expertise, and varied M&S resources.
In order to simplify the development process of M&S systems, the M&S community
has used Web-based Simulation (WBS), Cloud-based Simulation (CBS) and Web
Services (WS) technologies for around 20 years. WBS focused on running experiments
using the Web and later exposing M&S functions as web services [1]. This method has
been successful, and a large number of M&S WSs exist, including SOAP-based WS [2]
and RESTful WS [3]. CBS integrates WBS and Cloud Computing. It uses Cloud
Computing technologies to reduce costs and make easier to develop M&S systems by
exposing M&S resources as Modeling and Simulation as a Services (MSaaS).

Nevertheless, the growth of M&S related WSs and open Web APIs makes it
difficult to integrate them for complex applications. In particular, experts from different
domains cannot easily use existing M&S related resources for fast application devel-
opment. With this in mind, we aim to improve the development process of Web
information systems for M&S that involve heterogeneous data and services. This
process should be such that one could reuse and integrate existing services and
resources related to M&S easily. People from different domains should be able to use
this process for sharing and combining their works quickly.

In order to do so, we present an architecture based on mashup technologies in the
Web 2.0 [4]. Mashups have been widely used in different domains; [5] however, these
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technologies have never been used to simplify the process of building M&S applica-
tions. Our objective is thus to develop M&S mashup applications to integrate different
M&S related WSs and resources. Our novel architecture, named Mashup Architecture
with Modeling and Simulation as a Service (MAMSaaS), is a layered architecture to
deploy and identify M&S mashup components as well as link and execute mashups for
quick M&S application development.

MAMSaaS supports universal identification and development for mashup com-
ponent (named Boxes), which consist of varied M&S resources (MSaaSs, WebAPIs,
widgets and operators). In order to link and execute these components, MAMSaaS
supports component linking, development and search boxes, then build M&S envi-
ronments by wiring boxes, and then execute and visualize M&S at run-time.

Following, we will discuss the architecture and the tools we implemented: a
Box Development Tool and the MAMSaaS Mashup Platform. In addition, we also
present a prototype application integrating a Geographical Information System (GIS), a
distributed M&S tool, and visualization services, built as a mashup application.

2 Background

M&S is being applied to almost every aspect of life, and developing of M&S appli-
cations has become more and more complex [6]. Varied resources are involved in the
development process, such as source systems, models, simulators, experimental
frameworks and experiments [7], as well as supported data (e.g. text, file, database) and
functions (e.g. data collection, result analysis, visualization) [8].

In order to simplify the application development process, web services have been
used in M&S for around 20 years. The basic idea is to expose M&S resources on the
Web as services. Web services ease the sharing of M&S resources: for instance, the
simulators are located remotely on a server, without worrying about the simulation
environment setup and software dependencies. Web services improve data accessi-
bility, interoperability and user experience [9].

In general, web services in M&S include Web-Based Simulation (WBS, which
exposes M&S functions as web services) and Cloud-Based Simulation (CBS, which
integrates WBS and Cloud Computing). In WBS, the functions of simulators and their
simulation environment are exposed as web services [1]. Users can submit their requests
(with specified message/parameters) to the simulator through web servers, then simu-
lation experiment runs remotely, and the results are returned to the user. In recent years,
numerous WSs in WBS have been developed, which can be categorized into two
main frameworks: SOAP-based (e.g. DDSOS [10], SOPM [11], and SASF [12]) and
RESTful-based (e.g. RISE [3], RESTful MMVE [13], and RESTful AIS [14]).
Numerous simulators (i.e., DEVS/SOA [2] and RISE [3]) implement the DEVS M&S
formalism [7] over a WS. RISE is the first and only RESTful distributed simulator to
support distributed simulation that supports DEVS and other model formalisms, lan-
guages and engines.

In CBS, both web services and Cloud computing are used in M&S. CBS is derived
from WBS, using Cloud Computing to manage varied M&S resources and build dif-
ferent simulation environments [15]. The use of web services in CBS has received the

248 S. Wang and G. Wainer



name of Modeling and Simulation as a Service (MSaaS). MSaaS is a special form of
Software-as-a-Service (SaaS), as it hides the underlying infrastructure, platform and
software details from the users. The use of CBS and MSaaS is still in a preliminary
stage [16] and little effort has been done to integrate with other services [17], which is
an issue because there are many open Web APIs that could be useful for M&S
applications (e.g. weather forecast, GIS information, and big data for simulation
inputs). They could improve user experience and make richer applications [18].

According to more than 11,000 APIs registered by ProgrammableWeb, REST WSs
take 73 % while SOAP-based APIs take 27 % [19]. WADL is a popular language to
describe REST web services, and many IT companies describe their REST APIs on the
HTML pages, such as Mashape (http://www.mashape.com/explore). SOAP WSs are
usually described in WSDL files. For example, WebServiceX (http://www.webservicex.
net/ws) has over 70 SOAP WSs using WSDLs. However, there has been no research
showing how to integrate these useful Web APIs in the development process of M&S
applications. Mashup technologies in Web 2.0 can be used to solve this integration issue
and simplify the M&S application development.

Mashups integrate different services from the web, using content from more than
one existing source to create a new value-adding application [4]. Mashups integrate
heterogeneous data, application logic (exposed as services in general), and UI com-
ponents (e.g. widgets) [5]. A large number of mashup techniques and tools have been
developed in both industrial development and academic research [5]. Many industrial
companies have developed their own commercial mashup tools, like IGoogle (http://
www.igoogleportal.com), and Yahoo! Pipes (http://www.pipes.yahoo.com). They are
based on the visual connection of components of heterogeneous data at the enterprise
level, offering Do-It-Yourself (DIY) guidance to meet user requirements [20]. In
addition, many academic efforts focus on mashups. Many of them use End-User
Programming (EUP), focusing on the composition and integration of web sources for
new purposes. Mashroom [21] uses nested relational models and provides mashup
operations like merge and filter over tables. In [22], the authors use native language
programming in mashup components, linking different logic together.

The fundamental element of current mashup technologies is the widget, a small
processing unit for performing single purpose task such as fetching, parsing, formatting
and visualizing data [23]. For instances, DERI Pipes [24] enables users to build widgets
to process data from different sources (e.g. RDF, SPARQL, XML, HTML). In [23], the
authors proposed an open mashup platform with linked widgets created freely by users
that can be discovered and combined easily. WireCloud [25] is an open source mashup
platform provided by the FI-WARE project, which can implement widgets in Java-
Script (JS) and HTML5 and build mashups by “wiring” widgets.

However, no one has ever tried to develop such widgets and mashup applications in
M&S (as well as integrating available WBS, CBS and Web APIs). Many of the current
mashup techniques and tools cannot work directly for M&S because: (1) they are
domain specific (i.e., they are useful only for single or limited problems in specific
domains); (2) they have been discontinued; (3) they are limited (the widgets do not
support MSaaS and different kinds of Web APIs like SOAP and REST). Based on this,
we investigated a new mashup method focused on the process of developing M&S
applications.
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3 The MAMSaaS Architecture

Based on the considerations in Sect. 2, we defined a novel mashup architecture to
simplify the process of developing M&S applications, named Mashup Architecture
with Modeling and Simulation as a Service (MAMSaaS). Shown in Fig. 1, MAMSaaS
is a layered methodology and architecture to create and run M&S mashups.

The proposed MAMSaaS architecture has four layers, as follows:

• Cloud: it is responsible for supporting Cloud infrastructure and deploying MSaaS.
The Cloud infrastructure includes Cloud compute units (for building and executing
simulation experiments) and Cloud storage units (for sharing M&S resources). In
addition, this layer is also responsible for deploying user-provided M&S resources
as MSaaS in the Cloud by using the MSaaS middleware on-demand.

• Box: it is responsible for developing mashup components (termed Boxes). Boxes
can have different categories (e.g. MSaaS from the Cloud Layer, existing open
APIs, widgets, operators). Each box is identified by a uniform box signature, and
has its own function for handling input messages and has its own visual form.

• Wiring: it is responsible for connecting boxes into a mashup. Boxes can be linked
with each other by their inputs/outputs that are identified in their box signatures.
A same box can be reused and re-wired in different mashups for new purposes.

• Mashup Application: it is responsible to select and wire boxes in workspaces, and
run applications. They can add box, wires and visualize the results at runtime.

Here we will discuss the top three layers: Box, Wiring, and Mashup Application layers,
and discuss how to develop boxes and build M&S mashups. For the details about the
Cloud layer, the reader can refer to [26], in which we introduced the CloudRISE
middleware, which implements the concept of MSaaS (exposing all kinds of M&S
resources as services). CloudRISE uses a resource-oriented design via RESTful WSs in
which M&S resources are identified through URIs in the Cloud.

Fig. 1. MAMSaaS architecture
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4 M&S Mashup Methodology

Box, wiring, and M&S mashups make up the complete set of an M&S mashup
application. In this section, we will discuss details of these three concepts.

4.1 Box – Developing Mashup Components

Boxes represent mashup components used for M&S. They are mini applications for
M&S-related scenarios (e.g. fetching a model, reproducing an experiment, visualizing
results, etc). Boxes receive heterogeneous data from varied services. A Box modular-
izes specific functions and sends data to others; they can be shared or published on the
Web. There are four basic types: MSaaS, WebAPI, Widget, and Operator Boxes.

• MSaaS Box: it uses MSaaS services from CloudRISE to handle input data, and
then outputs results. CloudRISE works as a repository interface to expose M&S
resources as MSaaS. There are six main types: simulations, supporting functions,
models, supporting data, semantic data and instances. The ones related to the M&S
mashup are simulations, functions, and models. Users can manage resources and
control the lifecycle of the execution of simulations and functions by using the
HTTP methods GET/PUT/POST/DELETE to corresponding URIs. MSaaS Boxes
simplify the execution of experiments by combining several MSaaS into one box.
For example, an MSaaS simulation box can create a new experiment configuration
file, create a new experiment using that file, start the simulation and check its status;
when it finishes, it sends the simulation results to the output.

• WebAPI Box: it calls existing open Web APIs. It exposes the function following a
WS principle (RESTful/SOAP-based). RESTful Web APIs are usually described in
WADLs or HTML pages, while SOAP-based Web API is described in WSDLs.

• Widget Box: it is a lightweight web application that shows the data on web
browsers. They provide a visual representation for particular data. They can be
reused for web development or other mashup platforms. For example, http://www.
100widgets.com provides different widgets, supporting varied type of data, e.g.
forms, diagrams, tables, maps, photos and videos.

• Operator Box: it takes input data from other boxes and it generates the output
based on a customized process. The reason why we need operators is to address the
inconsistencies between boxes (i.e. boxes with similar ports that cannot connect
directly). Operators can be viewed as a converter between boxes. It can be a filter,
aggregator, splitter, or adapter. For example, if one port of a box is full name, and
one port in another box is given name, an operator can be a splitter that extracts
given name from full name, so these boxes can be connected.

Though boxes have different types, they are managed in a similar way. Each box is
packaged in a separated archive file, so it can be developed, downloaded and installed
on different servers. Each box package has three parts, as follows:

• Box Signature: To manage the varied boxes, we provide a uniform structure,
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Box Signature ðBÞ ¼ \Bx; I;O[ ðDefinition 1Þ

Bx = <Bn,Bt,Bd,,Bs,Ba,Bp,Bm> is the general information of the box,
I = {p} is a set of input ports of the box,
O = {p} is a set of output ports of the box,
p = < pn, pt, pd> includes port name, type, and description.

The Box Signature identifies each box with its basic information (Bx), input ports
(I) and output ports (O). The basic information includes its name Bn, type Bt (e.g.
MSaaS, WebAPI, Widget, Operator), description Bd, subtype Bs (e.g. simulation
MSaaS, RESTful WebAPI), author Ba, path Bp (the URI of a related WS), and method
Bm (the method name of a related WS). A box can have multiple input and output ports,
which are used to connect the boxes in a mashup. Each input or output port include a
port name, type (the message type in the port) and description (a text that describes the
port). For instance, given a WebAPI RESTful WS to forecast the weather, its name is
WeatherForecast, type is WebAPI, description is return weather forecast information,
subtype is SOAP, author is JohnDoe, path is http://www.webservicex.net/weatherforcat,
and method is GetWeather. This WebAPI Box has one input port (with CityName as its
name, xsd:string as its type and city name as its description), and one output port (with
weather as its name, xsd:string as its type and weather forecast in 5 days as its
description).

Box Signatures can be described in XML files that can be provided by users or
constructed automatically from existing sources.

• Box Function: Each box has a function to response the input events. Boxes are
event-driven. When an input event comes, it triggers a function in the Box; then, it
sends data through output ports. Different types of boxes have different functions.
For the MSaaS Box, it combines multiple MSaaSs related to a same experiment into
a single box. For example, for the box of executing a new simulation experiment,
box function will: (1) construct a new experiment.xml; (2) create a new experiment;
(3) start the simulation; (4) check the result; (5) get result and send it to the output
ports. For the WebAPI Box, the function executes as defined in the Web API (e.g.
SOAP WS, RESTful WS). For the Widget Box, the function tells how to handle the
input data for visualizing in web browsers. For the Operator Box, the function is the
action to be executed (e.g. splitting, combing, and data conversion).

• Box View: Each box can also have a view in web browsers. Boxes can have
HTML/CSS files for visualization purposes. For boxes of MSaaS and WebAPIs,
their views could be either their signatures or the execution status. For Widget
Boxes, they can reuse existing HTML/CSS files in existing widgets. Users can also
customize these files to change the view how the data will show.

4.2 Box Wiring – Linking Boxes

A key feature of the boxes is that they can be connected to each other, which is called
Box Wiring. It is for composing different boxes through inputs and outputs.
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Box Wiring ðWÞ ¼ \fBg; fBx�1;By�Og[ ðDefinition 2Þ

B = {Bx, By…} is a set of boxes,
{Bx.I, By.O} is a set of connections between boxes

A Box Wiring is a combination of boxes and connections among them. Each
Wiring (W) contains a set of boxes {Bx, By…} and connections {Bx.I, By.O}. For
instance, Bx.I, By.O means the output port O of Box By can be linked to the input port
I of Box Bx. Boxes notify about their changes via events on their output ports; other
boxes can consume these events via input ports. By wiring boxes, users can reuse them
in multiple M&S scenarios without understanding the internal details.

4.3 M&S Mashup – Building Mashup Applications

The boxes and wiring mechanism can be used to buildM&S mashups. They are used to
build a composite M&S application by selecting and wiring boxes. It is based on data
flow and event-based mechanism among the boxes using a visual representation.

Mashup ðMÞ ¼ \fBg; fWg;U[ ðDefinition 3Þ

B = {Bx, By…} is a set of boxes,
W is a set of Box Wirings,
U is a user workspace for this mashup.

An M&S Mashup consists of a set of Boxes (B), Box Wirings (W), and a User
Workspace (U). Users can have different workspaces. In any workspace, users select
boxes and wire boxes through their input/output ports. After that, the mashup appli-
cation is ready. Users can run and visualize it.

Figure 2 shows an example of an M&S Mashup. It is made up of six boxes (B1 to
B6), which interoperate with each other by exchanging data. Consider we have MSaaS
Boxes B1 and B2, Web API Boxes B3 and B4, Operator Box B5, and Widget Box B6.
Users can build a mashup application by wiring these boxes as shown in the right part
of Fig. 2. At run-time, the data generated in B1 will pass to B3 and trigger B3’s
function, and then B3 will output its data to B2. Similar actions happen in other boxes.
Users can see the mashup as defined in each Box View of boxes on web browsers.

5 MAMSaaS Implementation

We have developed different tools supporting MAMSaaS and the M&S Mashup
methodology. Here we discuss the Box Development Tool (used to extract and develop
boxes) and the Mashup Platform (used to wire boxes and run M&S mashups).

5.1 Box Development Tool

The Box Development Tool is used to develop boxes rapidly. It can load and save
Box Signatures in XML for the different kinds of Boxes. It can also extract
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Box Signatures from existing files (e.g. MSaaS Experiment Frameworks, WSDL for
SOAP-based WebAPI, and WADL for REST-based WebAPI). In addition, it can
generate the configuration XML file that is used in the box package. This tool can also
suggest users with similar existing boxes.

The Box Development Tool was developed in Java using SWT (Standard Widget
Toolkit), which is a graphical widget toolkit. The Box Development Tool follows the
MVC design pattern. Figure 3 shows its class diagram, which consists of three groups:

• The Data classes manage the data contained in the BoxSignatures. BoxSignatures
keeps all the signatures in a list. Signature keeps the information of a box. Operation
contains the information of each port. Each operation has one parameter or Com-
plexParameter. Parameter ports have basic information (name/type/description) and
ComplexParameter uses complex data types (e.g. user-defined XSD).

• The Logic classes are used to define the logic of the boxes. They use Signature as a
bridge. They can extract information from other files to construct a Signature, and
convert it to other files. SimulationFramewrokXMLLoader and FunctionFrame-
workXMLLoader load Experimental Frameworks from CloudRISE, extracting
information from it and saving it as a Signature in Data. Similarly, WADLReader
and WSDLReader load and parse the description file of Web APIs. Signa-
tureXMLHandler loads and saves the box signature XML files. Signature 2Con-
figurationXMLConverter converts a Signature into a box configuration file.

• The View classes are used to build User Interfaces (UI). It supports user-friendly UI
to control the process of generating Boxes. The default UI is MainShell. It has two
menus: BoxSignatureUI for extracting and loading a Signature, and BoxDevelop-
mentUI for saving a Signature and developing box packages.

As discussed before, each box is packaged in an archive file. This file contains a
Box Signature, a Box Function and a Box View. In our tool, Boxes are developed using
current web technologies (XML, JS, and HTML/CSS). This archive file is an extended
version of thewidget package used inWireCloud [25], whichwill be discussed in the next

Fig. 2. Box/Wiring/Mashup example
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section. The Box Signature is a XML configuration file. The Box Function is a JS file that
defines the actions for input events, while the Box View contains HTML/CSS files to
show the data inweb browsers. For each box,we generate the configurationXML file. For
the JS and HTML/CSS files, it can suggest users with similar boxes, in order to reuse
them. In particular, the JS function triggers functions for input events by reusing the
WireCloud’s APIMashupPlatform.wiring. registerCallback (inputName, callback); and
when the function finishes, it outputs message by reusing the WireCloud’s API
MashupPlatform.wiring.pushEvent(outputName, data). Inside the JS function, it can
execute SOAP or RESTful WS.

Figure 4 shows an UI example of the Box Development Tool after extracting the
Box Signature from an Experimental Framework in the cloud. Users can select the
existing MSaaS file, load it, and then the tool parses the file and extracts the infor-
mation needed for its Box Signature. Later, users can modify this signature, and save it
in the format used by the M&S Mashup Platform.

5.2 M&S Mashup Platform

The M&S Mashup Platform has a wiring editor that allows users rapidly building M&S
mashups. Users choose a type of box, drag and drop appropriate boxes into a work-
space, and then connect the output of a box to the input of another one. After that, the
mashup is ready and users can visualize the mashup at run-time.

The M&S Mashup Platform is an extended version of WireCloud [25], an open
source mashup platform. It supports widgets uploading and wiring, user workspace
management, and mashup execution. However, WireCloud does not support different
type of Boxes (in particular the MSaaS Box and WebAPI Box). WireCloud is a
general-purpose mashup platform, but not for M&S mashups (which should manage
different boxes with different handling processes). The M&S mashup platform we

Fig. 3. Class diagram of box development tool
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developed extended WireCloud to support boxes for M&S mashup, which are MSaaS,
WebAPIs, widgets, and operators. Figure 5 shows its class diagram, it consists of three
groups of classes:

• The Data classes extend the Category in WireCloud to BoxCategory, in which we
added two new types, which are MSaaS and WebAPI. We reuse most features of
widget and operator provided by WireCloud. Each box has three elements: sig-
nature, view, and function.

• The Logic classes extend the uploading and searching logic of WireCloud to sup-
port all types of Boxes. In BoxUpload, we changed the package format as archive
file, and modified the uploading and parsing logic. In BoxSearch, we changed the
databases of resources and searching logic. We extended the BoxWiring mechanism
and MashupExecution mechanism in WireCloud to support all types of boxes.

Fig. 4. Extracting box signature from MSaaS file.

Fig. 5. Class diagram of M&S mashup platform (powered by WireCloud)
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• The UI classes change the UI of WireCloud. The overall UI has been modified in
M&S Mashup UI. For Box Management UI, we changed the box uploading and
searching pages. For Workspace UI, we modified functions with Add Box button to
add boxes into user workspace, Wire Box button that drags and drops boxes in the
wiring editor, My Box to select from available boxes. For Mashup UI, we reuse the
mashup executing engine of WireCloud for box execution.

6 Case Study: A Land Use Modeling Application

In this section, we show how to use MAMSaaS and our tools to build and visualize an
M&S mashup application from scratch. The case study focuses on building a Land Use
M&S mashup using GIS and other related M&S resources. GIS allows managing,
analyzing, and displaying geographically referenced information, and it has been
studied for several years in M&S. However, developing M&S applications using GIS is
still a complex process [27]. GIS M&S requires many M&S related resources including
experts from different domains.

Changes for Land Use have drawn much attention in urban planning, engineering,
urban economics, and related fields. Land use can also affect the development of
transportation, population, and land distribution. Our mashup application includes:

• Environmental modeling: we built a Cell-DEVS environmental model to simulate
the land use scenarios.

• Data collection: we need a function for generating initial data files from GIS to be
used as inputs to the Cell-DEVS model.

• Cloud-based simulation: we execute simulation experiments in the Cloud.
• Results analysis: it is a function to analyze simulation results, e.g. parsing, con-

verting, statistical analysis.
• Visualize results: it is a widget in web browsers to visualize the simulation result in

a vivid way.
• WebAPIs: they are existing web APIs useful for the GIS M&S. For instances, to

better predict the landuse tread, web API to forecast weather for the studied GIS
area is needed; to know the zip code information, a web API to search zip code
based on geographic information is helpful.

The Box Development Tool can help users develop boxes for the above M&S
resources. The developed boxes for this case study are as follows:

• MSaaS Boxes use CloudRISE. They contain Landuse model simulation (a simu-
lation experiment for the landuse model), GIS_data_collection (a function experi-
ment for collecting data), and GIS_KML_analysis (a function experiment to parse
simulation results to KML file). For each MSaaS Box, its signature is extracted
from the corresponding configuration files; its function combines multiple MSaaS
in a same experiment framework; and its view shows its execution status.

• WebAPI Boxes call existing open Web APIs. They contain City_weather (a
SOAP WS to forecast weather) and GeoIP_to_address (a RESTful WS to get an
address from a GIS). For each WebAPI Box, its signature is extracted from the
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existing WS description file or HTML files; the function calls the Web API through
HTTP request/response; and the view shows its output message.

• Widget Boxes show input data in web browsers. They contain Input_box (allowing
users to input messages), Input_show (showing input messages), KML_viewer
(viewing KML files in Google Map), and Wikipedia (getting Wikipedia informa-
tion). For each Widget Box, its signature is provided by users; the function analyzes
input data; and the view visualizes input data.

• Operator Boxes handle inconsistencies between boxes. They contain Zip_to_log
(extracting Log files from an archive), and Geo_spliter (splitting Geo information
into coordinates). For each Operator Box, its signature is provided by users; the
function converts the input data and outputs it; and there is no view for operators.

After the boxes are developed, user can upload them into the M&S Mashup
Platform. Now it is time to wire these boxes into a mashup. Figure 6 shows the
box-wiring page in the M&S Mashup Platform. In the wiring editor, users can drag and
drop boxes from different types, wire the boxes with their input and output ports. There
are three user inputs: model (the land use model in CloudRISE); GIS Tiff (the
user-selected area in a GIS dataset) and Geo Info (the global geographical references of
GIS dataset). We can wire the output of GIS Tiff as input of GIS Data collection, to
send GIS Tiff and extract an initialization file for the Land Use Simulation. Similarly,
we can wire model and GIS data collection to Land Use Simulation to receive inputs of
the model and initial files. Then, it can run the simulation. After that, we can wire the
Land Use Simulation with the Operator Box get log file from zip to extract the log file
and then wire this to Results Parsing, so a KML file can be generated, which wires to
the Widget Box Google Map for visualizing purposes. In another path, the Geo Info
wires to Operator Box Split Geo Info to get the coordinates of the area under study,
then the coordinates link to the WebAPI Box get IP to Address to get zipcode and city
address. After that, the zipcode wires to WebAPI Box City weather for getting the
weather forecast (shown in the Widget Box ShowInput); and city address wires to
Widget Box Wikipedia to get wiki information.

Fig. 6. Boxes wiring for GIS M&S mashup.

258 S. Wang and G. Wainer



After the boxes have been wired, a new M&S mashup application is ready. Users
can go back to the workspace and execute it. After setting three inputs (i.e. Model
URL; GIS Tiff URL; and Geo infor URL), the M&S mashup will run. The messages
follow the wired boxes flow, and each box runs its function when receiving input
events and shows the corresponding visualization view in the workspace. Figure 7
shows its execution view in Google Chrome. We can see that the MSaaS Boxes of data
collection, model simulation, and results parsing have been executed successfully, and
a KML with simulation results was generated and shown in the Google Map with a
timeline control (in which user can choose time to predict the land use population). In
addition, this mashup also shows the information of city address, weather forecast in
following 5 days and Wikipedia with North Carolina. From this case study, we can see
that anyone with basic web development knowledge (like HTML/CSS/JS) can easily
develop boxes. For developing M&S mashup, no specific knowledge is required. User
can simply select boxes and wire them as mashup.

7 Conclusion

We presented a new method for building M&S mashups for fast application devel-
opment by integrating heterogeneous data and services. We introduced a novel
architecture, named the Mashup Architecture with Modeling and Simulation as a
Service (MAMSaaS), a layered architecture to deploy and identify M&S mashup
component as well as link and execute mashups for quick M&S application devel-
opment. M&S Mashup components are called boxes, which consists of MSaaSs, Web
APIs, widgets and operators. Each box has its own structure, function and view. M&S
Mashup is created through box wiring mechanism. We developed tools for developing
boxes, wiring boxes and run mashups. We presented a prototype with GIS M&S
mashup application, which has shown that the proposed method using boxes and
wiring can create and run simulation mashup in an easy and rapid way. The future work

Fig. 7. Executing the GIS M&S mashup application
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includes developing more M&S mashup applications using the proposed architecture
and tools. This is an ongoing project, in order to further test its simplicity for devel-
oping M&S applications, we are going to let graduate students in our M&S course to
develop their own boxes and mashups using the proposed tools. Another work is to
study more on the operator boxes to handle semantic issues between boxes.
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Abstract. Social network has been a widely accepted way for people to
communicate and interact online. However, few of existing works stud-
ied temporal dimension in assessing the authority of nodes on social
networks. In this paper, a novel Temporal PageRank (T-PR) algorithm
is proposed for analyzing the authority of nodes. Three temporal factors
are adopted to personalize PageRank, which favors the nodes that are
more important to people. They are Built-up Time-length Factor (BTF),
Frequency Factor (FF), and Similarity Factor (SF). The experiments on
a real data set demonstrate T-PR algorithm provides the best ranking
results over recent competitor methods.

Keywords: Temporal ranking · PageRank · Link analysis · Search
engine · Time-weighted ranking

1 Introduction

Over the past decade, the social networks have evolved from being an information
source to a center of the world for commercial and social role. Web search engines
are important to help users to find the most useful resources for their specific
interest, which is to bring the most relevant web pages to the top ranked list for
a given query. Most search engines include a ranking algorithm that computes a
page’s authority based on either the link structures of the web, e.g., PageRank
[25] and HITS [17], or mining of users’ web histories, e.g., BrowseRank [19],
Traffic-weighted Ranking [22], and BookRank [9]. All of these algorithms produce
rankings for different uses. But these algorithms may be biased against more
recent pages [13,24], while such pages have less time to accumulate in-links to
contribute to their link-based ranking, and less chance to be involved into a web
history.

However, an important factor that is not considered by these algorithms is
temporal information which is critical to user’s interest in other users. Social
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 262–276, 2015.
DOI: 10.1007/978-3-319-26190-4 18
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networks are drastically different from traditional web, which are dynamic inter-
action environments. Quality users in the past may not be quality users now or
in the future. In this paper, we study search from the temporal dimension, which
is important due to the following reasons:

– Users are often interested in the recent or active user. Except for the users
are celebrities or stars, most users on the network change constantly. New
friends are added; ideally, outdated friends are deleted. However, in practice
many outdated links are not deleted. This fact prevents the ranking algorithms
from retrieving the update results.

– Existing Web page evaluation algorithms basically favor pages that have many
in-links. Thus, older users are favored because they tend to accumulate more
in-links due to longer existence. In contrast, new users that are high quality
will not be ranked high.

We believe that dealing with the problems related to the temporal dimension
is of great importance to future developments of rank technology in social net-
works. In this paper, we investigate the value of incorporating temporal aspects
into ranking of users. Three temporal factors are considered: Built-up Time-
length Factor (BTF), Frequency Factor (FF), and Similarity Factor (SF), which
capture the intuitive notion that a user with recent updates, special time occur-
rence, or trend in revision is potentially more important to users. The hypoth-
esizes of this paper are (1) the longer interval between registration time of user
and creation time of link is more trustworthy; (2) trustworthy users are often
active and regularly adding/deleting links, and seldom perform majority opera-
tions at once; (3) recent link is more important than old link.

Trust network is a directed graph, which has explicit links to express one node
trusts/distrusts other nodes. In a trust network, there exists two important times
(the registration time of node and the creation time of trust link). Individual
users are represented by nodes with registration time, having the relationship
“User X trusts User Y on Time t” resulting in an edge directed from User X’s
node to User Y ’s on Time t. Everything has its cause; there is no absolutely
independent behavior without a cause. Under the theory of sociology, i.e., trust
increases over time in relationships [28], which means the trust from one node to
another node should satisfy the constraints of time. In some social networks such
as Facebook and Twitter, an explicit link implies that two nodes are very close
for their frequent communication. However, in a trust network, two nodes may be
connected but the link may be untrustworthy. More importantly, a trustworthy
link in trust network is the situation where two connected nodes have proper
time interval. If two users are trustworthy in terms of their time intervals, then
their trust links are more trustworthy. For instance, users have trust relations as
Fig. 1, where tA < tB < tC < tD < tE and t1 < t2 < t3 < t4 < t5 < t6 < t7 < t8.
It is intuitive that the trust link from B to A on t1 is more trustworthy than
that from C to E on t5. Because E’s registration time is later than C’s, old node
seldom actively trusts new node in general. In contrast, B’s registration time is
later than A, so B trusts A firstly and then A trusts B as a feedback, which
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Fig. 1. An example of trust network

is trustworthy. D is a suspicious node used to promote E by connecting other
trustworthy nodes such as A and B.

The contribution of this paper include: (1) a novel temporal method (T-PR)
which builds upon PageRank and captures how the structure of the interaction
network changes over; (2) a new approach for aggregating scores from each of
the temporal features over which T-PR is running, the first based on build-up
time-length, the second based on frequency, and the third based on similarity;
(3) an extensive experiment on a real world data set to evaluate the performance
of our proposed method T-PR. Results show that the T-PR outperforms both
the state-of-the-art ranking models, and can improve the performance of user
recommendation.

The rest of this paper is organized as follows. We briefly describe the PageR-
ank algorithm and review some related work in Sect. 2. In Sect. 3, we define
measures of temporal factors, and then describe how to unify them in a Tempo-
ral PageRank (T-PR). In Sect. 4, we show and discuss the results of experiments.
Finally we make a conclusion and present some future researches in Sect. 5.

2 Related Work

2.1 Brief Review of PageRank

The basic definition of PageRank [25] can be stated as follows. Given a directed
graph G = (V,E), while V is the set of nodes and E ⊂ V × V is the set of
links/edges, without multiple edges. If u ∈ V has a link to v ∈ V , it implies that
u implicitly confers some importance to v. Let pr(u) be the PageRank score of
u and w(u, v) be the proportion of importance propagated from u to v, which is
normally set to 1/|do(u)|, where |do(u)| is the out-degree of u in G. Therefore,
link (u, v) ∈ E confers pr(u)/|do(u)| units of rank to v. The PageRank score can
be calculated by the following equation:

∀v ∈ V, pr(φ+1)(v) =
∑

u∈di(v)

w(u, v)pr(φ)(u) =
∑

u∈di(v)

pr(φ)(u)
|do(u)| (1)
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where di(v) represents the set of nodes linking to v. The total amount of score
conferred on v is the summation of the score of each u divided by its out-degree.

2.2 Other Related Work

Since the PageRank [25] and HITS [17] algorithms were published, there are a
large number of papers on improvements , variations, and speed-up of the algo-
rithms have proposed in [4,6,16,23]. These works are still within the framework
of the original algorithms, and do not consider the temporal aspect.

There are also some studies that concentrate on incorporate temporal fac-
tor into the PageRank algorithm. [2] proposes a modified PageRank by weight-
ing pages with an exponential decay function according to their age, which is
a limited attempt to tackle the problem without evaluation. TimedPageRank
(TimedPR) [30] is to weight each citation by an exponential decay function
according to publication time of the papers, which cannot be directly applied
to social networks. Scientific papers have static information fixed a publication
time. Since articles cannot be deleted, their citation counts are monotonically
increasing. By contrast, social networks can be modified by adding/deleting
links. And [3] presents Time-Aware Authority Ranking (T-Rank), by weight-
ing the page transition and random jump probabilities. Their results may not
be representative since each domain usually has its own pattern. [7,10,15,21]
are enhanced PageRank with time. However, these approaches are not suitable
for social networks; user’s behavior on social networks is very different from web
pages. In summary, all the researchers of the above studies on (time-)weighted
PageRank show their methods are better than the standard PageRank, but
neglect a high correlation of various PageRank variants and other social net-
work measures such as build-up time-length, frequency, and similarity. None of
the studies, however, has combined time information from both the nature of
social networks and the characteristic of users via the “Temporal” PageRank
described in this paper.

Recently, several researchers, such as [5,8,20,26,29], have applied machine
learning techniques to train the ranking model using queries previously and
relevance information on retrieved results derived from user’s browser behavior,
to improve ranking quality. The success of these “learning to rank” approaches
depends on both query and document information, which is very difficult to tune
the parameter of theses machine learning techniques.

3 Temporal PageRank

In this section, we first describe quantitative measure of three temporal factors.
To evaluate the usefulness of these factors, we then present how to incorporate
all three factors into the personalized PageRank algorithm.

3.1 Temporal Aspects

Social network is continually changing, i.e., users are registered, modified, or
deleted over time. Based on the hypothesizes: (1) the longer interval between
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registration time of user and creation time of link is more trustworthy; (2) trust-
worthy users are often active and regularly adding/deleting links, and seldom
perform majority operations at once; (3) recent link is more important than old
link. Let us consider a social network as a directed graph G = (V,E, T ), where
the nodes represent users with registration time, the edges represent the trust
links with creation time. For ∀u, v ∈ V , tu, tv ∈ T is the registration time of u,
v respectively, and ∃(u, v) ∈ E, tuv ∈ T is the creation time of link from u to v.

Built-Up Time-Length Factor. We define built-up time-length factor to
describe the interval between registration time of node and creation time of link.
A longer time-length is considered to be more trustworthy than a shorter one.
Time-length is used to describe the length of the time that something continues
or exists.

Let tuv - tu denote the built-up time-length of u adds a link to v, obviously
tu ≤ tuv. The Built-up Time-length Factor of (u, v) BTF (u, v), is simply defined
in a exponential time-scale as:

BTF (u, v) =

⎧
⎪⎪⎨

⎪⎪⎩

1 − e− (tuv−tu)
2σ2 if tu ≥ tv,

1 − e− (tuv−tvu)
2σ2 if tu < tv and ∃tuv ≥ tvu,

0 otherwise.

(2)

Note that σ = 14 means fortnight, which is the best empirical setting. This
built-up time-length factor is bound by [0, 1). Given the observation period tuv

through tu, the built-up time-length factor of u has value 0 if the registration
time of node u is the same as the creation time of link (u, v), increasing to 1 for
existing interval between tuv and tu/tvu. If tu < tv and ∃tuv > tvu, which mean
u is older than v and (u, v) is a feedback of (v, u), then BTF (u, v) ≥ 0.

Frequency Factor. Let ti(u) is the i-th timestamp of node u adding links,
Nti(u) is the count of links added by node u on time ti. nu is the number of

timestamps when u adds links. Nt(u) =
∑n

i=1 Nti(u)

nu
is the average of Nt(u), and

the variance is var(u) =
∑n

i=1 (Nti(u)−Nt(u))
2

nu
. nu is bigger means u is more active.

var(u) is smaller means u is more trustworthy, otherwise, var(u) is bigger means
u is less trustworthy. In Fig. 2, node D is more trustworthy than other nodes,
since node D is an active user and adds trust links regularly, which satisfies the
var(D) is smallest and n is biggest. Frequency factor (FF) can be computed
by Eq. 3.

FF (u, v) = e
− var(u)+Ntuv(u)

nu·Nt(u) (3)

The frequency factor of (u, v) is the proportion of trustworthiness of u adding
a link to v. This frequency factor is bound by (1, 0).



Temporal PageRank on Social Networks 267

Fig. 2. An example of diverse frequency for adding trust

Similarity Factor. The Built-up Time-length and Frequency factors only con-
sider the temporal factors of individual users. We hypothesize that the pattern
of user adds trust link in other causes may also have significance in estimating
a user’s importance. A user that adds trust links in accordance with a special
or good reason (e.g., interest, personality, etc.) reflects trustworthiness in itself,
which has been verified experimentally in [12]. However, considering only simi-
larity between all users without examining their ephemeral of behavior may be
biased and unfair to those users who have added trust links recently. During a
period of time, one user tends to show interest in similar things, such as focusing
on similar users. So it is acceptable that an old user trusts a new user because
they are similar during a period of time.

A similarity factor describes how similar change the behavior of a user is to
others in the network, based on the hypothesis that authoritative users would
behave in a similar way [1]. Here, can simply be the SimRank similarity function
used in [14]. The similarity factor of u and v on time t is thus considered as the
similarity of their in-links and out-links before tuv. Similarity Factor (SF) can
be defined as:

SF (u, v) = Simtuv
(u, v)e−γ(t−tuv) (4)

A key parameter of the above formula is γ which denotes how fast the value
of similarity factor decreases over time. If γ is too small, then the similarity
factor will have a long effect. Especially, if γ = 0 then similarity factor does not
decrease with time. On the other hand, if γ is too large, then similarity factor
has very short effect, getting quickly to 0. Intuitively, γ should be set according
to the timescale of the users to reflect how fast real rankings change. Moreover,
it should also be related to the number of trust links added per unit of time (e.g.,
year or month) of the users. In our experiments, we investigate the impact of
various values for γ. In our data set, we find γ = 0.05 gets the best performance.

And Simtuv
(u, v) is computed by Eq. 5. Let do

tuv
(u) denotes the set of all

outgoing neighbors from node u before tuv, and likewise, di
tuv

(u) denotes the set
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of all incoming neighbors to node u before tuv. |do
tuv

(u)| and |di
tuv

(u)| denote the
number of nodes in do

tuv
(u) and di

tuv
(u) respectively.

Simtuv
(u, v) =

λ · θ

|di
tuv

(u)||di
tuv

(v)|
∑

p∈di
tuv

(u)

∑

q∈di
tuv

(v)

Simtpq
(p, q)

+
λ · (1 − θ)

|do
tuv

(u)||do
tuv

(v)|
∑

p∈do
tuv

(u)

∑

q∈do
tuv

(v)

Simtpq
(p, q)

(5)

Here, λ is a decay factor between 0 and 1, θ ∈ [0, 1] is a parameter, which
determining the importance of in-links and out-links in the graph. In this paper,
we take λ = 0.8 refers to [14], and θ = 0.5, which is the best empirical setting.

3.2 Temporal Ranking

In this section, we describe a new ranking function that incorporates the built-
up time-length, frequency, and similarity factors into PageRank. Let wt(u, v) be
the weight for a transition from node u to node v on time t, di

t(v) denotes the
set of all incoming neighbors to node v before t. Then, the PageRank formula in
Eq. 1 can be rewritten in a temporal form (T-PR) as follows:

∀v ∈ V, tpr(φ+1)(v) =
∑

u∈di
t(v)

wt(u, v)tpr(φ)(u) (6)

In the original PageRank, wt(u, v) is set to 1/|do(u)|. Some studies [18,27]
have proposed biased PageRank. In this paper, our purpose is primarily to inves-
tigate the contribution of temporal information (i.e., built-up time-length, fre-
quency, and similarity) to node ranking by weighting in node transitions, and
subsequently to reduce the effect of bias against new-born nodes by weighting
nodes with only link information.

The time-dependent interactions among users clearly have a fundamental
impact on their rankings. For example, a series of recent trust links is likely to
be more important in determining the current ranking of a set of users than a
series of trust links among the same set of users that occurred far in the past.
Intuitively, the importance of trusts link for ranking users decays over time: the
older a trust link is, the less important is its result. Thus, a good ranking for
todays users should give more importance to recent trust links.

The importance of relationships is usually captured by assigning weights to
network edges. Thus, based on this intuition, we propose the use of temporal
edge weights to reflect the fact that the importance of trust links decays with
time. In particular, we will consider an exponentially decaying weight, controlled
by a parameter that determines how fast importance decays over time. Consider
two nodes u and v. Moreover, let wt(u, v) denote the weight of the directed edge
from u to v on time t ≥ 0. We define the edge weight wt(u, v) as follows:

wt(u, v) =
αBTF (u, v) + βFF (u, v) + (1 − α − β)SF (u, v)∑

s∈do
t (u)

αBTF (u, s) + βFF (u, s) + (1 − α − β)SF (u, s)
(7)
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Note that α ∈ [0, 1] is a parameter used to weigh the importance of BTF and
β ∈ [0, 1] is a parameter used to weigh the importance of FF. In this paper, we
take α = β = 0.3, which is the best empirical setting.

4 Evaluation Methodology

We implemented five ranking algorithms: PR [25], TWPR [21], T-Rank [3],
TimedPR [30], and T-PR (new) for comparison of the quality of ranking results.

4.1 Experimental Data Set

As the source of web data, we selected a portion of the set of trust network from
Epinions.com. To study the evolution of trust network, we downloaded them
until April 6th, 2010. The data include the user ID with registration date and the
trust link from one user to another user with creation date. Because the creation
date of trust link is unavailable before January 1st, 2001, our experimental data
only include the users having trust link after January 1st, 2001. Table 1 shows the
various classes of statistics about Epinions data. Figure 3 describes the evolution
of registered nodes and trust links per half a year. Figure 4 displays the count of
users with different in-degrees on April 6th, 2010.

Table 1. Statistical information of Epinions trust network

Epinions Number From To Total days Avg

Nodes 47109 25-Jun-1999 23-Mar-2010 3768 12.502

Trusts 258966 01-Jan-2001 02-Apr-2010 3359 77.096

Trusts/Nodes: 5.497 Nodes trust: 33875 Nodes trusted: 29807

Fig. 3. The evolution of Epinions trust network
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Fig. 4. Distribution of in-degree for Epinions

4.2 Evaluation Methods

In this section, we detail the three measures used in this paper. The OSim
and KSim metrics, proposed by Haveliwala [11], measure the similarity of any
two ranked lists l1 and l2, each of size k. OSim(l1, l2) determines the degree of
overlap between the top-k nodes of two rankings l1 and l2.

OSim(l1, l2) =
|l1 ∩ l2|

k
(8)

where l1 and l2 are the lists of top-k nodes.
KSim(l1, l2) determines the degree of agreement in which the relative order-

ing of the top-k nodes of two lists l1 and l2, have the same relative order in
both rankings. Consider two lists l1 and l2 of top-k rankings. Let U be the union
of nodes contained in both lists and define l′1 as the extension of l1 to add the
elements U − l1 at l′1’s end. Similarly, l′2 is also defined as the extension of l2.
We can define KSim as follows:

KSim(l1, l2) =
|(u, v) : l′1, l

′
2 agree on order of (u, v) and u 	= v|

|U | × (|U | − 1)
(9)

where the numerator denotes the number of pairwise agreements of elements
between l′1 and l′2.

The final measure we used to evaluate the performance of these 5 algorithms
is the Mean Reciprocal Rank (MRR). Given an ordered list of predicted nodes
(these nodes are in a descending order according to their ranking values) and
the “actual node” that is trustworthy, the reciprocal rank is calculated as 1/ρ
where ρ is the position of the “actual node” in this ordered list, and it is set to
0 if the “actual node” is not in this list. The MRR value of an algorithm that is
closer to 1 denotes a better performance.
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4.3 Results and Discussions

We conducted experiments on our crawled data to study the node authority
assessment of the PR, TWPR, T-Rank, TimedPR, and T-PR (new) methods.
In the following, we first discuss the time evolution of authoritativeness. Then,
we describe results of a user study to evaluate the quality of ranked results.

The first set of experiments measure the comparison of different scores of the
nodes, which compares the ranking of nodes using the different scores against
that produced by the PageRank [25] on January 1st, 2010. Figure 5 shows the
comparison of results. Note that we have scaled the scores by multiplying with
1000. The distribution of T-PR is steepest due to the consideration of the effect
of 3 temporal factors. One common trend we observe is that nodes with less PR
have low score, and those with high PR have high score. This shows that the
ranking determined by the T-PR conform to the perception that more popular
nodes have more trustworthy.

For each timestamp, we first computed an authoritative score for each node
according to a ranking method, and then sorted them from highest to lowest
to produce a ranked list. To investigate the time evolution effect (i.e., how the
authoritativeness changes over time), we compared the lists of top authoritative
nodes obtained from those 5 ranking methods for several consecutive half a year.
Figure 6 shows the evolution of top-500 authorities in terms of OSim and KSim.
Note that the observation period starts from January 1st, 2002 until April 2nd,
2010. Hence, each point on the graph is the similarity between the ranking at
that time and that of the previous half a year.

As shown in the Fig. 6, T-PR yields OSim values of 0.819-0.845 (average
0.831) and KSim values of 0.822-0.851 (average 0.837). This implies that PR
produces nearly the same rankings over the entire observation period on the
experimental data set. In contrast, the consecutive rankings of TWPR, T-Rank,
TimedPR, and T-PR have lower similarities because of their temporal approach.
We also see that T-PR produces more similar rankings than TWPR, T-Rank

Fig. 5. Comparison of different scores with PR for Epinions
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Fig. 6. Similarities between lists of top-500 authoritative nodes produced by the same
ranking methods for consecutive years

Fig. 7. Average OSim, KSim and MRR values for top-25 nodes

and TimedPR, respectively. This phenomenon may come from the effect of the
BTF and FF factors in T-PR that allow some authoritative nodes in the past
to be ranked in the top authorities.

We used these 5 algorithms (PR, TWPR, T-Rank, TimedPR, and T-PR) to
obtain the sets of the top-25 and top-50 most highly-ranked nodes for the most
popular nodes we chose from the data set. Then for each of the most popular
nodes, we compared these sets of the top-25 and top-50 nodes with the sets of
the top-25 and top-50 most popular nodes from Epinions.com respectively by
using the aforementioned evaluation measures. Figures 7 and 8 show the average
OSim, KSim and MRR values for the top-25 and top-50 rankings of these 5
different algorithms.

As depicted in Figs. 7 and 8, T-PR outperforms PR, TWPR, T-Rank and
TimedPR in all OSim, KSim and MRR values. In the top-25 ranking, T-PR
outperforms other methods by 10.8 %, 13.1 % and 12.5 % for OSim, KSim and
MRR respectively. In the top-50 ranking, the corresponding percentages are
8.9 %, 11.4 %, 11.7 % respectively. Therefore, we can confirm that adopting the
built-up time-length, frequency, and similarity of a node adding trust link can
improve the accuracy of nodes ranking.
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Fig. 8. Average OSim, KSim and MRR values for top-50 nodes

Table 2. Top-20 users’ different scores in Epinions

Name Registration date PR TWPR T-Rank TimedPR T-PR

jo.com 02/23/2000 0.285 0.325 0.313 0.297 0.341

dkozin 10/04/1999 0.256 0.293 0.267 0.281 0.323

mkaresh 10/16/1999 0.262 0.301 0.255 0.266 0.305

Freak369 02/05/2000 0.277 0.256 0.261 0.243 0.298

Bryan Carey 12/21/1999 0.214 0.272 0.234 0.258 0.292

three ster 06/26/2000 0.226 0.207 0.210 0.213 0.286

shoplmart 11/26/2001 0.265 0.197 0.187 0.221 0.281

dlstewart 05/31/2002 0.244 0.211 0.196 0.206 0.264

Howard Creech 08/16/1999 0.229 0.174 0.182 0.195 0.249

ChrisJarmick 07/19/2000 0.212 0.203 0.173 0.188 0.243

popsrocks 08/25/2002 0.221 0.199 0.164 0.175 0.233

mrkstvns 09/09/1999 0.208 0.215 0.158 0.191 0.210

yusakugo 04/14/2000 0.258 0.178 0.152 0.162 0.202

melissasrn 02/03/2001 0.211 0.164 0.171 0.153 0.194

surferdude7 01/08/2000 0.188 0.193 0.163 0.147 0.186

AliventiAsylum 08/11/2000 0.174 0.161 0.144 0.168 0.181

jeremy1456 03/17/2001 0.166 0.186 0.155 0.156 0.168

marytara 04/02/2001 0.171 0.157 0.149 0.144 0.157

captaind 01/19/2003 0.175 0.151 0.133 0.132 0.152

yakkowarner 03/01/2004 0.149 0.146 0.143 0.135 0.141

4.4 Case Study

In the final experiment, we want to compare the scores computed by 5 differ-
ent algorithms including PR, TWPR, T-Rank, TimedPR, and T-PR(new) for
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Top-20 trustworthy users from Epinions.com. We select Top-20 reviewers for the
most popular authors overall obtained from Epinions.com. In Table 2, we can
find that our method produces a better result than others. The T-PR scores
conform to the manual ranking. All scores in Table 2 is multiplied by 1000. From
the Table 2, we find the PR, TWPR, T-Rank, and TimedPR values fluctuate
erratically, and our method get better result than others, which proves Eq. 6 is
an effective improvement of PageRank.

5 Conclusion

In this paper, we propose a novel Temporal PageRank algorithm on social net-
works. Three temporal factors (built-up time-length, frequency, and similarity)
are used to improve PageRank so that it favor the nodes that were registered for
a longer time, more frequently, and recent trust link weighed more than others.
We conduct extensive experiments to evaluate the performance of T-PR. Evalu-
ation results show that the proposed T-PR outperforms other timed PageRank
algorithms significantly. Moreover, our T-PR algorithm provides most similar
rankings to human beings’ preference. In our future work, we are interested in
studying the effect of the time factor using other decay functions. Since social
networks are multi-relational networks, we will incorporate more relations to
improve the ranking of Temporal PageRank.
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Abstract. The advent of digital marketing has revolutionized how a
marketer reaches the organization’s customers. Since each interaction
with the customer is recorded today, the marketer can do a better job
of measuring the effectiveness of marketing efforts. With multi-channel
marketing data, comes a new set of challenges; those of measuring the
effect of individual channels, understanding synergistic effects, and finally
leveraging the information stored in the sequence of marketing activities.
While there is some work addressing the first two challenges, we aim
to shed light on the last question. The combinatorial explosion in the
number of possible marketing sequences requires a systematic approach
to address this problem. We propose an approach based on sequence
mining to identify marketing touch sequences that are most likely to
lead to a stated marketing goal. Our approach provides a rapid way of
creating marketing campaigns with the highest chance of success. We test
our proposed approach on a real world dataset of a retail chain (with web
visits, digital marketing channels, email data, instore and online purchase
data). We compare against baseline approaches, and observe interesting
insights in the real data.

Keywords: Sequence mining · Association rules · Digital marketing ·
Marketing attribution

1 Introduction

Marketing is the process of communicating the value of products or services to
customers. Marketing campaigns carried out through a range of channels play
a paramount role in this process. Hence, the task of understanding the value
of individual campaigns and marketing channels is important to the marketer.
The area of Marketing Attribution is devoted to understanding the true value
of different marketing mediums in a multivariate fashion. With the advent of
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digital marketing, much of today’s marketing data is recorded in a variety of
databases (web logs, transaction databases, email marketing databases, social
media sites, search marketing, and display networks). The area of marketing
attribution has three aspects. First, algorithmically computing attribution to
campaigns or marketing channels. Second, using this information for optimal
marketing spend allocation. Finally, all algorithmic attribution needs the entire
interaction history between an organization and customers; this data can be
mined to design improved targeting strategies. This last aspect is what our work
is related to.

Fig. 1. A customer can follow many paths to a purchase. This schematic shows possible
interactions a customer can have at different stages of the purchase process.

Marketing automation refers to a solution that is designed for marketing
organization to more effectively manage multi-channel marketing. Many orga-
nizations that provide marketing automation solutions claim to reach the cus-
tomers with the right message at the right time through the right channel [1].
But, most such solutions are not algorithmic in nature, rather, they depend on a
marketer’s understanding of the business. Hence, this is an area where significant
advances can be made by designing data driven algorithmic solutions. We aim
to address the question of identifying which channel to use at which point of a
customer’s journey.

An important source of information about a customer’s preferences is stored
in the sequence of interactions the customer has with the organization. Figure 1
is a schematic of how a customer may interact with different channels at differ-
ent stages of the purchase and complete the purchase on different mediums. To
test if the sequence of touches is indeed important, we conducted a hypothesis
test on a large database of sequences from a major office and home supplies
retailer. The hypothesis test, comparing future purchase propensity for certain
observed sequences against complements of these sequences, was found to be
highly statistically significant (details in Sect. 5). This indicates that the sequence
of marketing activities plays an important role in determining marketing effec-
tiveness. This motivates the need for our approach to find high impact marketing
sequences which leads us to the primary contributions of our work. In addition
to finding evidence for the importance of marketing sequences in real data, we
propose an extension of sequential mining techniques to identify sequences that
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are most likely to lead to a pre-specified marketing goal. We show significant
improvements over baseline targeting schemes. Finally, we build a tool that lets
the end-user define a goal and retrieve the marketing sequences that have the
highest likelihood of achieve the goal.

This paper is organized as follows. In Sect. 2, we describe how our work fits
into existing literature. After that, we describe the methodology of our approach
and algorithms in Sect. 3. Next,we describe the data on which we applied our
work in Sect. 4. In Sect. 5 we describe some of the interesting results we obtained.
Finally, we finish with our conclusions and future work in Sect. 6.

2 Related Work

Measuring the effect of different marketing activities has long been an important
problem. This problem is as old as the famous quote by John Wanamaker, “Half
the money I spend on advertising is wasted; the trouble is I don’t know which
half”. Much of the effort to address this question has been based on Market Mix
Models (MMM). MMMs work on time series data aggregated at the marketing
channel level. The goal is to find relationships between the time series of revenues,
with those of spends for different marketing channels. For example, temporal
analysis of marketing channel data is performed in [11,13]. However, with a
significant shift of marketing to digital mediums, it is today possible to evaluate
the value of advertising at an individual customer level. This aids to draw better
causal interpretations of the role played by each advertisement.

Using individual level data for credit assignment to marketing channels falls
under the area of Multi-Channel Marketing Attribution. In [2], the authors pro-
pose a Hidden Markov Model based approach to model a customer’s journey
across different states. While theoretically appealing, their model requires a
large number of parameters to be estimated from the data. An attribution model
aimed at estimating the incremental effect of individual channels has been pro-
posed in [16]. A game theoretic formulation of the marketing attribution model
aimed at estimating the causal effects is studied in [7]. While some of these
approaches address the question of interaction between multiple channels, none
of them look at the effect that the sequence of marketing activities has, on the
potential for purchase.

The area of Association Rule Learning has been developed to find interest-
ing relationships between variables in large databases. The literature of this field
may be classified into two broad categories. In the first category, association rules
are used as an exploratory tool [4], while in the other group they are used as
a predictive tool [14]. The problem of mining a large collection of transaction
baskets was introduced in [3]. While the authors address the question of finding
patterns within transactions, the sequence the items appear in is not consid-
ered. In [10], the problem of finding sequential patterns within transactions is
addressed where sequence in which items are purchased is considered. As [3,10]
are concerned with intra-transactions, they assume that there is no repetition
of items in the basket. The question of mining sequential patterns in large data-
bases of transactions has been addressed in [4]. In this work, the authors look
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beyond situations where the entities may be considered a set (like a basket), but
consider a temporal ordering of the items, thus leading to a sequence. In [4,17]
a horizontal representation of the database is used for mining sequential pat-
terns while in [8,9] a vertical representation of the database is used. A vertical
representation leads to faster algorithms to computing frequencies compared to
horizontal representations.

In this work, we have applied algorithms for fast computation of frequencies
of different marketing touch sequences. In particular, we have explored SPADE
[17], CM-SPADE, CM-ClaSP [8], and VMSP [9]. In our experience, the VMSP
algorithm leads to fast computations, and has the beneficial property that it
extracts maximal sequences thus avoiding short sequences which are obvious and
do not reveal much information, for instance search followed by web visit. These
are eliminated by maximality of our frequent sequences. In the next section, we
provide the details of our work.

3 Method

Here we provide the foundation of our approach. First, we describe the statistical
hypotheses tests that are conducted to show that the sequence of marketing
activities is important, when it comes to informing what happens in the future.
Next, we describe the exploratory part of our work, that is, how we compute the
frequency of sequences, and their corresponding confidence for certain objectives.

3.1 Importance of Sequences

The whole premise of our work hinges on the notion that the sequence in which a
set of marketing activities takes place is important to the future relationship an
organization has with a customer. We test this hypothesis in a staged manner. In
the first step, we conduct a hypothesis test for the importance of the interaction
of marketing channels.

Interaction Effects Between Marketing Touches. Let xij denote the indi-
cator variable of whether customer i (i = 1, · · · , N) has had an interaction of
type j (j = 1, · · · , J) with the organization. Also, let yi denote whether this
customer made a purchase. Then, consider the logistic regression

log
(

P (yi = 1|xi)
P (yi = 0|xi)

)
= α +

J∑

j=1

βjxij +
J∑

j=1

J∑

k=1

βjkxij × xik.

Where xi = (xi1, · · · , xiJ ). Then the Wald test [5] statistic for the parameter
βjk may be used to test the hypothesis that the jth and kth channels have an
interactive effect. A positive coefficient estimate of the interaction term denotes
that the presence of both channels leads to a larger increase in the log-odds ratio
of purchase, than just the sum of the effects of the two channels. Such a finding
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will show that channels have synergistic effects. With J marketing channels, we
will be testing

(
J
2

)
different hypothesis. Since we will be conducting multiple

hypothesis tests, we use the Bonferroni correction [6] to control for it with a
family wise error rate of 0.05.

Importance of Marketing Touch Sequence. If the above hypothesis is
established, one may further be interested in understanding if, it is not just the
presence of both channels j and k, but that their appearance in a particular order
is also important. To test this hypothesis, we performed a formal evaluation.

Before we describe our approach, let’s introduce some notation. Let Γ be the
set of possible interactions {C1, C2, · · · , CJ} (for example, opened email, viewed
display ad, or clicked paid search). Define a marketing interaction sequence of a
customer as the chronologically ordered list of interactions. We denote a sequence
Si of length ik by < I1, I2, · · · , Iik >, where Ij ∈ Γ for all j = 1, · · · , ik. Further,
the sequence Sl denoted by < I l1, I

l
2, · · · , I llk > is contained in sequence Sm

denoted by < Im1 , Im2 , · · · , Immk
> if I l1 = Imm1

, I l2 = Imm2
, · · · , I1lk = Immlk

for
m1 < m2 < · · · < mlk ≤ mk. For example, the sequence Sa = < S, A > is
contained in the sequence Sb = < S,W,A,G >, however it is not contained in
the sequence Sc = < S, T, U,D >.

For a sequence Si = < I1, I2, · · · , Iik >, define its complement Ω(Sc
i ) as the

set of all sequences Sm = < Im1 , Im2 , · · · , Immk
> such that all singleton sequences

< Imj > are contained in Si, for all j = 1, · · · ,mk, but, Si is not contained in Sm.
In other words, the set of sequences that contain all the individual marketing
channels, but not in the exact same order. For example, if the sequence whose
effect is being tested is Sd = < W,A, S >, then Ω(Sc

d) has the five sequences
< W,S,A >, < A,S,W >, < A,S,W >, < S,W,A >, and < S,A,W >.

To test the effect of a sequence, we performed the following exercise. For
a sequence Si, we can compute how often the sequence ends with a purchase,
denoted by pS = P (Si → 1) (Si leads to a purchase). Similarly, define pSc =
P (Ω(Sc

i ) → 1) (for sequences in the complement of Si, how often do they lead to
a purchase). The hypothesis H0 : pS = pSc may be tested using the asymptotic
normality test [12]. To ensure we do not bias our hypothesis tests, we selected
a number of sequences ensuring sufficient presence in the data, but without
looking at its association with purchase. As in the earlier section, we will use the
Bonferroni correction to control for multiple tests with a family wise error rate of
0.05. Further, since we are working with large sample sizes, traditional statistical
significance may be associated with small effects, hence we also consider the effect
size given by (pS − pSc) when deciding whether there is an effect of business
importance.

3.2 Confidence and Support

Before we describe our approach, let’s define a few terms. Let D denote {S1, S2,
· · · , Sn}, as a database of user activity sequences. A sequence Sl supports a
sequence Sm if sequence Sm is contained in sequence Sl. The support for a
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sequence is defined as the fraction of total sequences which support this sequence.
For example, in Table 1, the sequence < P,A,W > has a support of 3/6.

We define a frequent sequence as a sequence that has support greater than
or equal to a user-specified minimum support (minsup). A frequent maximal
sequence is one which is not strictly contained in any another frequent sequence.
In Table 1, if minsup = 0.2, the sequence < S, A > fails to meet the minimum
support. The sequence < P,A > has a support of 4/6. However, < P,A > is not
a frequent maximal sequence because it is contained in < P,A,W > which is
also a frequent sequence.

Table 1. Some example user activity sequences, each letter denotes a different mar-
keting interaction.

Customer ID User activity sequence

1 O → W → A → D → 1

2 D → P → A → M → W → 1

3 D → P → A → 1

4 P → M → A → O → D → W → 0

5 S → W → A → G → 1

6 O → P → M → A → M → W → 0

(1 – Purchase, 0 – Non Purchase)

Note that some sequences may end with a purchase (call them purchase
sequences). In other words, Si = < I1, I2, · · · , Iik >, such that, Iik is a purchase
event (a sequence cannot have a purchase in its interior, if they do, such sequences
are broken into separate sequences, each with at most one purchase event). A
purchase may have additional attributes like revenue, product type, mode of
purchase, and so on. Let us denote a mapping of purchase events to classes of
objectives, F (Iik) ∈ {O1, · · · , OK}. An objective is a marketing goal that the
marketer may envision for customer sequences, for example, one objective could
be purchase of product type “furniture”, with a “high” revenue that happen
“online”. Also, for a purchase sequence Si, define the function antecedent(Si) =
< I1, I2, · · · , Iik−1 >, the sequence Si without the purchase event.

Let the database of sequences D(O) denote all observed sequences that satisfy
objective O, for example, all sequences ending in high revenue online furniture
purchases. Algorithm 1 outlines the steps to compute the support and confi-
dence of sequences. In the first step, the VMSP sub-routine [9] is called on the
sequence database D(O), this finds all frequent maximal sequences with a spec-
ified minimum support. All such sequences end with the objective O, next take
the antecedent of the sequence, and compute the support for this sequence in
the entire data (D). The ratio of the two frequencies gives us the confidence of
the sequence leading to the objective of interest. This approach lets us find the
best sequences likely to lead to a certain objective. It also gives a measure of the
chance of this objective being satisfied by the sequence.
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Algorithm 1. Mining High Confidence sequences
Require: Two database of sequences D and D(O)
1: Supp ← VMSP(D(O),minsup,maxlen)
2: Count ← empty dictionary
3: for seq in Supp do
4: antseq ← antecedent(seq)
5: for x in D do
6: if antseq is contained in x then
7: Count[seq]++
8: end if
9: end for

10: end for
11: Conf ← empty dictionary
12: for seq in Supp do
13: Conf[seq] = Supp[seq] / Count[seq]
14: end for

Table 2. Details of the marketing interactions along with frequencies (Frequency is
the total count of sequences where that particular channel is reflected).

Channel Symbol Source Frequency Percentage

Direct Web Visit T Web 9,088,525 36.28

Display Ad View d Display Ad 4,167,055 16.64

Display Ad Clicked D Web 218,604 0.87

Opened Email o Mail 13,955,334 55.71

Clicked Email O Web 1,699,826 6.79

Social S Web 10,537 0.04

Paid Search P Web 682,837 2.73

Organic Search G Web 1,933,748 7.72

Owned Ads A Web 1,408,392 5.62

Money Saving Sites M Web 295,668 1.18

Instore I Instore 16,770,764 66.95

Online E Web 4,422,140 17.65

4 Data Description

While our approach can be reasonably easily applied to any marketing interac-
tion data, in this section, we provide details of the data-set on which we applied
our approach.

We had access to the marketing (email and display), web interaction, as well
as online and in-store purchase data for a large office and home supplies retailer.
The data ranged over a 100 day period during the summer of 2013. The data
contained about 54 Million interactions with 18 Million customers. For marketing
activities to be valuable, it is important for organizations to stitch customer data
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across different sources. The data from different sources like email marketing,
display marketing, web analytics and transaction databases were stitched to
have a single key with the use of email addresses, loyalty cards, and web cookies.
While there has been some work on probabilistically stitched customer data [15],
we assumed that the data was correctly stitched in a rule based fashion.

Table 2 provides details of the channels from which we had data, and the
relative frequencies of them. We had the following interactions: Direct Web Visit
(typing of url or bookmark visit), Display Ad View, Display Ad Click, Opened
Email, Clicked Email, Visit from a Social Site, Click on a Paid Search, Click on
an Organic Search, Click on an Owned Ad (ads shown on affiliate sites), and
Click on a link on a Money Saving Site (bargain hunting sites). Lastly, we had
two kinds of purchase events possible, either an In-Store purchase or an Online
purchase. There were more in-store purchases than online purchases in this data-
set. Among the interactions, email opens, direct web visits, and display ad views
were the more common interaction channels.

Table 3. Distribution of the sequences across multiple-channels. The diagonal value
denotes the percentage of sequences containing that channel. The off-diagonal value
denote the percentage of sequences containing the two channels corresponding to the
row and column. Please refer to Table 2 for what the row and column names stand for.

Channels

T d D o O S P G A M I E

T 36.284 11.415 0.632 22.208 3.095 0.031 1.305 3.698 3.980 0.725 15.313 14.147

d 16.636 0.854 9.536 1.948 0.018 0.953 2.557 1.714 0.476 7.427 6.838

D 0.873 0.487 0.141 0.003 0.060 0.170 0.276 0.076 0.312 0.434

o 55.714 5.669 0.028 1.220 3.728 3.402 0.675 37.207 5.442

O 6.786 0.009 0.237 0.951 0.734 0.191 4.156 0.747

S 0.042 0.003 0.009 0.009 0.004 0.023 0.008

P 2.726 0.523 0.352 0.075 0.998 1.29

G 7.720 0.983 0.243 2.868 3.445

A 5.623 0.258 2.239 2.315

M 1.180 0.503 0.420

I 66.954 0.000

E 17.654

Since our problem looks at sequences, we explore the interaction between
channels and the importance of sequences, we looked at how often multiple
channels appear in the same sequence. Table 3 describes these interactions. We
see that there is significant cross-channel interactions. Additionally, we find in
our data, 75 % of the customers had at interactions with at least 2 channels,
30 % of them interacted with at least 3 channels, and 24 % of them interact with
4 or more channels.
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We define a sequence as a chronologically ordered collection of interactions for
an individual. Thus, the entire sequence for the individual can be < A,B,C, P1,
D,E, P2 , F,G,H > (alphabets A–H denote different interaction channels, while
P1 and P2 denote purchase events), such an sequence is broken into the following
3 sequences < A,B,C, P1 >, < D,E, P2 >, and < F,G,H >. The first two are
purchase sequences, but the last one is a non-purchase sequence.

Table 4. Sequences distribution across Product Category and Mode of Purchase.

Product category Purchase mode Total sequences Unique sequences

Furniture Online 115,987 34,998

Instore 265,662 46,758

Machines Online 901,906 214,633

Instore 3,769,764 467,098

Electronics Online 272,500 83,443

Instore 1,597,079 231,740

Home Online 2,275,956 485,701

Instore 5,248,325 638,993

Services A Online 0 0

Instore 1,304,517 106,761

Office Online 736,024 184,215

Instore 3,837,277 480,918

Services B Online 5,542 2,593

Instore 228,657 34,964

Store Online 114,225 49,697

Instore 519,483 81,429

Non purchase 3,855,469 277,762

Total 25,048,373 808,254

Breaking an individual’s entire sequence by purchase events was necessary
because we wanted to profile sequences by various attributes of the purchase. We
had additional information for purchase interactions, in particular, the product
purchased, the revenue of the purchase and the mode of purchase. Table 4 shows
the distribution of purchases from the different product categories. In all, there
were about 25 Million sequences considered in our analysis. Each of which was
one of 808, 254 unique sequences. This table also provides the distribution for
different product categories and mode of purchase. Apart from “Services A” and
“Services B” being only (or mostly) sold in-store, all other product categories
have a large number of sequences.

Figure 2 shows the sequence for three customers. The x-axis of the plot is
the date of interaction, on the y-axis, we have the sequence number. In the first
panel, we see a customer who may be dubbed an “impulsive customer”. This
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Fig. 2. The marketing interaction sequences for 3 customers. The x-axis has the date of
interaction, on the y-axis are the resulting sequences from the customer, after breaking
them by purchases. The three panels denote three different kinds of customers. The
color and symbol denote the type of interaction and whether the interaction included
a purchase or not (Color figure online).

customer had 7 purchases (denoted by seven rows of data in the panel), in each
case making the purchases soon after the interaction. The second customer may
be called a “loyal customer” because of the large number of interactions with the
organization, as well as large number of purchases. The last customer is possibly
a churned customer, after a single purchase. This customer’s last sequence is a
non-purchase sequence. Apart from such customers there were also customers
who had no purchases over the entire 100 day period.

5 Results

In this section, we describe our results. We first provide the findings of the
hypotheses tests that prove the importance of marketing sequences, next we
describe some exploratory data analysis. After that, we describe some results
contrasting high confidence sequences for different marketing objectives.

Table 5. Test of the importance of interactions between channels. Only selected inter-
action coefficients are displayed.

Variable interaction Estimate Std. error z value Pr(> |z|)
Direct Web Visit × Display Ad 2.85 0.02 125.37 0.00

Direct Web Visit × Openmail 1.61 0.04 45.79 0.00

Display Ad × Paid Search 0.87 0.04 20.95 0.00

Display Ad × Organic Search 0.83 0.03 31.56 0.00

Openmail × Clicked Openmail 1.34 0.04 35.71 0.00

Openmail × Owned Ad 0.71 0.03 22.71 0.00
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5.1 Importance of Marketing Sequence

As described in Sect. 3, we first test two hypotheses. The first looks at the impor-
tance of interaction between channels. Table 5 shows selected coefficients from
the logistic regression, along with the standard error, z–values and p–values. Of
the 45 interaction effects in the model, 28 interactions are statistically significant
at the Bonferroni corrected level of 0.001 (0.05/45), also 20 of these are positive.
Thus, in our data, there is a strong evidence that interaction between marketing
channels is important to encourage a positive likelihood of purchase.

In the second hypothesis, we test the effect a sequence has on the likelihood
of a future purchase. Table 6 displays the results from a selection of this analysis.
Of the 219 sequences tested against their complements (please refer to Sect. 3
for the definition), we found 212 of them to have significantly different purchase
propensities (at the Bonferroni corrected level of 0.0002). Also, as displayed in
the table, the magnitude of this difference was often large. In fact, for 208 of
these hypotheses, the effect size was 1 % or more. The effect may have been either
positive or negative, but since we did not select the sequences to test based on
their propensity of purchase, this is to be expected. Also note that the effect
sizes were often large.

Table 6. Test showing the confidence of sequences and their complements. Please refer
to Table 2 for the sequence name legend.

Sequence Sequence Complement P-value Difference

confidence (%) confidence (%) (%)

dodT 83.41 79.19 0.00 4.22

TdT 85.89 85.26 0.00 0.63

Todo 80.95 85.14 0.00 −4.19

dGdT 81.55 86.27 0.00 −4.72

odoT 82.94 77.53 0.00 5.41

GdT 82.16 89.78 0.00 −7.62
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5.2 Exploratory Data Analysis

Our data contains a number of interesting facets on which we performed
exploratory data analysis. In particular, in addition to the sequence data, we
had the timing of interactions, the types of products purchased (if any), the
mode of purchase (online or in-store) as well as the revenue of the purchase.

We first looked at the distribution of the number of sequences by the number
of touches in the sequence (Fig. 3(a)). As expected, we see a highly positively
skewed distribution, with the largest number of sequences being short (of length
1 or 2), but there is still a significant number of sequences longer than 2. When
looking at the duration of these sequences (Fig. 3(b)), we again see a positive
skew, but with a large proportion of sequences lasting a week or more. We also
see an interesting seasonal pattern, with a periodicity of a week (due to a weekly
activity cycle).

Next, we explored how the length of the sequence associates with the mode of
purchase (Fig. 4(a)) and the revenue of the purchase (Fig. 4(b)). We see that the
online sales tend to have a larger number of touches, across all product categories.
We also see that the higher revenue sequences require a higher number of touches,
indicating that customers take longer to decide on higher revenue purchases. As
before, we again see that “Services A” and “Services B” purchases require fewer
touches.

To explore the effect of duration further, we looked at the purchase sequences
by different product categories (Fig. 5(a)) and at the average revenue of the pur-
chase against the duration of the purchase (Fig. 5(b)). We see that different
products take different number of days for the purchase to be completed. We
also see that, on the average, the shortest (in terms of days) sequences lead to
the highest revenues. On further exploration, we found a lot of high revenue
business purchases (in product category “Services A” and “Services B”) hap-
pening rapidly. The weekly recurring pattern is more apparent when plotting
the average revenue against duration of the sequence.
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5.3 Confidence and Support

The primary goal of our work is to give the marketing practitioner the ability
to find the best sequences for a given objective. Let’s say a marketer wants to
know the kind of sequences that have the highest confidence for furniture pur-
chases that happen online, we provide a tool for the marketer to identify these
sequences readily. Figure 6(b) shows the most promising sequences for such pur-
chases. The marketer can additionally contrast the in-store furniture purchases
(Fig. 6(a)) against the online furniture purchases (Fig. 6(b)), and find vastly dif-
ferent sequences with the highest confidence. We see that display followed by
paid search leads to the highest confidence for an online furniture purchase,
where as the high confidence sequences for in-store furniture sales tend to be
more influenced by emails and direct web visits.

When we compare high revenue and low online Electronic purchases (Fig. 7(b)
and (a)), we see that the presence of a display ad prior to the money saving sites
visit can leads to higher confidence in the high category purchases. This could
be an indication for the marketer to target customers with display ads, to try to
get them to money saving sites. Many similar such insights can be gleaned by the
marketer when he explores marketing sequences using our tool.

Figure 8 provides a view of the demo tool we have designed help the marketer
identify top performing sequences for a particular marketing goal. At the top, the
marketer specifies the goal of a particular campaign. For example, in this view,
the marketer is interested in selling furniture online of a low revenue category.
The best marketing sequence for this goal is Display ads followed by Paid Search.
At the bottom are the confidence and support for the five sequences with the
highest confidences for the specified marketing goal. It is easy for the marketer
to use this tool to rapidly create marketing campaigns for any given marketing
goal. It is also possible to contrast sequences for different marketing goals.

Fig. 8. A tool created to help marketer to retrieve the best sequence of interactions
based on a marketing goal. The marketer specifies the goal, the best sequence to target
for this goal is identified. At the bottom, on the left are the confidences of the different
sequences, and on the right are their corresponding supports.

5.4 Comparison to Baseline

We compare the results of our proposed approach to two baseline approaches.
The first is the random strategy. The random strategy is the one where we
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Table 7. Comparison of high confidence sequences, in their confidence to lead to
orders of “Machines”. The last two columns provide multiplicative lifts compared to
two baseline strategies.

Marketing sequence Confidence (%) Lift over random Lift over 100th sequence

odMAE 4.00 3.33 2.01

dodGE 3.20 2.67 1.61

MPE 3.17 2.64 1.59

GdE 2.76 2.30 1.38

GTE 2.69 2.24 1.35

TTAE 2.60 2.17 1.31

consider the confidence of a randomly selected sequence to lead to a certain
marketing goal. The second comparison is the following. For a given marketing
goal, we look at the ranked list of sequences, ranked by their confidence to achieve
the given marketing objective. We then compare the highest ranked sequences
with the hundredth ranked sequence. Table 7 provides these details. The last
two columns of the table provides the lift achieved by using the highest ranked
sequences as a multiplicative factor compared to the two baselines. We see that
the top six sequences have between 2 and 3.3 times increase over the random
approach. When we compare them to the 100th most successful sequence, we see
lifts of 1.3 to 2 times.

6 Conclusions

In this work, we have shown on a large retail data-set that the sequence of mar-
keting touches has a significant effect on the propensity of achieving a stated
marketing goal. Next, we propose a novel application of sequence mining to
marketing touch data. While association rule learning has been applied to the
market basket problem in the realm of marketing, this is, to our knowledge,
the only application of sequence mining to marketing interaction data. In doing
so, we look beyond the individual effect of marketing channels toward combina-
tions of marketing channels in the form of sequences. Our approach aids better
measurement of marketing effectiveness, and aids in better targeting. We also
provide a tool to the marketer which can be used to rapidly mine this data to
find high confidence sequences for a particular marketing goal.

Our approach has a number of advantages, we were able to mine large
amounts of data in a scalable fashion. We handle in excess of 25 Million mar-
keting interaction sequences without difficulty, a size that is likely to be bigger
than most organizations’ customer base. We also consider all possible interac-
tions between marketing channels and capture the most important of these. We
show the marketing lift achieved by our approach over random targeting.

There are a number of possible extensions to our work. While this paper
talks about finding an optimal sequence to launch a particular campaign, it does
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not consider the attributes of an individual customer. We also aim to overlay
sequence mining with the stage of a customer in the purchase life cycle. This
will aid us in understanding if certain channels play a more important role in
different stages of a customer’s purchase cycle. We also aim to explore the effect
that channels like television have on sequences. Such marketing channels are
harder to capture in sequence mining because confirmed touch information is
not available.
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Abstract. Today, crowdsourcing has emerged as a promising paradigm for
annotating, structuring, and managing Web data. Still, as long as the problem of
the crowd workers’ trustworthiness in terms of result quality is not essentially
solved, all these efforts remain doubtful. Therefore, in this paper we look at
today’s dominant quality assurance techniques and investigate how they cope
with Web data, i.e. typical long-tail distributions, making it easy for strategic
spammers to guess the prevalent answers and thus to go undetected. We provide
a thorough theoretical analysis, quantifying the success of different methods on
such skewed domains by means of test theory and show their individual
weaknesses. Exploiting our case study analysis, we propose a simple
privacy-preserving, task-agnostic model to improve test reliability, while actu-
ally decreasing overhead costs for quality assurance. Finally, we show the
stability of our method for even higher numbers of spammers in controlled
crowdsourcing experiments.

Keywords: Crowdsourcing � Fraud detection � Result quality � Quality control

1 Introduction

In recent years, the paradigm of crowdsourcing has been discussed in many computer
science disciplines, ranging from simple tasks like: content annotation [1] or IR
evaluation [2], to complex tasks like: crowd-enabled database retrieval [3]. In fact, the
integration of human assessments for intelligent steering of algorithms, promises a high
benefit, especially in many typical Web data processing tasks, where state of the art
algorithms are still lacking (e.g., text translation, image annotation, opinion mining, or
sentiment analysis). In any case, for crowdsourcing to be practical, the main threat of
fraudulent workers affecting the overall result quality has to be managed: Since
spammers are easily attracted to cheat crowdsourcing systems due to the highly dis-
tributed, virtual, and anonymous nature of crowdsourcing, task providers are forced to
apply strict quality control measures to ensure their exclusion, as their contributions
jeopardize the entire quality of the output.

Task-aware control measures include gold questions, i.e. a set of test questions
whose answers are already known, which are currently one of the widely applied
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quality safeguards (although their applicability has been doubted in many typical
crowdsourcing scenarios, see e.g. [4]). Simply put, gold questions are randomly
injected in each task to test and monitor the reliability of workers. Such questions could
be either (1) blindly injected, where the workers don’t know they’re answering a gold
question, in which case, gold questions are more like a quality control detection
mechanism, or (2) openly injected, where the workers get instant feedback when they
answer a question incorrectly, in which case, gold questions are more like a teaching
and future failure prevention mechanism that explains to workers why they failed. In
addition, reputation-based systems are widely employed to track the worker’s history
and the requestor’s satisfaction in association with each worker. Yet, computing
workers’ reputation in distributed settings (in particular across the boundaries of several
systems) still poses a real world challenge.

In contrast, redundancy is a task-oblivious mechanism for quality control, where
the aggregation of results from multiple workers for the same task is ultimately chosen
as the final answer, e.g., by using averages or performing a majority vote. Such
task-oblivious measures have the valuable advantage of being applicable for all kinds
of tasks (even opinion-based tasks and tasks where the notion of correctness depends
on consensual agreement) and without any knowledge about the worker. In that sense,
redundancy forms a light-weight and privacy preserving quality control, where the
aggregation techniques allow to measure each worker’s quality as a function of his/her
agreement with the crowd. However, besides incurring higher costs, redundancy-based
mechanisms have also been shown to have their limitations, especially for higher ratios
of spammers, see e.g., [5].

Apart from such general limitations, all of the above control measures drastically
fail for crowdsourcing tasks whose answer sets are intrinsically skewed, i.e. there is a
predominant answer, which can be exploited as a difficult-to-detect-default-answer by
spammers. Especially in Web data, this kind of (long-tailed) skew that is favoring
certain: entity types, image content, or data properties is well known. In practice,
individual crowd-sourcing tasks, or human intelligence tasks (HITs), requiring the
crowd to search for patterns or rare occurrences in Web data sets, usually follow a
power law, namely a Zipfian distribution.

Example 1 (Adult website classifier). A study on quality management in Amazon
Mechanical Turk (for details see [6]), attempted to train an adult website classifier
based on data points labeled by the crowd. In reality, 85 % of the websites are suitable
for general audiences, while only 15 % are actual porn. The crowd was asked to label a
website as G when suitable for general audiences and as P when comprising adult
content. The results reported that strategic spammers (i.e., workers submitting always
the prevalent answer/the highest class prior) indeed only showed an error rate of 15 %.
Yet, honest workers sometimes exhibited even higher error rates.

Obviously for the above example, all common measures, whether it’s gold ques-
tions, majority votes, or reputation-based systems, would fail in identifying strategic
spammers, because they’re seemingly doing a reasonably good job. Thus, as soon as
spammers realize a skewness in some task, they can easily cheat the system by pro-
viding only the prevalent answers and thus render the final results useless.
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To better understand the actual problem, we turn to classical measures from test
theory: sensitivity and specificity, and illustrate how they individually influence a
worker selection decision. We then argue how in datasets, whose answer set are highly
skewed (i.e. in a binary setup, one class label occurs seldom, e.g. porn label as in
Example 1), we need only focus on the specificity measure, rather than the sensitivity
as well. Building on this insight, we propose double/triple testing model, which aims at
boosting a worker’s specificity, which in turn improves the positive predictive value,
i.e. the ability to avoid incorrect answers submitted by strategic spammers who would
always submit the frequent class label. Unlike majority voting, the double/triple testing
model only seeks a second and/or a third opinion when the first response belongs to the
frequent class. Using a controlled environment for simulations on crowdsourcing
formulated tasks, provide evidence for both the cost efficiency and the accuracy of
double/triple testing relative to traditional aggregation techniques based on redundancy.

2 Related Work

Crowdsourcing provides an inexpensive and easy to set up solution for companies
having typical digital business problems needing intelligent or perceptual input like
e.g., Web resource tagging [7], completing missing data [8], sentiment analysis [9], text
translation [10], information extraction [4], etc.

A lot of research has focused on the quality problem in crowdsourcing and con-
sequently different approaches have emerged. The most commonly used approaches
aim at controlling the quality by: (1) reliably identifying and excluding spammers,
(2) identifying low quality results and cleverly integrating the results to produce higher
resulting quality, (3) a combination of both, or (4) providing the workers with incen-
tives to demotivate them from cheating the system.

Gold questions are a typical example of the first approach to quality control.
Questions, whose answers are already known, are added to a crowdsourcing task.
Failing to correctly answer a certain percentage of gold questions raises a flag, and the
worker is identified as a spammer to be excluded from the workforce. Here, the
workforce is basically filtered, and only those workers satisfying a certain quality
threshold are allowed to work on a given task, all others are simply discarded.

Under the second approach falls the family of aggregation methods. Widely
employed aggregation control measures include those relying on redundancy: by
assigning the same task to several workers, the correct answer can be identified through
aggregation, e.g. majority voting. Nevertheless, it suffers from severe limitations, see
e.g. [5]. Different variations of weighted aggregation methods include: Dawid and
Skene’s work [11], where an expectation maximization (EM) algorithm is used to
consider the responses’ quality based on the individual workers. The responses’ quality
is then used to compute a weighted aggregation. When applied to skewed domain
tasks, EM would fail, as it’s unable to identify the strategic spammers who supply high
prevalent answers [6]. With such error rates in focus, other approaches alike emerged,
such as: a Bayesian version of the expectation maximization algorithm approach [12], a
probabilistic approach taking into account both the worker’s skill and the difficulty of
the task at hand [13]. A more elaborate algorithm was introduced in [6] for building an
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adult web classifier (see Example 1). It aimed at separating the unrecoverable error
rates from the recoverable bias by generating a scalar score. This score would represent
the inherent quality of each worker. Moreover, unlike EM, it takes into consideration
the uncertainty of the strategic spammers’ prevalent answers. However, the algorithm
accurately functions with approximately 5 labels per question and for 20 or 30 labels
from each worker. Fewer labels per question would be dramatic in terms of quality. Our
approach requires only two labels per question and there’s no restriction on the number
of labels acquired from a worker.

Reputation based systems is a good representative for the third approach, where
the focus is on eliminating unethical workers throughout longer time scales. This is
attainable either through observing constant workers’ performance via a
reputation-based system (based on a reputation model [13, 14], on feedback and overall
satisfaction [15], or on deterministic approaches [16], etc.) With such systems in place,
a worker’s reputation score can be used either as a threshold, which either allows or
denies him/her access to a task (first approach), or can be used as a weight when
aggregating the results (second approach). Except, computing a reliable aggregated
reputation scores for workers still poses a real challenge.

Lastly, the fourth approach comprises the different motivational incentives that are
used on crowdsourcing platform, which can be divided into intrinsic and extrinsic
incentives [17]. Intrinsic motivation is related to the task, where the workers are
motivated to work on the task without expecting anything in return because it’s:
interesting, a hobby, or for a good cause, e.g. ByMyEyes – an iOS application that is
designed to help the blind with daily challenges –. Extrinsic motivation is related to the
return-yielding-mechanisms, where workers are motivated to work on the task
expecting: monetary compensation, fame, status, recognition, etc. Investigations on
using money as an incentive have shown it to be quite tricky, where low paid jobs yield
sloppy work, and high paid jobs attract unethical workers [18].

Our proposed model falls under the second approach, where we investigate a way
to combine the opinions of different independent workers to decrease the number of
false negatives, consequently improving the positive predictive value i.e. the resulting
quality. Accordingly, our evaluations will be set against the most commonly used
aggregation technique on crowdsourcing platforms: Majority Voting.

3 Case Study: Insights from Medical Test Theory

Since many of the crowdsourcing tasks rely on binary decisions (e.g., recognizing
whether a certain object is contained in some image or classifying a business document
or news article), the classic measures from medical test theory, in particular, sensitivity
and specificity [19] apply.

In this section, we delve into medical test theory and closely examine these measures
to determine the factors influencing the design of a high performance test. Building on
the insight’s drawn from this case study, we abstract these factors and transform them to
our crowdsourcing setup, where the individual workers become the individual tests,
whose performance should be boosted. In particular, we focus on skewed datasets: in

296 K. El Maarry et al.



medical test theory, one example could be the skewness of people diagnosed with
AIDS, while in crowd sourcing, this would be tasks based on zipfian web datasets.

3.1 Sensitivity, Specificity and Prevalence

The classic measures of medical test theory: sensitivity and specificity are used to
measure the performance of a binary classification test (e.g. Is the patient diagnosed
with AIDS?) reflecting the true positive rate and the true negative rate respectively (see
Definition 1). The prevalence on the other hand, defines the percentage of population
shown to have the tested classification condition (i.e. percentage of people found to
have the disease).

Definition 1 – Sensitivity and Specificity: sensitivity r and specificity s of some test
T are defined as:

Senstivity r Tð Þ := true positivesj j
positively testedj j

Specificity s Tð Þ := jtrue negativesj
jnegatively testedj

Where positively tested refers to those being predicted as positive and negatively tested
refers to those being predicted as negative.

Generally, the usefulness of a test [21] can be measured by the positive predictive
value ppvðTÞ: the probability that a positive answer (i.e. have AIDS) is indeed correct,
and the negative predictive value npvðTÞ: the probability that a negative answer (i.e.
doesn’t have AIDS) result is correct. By considering the probability distribution for all
possible outcomes for a tested condition (see Fig. 1), we can define both positive and
negative predictive values as follows:

Definition 2 – Positive and negative predictive values: using Bayes theorem, we
can directly derive from Fig. 1 the following formulas for both positive (ppv) and
negative predictive values (npv) for some tested condition T:

Fig. 1. Testing error diagram with prevalence p, sensitivity r, and specificity τ
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ppv Tð Þ := rp
rpþ 1� sð Þ 1� pð Þ ¼

1

1þ 1�sð Þ
r

1�pð Þ
p

� 1
1þ 1�s

p

; for r close to 1 and p close to 0

npv Tð Þ := s 1� pð Þ
s 1� pð Þþ 1� rð Þp ¼ 1

1þ 1�rð Þp
s 1�pð Þ

� 1
1þ 1� rð Þp ; for s close to 1and p close to 0

The approximation shows that the positive predictive value depends mostly on τ and
p, whereas the negative predictive values strongly depends on σ and p. For high values
of r and s however, a small prevalence would lead to very bad positive predictive
values, see Example 2.

Example 2. Given a tested condition T exhibiting both high sensitivity and specificity
r Tð Þ ¼ s Tð Þ ¼ 0:99. Assume however, that the tested condition (e.g. is a product
review negative?) only shows a prevalence of p ¼ 0:001. Then the positive predictive
value is ppvðTÞ ¼ 0:09, i.e. only 9 %.

On the other hand, the respective negative predictive value is almost perfect at
99.99 % and can be safely ignored.

To see how a test can be influenced by improvements of sensitivity and specificity,
let us again consider a prevalence of p ¼ 0:001 and change either measure while fixing
the other. Table 1 shows the respective increase in positive prediction values. As can be
observed, even extreme improvements in sensitivity σ doesn’t lead to improvements
beyond 1 % for the positive predictive values. In contrast, increasing values of τ
quickly leads to acceptable positive prediction values. Thus, our focus should be fixed
on the specificity (Table 2).

Lemma 1 – Designing Reliable Tests based on Specificity:
Let ppvðTÞ be a function of p, σ and s. Looking at the partial derivatives with

respect to σ and s analytically proves why the design of a reliable test should focus on
specificity.

Proof:

@ ppv Tð Þ
@s

¼ 1

ppv Tð Þð Þ2
1� p
p

1
r
and

@ ppvðTÞ
@r

¼ 1

ðppvðTÞÞ2
1� p
p

1� s
r2

Thus, the quotient:

@ ppv Tð Þ
@ s

.
@ ppv Tð Þ

@ r
¼ r

1�s

� 1
1�s ; for r close to 1 �
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It is easy to see that improvements in r will yield almost no result, however even
small improvements in s may directly change ppvðTÞ drastically. Accordingly, to
design a reliable test, one must focus on boosting the specificity, which in turn
improves the positive predictive value.

4 Integrating Reliable Answers from Crowd Workers

Our analysis in the above case study revealed that solely focusing on the specificity
would lead to significant improvements to a test’s performance. In this section, we
adapt our findings to crowdsourcing, and design a model for an efficient workers’
answer selection scheme.

4.1 From Medical Test Theory to Crowd-Sourcing

For crowdsourcing tasks that are formulated based on skewed datasets (e.g. is there a
cat in the picture?), strategic spammers can gain highly accurate results by simply
always giving the frequent class label (i.e. there is no cat). Since the performance of a
model for a reliable crowd worker’s answer selection depends mainly on s, boosting
answers from users with high specificity is key. Still, strategic spammer would always
appear to have high specificity by giving the frequent class label. On the other hand,
their sensitivity becomes nearly non-existent, since they hardly ever give the less
frequent class label (i.e. there is a cat).

Upon focusing on the specificity, the measure’s bound for both the honest workers
and the strategic spammers differ: for the honest workers, the specificity is bounded by
their skill levels, where areas for the strategic spammers, it is bounded by the preva-
lence, that is, the skewness of the dataset. Since the prevalence is low, strategic
spammers will tend to be highly accurate. At which point, redundancy-based approach
like Majority Votes fail. Accordingly, as shown in Fig. 1, an efficient model’s focus
should be on the false positives (i.e. frequent class label responses). And even though
false negatives are also problematic, the prevalence’s imbalance adds in most of the
weight and the big mass within the false positive branch, leaving the false negative
branch unworthy to focus on.

Table 1. Positive prediction values for a test T with p = 0.001 and s ¼ 0:9

r 0.9 0.95 0.99 0.999 0.9999
ppvðTÞ 0.0089 0.009 0.0098 0.0099 0.00991

Table 2. Positive prediction values for a test T with p = 0.001 and r ¼ 0:9

s 0.9 0.95 0.99 0.999 0.9999
ppvðTÞ 0.0089 0.0177 0.0826 0.4739 0.9
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4.2 Double Testing Model: Asking for a Second Opinion

Following our analysis’ insights, we propose a light weight redundancy-based model,
which procures redundant opinions to decrease the number of false positives, which is
responsible for low positive predictive values. Namely: the double testing model,
which seeks a second independent opinion.

The double testing model is inherently more cost and time efficient than traditional
redundancy-based quality control measures. In double testing, a redundant opinion is
only retrieved when the first opinion lies in the frequent class label. If the second
opinion, coincides with the first opinion, the frequent class label is accepted. Otherwise,
the non-frequent class label, as dictated by the second opinion, ends up as the accepted
label. Simply put, if the rare label is given at least once, it is accepted. Such a
redundancy-based model has the advantages of being privacy preserving, where no
information about the worker is required, and task agnostic, where no information
about the task is needed.

Next, we examine the false positives frequency and the quality of positive pre-
dictive value after double testing is applied.

Example 3. Given two independent workers wi, where ði ¼ 1; 2Þ with sensitivity ri
and specificity si. Let p be the prevalence of the positive answer. A task q is given to
worker w1 and is denoted as q1. Upon seeking a second opinion from worker w2, it’s
denoted as q1; 2.

As illustrated in the tree representation in Fig. 2, we can formally then define the
combined sensitivity and specificity as follows:

Lemma 2 – Combined Sensitivity r1;2

r1;2 ¼ r1:r2

In fact, r1;2 has a lower value than r1, but only by a factor of r2 (which has a value
close to 1 in general). Accordingly, r1;2 can be also estimated as follows

r1;2 � min r1; r2f gð Þ2

Fig. 2. Double testing (seeking second opinion) tree diagram
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Lemma 3 – Combined Specificity s1;2:

s1;2 ¼ s1 þ s2 � s1:s2

Where:

1� s2ð Þ 1� s1ð Þ 1� pð Þ ¼ ð1� s1;2Þð1� pÞ
,

1� s2ð Þ 1� s1ð Þ ¼ ð1� s1;2Þ
,

1� s2 � s1 þ s1 � s2 , 1� s1;2
,

s1;2 ¼ s1 þ s2 � s1 � s2 �
s1;2 �max s1; s2f g

Where:

s1;2 ¼ s1 þ s2 � s1 � s2
s1 þ s2 � 1� s1ð Þ� s1
Since 1� s1ð Þ� 0

By symmetry : s1;2 � s2

The frequency of false positives for the combined question q1;2, namely
(1� s2Þ � ð1� s1Þð1� pÞ, massively decreases relative to the frequency of false
positives of q1, namely ð1� s1Þð1� pÞ. Since the frequency of false positives is
responsible for extremely low ppvðTÞ values, ppvðTÞ1;2 will be accordingly much
better than either ppvðTÞ1 or ppvðTÞ2, regardless of the high σ and s values.

To further analyze the difference between ppvðTÞ1;2 and ppvðTÞ1, we compare the
false positives and true positives of w1 with the false and true positives of the combined
answers.

Lemma 4 Let ppvðTÞ1;2 be the combined positive predictive value, accordingly

ppv Tð Þ1;2¼
1

1þð1� s2Þ=r2 � ð1
.
ppv Tð Þ�1

1
Þ

Proof:

ppvðTÞ1 ¼
r1p

r1pþð1� s1Þð1� pÞ ¼
1

1þð1� s1Þ=r1 � ð1� pÞ=p
ð1Þ
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ppvðTÞ1;2 ¼
r2r1p

r2r1pþð1� s2Þð1� s1Þð1� pÞ
¼ 1

1þð1� s2Þ=r2 � 1� s1ð Þ=r1 � ð1� pÞ=p

ð2Þ

From (1), we directly get:

1
ppvðTÞ1

� 1 ¼ 1� s1
r1

� 1� p
p

ð3Þ

By Substituting (3) in (2), we get:

ppv Tð Þ1;2¼
1

1þð1� s2Þ=r2 � ð1
�
ppv Tð Þ1 � 1Þ

�

Accordingly, the improvement of ppv Tð Þ1;2 over ppvðTÞ1 can be described by the
ðð1� s 2ÞÞ=r 2 factor. So even if ppvðTÞ1 is very bad, e.g. ppvðTÞ1 � 0:1, ppv Tð Þ1;2
will be much better. For both r2 and s2 � 0:9, substituting in the above definition will
give a combined predictive value bigger than 50 %. Similarly, if r2 and s2 � 0:99,
double testing gives a ppv Tð Þ1;2 of more than 90 %, despite of either the prevalence or
ppvðTÞ1 being very low.

4.3 Triple Testing: Asking for a Third Opinion

Sometimes it might be necessary to ask for a third worker’s opinion. The associativity
will hold, if all three workers w1;w2 and w3 are independent.

Definition 5 – Triple combined Sensitivity r1;2;3 and Specificty s1;2;3:

r1;2;3 ¼ r3 � r1;2 ¼ r3 � r2 � r1
1� s1;2;3 ¼ 1� s3ð Þ � 1� s1;2

� � ¼ 1� s3ð Þ � 1� s2ð Þ � ð1� s1Þ

Accordingly, a second and/or a third opinion can be sought, whenever the initial
response resides in the frequent class of the answer set. Triple testing, as will be shown
in the evaluation section, is more cost efficient than a majority vote of three workers
and outperforms it in terms of final resulting quality.

In triple testing a third opinion is sought when w1 responds with the frequent
answer. As soon as one of the other two workers respond with the non-frequent class
label, their answer is taken as the final label. Otherwise, the frequent label is accepted.

4.4 Statistical Independence Assumption

So far we’ve assumed statistical independence, that is, the errors committed by the
workers are random. Even if there exists a systematic bias in the submitted answers

302 K. El Maarry et al.



(i.e. the frequency of errors depends on the time of the day or on the workers’ cultural
background), we can beat this bias by employing a heterogeneous set of workers,
coming from different parts of the world and having different education levels, etc.

However, if the workers’ error rate depends on the intrinsic difficulty of a question,
then the error probability for worker w2 increases given that worker w1 already failed
this task. In the example below, we try to assess the consequences of this effect.

Example 4. In order to see how ppvðTÞ is affected when seeking a second opinion, we
use the tree diagram in Fig. 3. Assume p ¼ 10�3 and start with a population N ¼ 107.
Accordingly:

ppv1;2 ¼ 9810
9810þ 9990

¼ 0:495

As seen above, both r1;2 and s1;2 aren’t bad at all. The combined positive predictive
value ppv1;2 has improved when compared to ppv1. However, it’s much less than in the
case of independence. This is to be expected, as the dependency leads to much more
false positives. As soon as worker w1 produces a false positive, which might be due to
the question’s difficulty, worker w2 will with a higher probability reproduce the same
mistake. The more false positives there are the lower the predictive value ppv1;2 will be.

To face that, a third, a fourth and up to n-opinions could be asked for. Another
proposition would be to categorize the gold questions according to their difficulty level
as perceived by the workers. In previous work of ours (see [22, 23]), we employed the
Rasch Model from psychometrics to compute the questions’ difficulty, which is per-
ceived differently by the heterogeneous set of workers, who have varying skill levels.
Knowing the questions’ difficulty level beforehand, allows for aligned questions
assignment to workers having the appropriate skill levels.

5 Evaluation

In this section, we evaluate the accuracy and cost efficiency of both double and triple
testing and compare them to the most commonly used redundancy quality control
technique: majority voting.

Fig. 3. Second opinion example tree diagram
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We simulated the crowdsourcing tasks and conducted extensive synthetic experi-
ments, which on one hand allows for high numbers of validation runs to ensure
statistically significant results, and on the other hand enables a flexible and deter-
ministic parameter control: namely, the percentage of spammers within a workforce
and the exact composition of the answer set, in particular, the percentage by which the
crowdsourcing tasks’ answer set is skewed. Since for easy tasks, honest workers’ error
rates are negligible when compared to the error introduced by spammers, throughout
our experiments we focused on the error of spammers.

The HITS were designed to comprise 20 binary classification problems. As a
default, 85 % of the correct problem solutions belong to one class label, and 15 %
belong to the other class (unless stated otherwise). As a strategy for exploiting the
system, a spammer in our experiments always gives the frequent answer and thus has
an average error rate of only 15 %. All of the following results are averaged over 1000
binary decision problems assigned to a workforce comprised of 100 workers.

5.1 Accuracy of Double and Triple Testing

We start by looking into the efficiency of our model in terms of the resulting quality,
and compare their results to majority voting of three workers. We examine how that
quality changes under varying parameters: (1) different percentage of spammers
making up the entire workforce (100 workers) and (2) percentage of skewness of the
crowdsourcing tasks’ answer set.

Impact of the Percentage of Spammers. Figure 4, illustrates the quality achieved
through majority voting, double and triple testing. The worst quality in terms of
average correctness for our evaluation environment lies at about 85 %, because con-
stantly responding with the prevalent answer will be 85 % of the time correct. Figure 4
shows that both double and triple testing always perform better than majority voting,
regardless of the percentage of spammers in the system. In fact, their performance even
gets better, when the percentage of spammers in the workforce increases: assuming an
existence of 80 % spammers, majority voting’s resulting quality resides at 86.5 %,
while double testing and triple testing scores 90.4 % and 92.5 % respectively. Note
that, employing gold questions, which only target the low prevalent class, would
immediately discard about 80 % of the workforce at this point. With triple testing, the
curve becomes bigger than when a second opinion is sought by the double testing,
indicating improved resulting quality.

Impact of Skewness Percentage of Crowdsourcing Task’s Answer set. To illus-
trate the danger of skewed datasets, we changed the degree of skewness while setting
the percentage of spammers to 80 % (i.e. high). Figure 5 shows that the more a
crowdsourcing task’s answer set is skewed, the higher the achieved quality is. This is
especially true, when the number of strategic spammers who submit the prevalent
answer increases. The quality attained by the majority vote is always bounded by the
answer set skewness, i.e. at 95 % skewness, a quality of 95 % can be attained, which
corresponds to the prevalent class. Both double and triple testing can achieve higher
quality values, scoring at 95 % skewness resulting quality corresponding to 96 % and
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97 % respectively. Of course, the difference in performance is more significant with
less skewed answer sets, where the majority vote can’t attain high resulting quality
anymore. That is, as the skewness decreases, the prevalent class shrinks in size, and
with it the high quality that can be attained by the strategic spammers. For instance, at
70 % skewness, majority voting scores a quality of 73 %, while double and triple
testing score 81 % and 84 % respectively.

5.2 Comparable Resulting Quality with Majority Voting

In the previous set of experiments, we compared the resulting quality achieved by
majority voting of three workers and that of both double and triple testing. Now, we
test how many workers’ vote are needed for the majority voting to reach comparable
resulting quality as that of the triple testing.

Fig. 4. Impact of the percentage of spammers

Fig. 5. Impact of skewness percentage of crowdsourcing tasks’ answer set

Fig. 6. Number of Majority Votes requires for comparable Resulting Quality
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Our experiments show that as soon as the percentage of spammers exceeds 40 %,
even a majority vote over the entire taskforce doesn’t add up to the targeted quality. At
lower percentage of spammers however, we can monitor the cost associated with
reaching comparable results. As seen previously in Fig. 4, at the existence of 35 %
spammers in the workforce, majority voting’s resulting quality resided at around 96 %,
while triple testing was at 99.55 %. To reach the same resulting quality, a majority of
23 votes is required. This means much higher costs for redundancy based on majority
voting.

5.3 Crowdsourcing Cost

Finally, we measure both double and triple testing in terms of overhead cost of quality
assurance, as incurred when submitting the tasks on a crowdsourcing platform. A task
is made up of 20 binary classification problems. Each of which costs 0.05$. That is, a
task costs 1$. Crowdsourcing 5 tasks with a total of 100 classification problems would
always incur 15$ when using majority voting, regardless of the underlying composition
of the workforce i.e. percentage of spammers.

In case of double and triple testing, the costs varies as the percentage of spammers
in the workforce change. As shown in Fig. 7, as the percentage of spammers increase,
the cost gradually increases. Double and triple testing has an upper bound of 10$ and
15$ respectively, at which point the worst case scenario materializes: the entire crowd
is made up of spammers, and every classification problem needs to be asked respec-
tively twice or thrice.

At the other end of the spectrum, the lower bound would be equivalent to the cost
of all the tasks being submitted once to the crowd, i.e. 5$ for both the double and triple
testing. The cost instantly increases after that point, as spammers are gradually intro-
duced into the workforce, and accordingly for every high prevalent answer that is
submitted, a second and/or a third opinion is sought.

In a nutshell, both double and triple testing will always incur lower costs than the
traditional majority voting scheme.

Fig. 7. Impact of the percentage of spammers on the Crowdsourcing costs
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6 Conclusion

In this paper, we focus on crowdsourcing tasks involving skewed data, in particular, the
typically long-tailed Web data and the quality control challenge they pose: detecting
strategic spammers who exploit the intrinsic skewness of the answer sets to get a
simple, yet hard to detect spamming strategy: they always respond with the prevalent
answer. To get a deeper understanding of the problem and a guideline for designing
effective countermeasures against spammers, we turned to test theory, namely, to the
classical measures: sensitivity and specificity (Fig. 6).

A thorough analytical analysis revealed a surprising result. A redundancy-based
quality measure’s performance, even when facing low prevalence, can be significantly
improved by only focusing on the measure’s specificity rather than its sensitivity: in
brief, getting a few more redundant opinions has more impact on the overall result
quality than designing a better and more reliable test. In fact, we proved that enhancing
the specificity, drastically improves the positive predictive value of the test. We then
proposed double and triple testing model, which seeks a second and/or a third opinion
whenever the crowdsourcing task’s response is in the prevalent class.

To verify and test the quality and cost efficiency of our model, we conducted
extensive controlled crowdsourcing experiments, which allowed for flexible parameter
control. Our results show that both double and triple testing outperform majority voting
in terms of quality and cost, even if the percentage of spammers in the crowd increases.
Thus, our simple, yet effective design also features a highly robust behavior for Web
information systems.
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Abstract. Analytics tasks in scientific and industrial environments are
to be performed in some order that, as a whole, represent the rationale
of a specific process on the data. The challenge to process the data is,
beyond there mere size, their dispersion and the variety of their formats.
The data analysis may include a range of tasks to be executed on a range
of query engines, which are created by various users, such as business
analysts, engineers, end-users etc. The users, depending on their role and
expertise, may need or care for a different level of abstraction with respect
to the execution of the individual tasks and overall process. Therefore,
a system for Big Data analytics should enable the expression of tasks in
an abstract manner, adaptable to the user role, interest and expertise.
In this work we discuss the modelling of Big Data Analytics. We propose
a novel representation model for analytics tasks and overall processes,
that encapsulates their declaration, but, also, their execution semantics.
The model allows for the definition of analytics processes with a varying
level of abstraction, adaptable to the user role. Our motivation derives
from real use cases.

1 Introduction

The analysis of Big Data is a core and critical part in multifarious domains of
science and industry. Such analysis needs to be performed on a range of data
stores, both traditional and modern, on data sources that are heterogeneous in
their schemas and formats, and on a diversity of query engines.

The users that need to perform such data analysis may have several roles,
like, business analysts, engineers, end-users, scientists etc. Users with different
roles may need different aspects of information deduced from the data. Therefore,
the various users need to perform a variety of tasks, like simple or complex data
queries, data mining, algorithmic processing, text retrieval, data annotation, etc.
Moreover, they may need to perform such tasks in different scheduling schemes,
for example short or long-running queries in combinations with a one-time or a
continuous output. Finally, the users may differ in their expertise with respect
to their data management skills, as well as on their interest in implementation
specifics. Thus, a system for Big Data analytics should enable the expression
of simple tasks, as well as combinations of tasks, in a manner that describes
the application logic of the tasks and is adaptable to the user role, interest and
expertise.

c© Springer International Publishing Switzerland 2015
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To fulfil the above requirements we propose a novel workflow model for the
expression of analytics tasks on Big Data. The proposed model allows for the
expression of the application logic while abstracting the execution details of
tasks and the details on the data formats and sources. The model enables the
separation of task dependencies from task functionality, as well as the adaptation
of the level of description of execution semantics, i.e. the execution rationale. In
this way, the model can be easily, i.e. intuitively and in a straightforward manner,
used by any type of user with any level of data management expertise and interest
in the implementation. Therefore, using the proposed model, a user is not only
able to express a variety of application logics for Big Data analytics, but also to
set her degree of control on the execution of the workflow. This means that the
model enables the user to express specific execution semantics for parts of the
workflow and leave the execution semantics of other parts abstract. The latter
are decided by the analytics system at the processing time of the workflow.

This work is part of the ASAP1 research project that develops a dynamic
open-source execution framework for scalable data analytics. Our motivation
derives from the requirements of applications in the ASAP project. In the rest
of the paper, Sect. 2 defines the workflow, Sect. 3 describes the enhancement of
the workflow with detailed execution semantics, Sect. 4 discusses related work
and Sect. 5 concludes the paper.

2 Workflow Definition

The goal of the workflow is to enable the expression of the logical definition of
user applications, which include data processing, i.e. data accessing and com-
putation, as well as dependencies between instances of data processing. Com-
putation may refer to algebraic computation or to more elaborate, algorithmic
computation. The workflow models such applications as a graph. The vertices in
the graph represent application logic and the edges represent the flow of data.
Application logic includes (a) the analysis of data, and (b) the modification of
data. Edges are directed and connect the vertices that produce and consume
data. The rationale for adopting a graph model for the definition of a workflow
is that the latter can enable the expression of application logic in an intuitive
manner.

There are three types of vertices in a workflow, namely root vertices, sink
vertices and plain vertices. The root vertices have only outgoing edges and they
represent entry points of the application logic. Figure 1 explains the notation in
all the figures that represent workflows and workflow parts. We require that each
workflow has at least one root vertex. The sink vertices have only incoming edges
and they represent final points of the application logic. We do not require that
each workflow has one or more sink vertices. The vertices that are not of type
root or sink, are plain vertices, which means that they have both incoming and
outgoing edges. For applications that include many phases of data modifications
or analysis, we expect that most vertices in respective workflows are plain, as
1 http://www.asap-fp7.eu.

http://www.asap-fp7.eu
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Fig. 1. Notation for workflows Fig. 2. Workflow examples

Fig. 3. Task examples Fig. 4. A vertex with multiple tasks

they represent points in the application logic where data are both produced
and consumed. Workflows that do not have sink vertices are those that express
an application logic of continuous execution. It is easy to see that workflows
without sink vertices are graphs with cycles. Figure 2a shows a workflow with
two root and two sink vertices. Figure 2b shows a workflow with no sink vertices,
and, therefore, a cycle. Nevertheless, a workflow may comprise both acyclic sub-
graphs and sub-graphs with cycles. A trivial case of such a workflow is one that
expresses the logic of continuous querying that also outputs processed data, e.g.
some final results to be archived. The formal definition of a workflow is the
following:

Definition 1. A workflow is a directed graph G = (V, E) where V = Vr ∪Vs∪Vp

is a set that consists of three sets of vertices, the root Vr, sink Vs and plain Vp

vertices. The three sets do not overlap, i.e. Vr ∩Vs ∩Vp = ∅, and there should be
at least one root vertex, i.e. Vr �= ∅. Also, E = {E1, . . . , Em} is a set of edges.
An edge E ∈ E is an ordered pair of vertices, i.e. E = {(Vi, Vj)|Vi, Vj ∈ V}.

Vertices and edges of workflows have properties. The properties of a vertex
are related to tasks of the application part represented by this vertex, as well as
corresponding metadata. The properties of an edge are related to data flow, and
respective metadata, represented by this edge.

2.1 Vertices

Each vertex in a workflow represents one or more tasks of data processing. Each
task T is a set of inputs, outputs and a processor. An input inputs data to a
processor; the latter represents the core of the data processing of the task, and,
furthermore, an output outputs data generated from the processor. Therefore,
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inputs and outputs are related to descriptions of data and respective metadata.
Figure 3 shows task examples. Figure 3a shows two tasks that have a shared input
and one output each. Figure 3b shows a task with two inputs and two outputs.

Definition 2. A vertex V ∈ V corresponds to non-empty set of tasks T �= ∅
such that each task T ∈ T is a set of inputs I, outputs O and a processor P ,
i.e. T = {I,O, P}. Each input I ∈ I and output O ∈ O is a pair of data D and
metadata descriptors M , i.e. I = (DI ,MI) and O = (DO,MO).

As defined, a vertex may represent one or multiple tasks of the application
logic. These tasks may share or not inputs, but they do not share processors
and outputs. The inputs and outputs of the tasks of a vertex can be related to
incoming and outgoing edges of this vertex, but they do not identify with edges:
inputs and outputs represent consumption and production of data, respectively,
and edges represent flow of data. Similarly, vertices do not identify with proces-
sors. This semantic differentiation is necessary in order to allow the management
of the dependencies in the workflow through graph manipulation, separately from
the management of data processing and computation in the workflow. Hence,
it is easy to see that a vertex of any type, root, sink, or plain, may consist of
tasks with non-empty sets of inputs and outputs, since the latter do not imply
the existence of incoming or outgoing edges, respectively. The incoming and
outgoing edges of vertices are related in a 1-1 fashion with inputs and outputs,
respectively, of vertices. Therefore, if EI and EO are the sets of incoming and
outgoing edges, respectively of a vertex V , and T is the corresponding set of
tasks, then |EI | ⊂ | ∪T.I |, ∀T ∈ T and |EO| ⊂ | ∪T.O |, ∀T ∈ T .

Figure 4 shows an example of a vertex with two tasks. (Figure 4a is the
detailed representation and Fig. 4b is a simplified representation where the cycles
that represent data are omitted). The tasks share input I1 and each has one out-
put, O1 and O2 that each are an input to an edge outgoing from this vertex. The
input I1 is the output of an edge incoming to this vertex. Also, one of the tasks
has one more output, O3, which is an additional input, I3, of the other task.
The input/output O3/I3 is not related with any edge, meaning that these data
are not input to tasks that correspond to any dependent vertex. Figure 5 shows
a vertex with one task, which creates a histogram of the input data. The task
outputs the histogram and additional statistics. These two outputs are separated
and are input to two different edges to feed two different tasks. The histogram
is further processed and the statistics are logged.

Fig. 5. A vertex with two outputs Fig. 6. A vertex for a SQL query
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A vertex needs to correspond to at least one task, but it can also correspond
to more than one task of the application. Such tasks may or may not adhere to
any sort of relation, e.g. concerning associations or similarities of their inputs,
outputs or processors. Nevertheless, the reason why the proposed model allows
the definition of vertices with multiple tasks, is to enable the user to express
such associations or similarities. Therefore, the definition of a vertex so that it
consists of multiple tasks, enables the definition of workflows that are intuitive
with respect to the rationale of the application logic.

Figure 6 shows a vertex that represents a SQL query. The vertex includes
separate tasks for different parts of the SQL query. All the tasks share the input
data, and one of them, the task that represents a join, has an additional input.
Each task has an output. Note that the output data of this vertex, which is the
input to the outgoing edge, is actually the output data after executing the whole
group of tasks represented by this vertex. Notably, the output of the vertex can
be any of the O1, O2, O3, O4, depending on the execution plan of this group
of tasks. Allowing the user to define vertices with multiple tasks, enables her
to represent in a vertex part of the application logic that she considers to be,
conceptually, one unified complex task, without requiring her to define at the
same time the way that this complex task should be executed, i.e. the execution
semantics of it.

The processors in tasks realise the application logic, which is, as mentioned
earlier, the analysis or the modification of data. Section 2.4 gives details on the
concept of the processor and discusses proposed instantiations.

Fig. 7. An edge Fig. 8. Edge connecting two vertices

2.2 Edges

Each edge in a workflow corresponds to a pair of an input I and an output O of
the same data D. As mentioned, the I and the O of an edge correspond in a 1-1
fashion to an I and an O, respectively of a task. The data D are accompanied
by metadata M , which can be different for the input and the output of the same
edge. Figure 7 depicts the input and the output of an edge. Figure 8 shows an edge
that connect two vertices, with one task each. The output of one task becomes
the input of the other, via the dependency created by the edge connecting the
two vertices. (Figure 8a shows the detailed representation of this example, and
Fig. 8b shows the simplified representation of this example, where the cycles
representing the data are omitted.) Formally:
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Definition 3. An edge E = (Vi, Vj), Vi, Vj ∈ V, in the workflow corresponds
to a pair of an input and an output (I,O). Input I is a pair of data D and
some metadata MI , i.e. I = (D,MI), and output O is a pair of data D and
some metadata MO, i.e. O = (D,MO). Input I is equivalent with an output O′

of a task that corresponds to vertex Vi, i.e. ∃T ∈ Vi.T ,∃O′ ∈ Vi.T.O such that
I ≡ O′. Also, output O is equivalent with an input I ′ of a task that corresponds
to vertex Vj, i.e. ∃T ∈ Vj .T ,∃I ′ ∈ Vj .T.I such that O ≡ I ′.

Hence, an edge defines the flow of data from one vertex to another according
to some metadata that describe production and consumption information for
these data. The production and consumption information can be the same or
different and are related to (a) the data flow (b) the data persistence (c) the data
reliability. Other types of metadata may be added in future work. In general, such
metadata can be any information that plays a role in determining the execution
plan of the workflow.

2.3 Data

The data D of inputs and outputs of edges, as well as of inputs and outputs of
tasks consists of information on the data source where these data reside, as well
as information on the data unit. Formally:

Definition 4. The data D of an input I = (D,MI) or an output O = (D,MO)
is a set D = {S, u,A}, where S is the data source, u is the basic data unit and
A includes additional information. The data source is a pair S = (n, t) of the
name n and the type t of the source. The unit u takes values from a constraint
domain D, which includes the names of the basic units for known types of data
sources.

The type t of a data source can be one of the well known ones, e.g. ‘relational’,
‘rdf’, ‘xml’, ‘key-value’ etc. The unit for each type is unique and pre-specified;
e.g. the unit of the relational type is the ‘tuple’, the unit for the ‘rdf’ type is the
‘triple’ and the unit for the ‘key-value’ type is the ‘pair’. Moreover, data may
include the description of additional information, such as relation and attributes
names, as well as schema information (e.g. primary and foreign key constraints)
and information on the respective processing engine, (e.g. engines of NoSQL
databases, relational DBMSs etc.).

2.4 Processors

The tasks included in vertices take as input data and metadata, process the
data using a processor and output some data and metadata. Each processor
can have an abstract definition and several implementations, i.e. one or more
implementations per platform. For example a processor that implements a ‘join’
for two data inputs, has an abstract definition, and can be implemented for a
relational DBMS and a NoSQL database. In order for a processor to be used on a
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specific platform, it is required that this processor is implemented for the specific
platform. The same holds for processors that perform more complex operations,
such as algorithmic computation. A processor definition includes restrictions on
the type and number of inputs and specifies the number and type of outputs.
Defined and implemented processors form a library from which a user can select
processors to describe tasks. Users can define their own processors and provide
respective implementations, in which input and output data can be in the form
of raw bytes/records/key-value pairs etc.

In the following we give examples of the definition of basic processors, namely
the select, calc and join:

O(select, I) = {r | r ∈ I ∧ SelectPredicate(r)}
O(calc, I) = {r ∪ {attr : value} | r ∈ I ∧ value := CalcExpression(r)}
O(join, I1, I2) = {t ∪ s | t ∈ I1 ∧ s ∈ I2 ∧ JoinPredicate(t ∪ s)}
The input and output data of a processor are accompanied by metadata that

describe their type, format and other characteristics. The metadata defined for
each processor have a generic tree format (JSON, XML etc.). In order to allow
for extensibility, the first levels of the meta-data tree are predefined; yet, users
can add their ad-hoc subtrees to define customized processors.

3 Workflow Execution

A workflow represents the dependencies among processing tasks that analyse
or modify data, as well as the input and output data of these tasks, together
with respective metadata. The defined workflow structure allows for the user to
depict the application logic in mind in a straightforward and intuitive manner.
This is achieved with two design choices for the workflow structure: (a) the
semantic abstraction and separation of the description of processing tasks from
the dependencies of processing tasks, and (b) the association of vertices with
one or multiple tasks.

The first choice enables the user to describe the application logic and the
processing units in the application independently, allowing for easy changes and
updates of the workflow structure, as well as a modular and gradual definition
of a workflow. This choice also allows the user to be agnostic with respect to the
execution semantics of the dependencies between tasks. This execution semantics
is determined based on the combination of input and output data and metadata
of edges, and will be discussed in the following.

The second choice enables the user to depict in the workflow structure the
semantic dependencies of processing units with the depiction of edges and ver-
tices, allowing her to be agnostic on the execution semantics of the set of proces-
sors that correspond to a single vertex. Therefore, a user can define a vertex
with multiple processors, which, as a group, define a complex operation on the
data. Such an operation may be a traditional way of data querying, for example,
a vertex may correspond to a SQL query of the Select-Project-Join form; or the
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Fig. 9. The original and analysed version of a workflow

operation may be a processing module that comprises simple and complex com-
putation units, like algorithms, for example a data mining algorithm and some
sorting of the output data.

3.1 The Analysed Workflow

The workflow structure alleviates from the user the burden of determining any
execution semantics for the application logic. The execution semantics of the
workflow includes the execution of tasks of vertices and the execution of input-
output dependencies of edges. The determination of the execution semantics of
vertices and edges leads to an execution plan of the workflow. We refer to this
plan as the analysed workflow. The latter is actually an enhancement of the
initial workflow with more vertices, and substitution of vertices and/or edges in
the initial workflow with others.

More specifically, in the analysed workflow, an edge with different input and
output metadata, may be replaced with two edges and a new vertex; the new
vertex corresponds to a new task that takes the data and metadata of the input
of the initial edge and produces the data and metadata of the output of the initial
edge. In other words, since the data of the input and the output of an edge are
equivalent, this task changes only the metadata. Such vertices are associative,
as they encompass associative tasks. Also, a vertex that includes multiple tasks,
in the original workflow, is replaced, in the analysed workflow, with a set of new
vertices that each includes one task of the original vertex. The new vertices may
or may not be connected with new edges.

Figure 9 shows an example with the original and the analysed version of a
workflow. The original workflow in Fig. 9a has 9 tasks, 3 vertices with two tasks
each and 3 vertices with 1 task each. The analysed workflow has more vertices:
each one of the 3 vertices with two tasks are replaced with two vertices with
1 task each; also, the edge connecting vertices with tasks F and I is replaced
with two more edges and an associative vertex, which includes the associative
task K. The analysed version shows that the execution of the vertex with tasks
A,B is planned as: first, execution of task B; second, the output of B is input
to task A; and third, execution of A. The analysed version also shows that the
dependency of tasks C,D on tasks A,B in the original version, means that the
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output of task A is input to both tasks C and D, which are executed in parallel.
Furthermore, the dependency of task F from tasks C,D in the original version,
is executed with the input of the outputs of both C and D to task F .

Definition 5. An associative vertex Va corresponds to an associative task Ta =
{Ia, Oa, Pa}, where Ia = (D,MI) and Oa = (D,MO).

An associative vertex together with a pair of new edges replaces an edge
in the initial workflow. Such new edges are also called associative. We call this
triple the associative triple of an edge.

Definition 6. An associative triple A = (Va, Ea, E
′
a) of an edge E = (Vi, Vj)

is a set that consists of an associative vertex Va and a pair of associative edges
Ea, E

′
a, where Ea = (Vi, Va) and E′

a = (Va, Vj). If E, Ea and E′
a correspond

to (I,O), (Ia, Oa) and (I ′
a, O

′
a), respectively, then it holds that I ≡ Ia ∧ Oa ≡

I ′
a ∧ O′

a ≡ O.

Essentially, the eventual replacement of edges with associative triples realises
the execution semantics of the replaced edge, by creating, through the processor
of the associative vertex, an explicit execution plan of the dependency repre-
sented by the replaced edge. In Sect. 3.2 we discuss the types of processors for
associative vertices. Furthermore, a vertex that corresponds to multiple tasks is
replaced with an associative subgraph that contains a set of new vertices. The
latter correspond to the tasks of the initial vertex: each new vertex corresponds
to one task; vertices may correspond 1-1 to tasks, but it can be the case that
two or more vertices correspond to the same task2. The incoming edges of the
initial vertex may have to be replicated, since they may correspond to the input
of more than one tasks. The outgoing edges, however, remain the same, as each
corresponds to the output of one task. The replacing subgraph may also contain
new edges that connect the replacing vertices. Such edges represent task depen-
dencies related to their execution semantics, which are not originally specified
by the user.

Definition 7. An associative subgraph Ga(Va, Ea) of a vertex V consists of a
set of new vertices Va and a set of new edges Ea. If V corresponds to a set of
tasks T , then it holds that ∀V ∈ Va,∃T ∈ T such that V corresponds to T , and
∪V.T ,≡ T .

Hence, the analysed workflow is the initial workflow where some edges and
vertices are replaced by associative triples and subgraphs, respectively.

Definition 8. An analysed workflow is a directed graph GA(VA, EA), where
VA = V ∪ Vnew - Vrep and EA = E ∪ Enew - Erep. The set Vrep ⊆ V includes
the replaced vertices and the set Erep ⊆ E includes the replaced edges in a

2 Replication of tasks using many associative vertices that correspond to the same
task of an original vertex may be needed for optimisation of workflow execution.
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Fig. 10. Example of a scheduling task Fig. 11. Example of an analysed work-
flow for a vertex that represents a SQL
query

workflow G(V, E). It holds that ∀V ∈ Vrep ∃ Ga(Va, Ea) and ∀E ∈ Erep ∃
A = (Va, Ea, E

′
a). Also, it holds that ∪Va,Va

≡ Vnew, where Va ∈ ∪Ga
and

Va ∈ ∪A; and ∪Ea,Ea,E′
a

≡ Enew, where Ea, E
′
a ∈ ∪A and Ea ∈ ∪Ga

.

The analysed workflow represents the execution semantics of the application
logic represented by the initial workflow.

3.2 Execution Semantics of Edges

The input and output of an edge describe data, and information concerning
the production and consumption, respectively, of these data. This information,
as discussed in Sect. 2.2 can be related to properties concerning the flow, the
persistence and the reliability of data. New properties can be added.

The qualitative or quantitative difference in the values of the same property
for the input and output of an edge implies some sort of compatibility or incom-
patibility between the tasks in the connected vertices, and creates constraints
for the execution of the dependency represented by the edge. Therefore, the
property values of the input and output metadata require appropriate execution
semantics of the edge. An associative triple replaces, in the analysed form of the
initial workflow., this edge. The associative triple has a vertex that corresponds
to a new task, which realises the execution semantics of the input and output
metadata of the initial edge. This is an associative task and includes an asso-
ciative processor. An associative processor is dedicated to a specific associative
task. These tasks are categorized as follows:

Scheduling Tasks. These tasks realise data flow patterns, by scheduling the
propagation of data from the production to the consumption vertex:

– Sequential data propagation: The data are propagated from input to output
in a sequential manner. For example, the trivial case of an edge that has
I = O = (D, {‘stream’, rate = 1ms}), necessitates a task that realises the
execution semantics of a pipeline.
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– Concurrent data propagation: The data are propagated from input to output
in a concurrent manner. For example, the trivial case of an edge that has
I = O = (D, {‘batch’, size = 10MB}), necessitates a task that realises the
execution semantics of a buffer of size that equals 10 MB.

Figure 10 shows the associative triple that substitutes an edge that connects two
vertices with a filtering task and a task that computes an average value. The
triple includes a new edge that connects the filtering task with the associative
task, and a new edge that connect the associative task with the average task.
The associative task performs buffering of the streaming input data, so that
they can be input as a batch in the average task. The data, but also the flow
metadata of the input and output for both new edges are the same: the left edge
has as input and output streaming data, whereas the right edge has as input
and output batch data.

Fig. 12. Example of availability tasks

Availability Tasks. These tasks realise patterns of data persistence, by repli-
cating and moving data in order to change their availability as formed by the
production vertex and guarantee their availability as requested by the consump-
tion vertex. Such tasks may realise degrees of:

– Data replication: The produced data are replicated in order to be available for
consumption. The replication may be performed for several reasons. In case of
produced data that are volatile, i.e. they are stored in memory, they are repli-
cated in permanent storage; in case of produced data that have some degree
of persistence in permanent storage, they are replicated in the same storage in
order to increase their availability in terms of time; in case of produced data
that are totally persistent, they are replicated in the same or other storage
in order to increase availability in terms of processing throughput. Figure 12a
shows the associative triple that replaces the edge connecting two algorithmic
tasks. The associative task makes a copy of the data output by the first algo-
rithm, so that one copy is available for other tasks to read, while one copy is
locked by the dependent algorithmic task.

– Data movement: The produced data are moved in order to be available for
consumption. The movement may be performed for several reasons. Persistent
data may be moved to other storage in order to be closer to the processing
in the consumption vertex and, therefore, increase availability in terms of
processing throughput. Also, persistent data may be moved in order to reduce



320 V. Kantere and M. Filatov

the risk of unavailability due to source or engine failures. Figure 12b shows
the associative triple replacing the edge connecting an in-memory and a disk-
based algorithmic task. The associative task moves the data from the main
memory to the disk, so that the dependent algorithm can access them.

Cleaning Tasks. These tasks realise patterns of data reliability, by controlling
and mending the quality of the data as formed by the production vertex and
guarantee their reliability as requested by the consumption vertex3:

– Data checking: The produced data are checked for the correctness and com-
pleteness in order to decide if the reliability requested by the processing in the
consumption vertex can be guaranteed.

– Data mending: The produced data are processed in order to be corrected
and/or completed, so that the reliability requested by the processing in the
consumption vertex can be guaranteed.

Each task category corresponds to a library of processors that implement spe-
cific instances of this category. Such a library contains actually code for proces-
sors, and it can be extended with new processors.

3.3 Execution Semantics of Vertices

A vertex in the initial workflow corresponds to a set of tasks that are defined, by
the user, to be performed as a unit in the application logic. The degree of detail,
in terms of processing, of such a set, depends on the nature of the application,
the user role, the user experience and knowledge in creating workflows etc. This
means that different users may describe the same part of an application logic
in different granularity, and, consequently, by defining a different set of vertices
with a small or big number of tasks each. For example, such an application logic
may refer to a SQL query, with a Select-Project-Join-Sort form. If the user is
a business analyst, then she may define one single vertex that corresponds to
all four tasks, i.e. Select, Project, Join, Sort, as in Fig. 6, or, if the user is a
programmer, she may define one vertex per task, as in Fig. 11. In the last case,
the user has to also define a set of edges that connect the four vertices. This set of
edges, (which may be empty, in case of parallel execution), in essence, indicates
how the user perceives the execution semantics of the tasks. Therefore, the user
may impose the execution semantics for a set of tasks, or she may be agnostic
to this. In the last case, the execution semantics of these tasks should be defined
in the analysed workflow. This is achieved by replacing the initial vertices with
associative subgraphs, that define the respective execution semantics. In the
example of the SQL query above, the vertex corresponding to the four tasks
is replaced by a subgraph that contains one vertex per task. This subgraph is
actually a query execution plan, e.g. created by a DBMS optimiser. The plan
structure depends on the tasks and on the type of the execution engine.
3 Note that such tasks may involve also human interaction and may be performed

online or offline.
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4 Related Work

Artemis [1] queries multiple heterogeneous data sources using ontologies and
metadata, and integrates metadata in terms of semantics. The proposed workflow
model enables the creation and execution of associative tasks that process and
integrate intermediate results.

HFMS [2] builds on top of previous work on multi-engine execution opti-
mization [3]. Their study is more focused on optimization and execution across
multiple engines. The design of flows in HFMS is agnostic to a physical imple-
mentation. HFMS handles flows as DAGs (i.e. Directed Acyclic Graphs) encoded
in xLM, a proprietary language for expressing data flows. The proposed workflow
model aims at modularity of workflow manipulation, expressibility of application
logic, and adaptability to the user interests and role, goals that are out of the
scope of the HFMS flow model definition.

Pegasus [4] is another workflow management system that allows users to
easily express multi-step computational tasks. The workflow description is sep-
arated from the description of the execution environment [5,6]. This allows the
system to perform optimizations at ‘compile time’ and/or at ‘runtime’. A draw-
back of this approach is that the executing workflow be different than what the
user anticipated when she submitted the workflow. As a result, in Pegasus a
lot of effort is devoted toward developing a monitoring and debugging system
that can connect the two different workflow representations in a way that makes
sense to the user. The proposed workflow model overcomes such problems, by
separating the definition of the dependancies and the processing tasks in the
application logic. In this way, the user controls the detail of execution semantics
she describes.

Taverna [7] is an open source domain-independent workflow management
system, which includes a suite of tools used to design and execute scientific
workflows. Research in [8] is focused on the issue of the analysis of data from
heterogeneous and ‘incompatible’ sources. While Taverna includes tools for the
composition and enactment of bioinformatics workflows, the composition of
workflows is done through a graphical user interface and does not provide sophis-
ticated methods for their efficient execution.

Apache Tez [9] is an extensible framework for building high performance
batch and interactive data processing applications. Tez models data processing
as a DAG. The task design is based on inputs and outputs that exist in pairs. In
the proposed model inputs and outputs of dependent tasks are not connected.
Our model dictates that inputs and outputs of edges, and not of tasks, rep-
resent the dependencies between tasks and realise the relation between their
inputs/outputs. In this way, tasks are inherently independent, allowing modular
manipulation of tasks and task groups, as well as separate manipulation of task
execution and dependencies in the application logic.

The Stratosphere project [10] tackles the challenge of executing workflows
with the PACT programming model, based on the Nephele execution engine [11].
This approach introduces the notion of workflows in cloud-based systems, but
the solution is not mature enough to give the necessary efficiency or full-fledged
capabilities of adaptive execution.
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5 Conclusion

This paper discusses the modelling of processes that perform Big Data analytics.
It proposes a novel workflow model for the expression of such analytics tasks.
The model enables the separation of task dependencies from task functionality.
Employing the model, a user is able to express a variety of application logics
and to set her degree of control on the execution of the workflow. The originally
defined workflow is augmented with associative tasks and task dependencies
that specify missing execution semantics. The analysed form of the workflow is
ready for execution. Ongoing and future work focuses on defining methods for
the manipulation of the workflow structure in order to optimise its execution
semantics.
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Abstract. Massive Open Online Courses (MOOCs) have raised many
unique challenges to online learning platforms. For example, the low
teacher-student ratio in MOOCs often means lack of feedback to stu-
dents and poor learning experiences. We present WISEngineering, a
MOOCs platform that provides a rich set of features for overcoming
these challenges. The system embraces social media for fostering student
reflection. Its automated grading system adopts an open-architecture and
uses stack generalization to blend multiple machine learning algorithms.
A Zookeeper based computing cluster runs behind auto-grading and pro-
vides instant feedback. A behavior tracking system collects user behavior
and can be later used for learning outcome analysis. We report the design
and implementation details of WISEngineering, and present the design
decisions that allow the system to achieve performance, scalability and
extensibility in massive online learning.

Keywords: Online learning platform · Automated grading · Web appli-
cation · Scalability · Extensibility

1 Introduction

For thousands of years, humankind has been trying to lower the cost of education,
for making it more accessible. Massive open online courses (MOOCs) [18] are
the latest attempt. MOOCs have great potential to revolutionize how people
learn and how people teach. Using MOOCs in engineering classes, however, faces
several challenges. Distance learning lacks face to face social interaction and
larger class size can often contribute negatively to learning outcomes [1]. These
problems are magnified in engineering education when learners need to be deeply
engaged in hands-on environments and the feedback from peer learners and
teachers is important.

We present WISEngineering [3,4], a distributed and web-based MOOCs plat-
form that intends to address the above challenges. WISEngineering embraces
social media computing for encouraging learner engagement. Its mobile portal,
running as a Google Chrome application, provides easy access in a hands-on
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lab environment using 7 inch Android tablets. In particular, WISEngineering
offers features that are available in a typical social media website, for learners
to scaffold engineering design.

Automated and instant feedback is the key to providing quality learning
experiences in WISEngineering. The system adopts an open architecture that
blends a variety of automated grading algorithms and modules. It can be trained
by providing manual grading samples, and be further calibrated at run time.
A learning outcome system is built upon the automated grading system. All
questions are tagged with learning outcome goals, and a weighted sum for-
mula can be defined to take into account various aspects of a learning process.
A reporting system is available for performing comparative study of learning
outcomes of any selected learner(s).

WISEngineering adopts component based software engineering [13], and it
builds the features set by integrating components from a number of open source
traditional and MOOCs web platforms. For example, its course and user man-
agement system is centered around the WISE system from UC Berkeley [2,22].
Its automated grading module uses the EASE module from edX [5]. Its mobile
portal uses the responsible style template from Twitter [17]. Its instant user feed-
back module is built upon Apache HDFS and Zookeeper [9]. The video processing
uses Google cloud and it is optimized by a local load balancer.

To construct a heterogeneous software system like WISEngineering is chal-
lenging. An open and extensible architecture is required for accommodating a
wide variety of web and mobile application technologies and languages in one
general framework. Caution has to be exercised when wrapping up the compo-
nents, while at the same time, it has to provide authentication/security, atomic
transaction, synchronization, and aggregation of data.

Efficiency and scalability are the key requirements of WISEngineering. For
instance, to support hands-on engineering experiments, the system has to process
large quantity of video data. For another example, to provide instant feedback
to users, multiple auto-graders have to run alive, with each consuming large
amount of RAM resources. The system has to address these issues by leveraging
parallel and distributed computing techniques.

This paper reports the rich feature set as well as the design trade-offs and
implementation details of WISEngineering. Section 2 introduces the system fea-
tures of WISEngineering. Section 3 presents general architectural decisions of the
system. Section 4 discusses how extensibility is accomplished in design. Section 5
addresses system performance and scalability. Section 6 discusses related work,
and Section 7 concludes.

2 System Features

To better understand the architectural and design decisions in developing
WISEngineering, we present a number of its important system features. A work-
ing copy of the system is available at [3]. Section 2.1 first presents the Web-based
Inquiry Science Environment (WISE) system from the University of California,
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Berkeley [2], upon which WISEngineering is built. Then, the rest of the section
discusses the new features.

2.1 Existing Features Provided by WISE

WISE [2], like other educational platforms such as Blackboard [11] and Moodle
[14], provides core functions such as user registration, curriculum development and
manual grading. The WISE environment has been developed based on extensive
research in classroom instruction. It uses rich online interactive plug-ins (such as
PhET [25]) which are used by students to experiment with scientific concepts in
hands-on exploration.

WISE provides a hosting platform for many science and engineering edu-
cational initiatives, such as the WISE Guys & Gals project (WGG) [3]. WGG
introduces middle school age youth to innovative and engaging blended STEM
based engineering design activities. Each activity is framed to expose youth to
an engineering discipline (e.g. Mechanical, Electrical, and Civil).

WISE provides authoring tools for developing curriculum materials. In WISE,
each activity is structured as a tree view of learning steps, where a step can either
be an HTML page that presents a scientific concept, or an assessment step that
collects a student’s feedback and reflection. WISE supports typical assessment
approaches such as short answer, multiple-choice, match and sequence, and dis-
cussion. Assessment steps such as multiple-choice can be automatically graded
by WISE, however, at this moment, short answer questions still have to be man-
ually graded by teachers.

2.2 WISEngineering Mobile Portal

Powered by WISE technologies [2], the WISEngineering system has incorporated
a number of important system features for meeting the challenge of massive
online learning. The first addition is a mobile portal for students.

The mobile portal is a Google Chrome Web application that ports the major
functions of WISE to tablets. Students no longer have to walk between their
computers and workbench for data entry and analysis. For example, students can
use data plotting and tabulating tools on tablets to analyze and visualize data
on the spot. In particular, WISEngineering embraces social media computing to
engage students in reflection and collaboration. Tools such as the design journal
and design wall are used to share ideas and designs. The mobile tools allow
students to take live pictures and videos, which puts demands on the system to
process large video uploads efficiently.

2.3 Automated Grading

WISEngineering uses an open architecture to embrace automated grading tech-
nologies such as the edX EASE engine [19]. This section presents the user
interface of the system. Later, Sect. 4.2 presents the details of design and
implementation.
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Fig. 1. Grading Criteria

Learning Goals and Grading Criteria. WISEngineering supports outcome-
based education [24]. Before the curriculum is developed, a set of learning out-
come goals can be entered into the system. Later, they are associated with
assessment questions in activities. As an example, Fig. 1 presents the user inter-
face for defining a grading criteria. A curriculum developer can choose to use
the question as an indicator for selected learning outcome goals.

Training. Each automated grading criteria has to be trained and calibrated.
At any moment, the system keeps two sets of data: one training set and one
calibration set. Each training/calibration sample consists of three parts: a stu-
dent response, the grade assigned by a human grader, and a grade assigned by
the AI grader (in calibration data only). The training set is used to generate the
grading model, while the calibration set is used to measure the quality of the model.

It is recommended that for each grading level, at least ten samples are entered
for the grading engine to function correctly. WISEngineering provides tools for
creating training samples, and student response samples can be retrieved directly
from the database of the WISE system. Figure 2 displays the training statistics
of a grading criteria. It shows the progress of data entry (of samples), and the
current quality/precision of the model. At the bottom of the page, it also displays
the details of those mismatched records in calibration set.
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Fig. 2. Training Grading Criteria

Grading. After a model is generated for all criteria, a project can be graded. An
automated grading script runs on each server overnight. The script loads each
grading model, performs the grading, calculates the weighted sum of the grade,
and pushes the grade into the database of the original WISE system. Students
can view their grade and the automatic hint/response generated by the AI grader
the second day. The default automated grading module is not instant because
model generation and loading is expensive in both time and space. We present
the details of the instant feedback system in Sect. 5.2.

2.4 Learning Outcome Analysis and Reporting System

The system periodically generates learning outcome reports for all groups of
learners. Figure 3 shows a part of one sample report. Student activity data are
generated by aggregating data from the WISE database. Learning outcomes are
computed using the weighted sum formula associated with each question, which
serves as an indicator of learning goals. Histograms of learning outcomes and the
achievement of each individual learning outcome by each club can be generated
and included in the report. The reporting function allows the curriculum devel-
oper to perform comparative study of learning outcomes on selected learners
over the time.
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Fig. 3. Learning Outcome Report

3 System Architecture

In addition to those introduced in Sect. 2, WISEngineering has provided many
other features, such as a user avatar system, a user behavior tracking system, a
video processing cluster, and an instant feedback cluster. To include these het-
erogeneous software components, while at the same time achieving performance
and scalability requires careful design decisions in its software architecture.

Fig. 4. WISEngineering Network Topology
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3.1 Network Topology

The deployment of WISEngineering requires multiple loosely coupled servers
and several clusters. Figure 4 displays the WISEngineering network topology.

To all users of the system, the main access point of WISEngineering is the
main server. It has the identical software stack as all other satellite servers.
The only difference is that the main server has a load balancer distributing the
incoming traffic, and it is equipped with a report aggregation system.

WISEngineering has the ability to support large-scale educational activities
nationwide (e.g., [3]). Such activities are usually organized by national organiza-
tions with a hierarchical structure. The main server records the information and
utilizes this information to generate aggregated report. For example, to retrieve
the number of active students in one particular region, the main server will first
query the organizational structure and submit data retrieval requests to the
related satellite servers for aggregation.

All servers are supported by two back-end clusters. The video processing clus-
ter accepts video uploads from mobile devices, pre-processes/compresses video
files, and stores the media file in the Google Cloud. The design of the instant
grading cluster will be described in details in Sect. 5.2.

3.2 Software Stack

Figure 5 displays the software component stack at each satellite server. It
addresses the challenge of integrating a wide variety of components and web
technologies in one general framework.

The left side of Fig. 5 shows the structure of the original WISE system [2],
upon which WISEngineering is built. WISE adopts a typical three tier structure.
At the bottom, sits the data tier. It consists of two MySQL databases that store
user and session information. Student responses and teacher feedback are also

Fig. 5. WISEngineering Software Stack
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stored there. The logic layer is implemented as a collection of JavaEE servlets.
Then the presentation layer (customized for desktop browsers) renders the data
generated by the logic layer using a combination of JQuery and CSS.

The main design goal of WISEngineering is to keep all the original functions
of WISE, and extend it with other major functions such as automated grading
and a mobile portal. This is achieved using a similar three-tier structure, and
making minimal changes to the original WISE source code.

As shown on the right of Fig. 5, the extra WISEngineering components are
also structured in three layers. Several more MySQL databases are added to the
system to store information for automated grading system, design journal/wall,
and a user avatar system. Then an extra logic layer is added, using a variety of
platforms such as PHP and Python, depending on the components being inte-
grated. At the presentation layer, three portals are provided: a desktop portal
which enriches the original WISE system, a mobile portal which uses the Boot-
strap [17] responsive templates for mobile devices, and a special desktop portal
for educational researchers to train automated grading system and generate sys-
tem reports.

Notice that some WISEngineering components, such as the report generator,
do have to interact with the data tier of the original WISE environment. The
system is designed in a way so that tight coupling is minimized.

4 Achieving Extensibility

This section presents a number of design decisions we made to achieve extensi-
bility in WISEngineering. When new components are “plugged” into WISEngi-
neering, we use a service-oriented approach to wrap-up the standard interface of
a component so that it can be invoked by others.

4.1 Inter-Server Communication

In many cases, satellite servers have to exchange information with the main
server. One typical example is to generate aggregated reports. For instance, at
the main server, when a user requests the total number of video posts in a
specific date range, the data has to be retrieved from all satellite servers and
then aggregated by the main server.

Report generation is time consuming, mostly caused by huge join statements
in SQL queries. To simply retrieve data via an HTTP request can often time
out. Instead, the system has to provide a mechanism similar to restful web
services [20]. The detailed communication protocol is described below.

We assume E(k,m) is an encryption operation which uses key k to encrypt
message m and it is always true that E−1(k,E(k,m)) = m. Let the requester be
R (e.g., the main server) and the server be S (e.g., a satellite server). If R has
access to an operation P on S, there is a common secret sR,P,S shared between
R and S. The interaction follows the steps below:

1. R → S : request for operation P .



WISEngineering: Achieving Scalability and Extensibility 331

2. S → R : (id, n). Here id is a unique service request identifier and n is a
nonce (random number). In the database of S, a new entry is established
for service request id where the field of operation result is left blank.
A timeout process is started simultaneously to kill the request operation if
it is timed out. At time out, the database entry is removed as well, to avoid
denial of service attack.

3. R → S : (E(sR,P,S , (id, n)) to prove that R has the access. Here, the use of
nonce n is to avoid replay attack.

4. S verifies the access right of R using E−1 and starts the operation P . When
P completes, it writes the data into operation result.

5. R will periodically check the status of request id, until the data is available
or time out.

On each server, an administrator application is provided for managing keys.
We use this lighter weight authentication protocol, instead of Kerberos [12], to
avoid failure of single point.

4.2 Open Architecture of Automated Grading

The extensibility of automated grading module is a similar but separate problem.
In this case, we would like to make the system extensible, in the sense that, new
machine learning algorithms can be added to the system in the future, to further
improve the precision of grading.

We use an open architecture and stack generalization algorithm to repeatedly
train and blend the results of a collection of automated grading algorithms.
Details are given below.

Automated grading is essentially a machine learning problem. Take edX EASE
[19] as an example. To train EASE, a user has to provide a training set of samples,
where each is a pair of string (student answer) and a number (trainer assigned
score). EASE, based on the number of samples (whether greater than 5), takes
one of the regression or classification approaches. Using sklearn [21], a machine
learning package in Python, EASE builds a classifier for each training set. Then,
the classifier (also called the model), can be used for grading, i.e., it generates a
numeric score for any string input.

The vector of features extracted for a model and the training algorithm used
usually determine the quality of a classifier. For example, the feature set of
EASE includes the bag of words (n-grams), length feature (counts of words,
punctuation etc.), the number of spelling errors, and the number of grammar
errors. This is suitable for essay grading, but may not be ideal for grading short
answer questions in a specific technical context in WISEngineering. For another
example, the sklearn package provides many different learning algorithms such
as support vector machine, nearest neighbors, and Gaussian Processes. A great
number of factors can determine the quality of auto-grading. Our framework
tries to use one more level of training to find an optimized combination of auto-
grading algorithms. We formalize our algorithm below.



332 X. Fu et al.

Let Σ be the English alphabet, 2Σ is the domain of input. Let N be the
target range of scores. A classifier C is a function from 2Σ to N . Let 2C be the
domain of all classifiers. A training algorithm T is modeled as T : 22

Σ×N → 2C ,
which given a training set T , generates a classifier.

Our framework is a 2-level application of the stack generalization by D.
Wolpert [27]. The input of the algorithm is a collection of auto-grading (train-
ing) algorithms T1, ..., Tn. They will be the “ensemble” training algorithms at
level 0. Let θ = {e1, ..., ek} be the training samples, where each sample is a tuple
ei = (si, ni) where si is a string and ni is the numeric score. Given a training
sample, let input(ei) be its si and let score(ei) be its ni. At level 1, we use
k-NN as a selection algorithm (written as K) that selects the result generated
by level 0 algorithms. The training process works as follows:

1. Partition: build a set of partitions over θ. For each partition pi, it is con-
structed by picking one training sample from θ. More formally each pi is a
tuple (pi,1, pi,2) where pi,2 is a singleton element {ei}, and pi,1 = θ − pi,2.

2. Train level 1 selector K: the classifier generated by K will be a mapping from
N n → [1, n] (where n is the number of level 0 training algorithms). Intuitively,
given a vector of numeric scores produced by all level 0 trainers, the level 1
selector chooses the result produced by one of the level 0 trainers.
Now we discuss how K is trained. For each partition pi, use its pi,1 as the
training set for each level 0 Tj , we obtain a classifier. Then using the level 1
classifier, we compute the output of Tj on pi,2. Given n level 0 trainers, we
have a vector of n output scores, and then we use score(pi,2) as the ground
fact for training. Officially, one training sample of K, derived from partition
pi is defined as below: Let Cj be the classifier generated by Tj on pi,1, i.e.,
Cj = Tj(pi,1). We have a training vector:

((C1(input(pi,2)), ..., Cn(input(pi,2))), score(pi,2))

Now given any question text q, let CK be the classifier generated by the above
algorithm. Let (v1, ..., vn) be the vector of results generated by level 0 classifiers.
Feed the vector to CK we get an index number between 1 and n, let it be i, then
the corresponding output is vi.

In summary, the two level stack generalization algorithm [27] allows the sys-
tem to extend with an arbitrary number of auto-grading algorithms.

5 Design for Scalability and Performance

System performance and scalability are the key to user satisfaction. This section
presents the related implementation details.

5.1 Video Processing

WISEngineering uses a loosely distributed server cluster for handling video
upload. The nodes of this cluster do not even have to belong to the same local
area network (LAN). Load balancing is achieved using a simple scheme.
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The main server keeps track of a list of servers capable of handling video
uploads. Each video processing server provides a set of web servlets, implemented
using PHP, for uploading video files. Once a file arrives, a video processing servlet
compresses the file, and uploads it to the Google/Youtube cloud service. All video
processing servers use the same Google/Youtube account. When a user requests
a video upload, e.g., in creating a design journal post, an AJAX request is sent
to the main server, to ask for a random decision on the video server to use. This
random video server is then used for upload and processing. Clearly, this scheme
is easily scalable by adding more processing servers to the pool.

5.2 Instant Feedback System

The preliminary automated grading system introduced in Sect. 4.2 is not appro-
priate to serve as an instant feedback system. To grade a question, the grader has
to load a pre-compiled classifier model, which takes at least 30 seconds on a typical
server. The grading itself, however, only takes less than a fraction of a second.

One naive solution is to make the grader running as a service/daemon process
in OS, and responding to grading request. This solution does not work for
WISEngineering because there are many graders and each consumes at least
10 MB of RAM. One single server cannot host them all. On the other hand,
grading requests (due to how class sections are run) usually come in bursts.
That is, in a short period of time, the majority of grading requests can be for
a small subset of questions. We need a flexible way to create a large number of
graders and put down unused graders for saving system resources. This solution
has to be scalable to add new hardware resources.

General Architecture. The entire instant grading/feedback system (IFS), as
shown in Fig. 6, can be deployed in a local area network (LAN) different from
the main server. However, all cluster nodes of IFS have to be located in the same
LAN, for the convenience of setting up HDFS and Zookeeper services.

Fig. 6. HDFS/Zookeeper Cluster for Instant Feedback
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The only externally visible component of IFS is its web portal. When a
student user submits to WISEngineering, an AJAX request is sent to IFS web
portal for instant feedback. Once the question is graded, a callback Javascript
function is invoked at the client side to display the auto-grader feedback.

Running behind the web portal is the entire IFS cluster. Figure 6 displays
its structure. IFS utilizes two Apache cloud frameworks: the HDFS distributed
file system and the Zookeeper synchronization service [9]. We use Zookeeper
as both a centralized directory service of all of our auto-grader services and
a synchronization service for providing atomic and mutual exclusive access of
shared data.

IFS Service Portal. The IFS web server and several Java applications (such as
IFS Service Manager and Job Dispatcher) are hosted in a physical server called
“Service Portal” (as shown on the left of Fig. 6).

The Service Manager is a daemon process. It examines the request/
performance statistics of the IFS web portal periodically and decides to start
new grading services or decommission unused ones. As the directory informa-
tion of all grading services are contained in Zookeeper, the Service Manager has
write access on the Zookeeper nodes.

The Job Dispatcher, once receiving a grading request (the question ID and a
student response) from the WISEngineering main server, generates a new service
ticket ID, and locates an available grading service by querying the directory
information in Zookeeper. The Grader Watcher service is also a daemon process.
It periodically checks the status of all auto-graders by sending them heartbeat
messages.

HDFS and Zookeeper. The IFS cluster relies on HDFS and Zookeeper. HDFS
serves as a shared file system among all computing nodes. It stores the classifier
models for grading, training data, and other pertinent information.

Zookeeper is used for synchronizing the requester processes (such as the Job
Dispatcher) and the service processes (such as the auto-graders) that are dis-
tributed on different servers.

More importantly, Zookeeper stores a central service directory of all services.
As shown in Fig. 6, the information is structured as a tree that embodies the
location and model data related to the graders for all questions in the system.

For example, when a new grading job is submitted to Job Dispatcher. It will
first create a job node in Zookeeper (documenting its status, unique ticket ID).
It then searches for an available grader in the pool of graders and updates its
status. When the grader finishes its job, it will update the Zookeeper central
directory (e.g., removing the job information and updating the grader status).

Grading Services. For each question, there is one or more grading packs. Each
grading pack consists of two processes: (1) an automatic grader process, and (2)
a shepherd process.
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The grader process is a daemon process. Depending on the grading module it
uses, it can be implemented using different languages (e.g., Python). The main
body of the process basically runs as an infinite loop, waiting for requests from
network sockets, which are sent from the shepherd process. When a request signal
arrives, it reads the details of the request, which is prepared by the Shepherd
process in advance.

The atomicity/mutual exclusive access of shared local files and classifier mod-
els are guaranteed by the Shepherd process (and Zookeeper). When the grader
process finishes processing, it writes the output to a local pipe. Then the Shepard
process reads the output and transfers it to HDFS, and then updates Zookeeper
to wake up the waiting requester.

In summary, the use of HDFS and Zookeeper makes IFS a highly scalable,
reliable, and robust system that can handle in-burst requests with reasonable
consumption of hardware resources.

6 Related Work

Traditional web based educational platforms, such as Blackboard [11] and Moodle
[14] provide standard course management functions, however, lack the support for
massive online learning. Emerging platforms such as edX [5] and OpenMooc [16],
embrace social media, mobile portal and cloud based video processing services
such as YouTube.

WISEngineering has the above features developed in parallel with the
aforementioned platforms and it has several unique features. First of all, WISEn-
gineering serves a special sector of massive online learning - large scale imple-
mentation of a same curriculum with the support of a national organization
(e.g., running Engineering educational activities through Boys & Girls Clubs
[3]). In WISEngineering, the same curriculum could be potentially used in hun-
dreds of classrooms in distant geographical regions. These classes are usually
small, in contrast to huge classes hosted on edX, which could have thousands of
students in one class section. The application context of WISEngineering raises
many interesting problems. For example, for the same curriculum, why does one
region have better learning outcomes than another? This demands that WISEn-
gineering provides a well-defined learning outcome structure and correlate it with
assessment questions and user behavior. It also determines the loosely coupled
network topology because organization units may be hosted on different servers.
This further leads to the need to aggregate reports from satellite servers and
hence the remote information exchange protocol among servers.

WISEngineering uses but goes one step beyond the edX EASE automated
grading module [19]. It adopts the stack generalization algorithm [27] for an
open architecture to blend multiple machine learning algorithms for grading.
Instant feedback system is built upon the auto-graders, and can handle the
grading requests in burst. It leverages the highly robust Zookeeper cluster [9]
for synchronizing and coordinating distributed auto-grader processes. This is in
line with the practice of big cloud systems such as the Eclipse Communication
Framework [10] and the Apache HBase [8].
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Design for performance and scalability is always one of the greatest challenges
faced by web application developers [26]. The REST (Representational State
Transfer) pattern [6,7], allowing redundancy and caching, has been followed for
decades to scale up services. The design of WISEngineering adopts most of its
principles (e.g., the stateless request property), for serving client requests by
randomly selecting cluster nodes at run time. WISEngineering also tries to max-
imize the interoperability of components by standardizing their communication
interface, following the principles outlined in [15]. In general, the distributed
architecture allows WISEngineering to scale up easily by adding more hardware
resources. Its performance can be further tuned using Software Performance
Engineering [23].

7 Conclusion

This paper has presented WISEngineering, a novel web application addressing
the needs of massive online learning. The system provides many interesting fea-
tures such as a powerful and extensible automated grading and instant feedback
system, upon which a learning outcome analysis and reporting module is con-
structed. To achieve extensibility, an open software architecture is adopted to
integrate heterogeneous software components. To improve service performance
and scalability, back-end cloud clusters are used and interoperability is achieved
using a simple service invocation protocol. The WISEngineering system is a
promising platform that supports both learning and the research on learning.
Future directions include investigating data mining analysis techniques that asso-
ciate user behavior data with learning outcomes.
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Abstract. Multi-channel marketing attribution modeling is a two-stage
process. First, the value of exposure from different marketing channel
needs to be estimated. Next, the total surplus achieved needs to be
assigned to individual marketing channels by using the exposure effects
from the first stage. There has been limited work in exploring possi-
ble choices and effects of determining the value of exposure to different
marketing channels in the first stage. This paper proposes novel non-
parametric and semi-parametric approaches to estimate the value func-
tion and compares it with other natural choices. We build a simulation
engine that captures important behavioral phenomenon known to affect
a customer’s purchase decision; and compare the performance of five
attribution approaches in their ability to closely approximate the known
ground truth. Our proposed method works well when marketing chan-
nels have high levels of synergy. We apply the proposed approaches on
two real-world datasets and present the results.

Keywords: Multi-channel attribution · Shapley Value · Simulation
study

1 Introduction

Digital marketing has given a marketer greater access to customers as well as
ability to observe each customer’s interaction with different marketing channels.
Access to the digital marketing data has allowed a marketer to assign each
conversion event to various marketing channels. This is called the multi-channel
marketing attribution (attribution) problem. The attribution modelling is a two
stage process. In the first stage, the value of exposure from different marketing
channel needs to be estimated. In the second stage, the total surplus achieved
needs to be assigned to individual marketing channels by using the exposure
effects from the first stage. There has been little work in trying to understand
the possible choices and effects of determining the value of exposure to different
marketing channels in the first stage. Similarly, there is a lack of literature on
how to distribute the conversions that would have occurred without exposure
to any marketing channel. The goal of this article is to fill these gaps in the
literature on attribution modelling.
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 338–352, 2015.
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The data available for estimating an attribution model consists of a series of
marketing touches that may or may not result in a conversion event. An attribut-
ion model first estimates the effect of exposure (exposure effect) to the marketing
channel(s) on a conversion event using observational data. The exposure effect
is captured by modelling the effect of a subset of the marketing channels on the
likelihood of the conversion event. The exposure effect can be highly non-linear
due to, among other reasons, the synergies between the marketing channel. The
non-linearities in the exposure effect explored in [5,7,9] are captured by using
the non-linear parametric models such as a logistic regression model. However,
there is no justification for using a particular model. The answer to the attri-
bution problem is highly dependent on the exposure effect model. We evaluate
the parametric models used to estimate the exposure effect in the past using a
simulation engine. The popular parametric models do not perform well, espe-
cially, when the level of synergies between the marketing channels are high. We
propose a novel non-parametric approach to estimate the exposure effect. The
proposed model performs well even when the synergies between the marketing
channels are high.

The exposure effect model can be used in the second stage to divide the con-
version events to each marketing channel. We use the Shapley Value approach
to assign the conversion events that occurred due to the observed marketing
touches. The Shapely Value approach used here is similar to the approach in [5].
This is called marginal attribution because only the increase in the conversions
due to marketing touches are assigned. At times, the goal of attribution mod-
elling is to assign all of the conversion events. The past literature on attribution
modelling do not provide any answer other than the rule based approaches such
as the first touch and last touch attribution models. We propose a Nash Bargain-
ing [3] based approach to assign the left-over return to each marketing channel.
The Nash Bargaining solution is a cooperative game theoretic concept to divide
surplus in a bargaining games where players have outside options. We use the
marginal attribution to each channel as the outside option of the channel. We
apply the proposed models using two real-world data sets. The models generate
consistent results across different real world datasets.

The rest of the paper is organized in the following manner. In Sect. 2, we
present the related work in the field of Shapley Value and Algorithmic Attribu-
tion. In Sect. 3, we formally define the marketing attribution. Section 4 presents
our proposed methodology and its advantages. In Sect. 5, we present our sim-
ulation study and compare the proposed models with the existing parametric
models. In Sect. 6, we present our results on two datasets. We conclude the
paper and discuss directions for future work in Sect. 7.

2 Related Work

As noted earlier, there is no past work in evaluating the models that estimate
the exposure effect. In this section, we describe the work that touches upon the
other aspects of the attribution model.
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Algorithmic Attribution. There have been several efforts to solve the prob-
lem of marketing attribution in an algorithmic fashion. One of the first models
was proposed by [7]. In this paper, the authors propose two data-driven attribu-
tion models depending on estimated measure of channel relevance. The models
lack a clear interpretation of fairness while assigning credit to the marketing
channels. The authors in [1] model the customer journey as a funneling process
leveraging the concepts of Hidden Markov Model to relate the stages of a cus-
tomer to their conversion behavior. Different advertising campaigns may have
varied notions of customer stages making such a model difficult to deploy in
real-world scenarios. Similarly, [11] models the customer’s journey as a Markov
process and provides methods to estimate each channel’s effective contribution
and prediction of conversion rate. In [9], the authors present a model based
on counterfactual analysis to solve the attribution problem and estimates the
incremental effect of each marketing channel.

The only game-theoretic approach for marginal marketing attribution was
proposed in [5]. In this paper, the authors initially recommend properties of a
good attribution model. Further, the authors frame the problem of attribution as
a causal estimation problem and then propose two approximate methods based
on co-operative game theory. However, the proposed models are parametric and
usually cannot be simplified. Further, there is no comparison of the two pro-
posed models to evaluate which model performs better. Also, the paper does not
highlight the difficulties of deploying a game-theoretic framework to real world
settings. Additionally, the paper is restricted to marginal marketing attribution
- assigning the surplus produced by customers to the marketing channels. The
methods and evaluations presented in this paper are motivated by the limitations
of the current literature.

3 Problem Definition

Problem Setting. Let Υ = {U1, U2, ..., Un} be n users targeted by the marketer
using k marketing channels Ω = {C1, C2, ..., Ck}1. We define return from a user
as a measure of response to marketing activity undertaken by the marketer.
Some examples of return may include purchase, revenue, page views etc. The
left-over for a user is defined as the return that would have occurred without
exposure to any of the k marketing channels. Also, surplus for a user is defined
as the total return minus the left-over. Hence, return = surplus + left-over.
Given that the marketer has generated a return R, surplus S and left-over L,
we would like to algorithmically assign Ψ = (a1, a2, ..., ak) ,to the k marketing
channels, where

∑
j aj = S and Π = (l1, l2, ..., lk) where

∑
j lj = L to each of the

channels that the marketer has used. For this purpose, we model the problem at
a customer level by considering various marketing channels through which each
customer in Υ has been targeted.

1 We use i as a counter for elements (users) in Υ as well as elements (users) in Υ
depending on the context, j is also used in a similar fashion for the set Ω.
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Customer Level Definition. Let Ei = (ei1, ei2, ..., eik) be the binary vector of
a user i who has been exposed to the k available marketing channels. Here, eij =
1 if and only if the user i has been exposed to a channel j and is 0 otherwise. Let τ
= (b1, b2, ..., bn), where

∑
i bi = R be the total return generated by the marketer

on all the users targeted by the k available marketing channels. For all the users in
Υ , we would like to come up with ρ = (s1, s2, ..., sn) the surplus produced by each
customer. We achieve this by computing sj

i , the surplus produced by marketing
to customer i due to channel j in the matrix Satt = [s]ij . In Satt, the row-sum is
the total surplus produced by each customer i,

∑
j sj

i = si, si ∈ ρ. The column-
sum is the attributed surplus to a marketing channel j ,

∑
i sj

i = aj , aj ∈ Ψ and∑
j

∑
i sj

i = S where S is the total surplus achieved by all marketing efforts.
Further we use the customer surplus estimations to calculate (l1, l2, ..., lk), the
left − over vector Π.

4 Approach

To solve the problem defined in the above section, we first estimate the sur-
plus of each customer. Next, we model the multi-touch attribution problem as a
coalitional game2 at a customer level and then apply Shapley Value to determine
the surplus that needs to be assigned to each channel. In the general marketing
attribution problem where multiple channels are involved, some of the channels
may influence a user more than others, as a result, may possess different bargain-
ing power, hence the concept of fairness of distribution of the final gains is an
essential property which Shapley Value captures. Also, the measure of channel
importance in an attribution model is the channel’s expected marginal impact
on conversion, where the expectation is taken over the possible orderings of the
channels in Ω which is well addressed by Shapley Value. Finally, we propose a
method to assign the left-over return to the marketing channels.

Customer-Level Approach. We model the attribution problem by defining
coalitional games (f,Ωi) at a customer level. Where Ωi are the various channels
a customer i has been exposed to, Ωi ⊆ Ω, |Ωi| = ki and the value of the charac-
teristic function f is defined to be an estimate of the surplus produced from the
customer. Further, we use the concept of Shapley Value to distribute the gains
to the all the channels in Ωi that were collaboratively involved in influencing the
customer to generate return. However, Shapley Value is not readily applied to
a problem, one needs to define the value function that satisfy certain criterion3

[8]. Also, the theory assumes that it is possible to assess the expected gain for
every possible co-operation, that is, for all 2ki possible combinations. Hence,
one would need to estimate the expected surplus of a user when he has been

2 A coalitional game denoted by (f ,N) is defined by a characteristic function f and
total number of players in the game N , where f maps subsets of players to real
numbers: f : P (N) → R with f(∅) = 0, where ∅ denotes the empty set and P (N) is
the power set of the N players.

3 One key criterion is that the characteristic function f should satisfy f(∅) = 0.
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exposed to all the possible combinations of channels in Ωi. A marketer may not
necessarily have information of the behavior of the user when exposed to vari-
ous combinations of marketing channels which makes the direct application of
Shapley value to real-world highly impractical. To address the issues that stem
from the definition of Shapley value, we initially provide non-parametric and
semi-parametric approaches to estimate the expected surplus from a customer.

Existing Methods. In [5], the authors propose to estimate the expected surplus
from a customer using a fully parametric approach. The models proposed in the
paper leverage popular binary classification models like (1) Logistic Regression
(2) Elastic-Net Regularised Logistic Regression. Another parametric binary clas-
sification model one could use to estimate the surplus is Random Forest [4]. That
brings to our first contribution in this paper, we propose using non-parametric
and semi-parametric models to estimate the surplus for each customer.

Initial Setting. Firstly, for a given data set, if the total number of marketing
channels is k, a maximum of 2k possible combinations (excluding repetitions) of
marketing channels could be used by the marketer to target the users. Hence,
a maximum of 2k channel combinations could be observed in the dataset. For
each such combination of marketing channels s, we define f(s) as

f(s) =
Purchases(s)

Purchases(s) + Non − purchases(s)
(1)

This function is the frequentist estimate of the conditional probability of pur-
chase given exposure to the channels in s. Typically, in a dataset, all the 2k

channel combinations are not observed. Also, f(∅), where ∅ is the null set may
not be calculated by the above formulation since the marketer may not have
information about the users who were not targeted through any of the mar-
keting channels and have converted. Hence, we propose the below methods to
estimate the f(s) of unobserved channel combination including f(∅). The pro-
posed estimates are further used to form a coalitional game at a customer level.

Table 1. Notation for Existing(E) and Proposed(P) methods

Notation Existing estimation Notation Proposed estimation

E1 Logistic regression P1 (1), (2) and (3)

E2 Elastic net regularised logistic regression P2 (1) and Logistic regression

E3 Random forests P3 (1) and Random forest

Non-parametric Model. Let PΩ be the power set of k marketing channels in
Ω and by using the initial setting, say, we have information about a subset of
the all possible combinations. Let this set be Sobs ⊆ PΩ. We approximate the
value of f(s),∀s ∈ PΩ \ Sobs in the following manner
(a) For each f(s) to be estimated, s ∈ PΩ \ Sobs, consider all the subsets of the
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combination of channels s (Ps, the power set of combination s) that belong to
Sobs. Let this set be Tobs. Hence Tobs = Ps ∩ Sobs

(b) The value of f(s) is given by averaging over all the elements in Tobs

f(s) =
1

|Tobs|
∑

j∈Tobs

f(j),∀s ∈ PΩ \ Sobs (2)

We use the above equation to estimate f(s), ∀s ∈ PΩ \ Sobs. Note that the
above definition may also not always estimate f(∅) if a marketer does not have
information about customers who have not been exposed to any channels and
have converted. To tackle such instances, we provide a formulation for estimation
of f(∅).

Estimation of f(∅). In our formulation of f , both the effect of channels and ∅
(no-channels) are inherently captured. We split f(s) = f(s + ∅) to separate out
both the effects. f(s) = f(s + ∅) = t(s) + f(∅). Now, we assume that t is linear.
Let Ω∗ be the set of all non-overlapping cover sets4 of the set comprising elements
of s. For each such covering set K in Ω∗, f(s) = f(s + ∅) =

∑
p∈K t(p) + f(∅).

If |K| is the cardinality of the set K, then the equation could be re-written as

f(s) = f(s + ∅) =
∑

p∈K

t(p) + f(∅) + |K|f(∅) − |K|f(∅)

=
∑

p∈K

f(p) − (|K| − 1)f(∅)

⇒ f(∅) =
1

|K| − 1

⎡

⎣
∑

p∈K

f(p) − f(s)

⎤

⎦ (3)

We average the estimates of f(∅) for all covering sets K ∈ Ω∗ to compute the final
estimate of f(∅). The estimation steps (1), (2) and (3) are combined denoted as
P1 throughout this paper.

Semi-parametric Model. Alternatively, to estimate the value of f(s) ∀s ∈
PΩ \ Sobs, one could use probabilistic estimates from a binary classification
algorithm. We train the classification algorithms in the following manner. (a)
Predictive variables: For each customer, the feature vector is equal to Ei, as
defined in Sect. 3. (b) Response variable: For each customer i, the response vari-
able is assigned 1 if the user i produced return to the marketer and 0 otherwise.
The probability estimates from the classification models are interpreted as the
likelihood of a customer to provide some return to the marketer given the cus-
tomer has been exposed to a particular set of marketing touches. This is exactly
what we are estimating in a non-parametric fashion in Eq. (2) and hence could
be replaced by the probability estimates from the binary classification models.
Thus, unlike a fully parametric model as proposed in [5,7], we suggest to use a
4 Non-overlapping cover set: Given a set of elements Θ = { 1,2,...,n }, Δ = {U1,U2,..,Uk}

is a non-overlapping cover set of Θ if U1 ∪ U2 ∪ .. ∪ Uk = Θ and Ui ∩ Uj = ∅, ∀ i,j in Δ



344 M.M. Yadagiri et al.

combination of Eq. (1) and the probabilistic estimates from the binary classifi-
cation models. The two models used in this paper for the parametric estimates
are Random forest [4] and a logistic regression [6]. Also, the probability estimate
of a customer to produce return given that he has been exposed to no mar-
keting channels is equated to be f(∅). In a logistic regression, this leads to the
effect of the intercept term towards the conditional probability. For future use,
we denote the estimation step (1) combined with logistic regression as P2 and
(1) combined with Random forest as P3. Throught out this paper, we denote
various attribution models using the notation defined in Table 1.

Attribution of Surplus. After calculating the surplus estimates for all the
possible 2k subsets of the marketing channels, the next step is to assign the
surplus to the marketing channels. This is achieved in the following manner.

– Consider all the users Υ in the given data set who have made a purchase. Let
this set of users be Λ, Λ ⊆ Υ .

– For each customer in Λ, consider the channels the customer has been exposed
to. Let this set of channels be E ⊆ Ω.

– Frame a coalitional game (g, E), g(s) = f(s) − f(∅) where f(s) ∀s ∈ power
set of E is calculated using one of the estimation models described above.

Observe that g(∅) = 0 and g satisfies all the properties of the value function
of Shapley value [8]. Hence, using the concept of Shapley, the total gain g(E),
interpreted to be the fractional contribution the marketing channels in s has
made to the surplus generated by the marketer is distributed to all the marketing
channels involved. The channel-level attributions (pay-offs) for each marketing
channel in E for the customer in Λ according to Shapley is given by

sj
i (g) =

∑

T⊆E\{j}

|T |! (|E| − |T | − 1)!
|E|! (g(T ∪ {i}) − g(T )) (4)

The sj
i calculated here is plugged into the matrix Satt defined in Sect. 3. For the

users who belong to Υ \Λ, sj
i is 0, since there was no return from these users due

to the exposure of various marketing activities. The aggregated channel attribu-
tion for all the k channels is calculated by cumulating the customer-level channel
attributions obtained from (3). If n be the total users under consideration, then
the aggregated channel attributions for each channel in Ω is given by,

∑

i

sj
i = aj , j = 1, 2, ..., k (5)

and aj ∈ Ψ as defined in Sect. 3.
Observe that instead of forming coalitional games (g, E) at a customer level,

we could group all the customers who have been exposed to a particular set of
the marketing channels. Once the grouping is done, we could form coalitional
games for each set rather than at an customer-level. Such a set-level formulation
would hugely reduce the number of games formed and is hence computationally
more efficient.
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Attribution of Left-Over. After attributing the surplus, our aim now is to
attribute the left-over. The total left-over to be attributed to the k channels is
obtained by using aj computed through Eq. (4) and the left-over is computed
by L =

∑
i bi − ∑

j aj = R − S, bi and aj are defined in Sect. 3. Next, we assign
channel-wise left-over attributions using aj by lj = aj∑

j aj
∗ L.

This formulation is inspired by the concept of Nash bargaining solution. Nash
bargaining is a bargaining problem modeled with an outside option. If the bar-
gaining collapses (if there is no co-operation among the players) each players
gets the outside option. In our case, the players, as above, are the k market-
ing channels and the outside option is the surplus attributed to each chan-
nel. Since we are interested in assigning the left-over return to the k mar-
keting channels, it is assumed that the left-over return was generated due
to no co-operation among the marketing channels. Once we have computed
Ψ = (a1, a2, ..., ak) and Π = (l1, l2, ..., lk), the final attributions would be given
by the sum (a1 + l1, a2 + l2, ..., ak + lk).

5 Simulation Framework

All attribution models aim to formalize an answer to the credit assignment
problem, but a natural question to ask is which of these is better, or which of
these gives a more correct answer. Here lies one of the biggest problems of all
Attribution models; the inability to evaluate different attribution models. No
academic work has thus far explored this question. Here, we try to formalize
an approach to evaluating multiple attribution models. Our approach includes
simulating data with many of the behavioral characteristics that marketers and
customer display when interacting with each other.

Here are the major aspects of our simulation set-up. Given n customers, we
first simulate the touches they experience. The touches can be from different
marketing channels. Next, these marketing touches lead to some propensity of
the customers to conduct a transaction with the marketing organization. Finally,
the goal of the simulation framework is to compare an estimation method with
the true values of the simulation. At the end, we describe the parameter values
we used for the simulation set-up.

5.1 Parameters of Simulation

Number of Touches. For each of n customer, we simulation the number of
interactions they will experience with the marketer. This is simulated to be a
Poisson random variable. Let’s say that the ith customer has Mi number of
interactions with the marketer, we assume that Mi − 1 ∼ Poisson(λ). In other
words, P(Mi = k + 1) = λk exp−λ

k! , k = 0, 1, 2, · · · , ∞. Note that since we are
adding 1 to a Poisson random variable because we would not see a customer in
a dataset unless the individual had at least one interaction with the marketer.
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Type of Interaction. Once an interaction has taken place, we need to assign
the type of interaction. This is achieved by sampling the interaction from a all
possible interactions with a Multinomial distribution. Assuming there are k types
of interactions, let (π1, · · · , πk) denote the multinomial probabilities for each
type of interaction (

∑k
1 πi = 1). Define (Zi1, · · · , Zik), where Zij is the number

of interactions of type j for the ith customer. Then, P (Zi1 = z1, · · · , Zik = zk) =
Mi!

z1!···zk!
πz1 · · · πzk

k , x‘where
∑

zj = Mi. Since all the attribution models we study
only consider whether or not a channel has been activated, and not the number
of touches of a particular channel, we define Xij = 1Zij>0 (where 1 denotes the
indicator function).

Probability of Event. Given a set of touches of different types, we need to
next simulate whether the interactions (Xi1, · · · ,Xik) (denoted by Xi) will lead
to a conversion event resulting in returns for the marketer. Let Yi denote the
binary event of whether the ith customer converts. We model the distribution of
Yi as

log
(

P (Yi = 1|Xi)
P (Yi = 0|Xi)

)
= α +

k∑

j=1

βjXij +
k∑

j=1

k∑

l=1

βjlXij × Xil.

Here α is the intercept term, this term can be controlled to have different
proportion of purchasers in the population. Note here that βj is the main effect,
that is, the increase or decrease in the log-odds ratio if the jth channel is added
to the media-mix of an individual customer. The term βjl is the interaction
between the jth and lth channels, in other words, the effect on the log-odds ratio
when both channels are simultaneously active.

5.2 Evaluation of Truth and Comparison

For comparing the proposed models, we initially introduce the notion of true
attributions of each marketing channel. This is done by equating f(s), as defined
in Sect. 4 to the sigmoid function with the assumed main channel effects βj

and interaction βjl. Note that the same sigmoid function is used to generate
the propensity of each customer in the simulated dataset. Hence, we believe
a perfect attribution model would capture the marketing effects in a similar
manner. Consider s be a set of marketing channels which belong to Ps, the
power set of k marketing channels in Ω. If s = (X1, · · · ,Xk), f(s) is given by

f(s) = α +
k∑

j=1

βjXj +
k∑

j=1

k∑

l=1

βjlXj × Xl

We simulate a total of three datasets by varying the interaction effect βjl between
the channels - Low (interaction factor βjl = 0.01), Medium (βjl = 0.05) and High
(βjl = 0.1). We assume the number of marketing channels to be fixed to 7 in
all our experiments. We provide a comparison of the proposed models with the
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existing parametric models (defined in Table 1). We omit the model E1 (which
leverages sigmoid function) from the comparison since we use sigmoid function
to calculate the propensity of each customer in the simulated dataset. In each
dataset, we generate 1 Million users. Next, we randomly sample 10,000 users
and run the proposed models - iteratively for 100 times on each dataset. For
each instance in the iteration, we compare the channel attributions of all the
five models (Proposed and Existing omitting E1) with the true attributions.
For comparison, we use two metrics to calculate the proximity of the models to
the truth. Firstly, we calculate the Root Mean Square Error (RMSE) [2] from
the true attributions for each model. This error gives a measure of closeness
between the true and estimated channel level attribution.
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Fig. 1. Comparison of RMSE (Lower is better) and Kendall-tau (Higher is better) from
true attributions - Proposed models vs Existing models. (Refer Table 1 for notation)

Next, for each iteration, we compute the Kendall-tau rank correlation coeffi-
cient [10] between the estimated attribution values to channels from the models
mentioned in Table 1 to the true attribution values based on the ground truth.
For each dataset, we average the RMSE and Kendall-tau rank correlation over
all the iterations. The results are presented in Fig. 1. The two accuracy measures
supplement each other. RMSE captures the big differences in the attributed val-
ues and may be insensitive to the smaller differences. Also, RMSE can be agnos-
tic towards the ranking of the marketing channels. Whereas, Kendall-tau rank
correlation captures the ranking of the marketing channels and hence is more
sensitive towards the smaller differences in the attributed values supplementing
RMSE.

Firstly, in the existing methods, we notice that Random Forests (E3) per-
forms better than Elastic net regularized LR (E2)[5] in terms of RMSE, but
are worse off in the Kendall-tau rank correlation. Hence, a marketer interested
in strategizing the preference order of his marketing channel spends, would be
better off if he does not use a parametric model E2 for the estimation phase. The
proposed semi-parametric models (P2, P3) outperform the non-parametric mod-
els (Kendall-Tau) in case of lower interactions between the marketing channels,
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whereas, the non-parametric models outperform the semi-parametric models in
case of medium and high interactions. Elastic-net regularized LR performs well
in the case of higher interactions between the marketing channels. Such a sim-
ulation study could be further extended to help the marketer decide the best
attribution model amongst the various existing models. The analysis performed
also introduces a notion of evaluation framework to compare the performance of
different attribution models.

6 Empirical Results

Data Description. We apply our approach to two web analytics datasets. The
data was collected using Adobe Analytics, an industry-leading solution for col-
lecting, organizing, analyzing and reporting customer activities across multiple
web-connected platforms.

(a) Travel and Experience Organisation Dataset: The data is from the
months of September and October of 2013. The whole data amounts to
about 2 Billion page views from 26 Million unique visitors. For a quicker
examination of our proposed approach, we perform a stratified sampling
of our data. We sample about 1.5 million unique users who have visited
the web property during the last two weeks of the data window, of these
visitors, about 300,000 of them have made a purchase in the assumed time-
frame. The users could be targeted through one of the 9 marketing channels
described in Table 2. For each user in the data, we have information about the
various marketing channels the user has been exposed to and the purchase,
revenue generated by the user as a result of these marketing interactions.
In this dataset, we calculate both the order and revenue attributions of the
channels. This dataset is referred to as Dataset-1 in figures.

(b) E-commerce Retailer Dataset: The next data set we considered belonged
to a large e-commerce retailer. The data ranged over a 100 day period during
the summer of 2013. The data contained about 54 Million interactions with
18 Million customers. For the purpose of evaluating our proposed frame-
work, we performed a stratified sampling on our data. The sampled data
comprised of 400,000 unique users of which about 200,000 have made a pur-
chase. The users were targeted by the marketer through a variety of 10
marketing channels. We omit the tabular description for this dataset due
to space constraints. In this dataset, for each user, we have information
about the marketing channels the user has been exposed to and if a pur-
chase has been made by the user, the platform the purchase has been made
(“Instore(I)”,“Online(E)”) and the type of product that has been pur-
chased. Leveraging this information, we find channel attributions specific
to product category and purchase medium. This dataset is referred to as
Dataset-2 in figures.



A Non-parametric Approach to the Multi-channel Attribution 349

Table 2. Dataset-1 : Definition of various marketing channels along with the frequency
of their occurences in purchases as well as the whole data

interaction Definition Total (%) Orders (%)

direct User directly navigating to site 33.8 27.5

display ad User clicking on a display ad 0.5 0.3

email A click on an email from the advertizer 1.4 1.7

other owned A click from otherowned web properties 12.5 24

other website Clicks from other websites not owned by the
advertizer

10 8.8

social media User navigates from a social media site 4.3 2

search Clicks on organic search 31.5 28

search ad Clicks on search ad 5 5.2

travelagents A visit from a travel agents site 1 2.5

Exploratory Data Analysis. Before applying our approach, we conducted
exploratory data analysis in both datasets. We perform our analysis on all the
users ( purchasers and non-purchasers) and specifically on the converting (pur-
chasing) customers since these are the users who have produced return for the
marketer. Table 2 provides definition of each marketing channels and has details
about the number of times each of the marketing channels was exposed to users
(Dataset-1). We also analyzed the number of marketing touches the customers
in our dataset were exposed to. Due to space constraints we only provide a
detailed analysis of Dataset- 1. From Table 2, we observe that direct and search
are the marketing channels that all the users and also specifically purchasers are
most exposed to. Whereas display ad ,travelagents and social media are the least
occurring marketing channels. An accurate attribution model should gauge the
incremental and interactive effect of each marketing channel without biasing for
the frequency of occurrence of the channels. Also, from the exploratory analy-
sis, we observe that more than 80 % of the non-purchasers and more than 50 %
of the purchasers have only one marketing interaction. Traditional attribution
techniques such as First touch and Last touch would attribute all the generated
return from the purchasers to these marketing channels without considering the
users that have not made a purchase. An ideal attribution model should find the
true attribution of each marketing channel by contrasting the purchases with
non-purchases.

Estimation. We calculate the surplus estimations using the proposed models
in the Approach section. Our assumption of linearity of t and the approximation
of the value of f(∅) was validated by noting that the parametric estimate of f(∅)
using a logistic regression and Random forest was fairly consistent with the esti-
mated f(∅) using Eq. (3). For the second dataset, along with the channel-level
attributions for the whole dataset, we calculate channel attributions specific to
each product category and purchase media and for this purpose, we train differ-
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ent models for each of the product categories and purchase medium. Further, we
compare the channel-level attributions from our proposed models with the exist-
ing methods (Refer Table 1 for notations). After the estimation step, we calculate
channel attributions using Eq. (4). We do not include the left-over attribution
presented in Eq. (5) in our results since we aim to compare the attribution results
with existing marginal attribution models. In the case of Dataset-1, we calcu-
late both order and revenue channel attributions. We present few of the scaled
attribution results in Figs. 2 and 3. The results of all the three proposed models
are consistent and cross-validate each other. The credit assignment to the mar-
keting channel travelagents and other-owned channels in the order attributions
of Dataset-1 are noticeable. The channels receive a higher credit than few other
channels that occurred more frequently in the dataset satisfying a notion of
fairness. In Dataset-2, we portray the extensibility of the proposed framework.
Hence, we calculate channel-attributions at a more granular level, specific to
the product-category using the proposed framework. We note that the channels
direct and display have a higher order attribution specific to Product-1, while
they have a lower order attribution in case of the online media. Such insights
specific to products give the marketer an added advantage while planning his
overall spend across different marketing channels
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Fig. 2. Dataset-1, Channel-level order attributions compared across various attribution
models defined in Table 1

Comparison. We noted that the present state of the art data-driven attribu-
tion models were proposed by Shao et al. [7] and Delassandro [5]. In both the
papers, the authors compare the proposed models with traditional attribution
models like Last Touch Attribution (LTA) to prove the accuracy of their models.
The exploratory data analysis we performed combined with the insights from the
results made in the above section, it could be deduced that our models are cap-
turing the true attribution of channels without being guided by the frequency of
the marketing channels in the datasets. Hence we do not provide a comparison of
the proposed approach with LTA. Instead, since our approach leverages Shapley
value, we compare the proposed models (denoted by P1, P2, P3 in the Fig. 3)
with the existing parametric models defined in Table 1 (denoted by E1, E2, E3
in the Fig. 3). We observe that the results from our models are fairly consistent
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Fig. 3. Dataset-2, Product-1, Channel-level order attributions compared across various
attribution models defined in Table 1

with the parametric model in case of Dataset 1 but are slightly different in case
of Dataset-2 Product-1. We investigated this by observing the interaction terms
βjl for the marketing channels in Dataset-2 for model E1. The interaction terms
were observed to be high. In the simulation study, we have established that the
existing models do not perform well when there is high levels of synergy between
the marketing interactions. Hence, we claim that the proposed models P1, P2,
P3 would be closer to the true attributions in the case of Dataset-2 than the
existing models.

7 Conclusions and Future Work

The goal of this paper it to fill important gaps in the literature on attribution
modelling. Past work on attribution has used parametric approaches to estimate
the likelihood of conversion due to exposure to a set of marketing channels.
We show that these approaches do not work well when there are high level of
synergies between the marketing channels. This is shown using a simulation
study. We propose a non-parametric approach to estimate the exposure effect.
The approach performs well in presence of high level of synergies between the
marketing channels. We use Shapley Value to assign the surplus that is derived
from the exposure effect model. The Shapley Value approach is similar to [5].
We argue that it is important to distribute the left-over return to the marketing
channels. Past work has not provided any solution to this problem. We propose
an approach that uses the marginal attribution solution as the input to assign
left-over return to the marketing channels. We apply the proposed attribution
model on two real world datasets and present the results.

In future, we can extend this work in multiple directions to account for more
realistic scenarios. The effect of advertisements is believed to decay over time, in
this work, we have not attempted to capture this effect in the simulation model,
nor do the different existing approaches capture these effects. This is an area
which may be explored in future. The computation of Shapley value increases
exponentially as the number of players in the game increases. While this may be
feasible when we model marketing channels (which may number between ten and
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twenty), it becomes infeasible when modelling marketing campaigns, which may
run into hundreds. Hence, investigations to come up with closed form approxi-
mations for the proposed model could be another research direction. We provide
a simulation engine that captures some of the important behavioural phenom-
enon known to be exhibited by customer when interacting with a marketing
organisation, however, this may be further expanded by modelling more such
characteristics.

References

1. Abhishek, V., Fader, P.S., Hosanagar, K.: Media exposure through the funnel:
a model of multi-stage attribution. Technical report, Working paper. Carnegie
Mellon University, Pittsburgh (2013)

2. Armstrong, J.S., Collopy, F.: Error measures for generalizing about forecasting
methods: empirical comparisons. Int. J. Forecast. 8(1), 69–80 (1992)

3. Binmore, K., Rubinstein, A., Wolinsky, A.: The nash bargaining solution in eco-
nomic modelling. RAND J. Econ. 17, 176–188 (1986)

4. Breiman, L.: Random forests. Mach. Learn. 45(1), 5–32 (2001)
5. Dalessandro, B., Perlich, C., Stitelman, O., Provost, F.: Causally motivated attri-

bution for online advertising. In: Proceedings of the Sixth International Workshop
on Data Mining for Online Advertising and Internet Economy, p. 7. ACM (2012)

6. Hastie, T., Tibshirani, R., Friedman, J., Hastie, T., Friedman, J., Tibshirani, R.:
The Elements of Statistical Learning. Springer, New York (2009)

7. Shao, X., Li, L.: Data-driven multi-touch attribution models. In: Proceedings of
the 17th ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining, pp. 258–264. ACM (2011)

8. Shapley, L.S.: A value for n-person games. Technical report, DTIC Document
(1952)

9. Sinha, R., Saini, S., Anadhavelu, N.: Estimating the incremental effects of inter-
actions for marketing attribution. In: 2014 International Conference on Behavior,
Economic and Social Computing (BESC), pp. 1–6. IEEE (2014)

10. Skidmore, A.K.: A comparison of techniques for calculating gradient and aspect
from a gridded digital elevation model. Int. J. Geog. Infom. Syst. 3(4), 323–334
(1989)

11. Xu, L., Duan, J.A., Whinston, A.: Path to purchase: a mutually exciting point
process model for online advertising and conversion. Manage. Sci. 60(6), 1392–
1412 (2014)



A Dynamic-Static Approach of Model Fusion
for Document Similarity Computation

Jiyi Li(B), Yasuhito Asano, Toshiyuki Shimizu, and Masatoshi Yoshikawa

Graduate School of Informatics, Kyoto University,
Yoshida-Honmachi, Sakyo-ku, Kyoto 606-8501, Japan
{jyli,asano,tshimizu,yoshikawa}@i.kyoto-u.ac.jp

Abstract. The semantic similarity of text document pairs can be used
for valuable applications. There are various existing basic models pro-
posed for representing document content and computing document simi-
larity. Each basic model performs difference in different scenarios. Exist-
ing model selection or fusion approaches generate improved models based
on these basic models on the granularity of document collection. These
improved models are static for all document pairs and may be only
proper for some of the document pairs. We propose a dynamic idea of
model fusion, and an approach based on a Dynamic-Static Fusion Model
(DSFM) on the granularity of document pairs, which is dynamic for each
document pair. The dynamic module in DSFM learns to rank the basic
models to predict the best basic model for a given document pair. We
propose a model categorization method to construct ideal model labels of
document pairs for learning in this dynamic module. The static module
in DSFM is based on linear regression. We also propose a model selec-
tion method to select appropriate candidate basic models for fusion and
improve the performance. The experiments on public document collec-
tions which contain paragraph pairs and sentence pairs with human-rated
similarity illustrate the effectiveness of our approach.

Keywords: Document similarity · Dynamic model fusion · Learning to
rank

1 Introduction

Computing the semantic similarity between two textual documents is a signifi-
cant research topic, which can be used for various applications, such as document
retrieval, clustering, recommendation, visualization, and so on [1]. Many efforts
have been made on this fundamental issue in recent years. Various basic models
of document representation have been proposed in existing work.

Each representation model leverages and concentrates on a certain kind of
information. Vector space model [5] focuses on explicit word content; latent
semantic analysis [6] and latent Dirichlet allocation [8] evaluate latent document
semantic topics in word content; knowledge based graph [9], which is a state
of art work, leverages entity relation knowledge in knowledge bases. However,
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 353–368, 2015.
DOI: 10.1007/978-3-319-26190-4 24
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because of the variety of textual documents in the collections, each basic model
has its advantages and disadvantages, and it is difficult for a single basic model
to perform well in all scenarios. For example, knowledge based graph model
only uses entities extracted from documents and entity relations in knowledge
bases. It does not make detailed analysis in the word content. It is able to
find semantic similar documents which have many entity overlaps but few word
overlaps. However, it cannot perform well if the documents have few entities or
semantic dissimilar documents share same entities.

There are some approaches for utilizing multiple basic models to reach
improved results. The idea of existing model selection approaches learns to select
the best basic model. The idea of existing model fusion approaches such as linear
regression seeks the best weights to combine these basic models. Both of these
two kinds of approaches concentrate on the granularity of document collection.
They are static from the perspective of document pair. Because one static model
may be only proper for some document pairs, they may fail to leverage different
basic models to complement each other for various scenarios in the collection.

We thus propose a dynamic idea. Our idea is that on the granularity of doc-
ument pair, if we can dynamically select and fuse the models which have better
performance than others, we can improve the overall performance for all docu-
ment pairs in the collection. In the approach we propose, the dynamic module
in our fusion model predicts the performance of basic models for a given docu-
ment pair and ranks these basic models by referring the technology of learning
to rank. We propose a model categorization method based on human ratings to
construct the ideal model labels of document pairs for learning.

Model performance prediction for a document pair is a difficult task which
results in that only a dynamic module may be not good enough. To improve the
performance, we integrate a static module, which is based on linear regression,
with the dynamic module into our fusion model. We also propose a model selec-
tion approach to seek the candidate basic models which are possible to improve
the performance and filter the basic models with low performance. We construct
experiments using human-rated document collections to verify our approach.

The contributions of our work are as follows:

– We propose a novel solution which implements a dynamic idea and generates
improved results on document semantic similarity computation by dynam-
ically fusing different document representation models on the granularity
of document pair. It is able to reach better performance than the static
approaches on the granularity of document collection.

– We propose a dynamic fusion module by predicting the performance of basic
models to rank and select the best basic model for a document pair. The ideal
model labels for learning in this dynamic module is constructed by our model
categorization method which can generate theoretical optimal results of our
dynamic idea when human ratings of all document pairs are available.

– We propose a Dynamic-Static Fusion Model (DSFM) which integrates both
dynamic and static modules. It is able to reach better performance than the
approaches with dynamic or static module only. Our approach provides a
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solution of integrating learning to rank method and linear regression method.
To improve the performance, we also propose a model selection method to
seek appropriate candidate basic models.

The remainder of this paper is organized as follows. In Sect. 2 we review the
related work. In Sect. 3, we introduce some preliminary information and analysis.
We propose our dynamic module in Sect. 4 and our dynamic-static fusion model
in Sect. 5. In Sect. 6 we report and discuss the experimental results. We give a
conclusion in Sect. 7.

2 Related Work

First, for the existing work on document representation models, Salton et al. first
proposed a vector space model in 1975 [5]. It represents text documents as vec-
tors of index terms. Document similarity can be evaluated by cosine similarity
and the term-specific weights are term frequency-inverse document frequency (tf-
idf). Around 1990, the paper related to latent semantic analysis technology (or
named as latent semantic indexing (LSI)) was proposed by Deerwester et al. [6].
This model explains text documents by mixing latent topics and analyze the rela-
tionships between documents and terms. Probabilistic latent semantic analysis
(PLSA) [7] proposed in 1999 is based on mixture decomposition derived from a
latent class analysis. PLSA is not a generative model of new documents. In 2003,
latent Dirichlet allocation (LDA) was proposed to solve this shortcoming and
assumed the topic distribution to have a Dirichlet prior. Recently, Schuhmacher
et al. proposed a graph representation with entities extracted from a document
and entity relations in a knowledge base [9] (KBG). Graph edit distance is used
to compute the semantic distance of two documents. These basic models focus
on one kind of information and perform different in different scenarios. Our work
dynamically selects and fuses these basic models for different scenarios.

Second, there are existing work on automatically selecting machine learn-
ing methods for a data collection, e.g., a tools named AutoWeka developed by
Thornton et al. [14]. Suck kinds of work are on the granularity of collection and
select one model for the whole dataset. Our work selects different models for
different instances in the dataset and have different granularity from these work.

Third, the machine learning technologies such as linear regression can be used
to fuse basic models. However, their fusion models are static for all document
pairs. Our fusion approach provides dynamic fusion for each document pair.

3 Preliminary

Before we propose the solution of document similarity computation by dynamic
fusion, we describe some preliminary information. We first formulate our topic.
Then we introduce the document collections that we use for experiments. We
make a case study to explain the relationships between model performance and
different scenarios, and the rationality of our dynamic idea in the ideal.
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3.1 Notations

We denote di as a document in the collection D, oij as the document pair of di

and dj , O as all document pairs in the collection, rij as the average human ratings
of oij , and skij as the document similarity of oij by document representation
model mk from the model set M. We also use ox, rx and skx when we only
represent a document pair in our approach without taking care of the document
ID. In this paper, we name mk as basic model, to differ from the fusion model
in our approach and ranking model in the learning technologies.

Note that both skx and skij in this paper are normalized scores. Because the
original similarity scores of different basic models have different ranges and are
not comparable, for each basic model, we normalize the original similarity scores
into the range of human ratings of the collection based on the range of original
similarity scores of this basic model on all document pairs in the collection.

3.2 Document Collections

We use the following two human-rated document collections for our experiments.

LP50: This public document collection contains 50 news articles selected from
the Australian Broadcasting Corporation’s news mail service [1]. The number of
words of the documents is from 51 to 126. Totally, there are 1225 document pairs
and 83 annotators. Each document pair is annotated by around 10 persons (for
some document pairs, 9 or 11 persons) with ratings from 1 (highly unrelated) to
5 (highly related). The document type in this collection is a paragraph.

STS2015: This public collection is provided by the international workshop on
semantic evaluation (SemEval-2015), in the task 2 on semantic textual similar-
ity for English [2]. It utilizes the collections provided in 2012, 2013 and 2014 as
training set and provides new data as the testing set in 2015. There are 12,443
document pairs in total. The range of ratings is from 0 (no relation) to 5 (seman-
tic equivalence). In contrast to LP50, the document type in this collection is a
sentence. This collection only provides the rating of document pair without the
information of detailed ratings of each annotator.

3.3 Case Study: Model Performance in Different Scenarios

We use the LP50 dataset for this case study because it contains the ratings of
different annotators for a document pair. The term of “scenario” can have various
meanings in our topic while in this case we define it as the rating differences of
human ratings for a document pair. We check these rating differences to evaluate
the difficulty of semantic similarity judgment for human beings. We denote Rij

as the rating set of a document pair di and dj and rij as the average rating. The
measure of rating difference is defined as the difference between maximum rating
and minimum rating of a document pair, dRij = max{Rij} − min{Rij}. When
dRij is lower, it means that the ratings of the annotators are more consistent,
the semantic similarity of oij is easier to be judged by human beings.
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Fig. 1. Rating difference and average rating

Table 1. Model performance
on entire LP50 and subset of
each rating difference

Rating diff LSA KBG

0 0.859 0.714

1 0.755 0.622

2 0.597 0.567

3 0.466 0.483

4 0.512 0.562

Whole 0.575 0.570

Whole (fusion) 0.600

Figure 1 shows the distribution of average ratings on rating differences. It
shows that the document pairs that are easy to be judged (dRij = 0) are the
document pairs that are very similar (rij = 5) or very dissimilar (rij = 1). When
rij is around 3, it is possible that the semantic similarity of oij is not easy to be
judged by human beings (dRij ≥ 2). In such scenario, it may be also difficult
for the document representation models to compute the similarity and generate
consistent results with the human ratings which are used as ground truth.

We use two basic models, i.e., LSA [6] and KBG [9], as the examples to
analyze the relationships between model performance and different scenarios.
We omit the description of our implementation of these basic models, which we
will describe in the experimental section. Following existing work that use the
same dataset, such as [9], we use the metric of Pearson correlation coefficient to
evaluate the performance of basic models. The correlation between the result set
sk = {sk1 , s

k
2 , ..., s

k
N } of model mk and human rating set r = {r1, r2, ..., rN } on a

document pair set is defined as

Corr(sk, r) =
∑N

x=1(s
k
x − μsk)(rx − μr)√∑N

y=1(sky − μsk)2
√∑N

y=1(ry − μr)2

N is the number of document pairs. μsk and μr are the mean scores of the results
and human ratings. The range of this metric is [−1, 1].

Table 1 lists the performance of each basic model. Besides the performance on
the whole collection (row “whole”), we also list the performance on each rating
difference. It illustrates that each basic model performs differently in different
scenarios. When the rating difference increases and the difficulty of document
similarity judgment by human beings increases, the performance of both two
models decrease. When the rating difference is low and judging document sim-
ilarity by human beings is easy, the performance of LSA is better than KBG.
When the rating difference is high and judging document similarity by human
beings is difficult, the performance of KBG is better than LSA. It means that
LSA and KBG are possible to complement each other in some scenarios.
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Base on these observations, for example, we can construct a new similarity
result set named “fusion” on the whole collection with the following rules. For
each document pair, if the rating differences are not higher than 2, we use the
similarity of LSA; otherwise, we use the similarity of KBG. The performance
of “fusion” shown in Table 1 is better than either basic models. This example
shows that our dynamic idea is rational to improve the performance. It is an
analysis in ideal because the human ratings of all document pairs are available.
How to learn a fusion model for the document pairs without human ratings is
the problem in our topic. Note that the approach we use here to construct the
“fusion” set is just an intuitive example of the dynamic idea and is not the
approach we propose in the following sections.

4 Dynamic Fusion by Model Performance Prediction

In this section, we propose the dynamic module in our approach. We will intro-
duce our approach integrating both dynamic and static modules in next section.

4.1 Model Performance Prediction

Following the case study in Sect. 3.3, the concretization of the dynamic idea in
our approach is that for a given document pair, we seek a basic model which
may have better performance than other basic models. To reach this purpose,
we predict the performance of each basic model for a document pair. We rank
these basic models and use the basic model which is ranked first.

We refer to the technology of Learning To Rank (LTR) [4], which is proposed
to train ranking models in ranking tasks. For example, in web search, for a
given query and a document in the collection, there are many measures that can
represent the relevance, such as TF-IDF, BM25, Pagerank and so on. LTR uses
these measures as the feature vector of a document and the label is the rank of the
document. There are several kinds of LTR methods, including pointwise, pairwise
and listwise methods, which treat the ranks of documents in different ways. For
the pairwise methods which we refer in this paper, the ranks of documents are
transformed into partial order preference of two documents like di � dj which
means di has higher rank than dj .

In our work, in contrast to the web search example, the queries are document
pairs from O and the objects that need to be ranked are the basic models from M.
We define Y = {1, 2, ..., l} as the rank labels. We use the training set as the example
to describe the modelization. The validation set and testing set can be formulated
as similar forms. The query set is defined as OT = {o1, o2, ..., oNT

} ⊆ O. For a
document pair ox, yk

x is the label of mk, and yx = {y1
x, y2

x, ..., yNM
x } is the label

set of M. Then the training set can be denoted as ST = {((ox, M),yx)}NT
x=1. The

validation set is defined as SV and The testing set is SE .
To carry out the LTR methods, we compute the feature vector vk

x of each
“document pair”-model pair (ox,mk). The features for a document pair is vx =
{v1x, v2

x, ..., vNM
x }. We then can use {(vx,yx)}NT

x=1 to carry out LTR methods.
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vk
x is constructed from the information of ox and mk. The feature used in

our approach is the similarity of ox by mk, i.e., skx. We utilize the RankSVM
method which is a pairwise LTR method and implemented in the library named
svmrank[3]. We use RBF kernel function which can handle non-linear cases.

The rationality of this feature selection can also be explained by the case
study in Sect. 3.3. In that case, LSA tends to be better when rating difference is
low (dRij ≤ 2); when rating difference is very low (dRij = 0), the average rating
tends to be very low (rij = 1) or very high (rij = 5). In other words, it is possible
that some basic models are proper to represent some intervals in the range of
similarity (average rating). Therefore, actually the ranking model learned in our
model performance prediction method evaluates the distributions of the intervals
that the basic models are proper for. When ranking the basic models, it utilizes
the similarities of these basic models to estimate the possible intervals and select
the proper basic model. Note that the hyperplane of the intervals of two basic
models may be not a single threshold in the range of similarity and thus the
similarities of basic models may be not linearly separable, this is the reason that
we use kernel function in our method.

In this paper, we only use the similarities of basic models as the feature for
the following reasons. On one hand, we have ever tried some other features of
document pairs such as document length difference, cosine similarity of word
vectors and so on. Until now, we still have not found that they can significantly
improve the performance. A possible reason is that these features may be implied
in the similarities of basic models. On the other hand, more features will increase
the time cost a lot in the training stage because of the usage of kernel functions.

An important issue is that some document pairs are exactly dissimilar. Their
similarities of all basic models are zero. It means that we can select any basic
model for these document pairs. We define such kind of document pairs as zero
document pairs, and the document pairs on the contrary as non-zero document
pairs. We do not construct feature vectors for zero document pairs. The training,
validation and testing are only on non-zero document pairs. When we evaluate
the performance of similarity computation, we assign the zero document pairs
with the basic model which has best performance on the training set. The per-
formance evaluation is on the set with both zero and non-zero document pairs.

4.2 Model Categorization

We propose a model categorization method on basic models for constructing ideal
labels for the model performance prediction method. We estimate the model
performance and rank the models for a document pair based on human rat-
ings. Actually, after we label all document pairs in the collection, we can divide
them into several categories based on the basic models. These categories can
be regarded as a basic model partition on a given set of document pair which
can be training, validation or testing set. Each basic model mk corresponds
to a subset sk = {sk1 , s

k
2 , ..., s

k
Nk} in which skx is a similarity score. We define

rk = {rk1 , rk2 , ..., rkNk} as the set of human ratings associated with sk.
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Therefore, the problem of model categorization can be converted to a task
that given a set of document pairs, we label the document pairs with basic models
to generate a basic model partition which can reach best global performance on
a given metric, e.g., the Pearson correlation coefficient. We propose a method to
optimize an object function which represents the global performance.

An important issue of the object function is that its values of different
partitions need to be comparable. For example, an object function like f ′ =∑

k N k ∗ Corr(sk, rk)/N is not proper and comparable because different parti-
tions with different number of document pairs have different division factors in
the computation of Pearson correlation coefficient. A special pseudo test case is
assuming to compute the similarity scores of all document pairs by same model,
the values of f ′ are different if randomly partitioning the whole set into some
subsets in different ways, though the values of f ′ should be same in this case.

An optional object function which satisfies this comparability requirement is
as follows. It merges the similarity scores sk in different subsets into one set s.
The values of f are same for different partitions in the above-mentioned pseudo
test case of all similarity scores computed by same model.

f = Corr(s, r), s = ∪sk, r = ∪rk.

Actually, we can also define the object functions for other performance met-
rics in the same way. Our method can be adapted to generate global optimized
model categorization results on a specific performance metric for a data collec-
tion of which the ground truth has been given.

The detailed optimization algorithm is as follows. It has a stochastic process
because it updates the partition immediately after checking a document pair.

– Initialization: Construct a category ak for each basic model mk; randomly
assign each document pair ox with a model mk and put it into the category.

– Iteration: For each document pair ox, its category is ak1 , move it to another
category ak2 , ak2 �= ak1 , if and only if this movement can increase f .

– Convergence: In a traversal on all document pairs, there is no more movement
or the increase of f is lower than a threshold.

– Labeling: For each document pair ox of which the current category is ak1 ,
for all ak2 �= ak1 , compute the performance change δk2 if moving ox to ak2 .
δk1 = 0. Rank the basic models based on all δk in ascending order and then
label a “document pair”-model pair (ox,mk) with rank yk

x.

After we generate the optimized partition, we can get the tuples ((ox,mk), yk
x)

which are used as the ideal model labels in model performance prediction method.
Furthermore, this model categorization method can also be regarded as an opti-
mization method on the concretization of our dynamic idea in the case of the
human ratings of all document pairs are available, while our model performance
prediction method concentrates on the case that only a part of document pairs
are rated by human beings.



A Dynamic-Static Approach of Model Fusion 361

5 Dynamic-Static Fusion Approach

In this section, we propose our solution for improving the performance of docu-
ment semantic similarity computation by dynamically fusing basic models. The
idea is that the parameters of our fusion model are dynamic for different docu-
ment pairs, so that our approach has different behaviors in different scenarios.

Fig. 2. Dynamic-static fusion model

Only using the dynamic module proposed in Sect. 4 may be not able to reach
good performance because predicting basic model performance for a document
pair is a difficult task, we thus propose a dynamic-static fusion model which
integrate a static module with the dynamic module, so that we can generate
better results than the results of dynamic module only or static module only.
We also propose a model selection method for improving the performance.

5.1 Dynamic-Static Fusion Model

Figure 2 shows the Dynamic-Static Fusion Model (DSFM) in our approach. sx =
{s1x, s2x, ..., sNM

x } denotes the similarity set of a document pair by basic models,
and hx is the result of fusion model. The computation of this fusion model can
be divided into three parts.

– The left part is the dynamic module which utilizes our model performance
prediction method. The parameter βx = {β1

x, β2
x, ..., βNM

x } on the granularity
of document pair is different for different document pairs. It is computed based
on the results of the model performance prediction method which utilizes
RankSVM. If mk is labeled as the best basic model for ox, βk

x = 1; otherwise,
βk
x = 0. The parameters used in RankSVM are soft margin parameter C and

kernel parameter γ.
– The right part is the static module which utilizes linear regression. The para-

meter α = {α1, α2, ..., αNM } on the granularity of collection is static for all
document pairs.
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– The bottom part is the integration module which integrates the results of
dynamic and static modules with linear regression. λ = {λ1, λ2} is on the
granularity of collection. The fusion results hx can be computed as follows.
A constant term is not necessary because all results will be added same con-
stant value and it does not influence the value of the performance metric.

hx = λ1φ1x + λ2φ2x, φ1x =
∑

k

βk
xskx = βxsx, φ2x =

∑

k

αkskx = αsx,

αk ∈ [0, 1],
∑

k
αk = 1;βk

x ∈ {0, 1},
∑

k
βk
x = 1;λt ∈ [0, 1],

∑
t
λt = 1;

5.2 Parameter Estimation

Our performance metric is Pearson correlation coefficient defined in Sect. 3.3.
Our target is to optimize this metric on the fusion results h and human ratings
r, i.e., Corr(h, r), on the document pair set which can be the training set ST , val-
idation set SV or testing set SE . An approximate loss function G for optimizing
this metric can be defined as the mean squared difference of h and r.

G =
1

2N
∑

x

(hx − rx)2 =
1

2N
∑

x

(λ1

∑

k

βk
xskx + λ2

∑

k

αkskx − rx)2

Because βk
x in the dynamic module is based on the learning and prediction

results of model performance prediction method and its value is 0 or 1, it results
in that G is not differentiable. Instead of inferencing the parameters with meth-
ods like gradient descent, we use grid search on the training set and validation
set to estimate the parameters. We sample some candidate parameters, com-
pute the performance based on them, and then select the parameters which can
reach better results on both training set and validation set, i.e., the average
performance on training set ST and validation set SV .

To reduce the dimensions of parameter space, instead of optimizing G directly,
we use an upper bound Ĝ′ which optimizes static module and other two modules
respectively. The detailed process of parameter estimation is list in Algorithm 1.

Ĝ =
1

2N
∑

x

(ĥx−rx)2 ≤ Ĝ′ =
1

2N
∑

x

((λ1

∑

k

βk
xskx−1

2
rx)+(λ2

∑

k

α̂kskx−1
2
rx))2

5.3 Model Selection

There are various basic models which we use in this paper. However, it is not
necessary to use all these basic models for fusion. On one hand, some models are
not proper for a collection and have poor performance. They will become noises
in the fusion process and fusing with them may harm the performance of results,
especially for the model performance prediction method. On the other hand,
some models have similar results with other models and thus do not provide more
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Algorithm 1. Parameter Estimation
1: Sampling candidate values of α, C, γ and λ for grid search
2: Estimate α̂ = arg maxα Corr(αs, r)
3: for each group of (C, γ) do
4: Run model performance prediction method with (C, γ), compute βx for all ox

5: Estimate λ̂|(C, γ) = arg maxλ Corr(h|(C, γ, λ, α̂), r)
6: end for
7: Estimate (Ĉ, γ̂, λ̂) = (Ĉ, γ̂, λ̂|(Ĉ, γ̂)) = arg maxC,γ,λ̂|(C,γ) Corr(h|(C, γ, λ̂|(C, γ), α̂), r)

information. Fusing with them will not significantly improve the performance
and will increase the time cost on learning.

Therefore, before we carry out our DSFM, we use a model selection method to
generate candidate basic models. It estimates the parameter θ = {θ1, θ2, ..., θN ′

M }
with Corr(θs′, r) on the training set ST . The basic models mk with θk > 0.1
are selected. The selected models can be regarded as a principal component in
the basic model set. We use θ instead of α used in Sect. 5.2, to discriminate that
they are in different processes and the number of basic models are different. Note
that all M used in the above sections is the candidate basic model set generated
by this model selection method.

6 Experiment

6.1 Implementation of Document Representation Models

We implement four document representation models as the basic models. With-
out loss of generality, all this basic models are general ones and are not specially
optimized for specific tasks. For example, in the task of computing the seman-
tic similarity of sentence pairs in STS2015, some optimized basic models are
proposed by utilizing additional information such as linguistics and maybe have
better performance than the following basic models. How to propose an opti-
mized basic model for a specific task is out of range of this paper. This paper
focuses on a fusion model based on existing basic models.

Vector Space Model (VSM): VSM [5] represents document with vectors. We
use the Natural Language Toolkit (NLTK) [10] for carrying out various natural
language processing on the raw documents. The documents are tokenized into
raw words. These raw words are converted based on morphology and part-of-
speech tagging. They are also filtered by stop words provided by NLTK. After
that, we compute the tf-idf value of each word in the documents and construct
the vectors. The document similarity is computed by the cosine similarity of
vectors using tf-idf as weights.

Latent Semantic Analysis (LSA): LSA [6] represents documents with vectors
of latent topics, using singular value decomposition on a word-document matrix.
We use the implementation in a package named gensim [11]. We use the tf-
idf-based vectors computed in VSM to construct the matrix from all document
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in the collection. For the number of topics, we sample some numbers for each
collection to select a proper number with best performance on the collection. In
our experiment, the topic number for the LP50 collection is set to 100. The topic
number for the STS2015 collection is set to 1000. slsaij is also computed based on
the cosine similarity.

Latent Dirichlet Allocation (LDA): LDA [8] represents document using
a mixture of topics with multinomial distribution and Dirichlet prior with a
graphical model. We use its implementation in the gensim package. The tf-idf-
based vectors and similarity sldaij computation are same with that we use for
LSA. The topic number for the LP50 collection is set to 100. The topic number
for the STS2015 collection is set to 200. Other parameters are the defaults of
the gensim function. LDA does not work well for these two collections because
it needs large collections for learning and is not proper for short text.

Knowledge Based Graph (KBG): KBG [9] represents document with entity
graph which is a sub-graph extracted from a knowledge base. We implement an
unweighted edge version of this method, with our settings of some parameters
because [9] does not describe them in detailed. We use DBpedia Spotlight [13] to
annotate words and phrases in the documents with the entities in DBPedia [12].
The “confidence” parameter for using DBpedia Spotlight is set to 0.2 and the
“support” parameter is set to 20. After we extract the original entity list of
a document, we extend this entity list by adding the entities which directly
connect to at least two original entities in DBpedia. We construct a sub-graph to
represent the document with this extended entity list as nodes and their relations
in DBpedia as edges. To evaluate the document similarity, we implement an
approximate graph edit distance computation algorithm based on bipartite graph
matching, which is used in [9].

6.2 Experimental Settings

We utilize the two collections in Sect. 3.2 for our experiments. These two col-
lections contain two different kinds of document pairs, i.e., paragraph pairs and
sentences pairs. We divide each collection into training, validation and testing
subsets. For LP50, these three subsets have the percentages of 60 %, 20 % and
20 %. The numbers of paragraph pairs are 735, 245 and 245 respectively. The
numbers of non-zero pairs are 617, 186 and 169. For STS2015, we construct the
training set with all data used in 2012 and 2013, the validation set with the new
data in 2014, and the testing set with the new data in 2015. The numbers of
sentence pairs are 5693, 3750 and 3000 respectively. Almost all sentence pairs
are not zero pairs and we omit this distinction. Furthermore, we use the Pearson
correlation coefficient for evaluating the performance.

We carry out our model selection method in Sect. 5.3 to select candidate
models for each collection. The sequence of the basic models is [VSM, LSA, LDA,
KBG]. As a result, the parameter θ for LP50 is [0.625, 0.0, 0.0625, 0.3125]; the
parameter θ for STS2015 is [0.692, 0.231, 0.0, 0.077]. Therefore, we select VSM
and KBG for the LP50 collection, and VSM and LSA for the STS2015 collection.
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The values of parameters in grid search for leaning the DSFM are set as follows,
αk = α̈k/

∑
u α̈u, α̈k ∈ {0, 0.1, ..., 0.9, 1}; Because parameter C in RankSVM is

always set based on the size of training set, for LP50, C ∈ {2−6, 2−5, ..., 25, 26} ∗
617, and for STS2015, C ∈ {2−2, 2−1, ..., 21, 22} ∗ 5693; γ ∈ {2−7, 2−6, ..., 26, 27};
λ1 ∈ {0, 0.01, ..., 0.99, 1}, λ2 = 1 − λ1.

6.3 Experimental Results

We first analyze the performance of model categorization approach which com-
putes the results of our dynamic idea in ideal with all human ratings of document
pairs are available and then discuss the performance of our fusion approach.

Model Categorization: Table 2 lists the results on each subset. We compare
our model categorization method with the following approaches. (1). Each single
model, which is related to existing work that select a single model. (2). A static
module only method using linear regression which is related to existing work
using the static idea. (3). Random categorization which is a naive implementation
of our dynamic idea. Different runs of random categorizations have different
performance. The average performance of random categorization with 10,000
simulations is worse than that of our approach. Our model categorization method
using random categorization as initializations can reach same categorizations
with different initializations. The results show that selecting different models
for different document pairs is possible to improve the overall performance of
document similarity computation.

Table 2. Results and comparisons of our model categorization method

Collection Subset Basic models Fusion models

VSM LSA LDA KBG Static Random Categorization

LP50 Training 0.5905 0.6031 0.0770 0.6315 0.6634 0.5967 0.8147

Validation 0.5513 0.5314 0 0.5009 0.5748 0.4722 0.8085

Testing 0.4683 0.4636 −0.0262 0.4076 0.4791 0.4039 0.6339

STS2015 Training 0.6991 0.6492 0.6222 0.3093 0.7131 0.6638 0.8299

Validation 0.6430 0.5414 0.5617 0.2741 0.6499 0.5780 0.7874

Testing 0.7003 0.6468 0.6679 0.2508 0.7049 0.6665 0.7989

Fusion Approach: Table 3 shows the experimental results of fusion approaches
on the testing set. We compare our fusion approach using the dynamic-static
fusion model with the following approaches. (1). Best single model approach,
which is related to existing work that select a single model. (2). A static module
only approach using linear regression, which is related to existing work using the
static idea and same with the static module in our DSFM. (3). A dynamic mod-
ule only approach which is based on our model performance prediction method
without integrating a static module. Figure 3 shows the performance of candi-
date parameter groups. Our parameter estimation process selects the parameter
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groups which have best performance on both training and validation set. The
selected parameter groups (α, C, γ, λ) is ([0.625, 0.375], 9872, 128, [0.29,0.71]) for
the LP50 collection and is ([0.75,0.25], 1423.25, 128, [0.17,0.83]) for the STS2015
collection.

The results illustrate that our fusion approach with dynamic idea on the gran-
ularity of document pair is able to reach better performance than the approaches
on the granularity of collection, which are the best single model approach and
static module only approach in these experiments. It also shows that although
the dynamic module only approach may be not always better than static module
only approach, when integrating it with a static module, we can generate better
results than either of them. Specially, for STS2015, the performance has only
improved slightly. It is because that in STS2015 if only using word list or entity
list without additional information, VSM has been very good and fusing other
basic models in this paper with it cannot improve the performance a lot.

In addition, Tables 2 and 3 show that there is still a gap between the results
of our current fusion approach and the ideal upper limitation of our dynamic
idea. The dynamic module still has a possibility of improvement.

Furthermore, Fig. 4 shows that there is a high correlation between results of
dynamic module and fusion approach. This correlation is 0.7540 for the LP50
collection and 0.7840 for the STS2015 collection. When the result of the dynamic
module is better, the result of fusion model is better.

In the end, on one hand, if we can improve the performance of the dynamic
module in the future work, then we can improve the results of the fusion app-
roach. On the other hand, the training statge of a dynamic module costs more
time than that of a static module, in the future work, we can try to use other
paramter optimization methods such as Bayesian optimization to instead grid
search to tune better parameters in fewer computation.

Table 3. Results and comparisons of our fusion approach on the testing set

Data collection Best single Static Dynamic Our fusion

LP50 0.4683 0.4791 0.4783 0.4917

STS2015 0.7003 0.7049 0.6744 0.7050

Fig. 3. Parameter estimation with training and validation set
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Fig. 4. Performance relation between our dynamic module and fusion model

7 Conclusion

In this paper, we propose an approach with a dynamic-static fusion model which
generates improved results on document similarity computation by dynamically
fusing different basic document representation models on the granularity of doc-
ument pair. We propose a dynamic module by predicting the performance of
basic models and ranking them. We also propose a model categorization method
to generate ideal model labels and a model selection method to improve the
performance. For the future work, we will improve the dynamic module.
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Schreiber, G., Cudré-Mauroux, P. (eds.) ASWC 2007 and ISWC 2007. LNCS, vol.
4825, pp. 722–735. Springer, Heidelberg (2007)
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Abstract. Composite applications leveraging several functionalities
offered by Web services are today the underpinnings of enterprise com-
puting. There are two kinds of requirements of web service composition:
QoS requirements and transactional requirements. The QoS requirements
are recorded in service-level agreements (SLAs) contract. The transac-
tional requirements are expressed by designers as a set of accepted ter-
mination states (ATS).

In this paper, we propose a novel selection and composition approach
called ATS and SLA-aware Web services composition (WSC). Our app-
roach aims at finding composite service compliant with ATS and better
satisfying the SLA contract. As the ATS and SLA-aware WSC is NP-
hard problem, an efficient algorithm is required. This work adopts genetic
algorithm to deal with combinatorial problem.

1 Introduction

Web services [1] are the most famous implementation of service oriented architec-
tures, allowing the construction and the sharing of independent and autonomous
softwares. One interesting feature is the possibility to dynamically create a new
added value service by composing existing web services, eventually provided by
several companies and offering diverse functional (e.g., ticket purchase, hotel
booking), quality of service (QoS) and transactional (compensatable or not)
properties. In this work, we consider the following QoS properties: response
time, cost, availability and throughput.

There are two kinds of requirements of web service composition: QoS require-
ments and transactional requirements. The QoS requirements [2] are defined based
on QoS properties. They are recorded in service-level agreements (SLAs), which is
a contract specified between service providers and customers. Given a booking ser-
vice, an example of constraint is that the service has to respond to the user within 5
ms and it has to be usually available. Another requirement can be specified is that
the cost of a flight ticket should not exceede1000. The transactional requirements
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 369–383, 2015.
DOI: 10.1007/978-3-319-26190-4 25
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are defined as a set of Acceptable Termination States (ATS for short) [3–6]. They
define a customized transactional behavior of composite services. They express
which faults are acceptable, retriable, or recoverable. For example, a service to
retrieve customer details can be retried safely, but services to commit payment or
place orders may require recovery or replacement upon failure.

While the service composition problem is largely studied in the last years,
the proposed approaches [7–13] did not integrate ATS and SLA contract in the
composition building process. There have a few works [3,5,6], which only con-
sider ATS, while neglecting SLA contract. Integrating ATS and SLA contract in
the composition building process is very important. It allows to create composite
services that respond to the designers and customers’ needs.

For the best of our knowledge, defining a composite service, with particular
properties like ATS, and ensuring that every execution will preserve these prop-
erties remains a difficult and open problem [3,14]. Extended with SLA contract,
the problem becomes complex. The problem consists in how to select the set of
Web services that satisfies ATS and SLA contract.

To solve the aforementioned problem, we propose a new approach for Web
service composition, called ATS and SLA-aware web service composition (WSC
for short). Both ATS and SLA contract are integrated in the composition build-
ing process. Our approach allows to generate composite services that meet ATS
and better satisfying the SLA contract. We adopt a Genetic Algorithm (GA) to
address the ATS and SLA-aware WSC problem. In fact, the GA is a powerful
tool to deal with combinatorial problem and successfully applied in many others
research domains. This success motivates our choice of GA to solve ATS and
SLA-aware WSC problem, which has similar properties in terms of large scale
and problem complexity.

In the following, we present a review of the literature and a summary of
related works of the field of service composition. Section 3 formulates the prob-
lem of ATS and SLA-aware WSC, while Sect. 4 presents an approach based on a
genetic algorithm for efficiently selecting and then composing a set of Web ser-
vices. Empirical studies are shown in Sect. 5. In Sect. 6, we draw some conclusions
and provide some perspectives related to our future research.

2 Related Work and Motivating Example

In this section, we propose a summary of related work in the field of service
composition problem. Then, describe a motivating example, that we will use
throughout the paper.

2.1 Related Work

Several existing mechanisms are proposed trying to relax the atomicity property
of service transactions. [4] uses the accepted termination states (ATS) properties
as a criterion of correct execution. [15] proposes a method that formally veri-
fies the transactional property of service composition by using event calculus.



Genetic-Based Approach for ATS and SLA-aware Web Services Composition 371

At design time, the verification is performed to check the consistency of recovery.
After execution, the verification is performed to notify deviations, and fix some
design errors. Hence, it guarantees the reliability of service execution. In [3],
authors propose a transactional approach to ensure the failure atomicity of a
composite service, required by partners. They use ATS as a mean to express
the required failure atomicity. Partners specify their composite service, mainly
its control flow, and the required ATS. Then, they use a set of transactional
rules to assist designers to compose a valid composite service with regards to
the specified ATS.

Though many works have been presented on service composition [3,7–11,13].
The problem is generally tackled from the QoS aspect or from the transaction
aspect separately. [10] addresses the issue of selecting and composing Web ser-
vices not only according to their functional requirements, but also to their trans-
actional and QoS properties. It proposes a selection algorithm that satisfies the
user’s preferences, expressed as weights over QoS criteria and as risk levels defin-
ing semantically the transactional requirements. [9] proposes a genetic approach
to the selection problem, which is implemented and compared with heuristic
algorithms introduced in [8]. [11] address services selection and composition in
the context of a QoS-aware middleware for dynamic service environments. It
proposes an efficient QoS-based selection algorithm. [12] proposes an improve-
ment of the genetic approach by the usage of hybridization. The neighborhood
of each individual of the genetic algorithm is explored iteratively to replace the
actual individual with the good or the almost best neighbor.

In [16], authors propose a hybrid approach that combines global optimization
with local selection in order to efficiently find a close to optimal selection. The
main idea is to decompose end to-end QoS constraints to local constraints on
the component service level, which can then be used to perform efficient local
selection for each component independently. The decomposition of end-to-end
constraints is achieved by mapping each of them for a set of precomputed local
QoS levels. However, these approaches deal only with QoS dimensions and do not
take into account the transactional properties of Web services that are crucial
parameters to ensure service reliability. Moreover, they do not offer for designers
to specify their requirements in term of control structure and fault recovery.
[17] proposes an ant colony based approach, which combines transaction-aware
service composition and QoS-aware service composition together. It investigates
firstly transactional properties for services and present a comprehensive set of
derivation rules to deduce the transactional properties of the composite services
based on component service’s properties and Workflow constructs. Then, it states
the problem of dynamic transactional and QoS-aware service composition. [13]
presents QoS-Gasp, a metaheuristic algorithm for performing QoS-aware web
service composition at runtime. QoS-Gasp is a hybrid method combining GRASP
with Path Relinking. Despite being interesting approaches, [13,17] are rather
simple and did not consider ATS. They did not go further to satisfy the SLA
contract.
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Fig. 1. The workflow process of the OTA service

2.2 Motivating Example

First, let us present a motivating example: We consider an Online Tourist-circuit
Arrangement (OTA) service. The workflow process model of this service is shown
in Fig. 1.

The OTA service is carried out by a composite service that is generated at
runtime. It involves multiple tasks, namely flight booking (T1), car booking (T2),
and hotel booking (T3) and finally online payment (T4). First, the customer
performs the flight booking tasks. Each task is performed by different processing
entities (Web services) but differ in the quality of service (QoS) attributes. For
instance, both Flight Booking (FB) and Flight Reservation (FR) Web services
can provide the flight-booking task. After executing T1, the tasks T2 and T3 are
executed simultaneously. T3 is under a loop (the a maximal iteration number is
4). Only the Car Booking (CB) Web service provides the car reservation tasks.
For the hotel reservation, either Hotel Reservation (HR), or Hotel Booking (HB)
Services can be selected. Whenever, the hotel and the flight booking tasks are
performed successfully, the customer is requested to pay. One of the following
Web services: Credit Card (CC), Check (CH) and cash (SH) carries out the
payment procedure. Finally, travel documents are sent to the customer by using
post (T5) with probability equal to 0.75 or by email (T6) otherwise.

When the designers specify the OTA service, they expect that the composite
service, which is created at runtime to perform a customer request, to be reliable.
In particular, they pay attention to the failure handling. For example, they may
want to be sure that the online payment task will succeed, and that it is possible
to undo the effects of T3 and T1 (for instance when T2 fails). These properties
define the transactional behavior of the service. This behavior is specified at
runtime using transactional requirements. The transactional behavior will vary
from one context to another. For instance, OTR designers may accept the failure

Table 1. ATS defined for the OTA service

Item T1 T2 T3 T4 T5 T6

1 completed completed completed completed completed initial

2 completed completed completed completed failed completed

3 compensated failed compensated aborted aborted initial

4 compensated failed canceled aborted aborted initial
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of T2 in a context, while in another one they may not tolerate such a failure at
such an advanced step. So, the meaning of a reliable execution is tightly related
to the transactional requirements and it may vary according to designers.

3 ATS and SLA-aware WSC Problem

In this section, we describe an ATS and SLA-aware WSC problem. We start by
describing transactional services and transactional composite services. Then, we
present the transactional requirements (ATS property) and QoS requirements
(SLA contract). Finally, we present the formalization of the ATS and SLA-aware
WSC problem.

3.1 Transactional Service

Web services [18] are self-contained, self-describing, modular applications that
can be published, located, and invoked across the Web. They are eventually pro-
vided by several companies and offering diverse functional (e.g., ticket purchase,
hotel booking), QoS and transactional properties. In our approach, we define
the Web services interface as the following function: portTypes ∈ SERVICE
→P(OPERATION), where SERVICE and OPERATION denote respectively
sets of Web services and operations.

Transactional Properties: Transactional service is a service that empha-
sizes transactional properties for its characterization and usage [3]. Therefore, it
can be:

– Compensatable (c) if it offers compensation policies to semantically undo its
effects;

– Retriable (r) if it is sure to complete after a finite number of activations;
– Pivot (p) if once it is successfully completed, its effects remain and cannot be

semantically undone.

Formally, we use the function, TP ∈ SERVICE →{c,p,r,pr,cr}, to define the
transactional behavior of Web service.
The Web services can combine several transactional properties, which leads to
a new behavioral property. For instance, a service can combine the pivot and
retriable properties (TP(ts)=pr). Similarly, a service can be compensatable and
retriable which leads to a new behavioral (TP(ts)=cr). However, compensatable
and pivot can not be a transactional property because the effects of a pivot
service can not be undone.

Termination States: The transactional behavior of Web services is described
as state transition diagram (see Fig. 2) [4]. This diagram specifies the states
in which a web services can terminate. In this work, we define a termination
state function, TS(TS ∈ SERVICE →P (STATE)), which define the set of the
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Fig. 2. The state transition diagram of web services

possible termination states of the Web services. A Web service, s, has a minimal
set of termination states namely initial, aborted, canceled and completed. The
failed state is a possible termination state of s if it is not retriable (failed ∈
TS(s)), whereas compensated is a termination state of s if it is compensatable
(compensated ∈ TS(s)). This can be illustrated by the following rules:

TP (s) ∈ {r, pr, cr} ⇔ failed /∈ TS(s) (1)
TP (s) ∈ {c, cr} ⇔ compensated ∈ TS(s) (2)

QoS Properties: The QoS properties of Web services describe the non-
functional properties in many aspects. They include domain-independent ones
such as, cost (ct), response time (rt) and availability (at) as well as domain-
dependent ones like resolution or color depth for image processing services.
In this work, we focus on domain-independent QoS metrics. We denote by
Q={q1,..., qm} the set of QoS properties, where qi denotes the i-th quality para-
meter and m represents the number of concerned QoS properties.

The QoS attributes can be classified into two categories, namely positive
denoted as Qp and negative denoted as Qn. For positive criteria, larger values
indicate higher performance (e.g. availability), while for negative ones, smaller
values indicate higher performance (e.g. cost and response time).

3.2 Transactional Composite Services

A transactional composite Web service (TCS for short)[4] is a conglomeration
of existing transactional Web services working in tandem to offer a new value-
added service. It takes advantage of services transactional properties to specify
mechanisms for failure handling and recovery [3].

Composition Patterns: The TCSs structure can be represented as a workflow
by using a set of composition patterns. For more details about the TCS defi-
nition and formalization, the reader is strictly redirected to [19]. In our work,
we consider a set of patterns, which cover most of the structures specified by
composition languages such as BPEL [20,21]:
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– Sequence: sequential execution of web services.
– AND: parallel execution of web services.
– XOR: conditional execution of web services.
– Loop: iterative execution of web services.

Computing QoS of a TCS: The QoS of TCSs depends on the QoS values of
the services components. The QoS value for a TCS is computed by the aggrega-
tion functions shown in Table 2 (taken from [11]). The aggregation formulas for
the XOR pattern take into account the execution probabilities of the different
branches in order to calculate the expected value for the quality dimensions.
These probability data can be initialized by designers and updated based on
information acquired by monitoring executions of the TCS. We assume that the
expected iteration number (k) of the loop pattern is also specified. For instance,
if the service under a loop construct has a cost c1, then the expected overall cost
is k ∗ c1.

Table 2. Aggregation functions per composition pattern and QoS attribute

QoS attributes Sequence XOR AND Loop

Response time (Rt)
n∑

i=1

rt(si)
n∑

i=1

pi ∗ rt(si)
n∑

i=1

rt(si) k ∗ t(s)

Cost (Ct)
n∑

i=1

ct(si)
n∑

i=1

pi ∗ ct(si)
n∑

i=1

ct(si) k ∗ ct(s)

Availability (At)
n∏

i=1

at(si)
n∑

i=1

pi ∗ at(si)
n∏

i=1

at(si) at(s)k

3.3 Transactional Requirements

The service consistency is a crucial aspect of composite services execution. In
order to meet the consistency requirements at early stages of the service com-
position process, we need to consider the transactional requirements as concrete
parameters determining the choice of the appropriate component Web services.
For this purpose, we use the Acceptable Termination States (ATS) concept as a
mean to define these parameters. Formally, we define ATS as the following func-
tion: ATS ∈ P (OPERATION �→ STATE). STATE is an enumerated set whose
possible value is {initial, active, aborted, canceled, failed, completed, compen-
sated}. An accepted termination state, ats (ats ∈ATS), is a state for which
designers tolerate the termination state of a composite service to be created at
runtime performing a set of functionalities.

It is therefore necessary to define a comparison criterion for ranking the
Web services compliant with the consistency requirements expressed by business
application designers. To do so, we introduce a new metric called Transactional
Fitness (TF for short). TF expresses the consistency level of the transactional
behavior of a given service with ATS. Formally, we define the TF of a given Web
service s as follow:
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TF (s) =

∑
ats∈ATS

sat(s, ats)

card(ATS)
(3)

where:

sat(s, ats) =

{
1, if s satisfies ats;
0, otherwise.

(4)

A Web service, s that providing an operation op, satisfies an ats (ats ∈ATS)
if ats(op) belongs to TS(s). All TF values belong to the interval [0,1], where 1
means a perfect satisfiability, while 0 expresses that none ats is satisfied.

For a given TCS, the overall TF can be computed based on the used compo-
sition patterns and the TF of each components service. For a XOR pattern, each
Case statement is annotated with the probability to be chosen. For example, for
a Workflow containing only a XOR pattern composed of n services, s1,..., sn,
with probabilities p1,..., pn, the overall TF is computed as follow:

n∑

i=1

pi ∗ TF (si) (5)

The TF value of Loop pattern is computed without taking into account the
factor k (the number of iteration of the loop). For example, if the Workflow
contains a Loop composed of a service, s, then the estimated TF will be TF (s).

The aggregation TF for the AND pattern, is essentially the same as those
for the Sequence construct. For a Workflow composed of n services si,..,sn the
overall TF is computed as follow:

n∏

i=1

TF (si) (6)

3.4 SLA Contract

The SLA contract specified between the TCS providers and their customers is a
set of constraints, which are defined based on QoS properties. In this work, we
consider the following constraints:

Rt(TCS) ≤ rmax (7)
Ct(TCS) ≤ cmax (8)
At(TCS) ≥ amin (9)

These constraints should be usually fulfilled in order to provide a satisfactory
TCS for customers. The first and second are upper bound constraints on the
negative QoS properties (Qn). They express that the response time and cost
of a TCS shall be smaller than maximal thresholds that we note by rmax and
cmax. The last one expresses a lower bound constraint on positive QoS properties
(Qp). It states that availability value of a TCS must be greater than a minimal
threshold amin.
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It is therefore necessary to define a comparison criterion for ranking the Web
services compliant with the SLA contract. To do so, we introduce a new metric
called SLA Fitness (SF for short). SF expresses the consistency level of the
QoS properties of a given TCS with SLA. Let cs be a TCS, we define SF(cs) as
follow:

SF (cs) = α1 ∗ (cmax − Ct(cs)) + α2 ∗ (rmax − Rt(cs)
− rmax) + α3 ∗ (At(cs) − amin)

(10)

where α1, α2 and α3 are the QoS penalty weighting factors that belonging to
the interval [0,1]. They express the customers preferences and must respect the
following property: α1+α2+α3 = 1. They determine which constraint of SLA
contract that must be satisfied for guaranteeing customer satisfaction. For a
booking service, a customer requires that the service has to respond to their
request within 5 ms. Another customer requests that the service has to be usually
available. This implies that first and third constraints must be satisfied. The
others ones are not important for customer (can be violated).

Theorem 1. The TCS having a positive SF necessarily meet at least one con-
straint of the SLA contract.

Proof. We assume that there is a TCS whose SF is positive and does not
respect the SLA contract. This implies that the quantities α1*(cmax-Ct(TCS)),
α2*(rmax-Rt(CS)) and α3*(At(TCS)-amin-) are strictly negative and their sum
is also negative. This is not possible since the quantity α1*(Ct(TCS)-cmax)+
α2*(Rt(TCS)-rmax)+ α3*(amin-At(TCS)) is positive. The TCS having the max-
imal positive SF more satisfies the customers requirements.

3.5 Problem Statement and Formalization

The ATS and SLA-aware WSC is a constraint optimization problem. It aims at
selecting a set of web service to be composed at runtime for creating new value
added services compliant with ATS and that better satisfy the SLA contract. It
can be formulated as a quadruplet (WF, ATS, SLA, W), where:

– WF is a Workflow composed of n operations, OPERATION = {T1,..., Tn},
that are connected by composition patterns.

– ATS = {ats1,..., atsd}, where atsi ∈ OPERATION → STATE.
– SLA = {c1,..., cd} is a set of QoS constraints.
– W = {α1,..., αn} denotes the QoS penalty weighting factors defined by cus-

tomers, where, αi ∈ [0,1] is the penalty weight of qi, with
m∑
i=1

αi = 1.

The selection process of web services is done in two separate steps: ATS selec-
tion followed by an SLA one. The first step consists in finding all combinations
compliant with ATS (e.g., the TF of each combination is equal to 1), or the one
that has the lower value of TF otherwise. In the second step, the combination,
which has the maximal positive SF is selected. If there is no solution satisfy-
ing customers preferences, the combination maximizing the SF function will be
chosen.
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Fig. 3. A TCS is encoded by a genome

4 Solving ATS and SLA-aware WSC Problem Using
GA-based Approach

As we described above, the work, presented in this paper, aims to propose an
approach, based on GA, to quickly determine a TCS compliant with ATS and
better satisfying the SLA contract. Such a TCS needs to:

– meet ATS, which are expressed by designers;
– optimizing the SF function.

In the sequel we shall consider a Workflow WF composed of n operations, T1,...,
Tn, whose structure is defined through some Workflow description language like
BPEL. Each operation Ti can be executed by one of the mi available Web services
si1,..., smi

, which are functionally equivalent.

4.1 Genome Encoding

We encode the ATS and SLA-aware WSC problem with an appropriate genome.
As illustrated in Fig. 3, the genome is represented by an array of integers. It
is an individual in the population, which represents a TCS (see Fig. 3b). The
size of the array is equal to the number of operations belonging to WF. Each
element of the array is an index of a web service. We assume the uniqueness
of the index of web services providing the same operations (two web services
s1 and s2 implementing the same operation must have different indexes). This
allows to avoid such conflicts among web services during the generation of the
solution. The indexes of all web services providing the same operation are stored
in a table.

We adopt the standard two-points crossover operator used in [9]. The muta-
tion operator randomly selects an operation Ti (i.e., a position in the genome)
and randomly replaces the corresponding Web service index with another one
of those available. The operations that are provided only by one available Web
service are taken out from the GA evolution.

4.2 Fitness Function

The problem can now be modeled by means of a fitness function. The fitness
function needs to maximize the SF function based on the customers needs.
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In addition, it must penalize individual whose TF is strictly smaller than 1 (do
not meet ATS), and drive the evolution towards ATS satisfaction. The fitness
function for a genome g is defined as follows:

F (g) = SF (g) + β ∗ cgen

maxgen
∗ TF (g) (11)

where β is the transactional penalty factor (real and positive weight), cgen
(cgen ∈ N) is the current generation and maxgen (cgen ∈[0,maxgen]) is the
maximum number of the generation.

It is necessary to define a stop condition for GA. In our work, we consider
the following condition:

F (g) ≥ δ (12)

where δ is the weighting quality factor (positive real value). The value of δ is
determined by experimentations. A solution, which is represented by a genome
g, is said to be feasible if it complies with ATS(TF(g)=1) and respects the stop
condition (F(g)≥ δ). In order to obtain all feasible solutions, we have adopted
the following approach:

Step 1: we iterate with a maximum number of generations (maxgen) until TF(g)
= 1. If it does not happen within maxgen generations, then no solution has
been found;

Step 2: once TF(g) = 1, we iterate over a further, extended number of genera-
tions maxgen′, which may be a percentage of maxgen.

Step 3: if there is no solution satisfying the stop condition (12), we take the
individual with maximal SF.

5 Empirical Studies

In this section, we present the results of the experiments performed for solving
the ATS and SLA-aware WSC problem using GA-based approach. By experi-
ments, we show the effectiveness and the performance of our approach. We start
by studying the impact of the value of penalty factors (δ and β) on the quality
of the solution. Then, we present the evolution of the fitness parameters (SF
and TF functions). Finally, we present a comparison a study of GA with Linear
Integer Programming (LIP) and Ant Colony Optimization (ACO).

5.1 Experimental Setting

The experiments and simulation were performed on a computer with Pentium 4,
2.8 GHz, 4 GB of RAM, Windows 8 professional edition. Our GA was implemented
in Java using a freely available library1, while the commercial solver CPLEX 12.5
and MATLAB are respectively used for LIP and ACO. We have implemented a
function, called atsGenerator(WF) in order to facilitate the definition of the

1 http://sourceforge.net/projects/java-galib/.

http://sourceforge.net/projects/java-galib/
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Fig. 4. The impact of the variation of δ on the quality of the solution

ATS during the experimentations. This function takes a Workflow as input para-
meters and returns an ats. It is especially used for iteratively regenerating a new
ATS when the Workflow is modified during the experimentation.

For sake of simplicity, the weight of the SF function, α1, α2 and α3, are respec-
tively set to following value 0.5, 0.25 and 0.25. In this setting, all constraints are
required and have to be satisfied, but the first one (7) is more important for
customers. We set the value of β to 2. The values of δ is determined by experi-
mentations.

We use QWS dataset [22] as a QoS dataset of candidate services. Specifically,
we use response time, cost and availability as QoS parameters. In addition, we
assign, for each candidate service, a transactional property (r, p, c, cr or pr).

5.2 Impact of the Quality Factor

We first vary the quality of the solution δ from 0 to 15. Then, we compute, at
each case, the size of the set of the found feasible solutions.

Figure 4 presents the impact of variation of the parameter δ on the size of
the set of feasible solutions. As shown, the number of feasible solutions decreases
when δ increases. This is because with δ becoming stricter, the existence prob-
ability for a feasible solution declines. Some of solutions are rejected since they
don’t satisfy the GA stop condition (12). From the value 12, all solutions meet
the constraints of the SLA contract that are required by customers. There is a
risk to reject good solutions when δ exceeds 15.

As a conclusion, the quality of the generated solution is influenced by
the value of δ. The fitness value of the good solutions belong to the interval
[12, 14.5].

5.3 Evolution of the Fitness Parameters

In this section, we fix the value of δ to 12 for studying the evolution of SF and TF
functions over generation. We consider the Workflow of the OTA service shown
in Fig. 1. The designers’ requirements are presented in Table 1. We assign, for
each operation, a variable number of candidates (5, 10, 15, 20, 25, etc.).
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Fig. 5. Evolution of the fitness parameters

Figure 5 reports the evolution of different parameters (TF and SF) for the
fitness function. The evolution shows how the GA is able to find a solution
satisfying the transactional requirements (TF(g) = 1) and, at the same time,
optimizes the QoS requirements (i.e., maximizing the SF function). According
to our experimentation, the individual having the maximal positive SF more
satisfy the user requirements (satisfying more constraints of the SLA contract).
For instance, the individual whose SF is larger than 12 satisfies all constraints
that is required by customers. The experiments are also replicated on Work-
flow processes of different sizes and complexity, basically confirming the results
reported above.

5.4 Comparing GA with LIP and ACO

As a case study, we extend the Workflow used in the previous section by adding
4 others operations. The operation T2 is replaced by two consecutive operations
T2a and T2b. Three additional operations are added to the switch constructs
(T7, T8 and T9). We used the atsGenerator module that we have implemented
to generate a new ATS to the updated Workflow.

Figure 6 shows the results of our comparison. When the number of Web
services is small (0, 15), LIP outperforms GA and ACO, which have almost
the same performance. This substantially confirms the choice made by other

Fig. 6. Comparing GA with Ant colony optimization and Integer programing
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works that adopted this kind of approach [7]. LIP is still better than ACO
when the number of Web services is between 15 and 26. For about 23 Web
services, GA is able to keep its timing performance almost constant. This is
not the case for LIP ones for which we see an exponential grow due to the
corresponding increment of the number of Web services. Then, we investigated
whether the performance variation was due to the increase of the search space
and the used variables. To this aim, we increased the number of Web services for
a few operation only. Results obtained confirms what was described above. In
addition, they were confirmed by other experiments performed with Workflow
process having different size.

According to our experimentations, the ACO algorithms can efficiently
approximate the optimal solution only when the problem is not complex. Nev-
ertheless, it is poorly performed and converges slower than GA if the size of the
population is larger than 100. Indeed, the size of directed acyclic graph (DAG)
grows with a number of operations (in ACO, the problem must be modeled as a
DAG). For example, if the Workflow contains 50 operations (the associated ATS
are randomly generated using atsGenerator module in a polynomial time) and
each operation can be executed by one from 20 available Web service, then the size
of the resulting DAG is about 2050, which can destroys the performance of ACO
program and increases the computation time (time to converge). This is confirmed
when the number of operations exceeds 35 (see Fig. 6). Therefore, GA should be
preferred than ACO and LIP when we have a large number of available Web for
each operation. This is the case of the large-scale service-oriented systems.

6 Conclusion

In this paper, we proposed an ATS and SLA-aware service composition method.
ATS and SLA awareness means that the selected service must meet ATS, while
satisfying SLA contract. Our approach offers more flexibility not only to cus-
tomer, but also to designers to specifier their preferences in term of control
structure and fault recovery.

I currently working on extending our approach by considering more QoS
properties and constraints. We will work on developing an algorithm that imple-
ments our novel composition method. This algorithm return the optimal TCS
(compliant with ATS and optimizing SLA contract).
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Abstract. In the era of big data, the vast majority of the data are
not from the surface web, the web that is interconnected by hyperlinks
and indexed by most general purpose search engines. Instead, the trove
of valuable data often reside in the deep web, the web that is hidden
behind query interfaces. Since the data in the deep web are often of high
value, there is a line of research on crawling deep web data sources in
the recent decade. However, most existing crawling methods assume that
all the matched documents are returned. In practice, many data sources
rank the matched documents, and return only the top k matches. When
conventional methods are applied on such ranked data sources, popular
queries that matches more than k documents will cause large redundancy.
This paper proposes the document frequency (df) based algorithm that
exploits the queries whose document frequencies are within the specified
range. The algorithm is extensively tested on a variety of datasets and
compared with existing two algorithms. We demonstrate that our method
outperforms the two algorithms 58 % and 90 % on average respectively.

Keywords: Deep web crawling · Query selection · Estimation · Docu-
ment frequency · Return limit

1 Introduction

The searchable web forms and programmable web APIs permeate the daily lives
of ordinary web users as well as professional web programmers. The trove of
the data hidden behind these query interfaces constitutes the deep web [1–4].
In contrast to the surface web that is connected by hyperlinks, the deep web
cannot be crawled by following the hyperlinks embedded in web pages. Instead,
documents in the deep web can be retrieved using queries only. For this reason,
it is also called the hidden web [5–7].

The deep web is considered full of rich content that is much bigger than the
surface web [1]. Nowadays, almost every web site comes with a search box. Many
of them, such as twitter.com, provide in addition a programmable web API. First
of all, it would be nice if those deep web documents were search engine visible.
Not surprisingly general search engines, such as Google [4,8,9] and Bing [10] try
to index some of these un-crawled territory. In addition, numerous applications
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 384–398, 2015.
DOI: 10.1007/978-3-319-26190-4 26
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want to tap into the rich deposit of data to build distributed search engines [11],
data integration applications [12], vertical portals [13] etc. While the deep web
data providers are happy to serve the data to ordinary users and even application
programs, they may not want to be overloaded with automated crawlers whose
target is to index or even worse to download the entire database to set up their
own operation. Thus, recently more deep web providers put some constraints
on their services and then ordinary data sources turn out to be ranked data
sources.

A deep web data source is ranked if it sorts the matched documents and
only returns top-k ones. The ranking criteria can be dynamic (e.g., tf-idf rank-
ing) or static (e.g., date of creation). The return limit k could be any positive
integer, e.g., 1,000 for Google, 10,000 for dmoz.org [14]. For ranked deep web
data sources, it is difficult to excavate most documents by using most existing
crawling methods.

Our task is to retrieve all documents inside a data source with the minimal
cost by iteratively issuing promising queries. The crawling cost is the network
transmission that can be measured by the total number of returned documents
by queries [15–17]. Hence, most existing crawling methods for query selection
are to maximize the coverage per unit cost, i.e., each query needs to return most
new documents with as less redundant documents (the documents returned by
previous queries) as possible. Meanwhile, the assumption of these methods is that
all matched documents can be returned like ordinary data sources. However, for
ranked data sources, only the k documents with the highest ranking numbers
can be retrieved. This will cause that the expected new documents could not be
returned by each query. It means that the promising queries from these methods
for crawling ranked data sources will not reach a good performance as it works
on ordinary data sources. In fact, all methods in [4,15–20] prefer to select high or
middle document frequency (df for short, the number of documents containing
a query) queries to retrieve data. From the empirical study shown in Sect. 3,
higher df queries

– lead to lower crawling coverage, i.e., only documents ranked high can be
returned.

– cause more redundant retrieval. i.e., documents ranked high are much repeat-
edly returned by high df queries.

To address this problem, we propose a df-based crawling method for ranked
data sources in this paper. The key idea of our method is to utilize middle-low
df terms1 as queries to avoid the effect of the ranking plus return limit, and
then the problem of crawling ranked data sources is degenerated to crawling
ordinary ones. More specifically, we firstly obtained a uniformly distributed small
sample from the target data sources, then all terms of the sample are retrieved
to generate a query pool. With the query pool, a df estimator is used to estimate
their document frequencies and only the terms whose dfs are less than the return

1 In this paper, we use the two words ‘term’ and ‘query’ interchangeably and the minor
difference is that a query is an issued term.
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limit k can be the query candidates. Finally, the queries are randomly selected
from the candidates to retrieve the documents.

To evaluate the performance of our method, it is tested on Reuters,
Wikipedia, Gov2 and Newsgroup standard data and compared with the baseline
random query algorithm and the representative high-frequency query algorithm.
We demonstrate that our method outperforms the two algorithms 58 % and 90 %
on average respectively.

2 Related Work

In the past decade, there is a line of research for crawling deep web data sources.
According to the underlying methods, they are roughly categorized into three dif-
ferent kinds: (1) the methods based on heuristic rules [4,9,18]; (2) the methods
based on approximation algorithms for minimum set-covering problem [15–17,19];
(3) the methods based on machine learning [20–23]. And the strategies of these
methods for query selection are to maximize the coverage or the coverage per unit
cost.

In [18], the authors first proposed a greedy-based method to siphon deep
web data sources by selecting queries with highest frequencies from a sample,
and the method is composed of two phases. Phase 1 randomly selects a set of
queries from the HTML search form and issues them to the target data source.
By downloading and extracting all terms from the returned documents, their
algorithm creates a candidate term list for crawling and all terms are ordered
by their dfs in the downloaded collection. Then the process iteratively retrieves
new documents and terms and update the frequency of each term by issuing
the terms in the list until the number of submissions reaches the threshold. In
phase 2, the method uses the highest frequency terms in the list to reach the
highest coverage. Google [4] provided another heuristic rules to crawling deep
web data sources. The policy of query selection is based on well-known TF-IDF
evaluation system. It incrementally adds the top 25 terms of returned documents
sorted by their TF-IDF values into a query pool. After eliminating popular and
rare terms from the pool, the remaining terms are issued to the target data source
and a new set of returned documents are downloaded. The authors of [4] attempt
to use high-middle frequencies to reach a good coverage with less redundancies.
Another heuristic method [9] is to exploit the query logs of Google to retrieve
all entity documents in deep web data sources. Like [18], the method prefers
popular queries from users to do crawling.

In fact, the crawling problem can be modelled as a set-covering problem.
The universe is the set of all the documents, and each query, or the documents
that contain the query, is a subset. The constraint is that all the documents
need to be covered. In [19], the authors first modeled the crawling process as
the set-covering problem. The document-query matrix is constructed from all
downloaded documents and thus it is incremental iteratively. And the cost is
network transmission. the strategy of [19] for query selection is to maximize
the coverage per unit cost by using greedy algorithm. In [15–17], the crawling
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problem is also considered as the set-covering problem. The difference from [19] is
that the algorithm in [15] is based on a fixed sample not incremental downloaded
documents and the greedy algorithms used in [16,17] are further improved by
adding document weights into the query selection function.

The authors in [20–23] attempt to introduce machine learning algorithms into
crawling method. More specifically, the methods used machine-learning-based
estimators to estimate the document frequency of each candidate term in order
to select the query who can return most new documents. In [20], the authors used
the reinforcement learning method to generate queries, i.e., a crawler and a target
data source are considered as an agent and the environment respectively. Then
its query selection strategy will be dynamically adjusted by learning previous
querying results and takes account of two-step long reward.

Overall, all these methods select terms with relatively high document frequen-
cies, without the consideration of the top-k constraint. In ranked data sources
where only the top k matched documents are returned, popular terms will results
in high duplicates as we shall explain in the next two sections.

3 Problem Description

Given a data source DB = {d1, · · · , dm}, each di (1 ≤ i ≤ m) represent a
document and the subscript i is the ranking number, i.e., if i < j, di > dj . Given
a set of terms Q = {q1, ..., qn}, each document di contains a set of the terms. In
turn, each term qj (1 ≤ j ≤ n) covers a set of documents in DB, and the total
number of the documents is the document frequency of the term qj denoted by
F (qj). Given a return limit k, the crawlable relationship between the documents
and the terms can be represented by the document-term matrix A = (aij) where

aij =

{
1, if qj covers di and i ≤ k;
0, otherwise.

(1)

In the matrix, each row i and each column j represent a document di and a
term qj respectively. Each entry aij = 1 if the term qj covers the document di
and the ranking number i should be less than (or equal to) the return limit k.
The matrix demonstrates how crawlable the corresponding ranked data source
by using the given set of terms.

With the matrix, our problem is to select a subset of terms Q′ (Q′ ⊆ Q)
which can cover as many documents in DB as possible with the minimal cost.
Since the crawling cost is the network transmission and it is proportional to
the total number of documents returned, the cost for each term is defined as
following:

c(qj) =

{
F (qj), if F (qj) ≤ k;
k, if F (qj) > k.

(2)
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Hence, the cost of a set of terms Q′ is the sum of the costs of the terms in Q′:

c(Q′) =
∑

qj∈Q′
c(qj); (3)

In order to compare the performance of the same set of queries Q′ in different
data sources, we normalize the coverage and the cost by using the hit rate (HR
for short) and the overlapping rate (OR for short):

HR =
|SQ′ |
|DB| ,

OR =
c(Q′)
|SQ′ | .

where |DB| and |SQ′ | are the size of the data source DB and the number of
unique documents covered by Q′ respectively.

4 The df-Based Algorithm

4.1 Motivation

Most existing deep web crawling methods work are designed for crawling ordi-
nary data sources in which all the matched documents are returned. However, for
ranked data sources, these approaches no longer work fine because highly ranked
documents tend to be retrieved quite often, while lower ranked documents have
less probability of being returned even if they are matched by queries.
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Fig. 1. Scatter plots for query results from different types of queries. For each experi-
ment, 100 queries are sent. X axis represents the document ranking number. Sub figure
(A) queries with F = 40; (B) queries with 40 < F < 80; (C) queries with F = 80. The
data source is Reuters.
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To explain the phenomenon, we have conducted three experiments which are
illustrated in Fig. 1. The experimental data source is Reuters corpus in local,
which contains 806,791 documents. Each document is assigned a randomly gen-
erated static no duplicated ranking number. In each experiment, 100 queries are
sent. The return limit k is 20, but the document frequencies F of the queries are
40, 40-80 and 80 respectively for each experiment.

From Fig. 1, we find that, if queries with large document frequencies, (1) doc-
uments ranked low may not be retrieved and thus, high coverage rates cannot be
reached; (2) many documents ranked high will be repeatedly retrieved, causing
high redundancy. Here, document frequencies F are considered large compared
to the return limit k. For example, if k = 20, F = 40 is considered large.

Figure 1(B) shows the df of each query and the ranks of the retrieved doc-
uments when k = 20 and 100 queries with 40 < F < 80 are sent. As we can
see from this figure, documents with ranks between 430,000 and 800,000 are not
retrieved at all. In addition, according to the data of this experiment, documents
with ranking numbers between 0 and 410,000 are retrieved 1991 times.

More precisely, when the document frequencies of all queries in a query pool
Q are greater than k, the range of the document ranks of those that can be
retrieved by queries in Q can be determined by the range of the document
frequencies of Q. This can be approximately expressed by the following formula:

max{Mq|q ∈ Q} ≈ k

min{F (q)|q ∈ Q} × |DB|, (4)

whereMq is the maximum ranking number of the documents returned by issuing q.
In the first experiment (Fig. 1(A)),

k = 20,

min{F (q)|q ∈ Q} = 40,

N = 806791.

So we have max{Mq|q ∈ Q} ≈ (20/40) ∗ 806791. Thus, the biggest rank of
the returned documents should be around 403,396. Most of documents whose
ranking numbers bigger than this are not retrieved by these terms.

Similarly, in the third experiment (Fig. 1(C)),

k = 20,

min{F (q)|q ∈ Q} = 80,

N = 806, 791.

So we have max{Mq|q ∈ Q} ≈ (20/80) ∗ 806, 791. Thus, the biggest ranking
number of the returned documents should be approximately 201,698. Most of
documents whose ranks bigger than this are hardly retrieved by these terms.

The above formula defines a limit on the size of the documents that can be
returned by Q. It was given in [24] as a special case of this formula when the
document frequencies of all queries are the same and the documents are ranked
according to their document degrees.
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Fig. 2. The scatter plot for the query result. 100 queries whose F ≤ 20 are sent and X
axis represents document rank.

Contrast to the three experments shown in Fig. 1, we have conducted another
experiment with the same conditions shown in Fig. 2. In this experiment, 100
queries whose document frequencies are less than the return limit k = 20 are
sent. It can be seen that, compared to Fig. 1, the ranks of the retrieved documents
can reach the whole range of the rank numbers.

Thus, we say, for a query with small document frequency, the documents
matched by it are not affected by the return limit and ranking criteria. Here,
document frequencies are considered small compared to the return limit k. Any
numbers smaller than k, for example, can be considered small. Any numbers not
much bigger than k can also be considered small. As a consequence, if there are
enough queries with small dfs, most of all documents can be returned.

Similar experiments were conducted previously in [24] where the documents
are ranked by their document degrees and there is no consideration of return
limit k.

According to the above observations, we can draw the following conclusions
as guidelines for the query selection for ranked data sources.

– In order to reach high coverage rate, the set of selected queries should not con-
tain only those with large document frequencies.
This is because, according to the observation of Fig. 1, some documents can
rarely be returned by queries with large document frequencies, simultaneously,
the queries with large document frequencies very often bring back same doc-
uments with small rank numbers.

– We can reach a much better coverage rate by using queries with small document
frequencies.
This is straightforward from the observation of Fig. 2.
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The proposed crawling method is based on the above guidelines. It is introduced
in the next section.

4.2 Our Algorithm

Our crawling method is shown and illustrated in Algorithm 1 and Fig. 3. It
consists of four steps.

Algorithm 1. Query selection for ranked data sources.
Input: the original data source DB, the sample size m and the return limit k.
Output: a collection of URLs S.
Process:
1 D = retrieveDocs(DB,m);
2 Q = retrieveTerms(D);
3 foreach q in Q

if F̂ (q) ≤ k
add q to Qk;

4 while(!requirment){
randomly select qu ∈ Qk as query;
S = S + retrieveURLs(qu);

}

Our method is sample-based: some sample documents are randomly extracted
from the original ranked data source DB (Step 1). These sample documents
form the sample data source D. The size of the sample data source should meet
the requirement which ensures that there are enough queries to cover DB. Our
algorithm runs on the samples to generate the selected queries which are then
mapped into the original data source.

Fig. 3. Our crawling method for ranked deep web data sources
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From the sample data source, we retrieve all terms to obtain the set of terms
Q for selection (Step 2).

According to the discussions in the previous section, we can choose queries
only among Q with small document frequencies and can reach a high coverage
rate. Except the return limit k, the limit on the document frequencies to be
considered as small depends on the given coverage rate as well. It is hard and
beyond the scope of the present work to find such a limit. Here we assume that
by using all queries with document frequencies less than k they can cover most
of the original data source, and we select among these queries to reach a given
coverage rate.

Let Qk denote the subset of Q which contains all the queries in Q whose
estimated document frequencies F̂ (q) are no greater than k.

In Step 4, we randomly select queries from Qk sequentially until the given
coverage rate is reached.

Note that (1) in Step 1, it is not a trivial work to obtain random sample
since data sources only can be accessed by queries, however, we can use the
sampling method provided in [25] to generate one; (2) most of the web-access
data sources do not provide the document frequency for each term inside it, and
it is time-consuming to obtain the document frequencies of all queries in Q by
sending them. Here we use three different df estimators to estimate the docu-
ment frequencies of all terms in Q: Maximum Likelihood Estimator (MLE) [26],
Simple Good-Turing Estimator (SGT) [27] and Zipf-law-based estimator(Zif for
short) [11].

5 Experiments

5.1 The Data

To show the performance of our method, we run our experiments on four corpus
datasets. The four corpora are Reuters, Gov, Wikipedia, and Newsgroup. They
contain around 1 millions documents. Their characteristics are summarized in
Table 1. These are standard test data that are used by many researchers in
information retrieval.

– Reuters is a TREC data set that contains 806,790 news stores in English.
– Gov is a subset of Gov2 that contains 1 million documents. Gov2 is a TREC

test data collected from .gov domain during 2004, which contains 25 million
documents. We used only a subset of the data for efficiency consideration.

– Wikipedia is the corpus provided by wikipedia.org which contains 1.4 million
documents.

– Newsgroups includes 1,372,911 posts in various newsgroups.

In the experiment, we built our own search engine using Lucene [28], in
order to have the details of a data source such as its size. In real deep web
data sources, usually the total number of documents is unknown, hence it is
impossible to calculate the HR and evaluate the methods.
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Table 1. Summary of test corpora

Name Number of docs Size in MB Avg file size (KB)

Reuters 806,791 666 0.83

Wikipedia 1,369,701 1950 1.42

Gov 1,000,000 5420 5.42

Newsgroup 1,372,911 1080 0.73

5.2 Experimental Results

To evaluate the performance of our query selection method, we compare it with
the following two existing ones: baseline random query method, representative
high frequency query method that is similar with the methods provided in [18,19].

1. random query method: we use a middle-sized Webster English dictionary with
51,541 words and randomly select them as queries from it;

2. high frequency query method: given the document frequencies of all terms in
D, we directly collect all high frequency terms whose document frequencies
are higher than 2k. However we do not use stop words. Then we randomly
pick these queries one by one to send to DB;

3. our df-based methods: each term in D whose F̂ (q) ≤ k is sent to DB randomly
until the given coverage rate is reached or all terms are used up. Here F̂ (q)
is calculated by the three estimation methods respectively.

We have run the three methods on the four different ranked data sources. For
each experiment, the return limit k is set to 1000. Each document in a corpus has
a unique randomly generated ranking number. Then a document with smaller
ranking number is ranked higher than a document with a bigger ranking number.

Table 2 shows the number of candidate queries of the three df estimators for
our method with a 3000-document random sample derived from each corpus data
source. From this table, we can see that our method with different estimation
methods could have the complete same candidate queries in Qk, such as, for
Gov and Newsgroup sample data sources, the three estimators select totally
same terms into Qk (i.e., all three estimators give very close estimations on each
term in the sample such that the number of queries whose F (q) ≤ k estimated by
the three methods are identical). Thus, for our methods with the same candidate
terms in Qk, only one experiment for the three estimators is carried out.

From Fig. 4, we can see that, (1) in the presence of the return limit, the pro-
posed method with any of the three estimation methods is much better than the
random query method, which is better than the high-frequency query method;
(2) the results of our df-based methods with different estimators are close to
each other.

Note that all result curves in Fig. 4 look much more smooth. The reason is
that, due to the return limit, the improvement of HR at each iteration could be
very low (maximum 1000 new documents returned) and thus the 80 % coverages
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Table 2. The number of candidate terms of the three methods in each experiment.

corpus random query high-frequency query our method

MLE SGT Zipf

Reuters 51541 5441 22330 23744 23744

Wiki 51541 16030 78405 78405 83575

Gov 51541 15476 56371 56371 56371

Newsgroup 51541 15478 67860 67860 67860
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Fig. 4. The results of the three methods on different corpora. The return limit k =
1000. Documents are statically ranked. MLE, SGT, Zipf: our methods with MLE, SGT
and Zipf-law-based estimation methods respectively.

of all results are based on a large number of sent queries issued. Figure 5 shows
a zoomed-in area of each subgraph in Fig. 4 and the fluctuation of each result is
demonstrated.

Since the results of our df-based methods with different estimates are close
to each other, Table 3 shows the comparison of the results of the random query
method, the high frequency query method and our method with MLE. From
Table 3, we can see the difference between the performance of our method com-
pared to the other two:

– The random method can also reach high coverage rate as ours, but with 80 %
coverage rate, our method gives around 46 % savings on the overlapping rate.

– The high frequency query method cannot reach beyond 50 % coverage rate
and our method gives around 90 % savings at its highest coverages on the four
corpora.
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Table 3. Comparison of the three methods (Imp =
ORrandom(ORhigh)−ORours

ORrandom(ORhigh)
).

corpus HR(%) Our method Random query method high-frequency query method

OR OR Imp(%) OR Imp(%)

Reuters 10 1.11 1.20 8.3 1.47 24.4

20 1.26 1.48 14.8 2.56 50.7

30 1.47 1.87 21.3 4.78 69.2

40 1.73 2.40 27.9 12.55 86.2

42 1.79 2.49 28.1 16.08 88.8

50 2.06 2.96 30.4 - -

60 2.54 3.87 34.3 - -

70 3.33 5.33 37.5 - -

80 4.65 8.21 43.3 - -

84 5.53 12.87 57.0 - -

Wiki 10 1.15 1.32 12.8 1.67 31.1

20 1.33 1.65 19.3 2.55 47.8

30 1.55 2.13 27.2 4.52 65.7

40 1.80 2.68 32.8 8.77 79.4

50 2.12 3.40 37.6 24.48 91.3

60 2.54 4.41 42.4 - -

70 3.17 6.04 47.5 - -

80 4.19 9.04 53.6 - -

89 6.05 15.09 59.9 - -

Gov2 10 1.22 1.36 10.2 1.81 32.5

20 1.45 1.84 21.1 3.13 53.6

30 1.73 2.41 28.2 6.18 72.0

40 2.08 3.10 32.9 15.27 86.3

45 2.28 3.52 35.2 34.56 93.4

50 2.53 3.99 36.5 - -

60 3.13 5.33 41.2 - -

70 3.98 7.44 46.5 - -

80 5.53 11.75 52.9 - -

85 6.70 18.15 63.1 - -

Newsgroup 10 1.19 1.29 7.75 1.62 26.5

20 1.41 1.57 10.1 2.74 48.5

30 1.65 1.97 16.2 5.16 68.0

40 1.91 2.44 21.7 13.90 86.2

44 2.01 2.68 25.0 25.66 92.1

50 2.21 3.02 26.8 - -

60 2.61 3.84 32.0 - -

70 3.27 5.24 37.5 - -

80 4.39 7.75 43.3 - -

87 6.09 14.05 56.6 - -
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Fig. 5. The zoomed-in area of each subgraph in Fig. 4. The range of HR is up to 10 %.

As we have explained before, in the presence of a return limit and with our
static ranking criterion, choosing many high frequency queries will result in low
coverage rate and high overlapping rate, because (i) some documents with high
ranking numbers may not be retrieved at all and as a consequence, the desired
coverage rate cannot be reached; (ii) some documents with low ranking numbers
may be repeatedly retrieved, causing retrieval of many redundant documents.

On the other hand, choosing many low frequency queries will result in high
coverage rate and low overlapping rate, because (i) when we use queries with
small document frequencies, any document can be returned by sending some
of the queries; (ii) the coverage of the returned documents is more even which
means less overlapping rate.

Thus, choosing many low frequency terms as we do in the present work
is much better than choosing many high frequency terms as proposed in the
high frequency query method both in terms of coverage rate and in terms of
overlapping rate.

With the random query method, we have a mix of high and low frequency
terms selected. Thus, its result both in terms of coverage rate and in terms of
overlapping rate is between the high frequency query method and our method.

6 Conclusion and Future Work

In this paper, we presented a novel method to crawl ranked data source. Com-
pared to traditional methods, our method works well in the presence of return
limit and static ranking criterion. We are interested in extending this work for
other ranking criteria in the original data source.
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We have considered original data sources with fixed sizes and a fixed number
as the return limit. For future work, we are interested in knowing the performance
of this present method with the change of the size of the original data source and
the change of the return limit k. Note that in particular, k is infinite corresponds
to the case that there is no return limit, which is the setting used in many
previous work. On the other hand, when k is pretty small and the size of ranked
data source is large, it may be hard to find enough queries whose document
frequencies are smaller than k in order to reach a high hit rate. In this paper,
we have assumed that by using queries with document frequencies less than k
we can reach a high coverage, and we could select among these queries to reach
a given coverage rate. It remains an interesting problem to find the limit of the
number of queries we need in order to reach a given coverage rate. In the case we
have to work with a set of queries with document frequencies below this limit,
we will try to use multiply key words.

Acknowledgements. This work is supported by NSFC (No.61440020 and No.6130
9029), NSERC, Programs for Innovation Research and 121 Project in Central Univer-
sity of Finance and Economics.
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Abstract. Influence Maximization is the problem of choosing a small
set of seed users within a larger social network in order to maximize
the spread of influence under certain diffusion models. The problem has
been widely studied and several solutions have been proposed. Previous
work has concentrated on positive relationships between users, with lit-
tle attention given to the effect of negative relationships of users and the
corresponding spread of negative opinion. In this paper we study influ-
ence maximization in signed social networks and propose a new diffusion
model called LT-S, which is an extension to the classical linear threshold
model incorporating both positive and negative opinions. To the best of
our knowledge, we are the first to study the influence maximization prob-
lem in signed social networks with opinion formation. We prove that the
influence spread function under the LT-S model is neither monotone nor
submodular and propose an improved R-Greedy algorithm called RLP.
Extensive experiments conducted on real signed social network datasets
demonstrate that our algorithm outperforms the baseline algorithms in
terms of efficiency and effectiveness.

Keywords: Influence maximization · Signed social network · Diffusion
model

1 Introduction

Social networks such as Facebook, Twitter and Epinions have become important
platforms for the spread of information, ideas, opinions and influence, which
opens up great opportunities for large-scale viral marketing campaigns. Influ-
ence maximization is one of the most interesting problems in viral marketing
and has received much research interest in recent years. Influence maximization
(IM) is the problem of choosing a small set of influential users, initially targeted
as adopted users, in a social network so as to maximize their aggregated influ-
ence. Kempe et al. [18] formulated IM as a directed optimization problem and
proposed two basic influence diffusion models, independent cascade (IC) and
linear threshold (LT). In both of these models a social network is considered
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 399–414, 2015.
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as a directed graph, in which users are represented as vertices and edges reflect
the social relationships between users. In both models a user is either active (an
adopter of the product) or inactive. In the IC model, when a user becomes active
at step t he will independently activate his inactive neighbors. In the LT model,
each user has a threshold and will become active when the sum of incoming
influence from his active neighbors exceeds that threshold.

Much effort [6,7,17,21] has been devoted to solving the IM problem and
additional influence diffusion models [1,4,14,25] have been proposed. However,
previous work only considers positive relationships, although negative relation-
ships also exist in real social networks and have effects on influence diffusion. For
example, Epinions1 (an online review website) allows users to express trust or
distrust of others, and participants on Slashdot2 (a news discussion website) can
denote others to be either ‘friends’ or ‘foes’. Social networks having a sign, pos-
itive or negative, associated with edges are called signed social networks [3,16].
In signed networks the sign of each edge characterizes whether the correspond-
ing individuals are ‘friends’ (positive link) or ‘enemies’ (negative link). Positive
relationships are supposed to carry the same opinions between users in previ-
ous studies [6,7,18,25], as people more likely trust their friends and embrace
the same opinions. Negative relationships carry the opposite opinions between
users; if your ‘enemies’ choose one opinion, you are more likely to choose the
opposite [3,12,16,22]. These follow the general social principles that “the friend
of my friend is my friend” and “the enemy of my enemy is my friend”.

Most models used for IM problems assume that users involved in propaga-
tion will always form and express positive opinions. However, in reality, users
who adopted the product or information may share both positive and negative
opinions with their friends. W. Chen et al. [4] extend the IC model with negative
opinions and propose the IC-N model. In IC-N, a parameter q (the same across
all users) is incorporated into the spread of negative opinions, which is too sim-
plistic and not always realistic compared to real-world behaviors. Much work
has also been reported in the sociology and economics literature on modeling
opinion dynamics in social networks. Some models [10,11,15] incorporate both
innate opinions and expressed opinions. Innate opinions are fixed for a user and
can be formed according to the user’s preference and history. Expressed opinions
are the result of social processes. From the point view of computer science, how-
ever, no related work has been done, in particular work that combines opinion
formation and its propagation through a signed network.

In this paper we propose a new model by extending the classic Linear
Threshold model to Signed networks, which we call the LT-S diffusion model.
In LT-S each user has a status that is either active or inactive. A user is active
if the influence from his neighbors, both ‘friends’ and ‘enemies’, is greater than
his threshold. When a user is in active status, he will spread his opinion to his
neighbors. We denote this opinion as expressed opinion and distinguish it from
innate opinion which is formed from users’ preference and history. The expressed

1 http://www.epinions.com/.
2 http://slashdot.org/.

http://www.epinions.com/
http://slashdot.org/
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opinion of an active user is the result of the convex combination of his innate
opinion and the expressed opinions from his neighbors. Each user is associated
with a conformity value αu reflecting the importance of a user’s innate opinion
compared to the expressed opinions coming from active neighbors. A user with
a high conformity value has an expressed opinion that is largely governed by
the expressed opinions of his neighbors, while a low conformity value indicates
that the user’s expressed opinion is governed more by his innate opinion. LT-S
differs from the models proposed in [22,27] in the following ways. Li et al. [22]
study influence diffusion in signed networks and extend the classic voter model
to signed networks, whereas LT-S is based on the linear threshold model. Zhang
et al. [27] propose an opinion-based cascading model considering individual opin-
ions, but ignore the negative relationships between users.

Armed with the LT-S model, we formulate the influence maximization prob-
lem in signed social networks and prove it is NP-hard. In contrast to the tradi-
tional influence maximization problem, which focuses on maximizing the number
of activated users, the influence spread function under our model maximizes the
overall positive opinion of activated users, as positive opinion is more impor-
tant from the point of view of virtual marketing. We prove that the influence
spread function under the LT-S model is neither monotone nor submodular,
which makes the classic greedy algorithm [18] inapplicable. In order to solve this
problem, we propose an improved R-Greedy [14] algorithm, R-Greedy with Live-
edge and Propagation-path (RLP), which combines the R-Greedy algorithm
with two efficient techniques for reducing execution time. Extensive experiments
conducted on real signed social network datasets demonstrate the efficiency and
effectiveness of the RLP algorithm.

The main contributions of this paper can be summarized as follows.

– We formulate the influence maximization problem in signed social networks
and extend the classic linear threshold (LT) model to create a new model called
LT-S. To the best of our knowledge, we are the first to study the influence
maximization problem in signed social networks with opinion formation.

– We prove the influence maximization problem in signed social networks under
the LT-S model is NP-hard and the influence function under LT-S is non-
monotone and non-submodular, which makes classic greedy algorithms [18]
inapplicable.

– We adopt the R-Greedy algorithm to solve the IM problem in signed social
networks. However, using Monte-Carlo simulation makes the R-Greedy algo-
rithm very time-consuming. To speed up the algorithm we present two efficient
techniques, live edges and propagation paths, and combine them with the R-
Greedy algorithm. This brings about a new algorithm called RLP (R-Greedy
with Live-edge and Propagation-path).

– We evaluate the performance of RLP within publicly available, real world
signed social networks, and present experimental results demonstrating its
efficiency and effectiveness.

The remainder of this paper is organized as follows. Related work is reviewed
in the next section. In Sect. 3 we present the LT-S model and the formal problem
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definition. Section 4 introduces the R-Greedy algorithm and our optimized form,
RLP. In Sect. 5 we describe our experiments and analyze the experimental results.
Finally, Sect. 6 offers concluding remarks.

2 Related Work

Influence maximization is formulated as a discrete optimization problem by
Kempe et al. [18]. They prove that the problem is NP-hard and that the influence
spread function is monotone and submodular under both the IC and LT models.
A set function f from sets to reals f : 2V → R is monotone if f(S) ≤ f(T ) for all
S ⊆ T . The function f is submodular if f(S ∪{w})− f(S) ≥ f(T ∪{w})− f(T )
for all S ⊆ T , w ∈ V and w /∈ T . Given these properties, a greedy algorithm
is proposed to solve the IM problem As the greedy algorithm is very time-
consuming, a number of studies are devoted to improving its performance. The
CELF algorithm proposed by Leskovec et al. [21] exploits the submodularity
property to achieve a 700× increase in performance compared with the origi-
nal greedy algorithm. Cheng et al. [7] propose a static greedy algorithm, which
reuses the generated sub-graphs to guarantee the submodularity property of
the influence spread function. Several heuristic algorithms are also proposed to
avoid using Monte-Carlo simulations. Chen et al. [6] restrict the computations
to the local influence regions of nodes and adopt maximum influence paths to
estimate influence spread. The IRIE algorithm proposed by Jung et al. [17]
integrates influence ranking with influence estimation to overcome the disad-
vantages of pure influence ranking methods. Recently, several models have been
proposed that extend IC and LT. In [25], the IM problem has been extended
into continuous-time diffusion networks, Feng et al. [14] consider the problem
of influence maximization with novelty decay, [1] extends the problem to com-
petitive settings, and [5,24] study the time-constrained influence maximization
problem.

Signed network analysis dates from the 1940 s with the work of Heider [16]
and its formalization by Harary and Carwright [3]. Signed networks have recently
gained attention from computer scientists. In [19,20] researchers focus on pre-
dicting the sign of the relationship between two given entities in a signed social
network. Kunegis et al. [19] study the problem using varied similarity functions,
and Leskovec et al. [20] propose a solution based on machine learning. Many
studies have been presented for community detection in signed networks. Yang
et al. [26] propose an agent-based approach by performing a random walk on
positive links, Chiang et al. [8] propose an effective low-rank modeling approach.
Li et al. [22] study influence diffusion in signed networks and extend the classic
voter model to incorporate negative relationships.

Several models for opinion formation have been presented in the sociology
and statistics literature. The notable model proposed by Degroot [10] studies how
consensus is formed when individuals’ opinions are updated using the average of
their neighborhood. Friedkin and Johnsen [15] firstly extend the Degroot model
with the consideration of both disagreement and consensus. The other famous
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Fig. 1. An example signed social network with influence weight. Edges are labeled
with their influence weight, ‘+’ (green) denotes positive relationships, and ‘-’ (orange)
denotes negative relationships (Color figure online)

model is the voter model, proposed by Clifford et al. [9]. In the voter model,
at each step a randomly-selected node chooses one of its neighbors uniformly at
random and adopts that neighbor’s opinion as its own.

3 Proposed Framework

3.1 Preliminaries

We describe a signed social network as a weighted, directed graph, G =
(V,E,W, S), where V is the set of nodes representing users and E is the set
of directed edges representing relationships between users. W is the influence
weight captured by the function W : E ← [0, 1], the weight wu,v associated
with an edge (u, v) ∈ E represents the influence weight of node u on v. For any
(u, v) /∈ E, wu,v = 0, and

∑
u∈V wu,v ≤ 1. S is the matrix specifying the signed

relationships. If su,v = +1, then the relationship between node u and v is posi-
tive; if su,v = −1, the relationship between node u and v is negative; if su,v = 0,
there is no relationship between node u and v. Figure 1 shows an example of a
simple signed social network.

In the LT model each user can be either active or inactive. Once a user
becomes active they remain active forever. Each user u is uniformly assigned a
threshold θu at random in the range [0,1], and u switches from inactive to active
status according to the weight of influence from their neighbors. The diffusion
process proceeds in discrete time steps. At step 0, users in the seed set S ⊆ V
are activated while all other users are inactive. At some later step t, the user u
will be activated if and only if the total weight of their active neighbors exceeds
his threshold θu.

3.2 LT-S Model

We now extend the LT model to signed networks (LT-S) considering the opin-
ion formation process. Due to the social interactions between users, the opinion
stated by an individual is often influenced by the opinions of his neighbors.
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Fig. 2. An example of opinion formation. The active users (Bob and Alice) are colored
red, and the inactive user (Tom) is colored blue (Color figure online)

Thus in LT-S we distinguish between the innate opinion and expressed opin-
ion of users. Each user, whether in active status or not, has an innate opinion
(reflecting their preference or history) that is fixed and not amenable to exter-
nal influences during the diffusion process. Users who are active will form an
expressed opinion, as a result of the social influence process, which is diffused to
their neighbors. For example, in Fig. 2, Bob and Alice are in active status while
Tom is inactive. Bob and Alice express their opinions about the product to their
neighbor Tom. Although Tom has not been activated, he has an innate opinion
about the product based on his own preference and history.

In LT-S the innate opinion and expressed opinion of user u are denoted as
zu and yu, respectively. We encode opinion as a real quantity, zu ∈ [−1, 1] and
yu ∈ [−1, 1], where zu > 0 (zu < 0) and yu > 0 (yu < 0) indicate that user
u holds a positive (negative) innate opinion and a positive (negative) expressed
opinion, respectively, about the product or information.

The diffusion process in LT-S works as follows. The process unfolds in discrete
steps, t = 0, 1, 2, ..., where At denotes the set of users activated at step t. At
step t = 0, a seed set S ⊆ V is activated (A0 = S) and each user in S has a
positive expressed opinion of 1. At any later step t > 0, a user u is activated if
and only if the total weight of his active neighbors exceeds his threshold θu, that
is

∑
v∈∪0≤i≤(t−1)Ai

wv,u ≥ θu. Although relationships can be positive or negative
in signed networks, we consider that the influence from both friends and enemies
has an effect.

After a user becomes active at step t, he will form his expressed opinion. The
expressed opinion of a user depends on his innate opinion as well as the expressed
opinions of active neighbors and their influence. The expressed opinion of a user
u is calculated by Eq. 1.

yu = (1 − αu) · zu + αu ·
∑

v∈∪0≤i≤(t−1)Ai

yv · wv,u · sv,u (1)

The expressed opinion from the active neighbor v is not directly adopted by
user u as it is affected by the influence weight wv,u and the type of relation-
ships sv,u along the edge (v, u). We follow the general social principles that “the
friend of my friend is my friend” and “the enemy of my enemy is my friend”.
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Thus positive relationships carry the opinions in a positive manner between
users [6,7,18,25], as people more likely trust their friends. Conversely, nega-
tive relationships carry the opposite opinions between users. If your ‘enemies’
choose one opinion, you are more likely choose the opposite [3,12,16,22]. This
is reflected in the sv,u of Eq. 1.

Each user in LT-S is associated with a conformity value αu, in the range
[0, 1], which modifies the importance of a user’s innate opinion compared to the
expressed opinions coming from active neighbors. A high conformity αu means
that the user u will be easily influenced by neighbors, and thus expressed opinions
of his neighbors have a large effect on the user’s final expressed opinion. A low
αu means that the user is highly self-opinionated and his expressed opinion is
governed by his innate opinion. The values of innate opinion and conformity
of users can be estimated from their social actions. For example, we can use a
fraction of a user’s tweet and retweet frequency as a proxy for conformity value
and obtain the innate opinion through opinion mining [23] of recent tweets on
Twitter or posts on Facebook.

When an active user forms an expressed opinion, his expressed opinion will
be propagated to inactive neighbors (possibly causing their activation). The
influence propagation process terminates at step t when At = ∅. Let σ(S)
denote the sum of positive expressed opinions of all users activated by S,
σ(S) =

∑
v∈∪i≥0Ai

yv(if yv > 0). We call σ(S) the influence spread of seed
set S, and σ(.) the influence spread function.

3.3 Problem Definition and Properties

We propose the influence maximization problem in a signed network, incorporat-
ing opinion formation and both positive and negative relationships. Our formal
problem definition is based on the LT-S model.

Problem 1 (Influence Maximization in Signed Social Networks). Given a signed
social network G(V,E,W, S) and a parameter K (K < |V |), the influence max-
imization problem in a signed network is to find a seed set of users S ⊆ V
(|S| = K), such that by activating these users with positive opinions, that σ(S)
is maximized under the LT-S model, i.e., S =argmaxS⊆V,|S|=Kσ(S).

Theorem 1. The influence maximization problem in signed networks under LT-
S model is NP-hard.

Proof. Consider the restricted class of instances of the problem where each node
v has innate opinion zv = 0 and conformity αv = 1. The expressed opinion
of all users in active status is 1 and all edges are signed as positive. Then the
problem maximizes the positive expressed opinions over this class of instance is
equivalent to the classical influence maximization problem, which is proved to
be NP-hard [18].

Theorem 2. The influence spread function σ(.) is non-monotone and non-
submodular under the LT-S model.
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Unlike the classical IM problem, the influence spread function under LT-S is
non-monotone and non-submodular. For the purpose of proof, we consider Fig. 1
and identify relevant cases. The innate opinion of all users is fixed at 0.2, the
influence threshold is set to 0.3, and conformity is set to 0.9.

Proof. Non-monotonicity. Suppose that S1 = {V1}, S2 = {V1, V0}, S3 =
{V1, V0, V3}, then σ(S1) = 3.01, σ(S2) = 2.92, σ(S3) = 3.92. As σ(S3) > σ(S1) >
σ(S2), so σ(S) is non-monotone.

Non-submodularity. Suppose that S1 = {V1}, S2 = {V1, V3}, then σ(S1 ∪
{V0}) − σ(S1) = −0.09, and σ(S2 ∪ {V0}) − σ(S2) = 0.27. Because S1 ⊂ S2 and
σ(S1 ∪ {V0}) − σ(S1) < σ(S2 ∪ {V0}) − σ(S2), σ(S) is non-submodular.

4 Proposed Algorithm

4.1 R-Greedy Algorithm

As the influence spread function σ(.) under LT-S is non-monotone and non-
submodular, the traditional greedy algorithm proposed by Kempe et al. [18] is
inapplicable. Some investigation has been made for functions that are submod-
ular but non-monotone [2,13], but comparatively little work has been presented
toward maximizing a function which is both non-monotone and non-submodular.
Feng et al. [14] proposed a restricted greedy (R-Greedy) algorithm to solve the
problem.

The main idea of R-Greedy is to choose the first K nodes having maximal
marginal influence, and then pick the set of seed nodes with the largest influence
spread. R-Greedy is illustrated in Algorithm 1, in which Sk denotes the set of
selected seeds, sk is a single selected seed node at round k, and Inf uk denotes
the influence after adding u to the selected seed set Sk−1. R-Greedy uses the
dynamic pruning optimization to remove nodes whose influence is smaller than
maxMargin (Line 6). For a node checked in round (k − 1), the upper bound of
its marginal influence is (Inf uk−1 + σ({sk−1}) − σ(Sk−1)). If the upper bound
is not larger than maxMargin, the node is also ignored (Line 7). To obtain
the influence spread, R-Greedy uses Monte-Carlo simulation which makes it
extremely inefficient.

4.2 Techniques for Improving R-Greedy

We present two techniques to speed up the R-Greedy algorithm. The
propagation-path based technique removes users with small influential ability
and the live-edge based technique reduces the number of Monte-Carlo simula-
tions.

Propagation-Path Based Technique. Instead of considering all users in the
signed network, we consider only those with higher influence when choosing seed
users. The influence from user u is represented by the paths originating from u, so
we propose the propagation path based technique to calculate influential ability
of users and choose those with higher influence ability as seed users.
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Algorithm 1. R-Greedy Algorithm
Input: G, K
Output: S
1: for v = 1 to |V | do
2: calculate σ(v) and insert (v, σ(v)) into Q0

3: end for
4: for k = 1 to K do
5: maxMargin ← −∞
6: for u ∈ V \Sk−1, σ(u) ≥ maxMargin do
7: if u ∈ Qk−1 and (Inf uk−1 + σ({sk−1}) − σ(Sk−1) < maxMargin) then
8: Continue
9: else

10: Calculate Inf uk and insert (u, Inf uk) into Qk

11: if Inf uk − σ(Sk−1) > maxMargin then
12: maxMargin ← Inf uk − σ(Sk−1)
13: sk ← u
14: end if
15: end if
16: end for
17: Sk ← Sk−1 ∪ {sk}
18: σ(Sk) ← σ(Sk−1) + maxMargin
19: end for
20: return S

Definition 1 (Propagation Path). A propagation path from node u to node
v (v �= u) is defined as P = 〈v1 = u, v2, ..., vm = v〉, where m > 1. The influence
probability of path P is given by Pr(P ) =

∏m−1
i=1 wvi,vi+1 .

A propagation path P from node u to node v provides a possible way for u
to influence v with probability Pr(P ), thus the influence probability of the node
u can be represented as all propagation paths starting from u. We note that the
influence probability of the propagation path will diminish rapidly if the path
length increases, as the influence weight w among edges is w ∈ [0, 1]. We therefore
choose a threshold θ and prune any path whose Pr(P ) is smaller than θ. The
calculation of the influential ability of a user is described in Algorithm 2.

Algorithm 2 recursively calculates the influence probability of user u until
the path terminates or the influence probability of the path is smaller than θ.
Algorithm 3 describes the process of obtaining seed users through propagation
path-based technique. At Line 1 we initialize a max heap H to store the influence
probability of users. Lines 2–5 calculate the influence probability of all users in
the graph G and inserts them into H. At Line 3, when we invoke Algorithm 2,
we initialize the influence probability to 1.0 as node u influences itself with
probability 1.0. At Line 6, we choose the top 1/2t · |V | users from H as the
candidate set and then apply the R-Greedy algorithm with the candidate set as
input users to obtain the final seed set S (Line 7).
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Algorithm 2. Calculate the influence probability of users
Input: u, u′, p, θ
Output: inf u, influence probability of u
1: visitu′ ← true
2: inf u ← inf u + p
3: for each v ∈ Adj (u′) do
4: p′ ← wu′,v × p
5: if visitv is false and p′ ≥ θ then
6: calInf (u, v, p′, θ)
7: visitv ←false
8: end if
9: end for

10: return inf u

Algorithm 3. Propagation-path algorithm
Input: G, K, t, θ
Output: S
1: Initialize a max-heap H
2: for each u in V do
3: inf u ← calInf (u, u, 1.0, θ)
4: insert inf u into H
5: visitu ← false
6: end for
7: CandidateSet ← choose the top 1/2t · |V | users from H
8: S ← use R-Greedy with CandidateSet as input users
9: return S

Live-Edge Based Technique. We use the live-edge based technique to gener-
ate live-edge graphs and calculate the influence spread in these graphs. Kempe
et al. [18] show that the LT model is equivalent to reachability in ‘live-edge’
graphs, where each node v ∈ V selects at most one of its incoming edges at
random such that edge (u, v) is selected with probability wu,v and no edge is
selected with probability 1 − ∑

u wu,v. The selected edges are called live and all
other edges are called blocked. Cheng et al. [7] also point out that if the compu-
tation of influence spread is limited to the smaller number of live-edge graphs,
the computational expense can be reduced without loss of accuracy. The first
part of the LT-S model is similar to LT, so we can begin by generating smaller
live-edge graphs instead of performing a larger number of simulations.

In LT-S a user u will form an expressed opinion when he becomes active,
according to his relationships with active neighbors in Eq. 1. When traversing a
live-edge graph we therefore need to record the order of active users. We use a
breadth-first search (BFS) strategy to traverse the live-edge graph G and create
an ordered record of active users. The details are described in Algorithm 4. In
lines 2–4 we initialize the expressed opinion and active status of users in S.
When visiting the ith layer of Gr we use a queue Qi to record the reachable
active users in order. In the computation of the expressed opinion of active user
u we therefore know which users are the active neighbors of u (Lines 9–18).
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Algorithm 4. Live-edge algorithm
Input: G, S, R (# live-edge graphs)
Output: σ(S)
1: for r = 1 to R do
2: for u in S do
3: yu ← 1, activeu ← true, enqueue u into Q0

4: σ(S) ← σ(S) + yu

5: end for
6: while Qi �= ∅ do
7: while Qi is not empty do
8: u ← dequeue from Qi

9: for v in users reachable from u in Gr do
10: y ← 0
11: for each t ∈ Adj(v) do
12: if activet then
13: y ← y + yt × wt,v × st,v
14: end if
15: end for
16: yv ← αv × zv + (1 − αv) × y
17: activev ← true, enqueue v into Qi+1

18: σ(S) ← σ(S) + yv

19: end for
20: end while
21: i ← i + 1
22: end while
23: end for
24: return σ(S)/R

4.3 Analysis of Algorithms

Let n (m) be the number of nodes (edges) in G. The R-Greedy algorithm uses
Monte-Carlo simulation to estimate the influence spread. Its time complexity is
therefore O(KnR(n + m)), where R is the number of simulations, generally set
to 10, 000.

The R-Greedy algorithm using the propagation-path technique has two parts.
The first part calculates the influential ability of users and chooses the most
influential; the second part applies R-Greedy to the most influential users. The
time complexity is therefore O(nn̄ + KnR(n′ + m)), where n̄ is the average
number of nodes in the local region within threshold θ, and n′ is the number of
‘most influential’ users.

The time complexity of the R-Greedy algorithm using the live-edge technique
also has two parts. Firstly, the complexity of generating R′ live-edge graphs is
O(R′m); secondly, it takes O(KnR′m′) time to select seed nodes using R-Greedy
in R′ live-edge graphs, where m′ is the average number of live-edges. Thus, the
total time complexity is O(R′m+KnR′m′), where R′ (as suggested in [7]) is 100.
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5 Experiments

In this section we describe experiments conducted on several real-world, signed
social networks3 to assess the performance of different algorithms. All algorithms
are implemented in C++ and measured on a 2.66GHz Intel Xeon server with
24GB of main memory.

5.1 Experiment Setup

Datasets

– Epinions is a general consumer product review site in which users can either
trust or distrust other’s reviews. The dataset contains 131,000 nodes and
841,000 edges.

– Slashdot is a news discussion web site in which users can tag each other as
‘friend’ or ‘foe’. The dataset contains 77,000 users and 526,000 edges.

Algorithms

– CELFGreedy [CELF]. Original greedy algorithm with CELF optimiza-
tion [21], denoted as CELF. Following the literature we set R =10,000 which
means that, for each seed set S, 10,000 Monte-Carlo simulations are conducted
to obtain an accurate result.

– R-Greedy [RG]. The restricted greedy algorithm proposed in [14], designed
for an influence spread function which is non-monotone and non-submodular.
R is set to be the same value as in CELF.

– R-Greedy with Propagation-Path [RP]. R-Greedy using the propagation-
path technique. We set t to 5 and θ to 0.003.

– R-Greedy with Live-Edge [RL]. R-Greedy using the live-edge technique
for influence spread estimation. R is set to 100, as suggested in [7].

– R-Greedy with Live-Edge and Propagation-Path [RLP]. R-Greedy
using both live-edge and propagation-path techniques. R is the same as in
RL; t and θ are the same as in RP.

– Max Weight Degree [Degree]. Select the K nodes with the largest degrees.

Influence Models

– Weighted Model sets the weight of every incoming edge of v to be 1/dv,
where dv is the indegree of v.

– Trivalency Model sets the weight of edges randomly from {0.1, 0.01, 0.001}
then normalizes the weights of all incoming edges to each node so that they
sum to 1.

In both models, the innate opinion of each user is generated uniformly at random
from [−1, 1] and the conformity from [0, 1].
3 http://snap.stanford.edu/data/index.html.

http://snap.stanford.edu/data/index.html
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(a) Epinions (b) Slashdot

Fig. 3. Influence spread achieved by various algorithms under the weighted model

(a) Epinions (b) Slashdot

Fig. 4. Influence spread achieved by various algorithms under the trivalency model

5.2 Experimental Results and Discussion

The evaluation metrics include influence spread and running time. To obtain
influence spread, we run Monte-Carlo simulation 10, 000 times for each seed set.
The seed size K is in the range 1 to 50 and we compare running time using the
case where K = 50.

Influence Spread. Figures. 3 and 4 show the influence spread under the
weighted model and trivalency model, respectively. From the results we see that
RG and the improved algorithms, RP, RL and RLP, achieve the most stable
and accurate results. Our algorithms, RP, RL and RLP, have similar influence
spread to RG. Conversely, CELF is very unstable compared with RG, RP,
RL and RLP. The results of Degree tell us that simply choosing high-degree
nodes is not effective.

Running Time. Table 1 shows the running times of different algorithms on the
Epinions and Slashdot datasets. RL and RLP are several orders of magnitude
more efficient than RG. Compared to RG, RLP obtains similar results but
runs approximately 900 times faster.
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Table 1. Running time of different algorithms (in hours and minutes)

Weighted model Trivalency model

CELF RG RP RL RLP CELF RG RP RL RLP

Epinions 121.7h 111.6h 29.3h 8.5m 6.8m 224.2h 216.1h 46.1h 16.2m 14.8m

Slashdot 48.h 45.1h 19.1h 4.6m 3.1m 201.4h 195.2h 38.2h 15.4m 10.5m

(a) Running time to obtain influential users (b) Influence spread

Fig. 5. The effect of θ on running time and influence spread under the weighted model

(a) Running time (b) Influence spread

Fig. 6. The effect of t on running time and influence spread under the weighted model

Parameter Settings

(I) Effect of different values of θ on RLP.
Figure 5 shows the effect of different values of θ on the RLP algorithm.
In Algorithm 2 the parameter θ controls the length of propagation paths,
and in Fig. 5(a) we see the time taken to obtainin influential users using
RLP. We notice that varying θ has little effect on influence spread, but
reducing θ decreases the running time. We apply θ = 0.003 across all the
other experiments to balance the influence spread and running time.

(II) Effect of different values of t on RLP.
Figure 6 shows the effect of different values of t on the RLP algorithm. In
Algorithm 3 the parameter t controls the size of the candidate users set.
In Fig. 6(a) we see that as t increases the candidate set becomes smaller
and the running time decreases. However, in Fig. 6(b) we see that influence
spread also decreases as t increases, so we choose t = 5 as a compromise
between influence spread and running time.



Influence Maximization in Signed Social Networks 413

6 Conclusion

In this paper we considered the influence maximization problem in signed social
networks. We extended the classical linear threshold (LT) model to create a new
model LT-S that incorporates both opinion formation and signed relationships.
Based on the LT-S model we formulated the influence maximization problem in
signed social networks. We showed that the influence spread function under LT-S
is neither monotone nor submodular and proposed an improved R-Greedy algo-
rithm, R-Greedy with Live-edge and Propagation-path (RLP), which extends
R-Greedy with two efficient techniques. We conducted extensive experiments
on datasets taken from large, real-world, signed social networks, and presented
results that demonstrate the effectiveness and efficiency of the RLP algorithm.
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Abstract. Due to its major threats to Internet security, malware
detection is of great interest to both the anti-malware industry and
researchers. Currently, features beyond file content are starting to be
leveraged for malware detection (e.g., file-to-file relations), which provide
invaluable insight about the properties of file samples. However, we still
have much to understand about the relationships of malware and benign
files. In this paper, based on the file-to-file relation network, we design
several new and robust graph-based features for malware detection and
reveal its relationship characteristics. Based on the designed features and
two findings, we first apply Malicious Score Inference Algorithm (MSIA)
to select the representative samples from the large unknown file collection
for labeling, and then use Belief Propagation (BP) algorithm to detect
malware. To the best of our knowledge, this is the first investigation
of the relationship characteristics for the file-to-file relation network in
malware detection using social network analysis. A comprehensive exper-
imental study on a large collection of file sample relations obtained from
the clients of anti-malware software of Comodo Security Solutions Incor-
poration is performed to compare various malware detection approaches.
Promising experimental results demonstrate that the accuracy and effi-
ciency of our proposed methods outperform other alternate data mining
based detection techniques.

Keywords: File-to-file relation network · Malware detection · Social
network analysis

1 Introduction

Malware (short for mal icious software), is software disseminated by an attacker
in the hopes of causing harm (e.g., viruses, worms, backdoors, spyware, trojans)
[7]. This causes many Internet users emotional and financial troubles, especially
when private information is divulged. To put this into perspective, according to a
recent CSI survey, the average loss caused by malware attacks is about $345,000
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 415–430, 2015.
DOI: 10.1007/978-3-319-26190-4 28
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dollars per incident [5]. Thus, the detection of malware is of great interest to both
the anti-malware industry and researchers in order to curb the major threats to
Internet security it poses.

Currently, most malware detection is done by anti-malware software products
(e.g., Symantec, Kaspersky, Comodo), which typically use the signature-based
method [8]. A signature is a short sequence of bytes unique to each known mal-
ware, which allows newly encountered files to be correctly identified with a small
error rate [11]. However, driven by economic benefits, today’s malware are cre-
ated at a rate of thousands per day [28]. Meanwhile, malware disseminators easily
evade this method through techniques such as obfuscation, polymorphism, and
encryption [19]. In order to remain effective, new, intelligent malware detection
techniques need to be investigated. As a result, many research efforts have been
conducted on applying data mining techniques for intelligent malware detection
[1,13,26,27]. Most existing researchers utilize local features of malware samples,
either static or dynamic representations (e.g. binary n-grams [1], system calls
[17], or behavior based features [8]), and apply specific classification/clustering
methods. Currently, features beyond file content are starting to be leveraged for
malware detection [2,10,22,28], such as machine-to-file relations [2] and file-to-
file relations [22,28], which provide invaluable insight about the properties of
file samples. In our previous work [3,28], we proposed a semi-parametric classi-
fication model for combining file content and file relations together for malware
detection [28], and then we further adopted Belief Propagation algorithm to
detect malware based on the constructed file relation graphs [3].

However, much needs to be done to understand about the relationships of
malware and benign files. Based on the file-to-file relationships, current studies
[22,28] merely employ the superficial graph properties without delving deeper
into the features of the files’ mutual relationships as a network. As is investigated,
helpful information can be gleaned from the relationships between malware and
benign files. Based on the constructed file-to-file relation graphs, it is of interest
to know:

– What graph-based features can be employed for malware detection?
– Is the legitimacy of a file affected by indirectly connected files?
– Is each malware of equal importance? If not, what are the differences between

the important malware and non-important ones?

In this paper, resting on the constructed file-to-file relation graph, we design
several new and robust graph-based features for malware detection and inves-
tigate its relationship characteristics. Based on the designed features and two
findings, we propose inference learning algorithms composed of Malicious Score
Inference Algorithm (MSIA) and Belief Propagation (BP) algorithm to detect
malware from unknown file collection. To the best of our knowledge, this is
the first work of investigating the relationship characteristics of the file-to-file
relation network in malware detection using social network analysis. The major
contributions of our work can be summarized as follows:

– Graph-based feature design for malware detection: We formalize our malware
detection as a problem of analysis and identification for malware’s social net-
work and design five graph-based features to represent each file.
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– Provide insight into the relationship characteristics of the file-to-file relation
network: Based on the constructed file-to-file relation graph, we further analyze
its relationship characteristics and have two findings: Finding 1: A file can
greatly inherit the indirect influences from other files. Finding 2: (1) The
importance of each file is different; (2) The neighbors of the important malware
are associated through it, while the neighbors of the non-important malicious
file are inclined to be a clique. We also use graph metrics to quantitatively
validate these findings (See Sect. 3.3 for details).

– Build effective graph inference algorithms for malware detection: Based on the
designed features and two findings, we first apply Malicious Score Inference
Algorithm (MSIA) to select the representative samples from the large unknown
file collection for labeling, and then use Belief Propagation (BP) algorithm to
detect malware.

– Comprehensive experimental study on a real dataset from an anti-malware
industry company: Resting on 7, 093 clients, we obtain the file relations
between 9, 893 malware samples, 19, 402 benign files, and 31, 429 unknown
files from Comodo Cloud Security Center. We then build a practical solu-
tion for malware detection based on our proposed algorithms and provide a
comprehensive experimental study.

The rest of the paper is organized as follows. Section 2 discusses the related
work. Section 3 describes the designing of graph-based features for malware
detection and reveals relationship characteristics of the file-to-file relation net-
work. Section 4 introduces graph inference algorithms for malware detection. In
Sect. 5, we systematically evaluate the effectiveness and efficiency of our pro-
posed method in comparison with other alternate methods for malware detec-
tion. Finally, Sect. 6 concludes.

2 Related Work

In the area of malware detection, limited researches have been done using fea-
tures beyond file content [2,3,22,28], such as machine-to-file relations [2] and file-
to-file relations [22,28], which provide invaluable insight about the properties of
file samples. However, these researches still lack insights into the characteristics
of file-to-file relation network.

An Online Social Network (OSN) is a convenient communication platform
for Internet users which creates an indispensable environment. However, some
users exploit this platform for nefarious goals, e.g. propagating advertisements,
reposting duplicate microblogs, or following a large number of users to gain more
themselves [12,14,23]; these users are considered spammers and parallel mali-
cious files in our domain. Many research efforts have been devoted to spammer
detection [9,12,15,20,25] for OSNs, which successfully set examples in designing
robust graph-based features for spammer detection [24], and understanding the
characteristics of criminal accounts’ social relationships [25], etc.

Yang et al. [24] proposed several robust graph-based features, such as local
clustering coefficient, betweenness centrality, and bi-directional link ratio, to
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detect Twitter spammers. The reasoning for these features was that it was diffi-
cult for spammers to change their positions in the graph even when they change
their behaviors. Ting et al. [21] represented several frequently used technologies
in social networks analysis where degree centrality and closeness centrality were
used to specify each node’s importance. Chen et al. [4] proposed coefficients of
reposting and commenting to detect the user influence when a new post was pub-
lished. Steep rise in reposting or commenting implied the account was legitimate,
otherwise spammer.

Using these features, a number of spammer detection methods were designed.
In [9,12,24,30], classical data mining based methods (e.g., Support Vector
Machine, Decision Tree, and Näıve Bayes) were applied for spammer detection.
Moh et al. [15] used trust propagation to infer whether a user is a spammer or
a legitimate user. Tang et al. [20] proposed trust index utilizing the idea of page
rank for criminal account detection. Yang et al. [25] proposed a malicious rele-
vance score propagation algorithm to extract criminal supporters. Hu et al. [9]
presented a unified model to effectively integrate both social network information
and content information for spammer detection.

Different from previous work on malware detection [22,28], based on the
file-to-file relation network, we would like to know more about its relationship
characteristics. The researches on spammer detection for OSNs have inspired us
to obtain the solutions and we attempt to transfer some of the researches done
on spammer detection for malware detection.

3 Investigation of File-to-File Relation Network

In this section, we empirically analyze the malware’s characteristics based on the
constructed file-to-file relation network using the data collected from Comodo
Cloud Security Center by: (1) visualizing its relationship graph, (2) designing
its graph-based features, and (3) revealing its relationship characteristics.

3.1 Visualization of File Relation Graph

To achieve our research goals, we analyze the dataset obtained from Comodo
Cloud Security Center, which contains the relationships between 60, 724 files
(9,893 malware, 19,402 benign files and 31,429 unknown files) on 7, 093 clients.
Based on the collected data, we construct a file-to-file relation graph to describe
the relations among file samples. Generally, two files are related if they are
shared by many clients (or equivalently, file lists). The social graph is defined
as G = (V,E), where V is the set of file samples and E denotes the relations
between file samples. Given two file samples vi and vj , let Ci be the set of clients
containing vi and Cj be the set of clients containing vj . |.| represents the size of
a set. The connectivity between vi and vj is computed as

con(vi, vj) =
|Ci

⋂
Cj |

|Ci

⋃
Cj | . (1)
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If the connectivity between a pair of file samples is greater than the specified
threshold (e.g., 0), then there is an edge between them. Each file is in a state S ∈
{sm, sb, su} (sm: malicious, sb: benign, su: unknown). Assume that vi is in state
si and vj is with state sj , the weight of the edge between vi and vj which infers
the probability that node i and node j can be connected together is defined as

w(vi, vj) =

∣∣Esi,sj

∣∣
|E| , (2)

where
∣∣Esi,sj

∣∣ is the number of the edges between all the files with states si and
sj , and |E| is the number of all the edges. The weight of node vi which denotes
its popularity can be defined as

w(vi) =
|Ci|
|C| , (3)

where C is the set of all the clients.
For the file relations collected from 7, 093 clients, we construct the graph

consisting of 60, 724 nodes and 3, 471, 288 edges. Figure 1(a) shows a part of the
constructed graph, while Fig. 1(b) and (c) give examples of a malware relation
graph and a benign file relation graph with one-hop information respectively.

(a) File-to-File Relation Graph (b) Malware Relation Graph (c) Benign File Relation Graph

Fig. 1. Visualization of file-to-file relation graphs. (Red nodes denote malware, green
nodes represent benign file, and yellow nodes are unknown file.) (Color figure online)

3.2 Designing Graph-Based Features for Malware Detection

To counter malware’s evasion tactics, after the construction of the file-to-file
relation graph, we further investigate several robust graph-based features for
malware detection. Ideal features are either difficult or costly to evade, even when
malware is obfuscated. In this section, on the basis of special characteristics of
the file relationships between malware and benign files, we design five robust and
representative graph-based features for malware detection, which are described
in details in the followings.
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Vertex Degree. The degree of a vertex in a graph is the number of edges
incident to the vertex, which can specifically represent the association between
the vertex and its neighbors [6]. In the file relation graph, we use the degree
of malware (DoM) and degree of benign files (DoB) to capture the association
between the file and its neighbors. These two metrics can be calculated as

DoM(v) = |δvm|, DoB(v) = |δvb |, (4)

where |δvm| is the total number of vertex v’s malicious neighbors, and |δvb | is the
total number of vertex v’s benign neighbors. As the moral says that “man is
known by the company he keeps”, it’s easy to understand that malware is more
likely to have a larger DoM than DoB, and vice versa. To further support this
point, we calculate the degree for each file in the collected dataset described
above: 53.75% of malware have larger DoM than DoB; while only 3.10% of
benign files have larger DoM than DoB.

Influence Coefficient. For spammer detection, in [4], the authors used repost-
ing and commenting coefficients to indicate the ability that a user affects others
to repost or comment. In malware detection, we define the influence coefficient
of malware and benign files by Eqs. 5 and 6.

IoM(v) =
∑N

i=1 log(Malware Count(vi) + 1)
N

, (5)

IoB(v) =
∑N

i=1 log(Benign Count(vi) + 1)
N

, (6)

where N denotes the number of vertex v’s neighbors and vi denotes the ith

neighbor of v. Malware Count(vi) and Benign Count(vi) represent the number
of the malware and benign files directly connected to vi respectively. A file can
directly or indirectly inherit the goodness or malice from other files. Compared
with vertex degree, which considers the information one-hop away from the node,
the feature of influence coefficient takes the indirect influence from other files
into consideration.

Local Clustering Coefficient. The local clustering coefficient of a vertex in a
graph specifies how close vertices in its neighborhood are to being a clique [24].
For each vertex in the constructed file relation graph, its local clustering coeffi-
cient can be calculated as [24]

LCC(v) =
2|ev|

kv(kv − 1)
, (7)

where |ev| is the total number of edges built by all v’s neighbors, and kv is the
degree of the vertex v. For benign files, different users may install different sets
of applications according to their occupations, ages, etc. And these applications
are unnecessary to have associations with each other. However, for malware, just



Analyzing File-to-File Relation Network in Malware Detection 421

specified groups of users would be infected by malware. When infected, not only
one malicious software would appear in the client, but also its related files would
be released or downloaded. For example, variants of trojans will always come
together with trojan-downloader and co-exist in the clients. Therefore, malware
will have a larger local clustering coefficient than benign files. To quantitatively
validate this, we calculate the local clustering coefficient for each file in the
collected dataset described above: the average LLC for malware is 0.9387, while
the average LLC for benign files is 0.7573.

Degree Centrality. Degree centrality of a vertex is determined by the number
of vertices adjacent to it. The larger the degree, the more important the ver-
tex is [18]. In malware detection, degree centrality can be used to quantify the
importance of a file, which can be computed as [18]

DC(v) =
δ(v)
n − 1

, (8)

where δ(v) is the degree of the vertex v, and n is the number of vertices in the
graph.

Closeness Centrality. Closeness centrality measures the importance of ver-
tices by quantifying their centrality. Central vertices tend to reach the whole
graph more quickly than non-central vertices [18]. Closeness centrality factors in
how close a vertex is to other vertices, which is computed as [18]

CC(v) =
1

n − 1

n∑

u�=v

g(u, v), (9)

where g(u, v) is the distance between the vertex u and vertex v, and n is the
number of vertices in the graph. Malware attackers always use a shotgun app-
roach to find victims and allure them to download variants of malicious files
(e.g., trojans, adware). These files in the victim clients are always connected
through the downloaders. Thus, the closeness centrality of those downloaders
will be high.

3.3 Revealing Relationship Characteristics

After visualizing the constructed file-to-file relation network and designing the
graph-based features, we further analyze its relationship characteristics, and give
the following observations.

Finding 1: A file can greatly inherit the indirect influences from other
files in the file-to-file relation network. Again, as the moral says “man is
known by the company he keeps”, in malware detection, a file’s goodness or
malice can be judged by the other files that always co-exist with it in the clients.
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(a) The direct influences from its neighbors (b) The indirect influences from other files

Fig. 2. The indirect influences superior than direct influences for file 1880 (yellow node)
(Color figure online)

(a) Benign files (b) Malware

Fig. 3. The comparison of benign files and malware in IoB and IoM measures

However, sometimes, a file can not only be directly influenced by its neighbors,
but also greatly inherit the influences from other files (e.g., its neighbors’ neigh-
bors). Figure 2 shows an example that the indirect influences is superior than
the direct influences for file 1880 (marked in yellow node). To quantitatively
validate this finding, we use the features of influence of benign files (IoB) and
influence of malware (IoM) designed in the above section for measure. For file
1880, its IoB is 1.6290, while its IoM is just 0.6931, which means this file is
more likely to be influenced by benign files, even though all the files it directly
connects with are malware.

To further illustrate, based on the collected dataset described in Sect. 3.1, we
measure the indirect influences from other files for each node. Figure 3 displays
the Cumulative Distribution Function (CDF) of IoB and IoM for both malware
and benign files, which shows that both benign files and malware can greatly
inherit the goodness and malice indirectly from other files.

Possible Factor: To disseminate the malicious files, it is not uncommon for
malware to be packaged into a software product (especially when it is free and
open source) by the attackers. This would cause such kind of benign software to
be closely related to malicious files, however, their neighbors of neighbors would
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not necessarily be. On the other hand, variants of online game trojans may have
indirect associations through the same kind of online game applications, since
they target on stealing specific kind of online game accounts’ information, but
they are unnecessary to co-exist in the same clients.

From the observation above, we can see that a file’s goodness or malice not
only depends on its neighbors, but also greatly inherit the indirect influences from
other files (e.g., its neighbors’ neighbors). Furthermore, we are also interested
to know: (1) Is each malware of equal importance? (2) If not, what are the
differences between the important malware and non-important ones?

Finding 2: In the file-to-file relation network, (1) the importance of
each file is different; (2) the neighbors of the important malware are
associated through it, while the neighbors of the non-important mali-
cious file are inclined to be a clique. To initially evaluate the importance of
each node, we use degree centrality for measure. Based on the collected dataset
described in Sect. 3.1, we calculate the degree centrality of each file: about 2 %
of the malware have the degree centrality over 0.01, which are 10 – 1000 times
larger than the remaining 98 % ones. From this analysis, we can see that the
importance of each malware is different: the larger the degree, the more impor-
tant the vertex is [18]. Note that there is another interesting observation that
those malware with larger degrees also have higher node weight values in the
graph, which means the “important” malware are always with higher popularity.
We mark those 2 % malicious files with higher degree centrality as “important”
malware, compared with the remaining 98 % ones. Figure 4(a) displays the CDF
of degree centrality for the important malware and non-important ones.

To further analyze the different characteristics of the important and non-
important malware, we take insights to their graph structures. Figure 5(a) illus-
trates an example of the relationship between an important malware A and
its neighbors, while Fig. 5(b) shows the relations between its neighbors. From
Fig. 5(a) and (c), we can see that both important and non-important malicious
nodes with one-hop information have the star-structures, but the degree central-
ities of them are different. From Fig. 5(b) and (d), we can see that, the neighbors
of the important malware are associated through it (the closeness centrality of
the important malware A is 0.25), while the neighbors of the non-important

(a) Degree Centrality (b) Closeness Centrality (c) Clustering Coefficient

Fig. 4. The comparisons of “important” malware and “non-important” ones.
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Fig. 5. Graph structure comparisons of “important” and “non-important” malware. (a)
An important malware A and its neighbors; (b) File relations between A’s neighbors;
(c) A non-important malware B and its neighbors; (d) File relations between B’s
neighbors.

malicious file are inclined to be a clique (the local clustering coefficient LLC of
it is equal to 1). Figure 4(b) and (c) display the CDF of local clustering coef-
ficient and closeness centrality for the important malware and non-important
ones respectively, which also validate the Finding 2.

Possible Factor: The importance of each malware is different, since the
impacts different malicious files play are different. For example, a popular trojan
or adware downloader will infect more clients, compared with the specific kind
of trojan or adware variants. The files co-exist with the popular downloader in
different clients are unnecessary to have a close relationship among them, but
are associated through the downloader; while the files co-exist with the variants
of same trojan or adware are prone to be a clique, since they tend to be the
same or similar kind of applications those trojans or adware target on.

4 Inference Learning Algorithms for Malware Detection

Via empirical analysis for the file-to-file relation network, each node vi (i.e., a
file sample) in the constructed graph can be represented by its relations with
other nodes and its graph-based features designed in Sect. 3.2, denoted as Fvi =
〈Rvi, Gvi〉. Rvi can be defined as

Rvi = 〈v1i, v2i, ..., vni〉, (10)

where vji = {0, 1} (i.e., if (vj , vi) ∈ E, vji = 1; otherwise, vji = 0). Gvi can be
defined as

Gvi = 〈DoM(vi),DoB(vi), IoM(vi), IoB(vi), LCC(vi),DC(vi), CC(vi)〉. (11)

4.1 Extracting Representative Samples from Unknown File
Collection

Based on the Finding 2 that the importance of each file is different and the
neighbors of the important malware are associated through them, therefore,
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selecting those representative malware from the large unknown file collection for
labeling is very important to further improve the detection accuracy. In spammer
detection, Yang et al. [25] proposed a Malicious Relevance Score Propagation
Algorithm (Mr. SPA) to extract criminal supporters. In this section, we propose
a Malicious Score Inference Algorithm (MSIA), which adapts and improves Mr.
SPA [25] to assign a malicious score for each file to quantify its importance.

Given a constructed file relation graph G = (V,E), let n be the number
of nodes (files) in the graph, and I(vi, vj) be the indicator to denote whether
(vi, vj) ∈ E (i.e., if (vi, vj) ∈ E, I(vi, vj) = 1; otherwise, I(vi, vj) = 0). At each
step, for each node vi, its malicious score M(vi) can be calculated as [25]

M(vi) = α ·
n∑

j=1

I(vi, vj)W (vi, vj)M(vj), (12)

where α is an adjustable factor, and W (vi, vj) is the weight between vi and vj
which reflects the coordination between each pair of nodes. For each node vi, we
calculate the similarity between itself and each of its neighbors vj based on their
presented features described above, denoted as sim(Fvi, Fvj). Then, the weight
W (vi, vj) between node vi and vj is computed as

W (vi, vj) =
sim(Fvi, Fvj)∑

evkvj
∈E sim(Fvk, Fvj)

. (13)

In our application, we initialize M0(vi) = {0, 1} (i.e., if vi is malicious, M0(vi) = 1;
otherwise, M0(vi) = 0).

With the consideration of the historical score record for each node, at each step
t(t ≥ 1), an initial score bias (1−α) ·M0

i is added to its malicious score. Thus the
malicious score vector

−−→
M t for all nodes at step t(t ≥ 1) can be computed as [25]

−−→
M t = α · −−−−−−→

I · M t−1 + (1 − α) · −−→
M0. (14)

The algorithm MSIA stops when the updates of malicious score vector converge
or a maximum number of the iterations has finished. The higher the malicious
score it has, the more important the file is.

4.2 A Belief Propagation Algorithm for Malware Detection

Based on Finding 1, which states a file’s goodness or malice not only depends on
its neighbors, but also indirectly on other files (e.g., its neighbors’ neighbors),
we apply Belief Propagation (BP) algorithm for malware detection, since BP
algorithm can propagate the indirect influences from other files for each node.
BP algorithm is a promising method for solving inference problems over graphs
and it has also been successfully used in many domains (e.g., computer vision,
coding theory) [29]. Nodes of the graph perform as a local summation operation
by iterations using the prior knowledge from their neighbors and then pass the
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information to all the neighbors in the form of messages [16]. In our previous
work [3], we proposed a variant of Belief Propagation (BP) algorithm for malware
detection. The message update equation is defined as [3]

mi−>j(vj) =
1
β

∑

vi∈S

fi−>j(vi, vj)gi(vi)

∑
k∈N(i)/j mk−>i(vi)

p
, (15)

where mi−>j(vj) is the probability node i believes that the neighbor node j
being a benign file; fi−>j(vi, vj) is the probability that node i and node j can be
connected together, which is equal to the weight of edge described in Eq. 2; gi(vi)
is the prior probability node i being a benign file [3]; p equals to the number of
the neighbors of node i (excluded node j) and β is a normalizing constant. The
belief read-out equation is designed as follow [3]

bi(vi) =
1
γ

gi(vi)

∑
k∈N(i) mk−>i(vi)

p
, (16)

where γ is an adjustable constant.

5 Experimental Results and Analysis

In this section, we conduct three sets of experiments based on the collected
dataset obtained from Comodo Cloud Security Center described in Sect. 3.1:
(1) In the first set of experiments, we use MSIA to evaluate the effectiveness of
the designed features; (2) In the second set of experiments, we further evaluate
our proposed inference learning algorithms in malware detection; (3) In the last
set of experiments, we compare our proposed algorithms with other classification
methods (i.e., SVM, Decision Tree, and Näıve Bayes).

We evaluate the malware detection performance of different methods using
the measures of True Positive (TP ), True Negative (TN), False Positive (FP ),
False Negative (FN), and Accuracy (ACY ) [3]. All the experiments are con-
ducted under the environment of 64 Bit Windows 7 operating system with 4th
Generation Intel Core i7 Processor (Quad Core, 8 MB Cache, up to 4.0 GHz
w/Turbo Boost) plus 16 G of RAM using Apache Pig, MySQL and C++.

5.1 Evaluation of the Designed Features

For each sample in the constructed file-to-file relation network, we extract its
relations with other samples described in Sect. 3.1 and its graph-based features
designed in Sect. 3.2 for representation. In this section, we conduct the exper-
iments using MSIA to evaluate the effectiveness of the designed features. The
collected dataset from Comodo Cloud Security Center contains 60,724 files: 9,893
are malware, 19,402 are benign files, and 31,429 are unknown (with the analysis
by anti-malware experts of Comodo Security Lab, 470 of them are labeled as
malware and 1,273 of them are benign files). Those 9,893 malware and 19,402
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Table 1. Evaluation of the designed graph-based features

Training TP FP TN FN ACY

MSIA(RF ) 7,392 1,301 18,101 2,501 0.8702

MSIA(GF ) 6,960 2,410 16,992 2,933 0.8176

MSIA(RF + GF ) 7,890 1,371 18,031 2,003 0.8848

Testing TP FP TN FN ACY

MSIA(RF ) 293 78 1,195 177 0.8537

MSIA(GF ) 179 122 1,151 291 0.7631

MSIA(RF + GF ) 315 78 1,195 155 0.8663

Remark 1. RF denotes the file relation features of the
samples, while GF denotes the graph-based features of
the samples.

benign files are used for training, while 470 malware and 1,273 benign files from
the unknown file collection which are labeled by anti-malware experts are used
for testing. The results in Table 1 demonstrate the effectiveness of the designed
features in malware detection.

5.2 Evaluation of the Proposed Inference Learning Algorithms
in Malware Detection

In this section, we further evaluate our proposed inference learning algorithms
in malware detection: (1) Based on the training and testing sets described in
Sect. 5.1, we compare the performance of MSIA and BP in malware detection;
(2) To further improve the detection accuracy, we first apply MSIA for rep-
resentative samples selection (193 samples are selected from the unknown file
collection for labeling), and then use BP for detection. The results in Table 2
show that our proposed algorithms composed of MSIA and BP (MSIA+BP)
can greatly improve the accuracy in malware detection, compared with using
MSIA and BP respectively, or BP after randomly selecting 193 samples from
the unknown file collection for labeling (Random+BP).

5.3 Comparisons of the Proposed Algorithms with Other
Classification Methods

In this section, we further compare our proposed algorithms with other classifica-
tion methods (Support Vector Machine (SVM), Decision Tree (DT), and Näıve
Bayes (NB)) based on the same testing dataset described in Sect. 5.1. The results
in Table 3 and the ROC curves based on the testing set in Fig. 6(a) demonstrate
that our proposed algorithm composed of MSIA and BP (MSIA+BP) is superior
to SVM, DT, and NB in malware detection. Figure 6(b) shows that the detection
efficiency of our proposed algorithms outperform other classification methods.
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Table 2. Evaluation of the proposed inference learning algorithms in malware detection

Training TP FP TN FN ACY

MSIA 7,890 1,371 18,031 2,003 0.8848

BP 9,881 866 18,536 12 0.9700

Random+BP 10,059 870 18,545 14 0.9701

MSIA+BP 10,060 851 18,564 13 0.9707

Testing TP FP TN FN ACY

MSIA 315 78 1,195 155 0.8663

BP 411 119 1,154 59 0.8979

Random+BP 462 204 1,069 8 0.8784

MSIA+BP 437 100 1,173 33 0.9236

Table 3. Comparisons of different detection methods

Training TP FP TN FN ACY

SVM 8,661 797 18,618 1,412 0.9251

DT 8,308 1,761 17,654 1,765 0.8804

NB 5,288 502 18,913 4,785 0.8207

MSIA+BP 10,060 851 18,564 13 0.9707

Testing TP FP TN FN ACY

SVM 452 172 1,101 18 0.8910

DT 412 241 1,032 58 0.8285

NB 159 31 1,242 311 0.8037

MSIA+BP 437 100 1,173 33 0.9236

(a) ROC curves (b) Detection Efficiency

Fig. 6. Comparisons of ROC curves and detection efficiency of different methods

6 Conclusion and Future Work

In this paper, resting on the constructed file-to-file relation graphs, we design
several new and robust graph-based features for malware detection and reveal the
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characteristics of file relation network. Based on the designed features and two
findings, we propose effective inference learning algorithms for malware detec-
tion. To the best of our knowledge, this is the first investigation of the rela-
tionship characteristics for the file-to-file relation network in malware detection
using social network analysis. Due to the difficulty in thorougly obtaining the
social interactions and motivations of malware, we recognize that the validations
on some proposed explanations are not entirely rigorous. However, we believe
that our novel analysis of those phenomena still yields great value and unveils
a new avenue for better understanding malware’s file relation ecosystem. In our
future work, we will further investigate the distinctions between malware and
benign files in the relationship graph, as well as design a full detection solution
by combining file relations with other detection features to further improve the
detection accuracy.
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Abstract. Context-aware recommender systems (CARS) take context
into consideration when modeling user preferences. There are two gen-
eral ways to integrate context with recommendation: contextual filtering
and contextual modeling. Currently, the most effective context-aware
recommendation algorithms are based on a contextual modeling app-
roach that estimate deviations in ratings across different contexts. In this
paper, we propose context similarity as an alternative contextual model-
ing approach and examine different ways to represent context similarity
and incorporate it into recommendation. More specifically, we show how
context similarity can be integrated into the sparse linear method and
matrix factorization algorithms. Our experimental results demonstrate
that learning context similarity is a more effective approach to context-
aware recommendation than modeling contextual rating deviations.

Keywords: Recommender system · Context · Context-aware · Matrix
factorization

1 Introduction

Introducing contexts to recommender systems (RS) contributes to building new
types of applications, such as context-aware recommendation [2] and context
suggestions [21]. Context-aware recommender systems (CARS) have been a topic
of considerable recent research interest in RS. Considering context is shown
to be useful in a variety of recommendation domains including tourism [4,17],
music [3], and restaurants [13]. In many application domains, including these,
it is reasonable to assume that users’ preferences may change from context to
context, even for the same item. For example, a user may choose a different
movie if he or she is going to see the movie with kids, rather than on a romantic
date. In this case, the companion is the influential contextual variable.

The standard formulation of the recommendation problem begins with a two
dimensional (2D) matrix of ratings, organized by user and item: Users × Items
→ Ratings. The key insight of context-aware recommender systems is that users’
preferences for items may be a function of the context in which those items are
c© Springer International Publishing Switzerland 2015
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encountered. Incorporating contexts requires that we estimate user preferences
using a multidimensional rating function – R: Users × Items × Contexts →
Ratings [2].

Contextual modeling is a popular general architecture for developing context-
aware recommender systems. The most effective contextual modeling approaches,
such as context-aware matrix factorization [5], try to adapt to contextual prefer-
ences by modeling contextual rating deviations: how do ratings for one context
differ generally from those in another context. However, researchers ignore the
reason for such deviations, namely that contexts may be inherently similar, and
contextual similarity may be a better framework for understanding and represent-
ing contextual effects.

In this paper, we propose the notion of similarity-based contextual recom-
mendation. The basic assumption behind this paradigm is that recommendation
lists should be similar if their contextual situations are similar. Furthermore,
we provide specific ways to model the context similarity and incorporate it into
two recommendation models respectively: sparse linear method (SLIM) [12] and
matrix factorization (MF) [10]. Our experimental results over multiple context-
aware data sets demonstrate that similarity-based context-aware recommenda-
tion algorithms are able to outperform the ones based on modeling contextual
rating deviations, offering a promising and novel way to further develop context-
aware recommendation algorithms.

2 Related Work

Context is usually defined as any information that can be used to characterize
the situation of an entity [1]. In CARS, the contextual variables are usually
from the attributes of the activity itself [16], e.g., time and companion are two
variables which can be considered as the attribute of the activity “watching a
movie”. Other attributes from users or items, such as user gender and movie
genre, are usually deemed as contents in RS.

There are generally two ways to incorporate contexts into recommender sys-
tems – contexts can be used either as filters in the algorithms (i.e., contextual
filtering), such as differential context modeling [17,18] and context-aware split-
ting [6,20], or as one part of the predictive functions in the recommendation
process (i.e., context modeling).

There are usually two categories in context modeling: independent models
and dependent models. For example, tensor factorization (TF) [9] directly con-
siders contexts as additional dimensions in the multidimensional rating space,
which is an independent model assuming contextual effects are not dependent
with users or items. On the other hand, context-aware matrix factorization
(CAMF) [5] and contextual sparse linear method (CSLIM) [22,23] are two depen-
dent models which try to adapt to contextual preferences by modeling contex-
tual rating deviations, where those deviations are usually dependent with either
user or item dimension in the rating data set. Previous work [5,23] has demon-
strated that dependent models usually outperform the independent models in
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most cases. Thus, much of the research in contextual modeling explores various
ways to model context dependencies.

Current dependent models rely on the dependencies between contexts and
user (or item) dimensions by modeling rating deviations in different contexts. We
call these algorithms as Deviation-Based context-aware recommendation algo-
rithms; However, such algorithms ignore the relationships between context them-
selves. Context similarity was explored in some previous work – it is calculated
based on either semantics [8,11] or co-ratings in the same contexts [7]. Semantic
context similarity is derived from the applications in natural language processing
and information retrieval. It is usually useful in hierarchical semantic structure
and not general enough to any cases, which limits its application, e.g., it is
difficult to measure the similarity between at home and at cinema from seman-
tics. Calculations based on co-ratings are usually unreliable, since the number
of co-ratings in the same context is limited.

2.1 Matrix Factorization and Deviation-Based CAMF

Matrix factorization (MF) [10] is one of the most effective recommendation algo-
rithms in the traditional, non-contextual, recommender systems. Simply, both
users and items are represented by vectors, e.g., −→pu is used to denote a user vec-
tor, and −→qi as an item vector. As a result, the rating prediction can be described
by Eq. 1.

r̂ui = −→pu · −→qi (1)

r̂ui = μ + bu + bi + −→pu · −→qi (2)

More specifically, the values in the user or item vectors indicate the weights
on K (e.g., K = 5) latent factors. The weights in −→pu can be viewed as the degree
to which those latent factors represent user’s interests, and the weights in −→qi
represent how the specific item is associated with the latent factors. Therefore,
the dot product of those two vectors can be used to indicate how much the
user likes this item, where users’ preferences on items are captured by the latent
factors. In addition, user and item rating biases can be added to the prediction
function, as shown in Eq. 2, where μ denotes the global average rating in the
data, bu and bi represent the user and item bias respectively (Table 1).

Table 1. Contextual ratings on movies

User Item Rating Time Location Companion

U1 T1 3 Weekend Home Alone

U1 T1 5 Weekend Cinema Girlfriend

U1 T1 ? Weekday Home Family

Assume there are one user U1, one item T1, and three contextual dimen-
sions – Time (weekend or weekday), Location (at home or cinema) and Com-
panion (alone, girlfriend, family) as shown in the table above. In the following
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discussion, we use contextual dimension to denote the contextual variable, e.g.
“Location”. The term contextual condition refers to a specific value in a dimen-
sion, e.g. “home” and “cinema” are two contextual conditions for “Location”.
A context or contextual situation is, therefore, a set of contextual conditions,
e.g. {weekend, home, family}. More specifically, we use ck and cm to denote
two different contextual situations. In other words, ck is composed by a set of
contextual conditions. Let ck,l denote the lth contextual condition in the context
ck. For example, if ck = {weekend, home, alone}, then ck,2 is “home”.

The rating prediction function in CAMF [5] can be shown in Eq. 3.

r̂uick,1ck,2...ck,L
= μ + bu +

L∑

j=1

Bijck,j
+ −→pu · −→qi (3)

Assume there are L contextual dimensions in total, ck = {ck,1ck,2...ck,L} is
used to describe the contextual situation, where ck,j denotes the contextual con-
dition in the jth context dimension. Therefore, Bijck,j

indicates the contextual
rating deviation associated with item i and the contextual condition in the jth

dimension.
A comparison between Eqs. 2 and 3 reveals that CAMF simply replaces the

item bias bi by a contextual rating deviation term
L∑

j=1

Bijck,j
, and it assumes that

the contextual rating deviation is dependent on items. Therefore, this approach
is denoted as CAMF CI. In a similar manner, the deviation can also be viewed as
being dependent on users, which replaces bu by the contextual rating deviation
term and helps formulate the CAMF CU. Finally, the CAMF C variant of the
algorithm assumes that the contextual rating deviation is independent of users
and items.

As the typical optimization in matrix factorization, the parameters, such as
the user and item vectors, user biases and rating deviations, can be learned by
the stochastic gradient descent (SGD) method to minimize the squared rating
prediction errors. In early work [5], CAMF was demonstrated to outperform the
independent contextual modeling approaches, such as the tensor factorization [9].

2.2 Sparse Linear Method and Deviation-Based CSLIM

Sparse linear method (SLIM) shown in Fig. 1 is an approach designed for top-
N recommendations in traditional RS. It improves upon the traditional item-
based K-nearest neighbor collaborative filtering by learning a sparse matrix of
aggregation coefficients between items that are analogous to the traditional item-
item similarities [12].

The ranking score in SLIM for user ui on item tj is represented by Ŝi,j , which
can be estimated by Eq. 4 – where N is the total number of items, W is a matrix
estimating the coefficients between items, and th corresponds to the items rated
by ui rather than item tj . Ri,h therefore refers to the known rating given by
ui on other items. In other words, Ŝi,j is calculated by a sparse aggregation
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Fig. 1. Example of SLIM

(i.e., aggregated by the coefficient Wh,j) of the ratings on the other items (i.e.,
Ri,h) that have been rated by ui.

Ŝi,j = Ri,:W:,j =
N∑

h=1
h�=j

Ri,hWh,j (4)

From another perspective, this function is analogous to the rating prediction
function in ItemKNN, where the normalization term is removed. In addition,
the coefficients between items are learnt based on the loss function shown by
Eq. 5, instead of calculations in ItemKNN (e.g., using Pearson correlations or
cosine similarity). β1 and β2 are the regularization parameters. Both �F terms
(e.g. ‖W‖2F ) and �1 terms (e.g. ‖W‖1) are included, where the �1 regularization
term is usually applied for sparse models.

Minimize
W

1
2

∥∥∥Ri,j − Ŝi,j

∥∥∥
2

F
+

β2

2
‖W‖2F + β1‖W‖1 (5)

Previously, SLIM model has been extended to incorporate contextual infor-
mation. These extensions include a deviation-based general contextual SLIM
(GCSLIM) [23] approach which learns and estimates the contextual rating devi-
ations from a context to another. More specifically, in GCSLIM, the goal is to
create a prediction function shown in Eq. 6 to estimate the ranking score, Ŝi,j,ck ,
for ui on item tj in contexts ck. Again, th belongs to the set of items rated
by ui (h �= i), and cm is the contextual situation where ui placed rating on th
(note: it is allowed that cm = ck). Assume there are L contextual dimensions
in total. Then cm,l denotes the contextual condition in the lth dimension in con-
text cm. The function Dev measures the contextual rating deviation between
two contextual conditions – it is zero if cm,l = ck,l. The matrix W continues to
measure the coefficient between two items. In contrast to the SLIM approach,
GCSLIM additionally learns the deviations between two contextual conditions
in the algorithm, where the optimization goal is to minimize the ranking score
prediction error and the loss function can be generated accordingly by adding
the deviation terms to Eq. 5.

Ŝi,j,ck =
N∑

h=1
h�=i

(Ri,h,cm +
L∑

l=1

Dev(cm,l, ck,l))Wh,j (6)
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In a summary, both CAMF and CSLIM introduce a contextual rating devi-
ation term as part of the prediction function, extending the original recommen-
dation algorithm. In the next section, we introduce the idea of similarity-based
context-aware recommendation which replaces the rating deviation term by a
context similarity term.

3 Similarity-Based Contextual Modeling

Given a particular user and multiple contexts in which recommendations can
be provided, we assume that the greater the similarity between two contexts,
the greater the similarity between recommendation lists that should be deliv-
ered. Therefore, contextual similarity becomes a constraint of the delivery of
recommendations.

3.1 Similarity-Based CSLIM Approach

Inspired by the prediction function in Eq. 6, we can derive a similarity-based
CSLIM approach which was first proposed in [14] and initially explored in [24].
The corresponding ranking score prediction can be described as follows.

Ŝi,j,ck =
N∑

h=1
h�=j

Ri,h,cm × Wh,j × Sim(ck, cm) (7)

Specifically, we aggregate the ranking score by the contextual rating score
Ri,h,cm with the coefficients between item tj and th multiplying by the similarity
between ck and cm. We set h �= j to avoid bias by using ui’s other contextual
ratings on tj . This strategy will ensure that we learn the coefficients between as
many different items as possible. Using this approach, it is possible to learn the
coefficients between items and also the similarity between different contexts by
SGD accordingly.

3.2 Similarity-Based CAMF Approach

The idea above can also be applied to matrix factorization:

r̂uick = −→pu · −→qi · Sim(ck, cE) (8)

Due to that −→pu · −→qi represents a non-contextual rating, the context similar-
ity turns to measure the similarity between a contextual situation and a non-
contextual situation. We use cE to denote the empty context (i.e. non-contextual)
situation – the value in each contextual dimension is empty or “N/A”; that is,
cE,1 = cE,2 = ... = cE,L = N/A. Therefore, the function Sim(ck, cE) actually
estimates the correlation between the cE and the contextual situation ck where
at least one contextual condition is not empty or “N/A”. Note that in Eq. 3,
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the contextual rating deviation can be viewed as the deviation from the empty
contextual situation to a non-empty contextual situation.

Minimize
p,q,Sim

1
2

‖(ruick − r̂uick)‖2F +
α

2
(‖−→pu‖2 + ‖−→qi ‖2 + Sim2) (9)

Accordingly, the user and item vectors, as well as the contextual similarity can
be learned by SGD, where the loss function is shown in Eq. 9 and α denotes the
regularization parameter. Note that this is the general form for the loss function,
where the term “Sim2” should be specified and adjusted accordingly when it
is modeled in different ways. Here, we will introduce three context similarity
models as follows.

3.3 Modeling Context Similarity

Apparently, the form of the context similarity will vary if it is represented in
different ways. The remaining challenge is how to represent or model the simi-
larity of contexts in the prediction functions. This decision will directly influence
the performance of the learning algorithm, thus it is necessary to discuss and
explore different options. In this paper, we introduce three ways to represent
similarity of contexts as follows. Note that we introduce those notions in gen-
eral – the context similarity or correlation is assumed to be measured between
any two contextual situations ck and cm. However, in order to prevent having
to compute an quadratic number of between-context similaritiers, we measure
similarity between ck and cE , where cE is the empty context.

Independent Context Similarity (ICS). An example of a similarity matrix
can be seen in Table 2. With Independent Context Similarity, we only mea-
sure the similarity between two contextual conditions when those they lie on
the same contextual dimension, e.g., we never measure the similarity between
“Time = Weekend” and “Location =Home”, since they are from two different
dimensions. Each pair of contextual dimensions are assumed to be indepen-
dent. In this case, the similarity between two contexts can be represented by
the product of the similarities among different dimensions. For example, assume
ck is {Time = Weekend, Location = Home}, and cm is {Time = Weekday, Loca-
tion = Cinema}, the similarity between ck and cm can be represented by the

Table 2. Example of a similarity matrix

Time= Time = Location = Location =

Weekend Weekday Home Cinema

Time =Weekend 1 0.54 N/A N/A

Time =Weekday 0.54 1 N/A N/A

Location =Home N/A N/A 1 0.82

Location =Cinema N/A N/A 0.82 1
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similarity of <Time =Weekend, Time = Weekday> multiplied by the similarity
of <Location = Home, Location = Cinema>, since the two dimensions, “Time”
and “Location” are assumed as independent.

Assuming there are L contextual dimensions in total, the similarities can be
depicted by Eq. 10, where ck,l is used to denote the value of contextual condi-
tion in the lth dimension in context ck, and the “similarity” function is used to
represent the similarity between two contextual conditions, which is also what
to be learnt in the optimization. In other words, the similarity between two con-
texts is represented by the multiplication of the individual similarities between
contextual conditions on each dimension.

Sim(ck, cm) =
L∏

l=1

similarity(ck,l, cm,l) (10)

These similarity values (i.e., similarity(ck,l, cm,l)) can be learned by the
optimization process via the base algorithm (either SLIM or MF). The risk of
this representation is that some information may be lost if similarities are not
in fact independent in different dimensions. For example, if users usually go
to cinema to see romantic movies with their partners, the “Location” (e.g. at
cinema) and “Companion” (e.g. partners) may have significant correlations as a
result.

Latent Context Similarity (LCS). As noted earlier, contextual rating data
is often sparse, since it is somewhat unusual to have users rate items repeatedly
within multiple contextual situations. This poses a difficulty when new con-
texts are encountered. For example, the similarity between a new pair of con-
texts <“Time = Weekend”, “Time = Holiday”> may be required in the testing
set, but it may not have been learned from the training data due to the spar-
sity problem. But, the similarity for two existing pairs, <“Time =Weekend”,
“Time = Weekday”> and <“Time = Weekday”, “Time = Holiday”>, may have
been learned. In this case, this representation suffers from the contextual rating
sparsity problem. Treating each dimension independently prevents the algorithm
from taking advantage of comparisons that might be made across dimensions.

To alleviate this situation, we represent each contextual condition by a vector
of weights over a set of latent factors (we use 5 latent factors in our experiments),
where the weights are initialized at the beginning and learnt by the optimization
process. The dot product between two vectors can be used to denote the simi-
larity between each pair of contextual conditions. As a result, even if the newly
observed pair does not exist in the training data, the weights in the vectors
representing the two conditions (i.e., “Time =Weekend” and “Time = Holiday”)
will be learned and updated by the learning process over existing pairs, and the
similarity for the new pair can be easily computed using the dot product. The
similarity is given by

similarity(ck,l, cm,l) = Vck,l
• Vcm,l

(11)



Similarity-Based Context-Aware Recommendation 439

where Vck,l
and Vcm,l

denote the vector representation for the contextual con-
dition ck,l and cm,l, respectively, over the space of latent factors. We then use
the same similarity product calculation as in Eq. 10. We call this approach the
Latent Context Similarity (LCS) model. This approach was able to improve the
performance of deviation-based CSLIM algorithms [15]. In contrast to the inde-
pendent context similarity approach, LCS provides more flexibility, but it also
has the added computational costs associated with learning the latent factors.
In LCS, what to be learnt in the optimization process are the vectors of weights
representing each contextual condition.

3.4 Multidimensional Context Similarity (MCS)

In the multidimensional context similarity model, we assume that contextual
dimensions form a multidimensional coordinate system. An example is depicted
in Fig. 2.

Fig. 2. Example of multidimensional coordinate system

Let us assume that there are three contextual dimensions: time, location
and companion. We assign a real value to each contextual condition in those
dimensions, so that each condition can locate a position in the corresponding
axis. In this case, a context (as a set of contextual conditions) can be viewed
as a point in the multidimensional space. Accordingly, the distance between two
such points can be used as the basis for a similarity measure. In this approach,
the real values for each contextual condition are the parameters to be learned
in the optimization process. For example, the values for “family” and “kids”
are updated in the right-hand side of the figure. Thus, the position of the data
points associated to those two contextual conditions will be changed as well as
the distance between the corresponding two contexts.

To avoid unconstrained distance measures, the values assigned to the contex-
tual conditions can be normalized to be within the range [0, 1]. As a result, the
data points can be represented as a cube where the length of each side equals 1.
The similarity can be measured as the inverse of the distance between two data
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points. In our experiments, we use Euclidean distance to measure the distances,
though other distance measures can also be used. The computational cost is
directly associated with the number of contextual dimensions and conditions,
which may make this approach the highest-cost model. Again, the number of
contextual conditions can be reduced by context selection.

3.5 An Example: Constructing Algorithms

We can incorporate those three representations for context similarity (i.e., ICS,
LCS and MCS) to the prediction functions in similarity-based CSLIM and
CAMF respectively. Here, we give examples of how to build similarity-based
CAMF. Other algorithms, using SLIM as the base, can be built in a similar
manner.

As mentioned before, the prediction function in similarity-based CAMF can
be shown in Eq. 8, and the loss function is described by Eq. 9. Assume, here ck
equations to <“Time =Weekday”, “Location = Home”>, and cE is the empty
contexts <“Time = N/A”, “Location = N/A”>. In ICS, contextual dimensions
are assumed as independent, so the context similarity between ck and cE can be
represented by follows.

sim1 = similarity(“Time = Weekday”, “Time = N/A”) (12)
sim2 = similarity(“Location = Home”, “Location = N/A”) (13)
Sim(ck, cE) = sim1 × sim2 (14)

Given the loss function in Eq. 9, what to be learnt are user and item vectors,
sim1 and sim2. Based on stochastic gradient descent, those parameters can be
updated as follows, where α is the regularization parameter and β is the learning
rate.

err = ruick − r̂uick (15)
−→pu = −→pu + β · (err · −→qi · Sim(ck, cE) − α · −→pu) (16)
−→qi = −→qi + β · (err · −→pu · Sim(ck, cE) − α · −→qi ) (17)

sim1 = sim1 + β(err · (−→pu · −→qi ) · sim2 − α · sim1) (18)
sim2 = sim2 + β(err · (−→pu · −→qi ) · sim1 − α · sim2) (19)

In LCS, each context condition is represented by a vector. Assume the vectors
for “Time = Weekday”, “Time = N/A”, “Location = Home”, “Location = N/A”
can be denoted by

−−→
VTw,

−−−→
VTna,

−−→
VLh and

−−→
VLna respectively. The context simi-

larity is still calculated by Eq. 27, but the individual similarity in each context
dimension is switched to be:

sim1 =
−−→
VTw · −−−→

VTna (20)

sim2 =
−−→
VLh · −−→

VLna (21)

What is being learned in LCS are the user and item vectors, as well as
those four vectors in this example. Accordingly, the updating functions for user
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and item vectors are the same as shown in Eqs. 22–24. The four vectors can be
updated as follows:

−−→
VTw =

−−→
VTw + β(err · (−→pu · −→qi ) · sim2 · −−−→

VTna − α · −−→
VTw) (22)

−−−→
VTna =

−−−→
VTna + β(err · (−→pu · −→qi ) · sim2 · −−→

VTw − α · −−−→
VTna) (23)

−−→
VLh =

−−→
VLh + β(err · (−→pu · −→qi ) · sim1 · −−→

VLna − α · −−→
VLh) (24)

−−→
VLna =

−−→
VLna + β(err · (−→pu · −→qi ) · sim1 · −−→

VLh − α · −−→
VLna) (25)

In MCS, we use a real value to represent the position of each context condi-
tion, e.g., T1 positions “Time = Weekday”, T0 denotes “Time = N/A”, L1 posi-
tions “Location =Home” and L0 indicates “Location = N/A”. The context sim-
ilarity is described as:

Dist =
√

(T1 − T0)
2 + (L1 − L0)

2 (26)

Sim(ck, cE) = 1 − Dist (27)

To make sure the similarity values are in the range [0, 1], the position of
each context condition should be limited to [0, 1√

D
], where D is the number

of context dimensions. Or, a better solution is to use bounded (or projected)
gradient method. Therefore, what to be learnt in MCS are user and item vectors
and those real values representing the positions of each context condition in the
multidimensional context space. The updating function for those positions can
be described as follows:

T1 = T1 + β(err · (−→pu · −→qi ) · T1 − T0

Dist
− α · T1) (28)

T0 = T0 − β(err · (−→pu · −→qi ) · T1 − T0

Dist
+ α · T0) (29)

L1 = L1 + β(err · (−→pu · −→qi ) · L1 − L0

Dist
− α · L1) (30)

L0 = L0 − β(err · (−→pu · −→qi ) · L1 − L0

Dist
+ α · L0) (31)

4 Experimental Evaluation

The number of context-aware data sets is quite limited because ratings in multi-
ple contexts are difficult to collect and user privacy is often a concern. In CARS
research, most publicly available data sets are collected from surveys, resulting
in small and sparse data sets. In this paper, we select three context-aware data
sets with different numbers of contextual dimensions and conditions. Restaurant
data [13] is comprised of users’ ratings on restaurants in city of Tijuana, Mexico.
Music data [3] captures users’ ratings on music tracks in different driving and
traffic conditions. The Tourism data [4] collects users’ places of interest (POIs)
from mobile applications. The characteristics of these data sets are summarized
in Table 3. For more specific information about the contextual dimensions and
conditions, please refer to the original papers using those data sets.
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Table 3. Context-aware data sets

Restaurant Music Tourism

Rating profiles 50 users, 40 items 40 users, 139 items 25 users, 20 items

2314 ratings 3940 ratings 1678 ratings

# of contextual dimensions 2 8 14

# of contextual conditions 7 34 67

Rating scale 1–5 1–5 1–5

4.1 Evaluation Protocols

We use five-fold cross validation on our data sets, performing top 10 recom-
mendation task and using precision and mean average precision (MAP) as the
evaluation metrics. Precision is defined as the ratio of relevant items selected to
number of items recommended in a specific context. MAP is another popular
ranking metric which additional takes the ranks of the recommended items into
consideration. It is calculated by Eq. 32, where M denotes the number of the
users, and N is the size of the recommendation list, where P (k) means the pre-
cision at cut-off k in the item recommendation list, i.e., the ratio of number of
users followed up to the position k over the number k, where m in ap@N denotes
the number of relevant items.

MAP@N =
M∑

i=1

ap@N/M , where ap@N =

N∑
k=1

P (k)

min(m, N)
(32)

For comparison purposes, tensor factorization (TF) [9] is chosen as a baseline
since it is an independent contextual modeling method. The proposed similarity-
based CSLIM and CAMF were built upon the SLIM and MF approaches,
therefore we would like to compare them with the deviation-based algorithms.
More specifically, CAMF [5] is selected as the baseline. We tried all three
variants: CAMF CI, CAMF CU and CAMF C, and only present the best
performing one, denoted as “CAMF-Dev”, in the following sections. Simi-
larly, we choose the best performing GCSLIM [23], denoted as “CSLIM-Dev”.
For the similarity-based context-aware recommendation algorithms, we simply
use “Algorithm-SimilarityModel” to present the algorithm, e.g., “CAMF-ICS”
denotes the similarity-based CAMF using independent context similarity mod-
eling. “CSLIM-MCS” indicates the similarity-based CSLIM using multidimen-
sional context similarity.

4.2 Analysis and Findings

The experimental results by similarity-based CSLIM approaches can be
described by the Fig. 3, and the results based on similarity-based CAMF can
be shown in Fig. 4.
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Fig. 3. Similarity-based CSLIM (x-axis denotes the number of recommendations.)

Overall Comparisons. The best performing algorithm is “CSLIM-MCS”
which denotes the similarity-based CSLIM using multidimensional context sim-
ilarity model. In Fig. 3, we can see that CSLIM-Dev always outperforms TF.
Not all the similarity-based CSLIM approaches are able to beat TF, e.g., in the
music data, CSLIM using the independent context similarity works worse than
TF. However, we can always find one similarity-based CSLIM that outperforms
both the TF and deviation-based CSLIM, suggesting that the context similarity
works well if appropriately designed. The similar pattern can be found in the
similarity-based CAMF approaches shown in Fig. 4.

In general, recommendation models using latent context similarity always
outperform the ones using independent context similarity, which reveals that the
LCS is able to successfully alleviate the sparsity problem mentioned previously.
In addition, multidimensional context similarity is the best representation for
context similarity at the price of increased computational effort, although this
can be alleviated through careful context selection or merging.

Comparisons Between Deviation-Based and Similarity-Based Models.
Similarity-based context-aware recommendation models are able to outperform
the best performing deviation-based algorithms when the context similarity is
appropriately represented. Generally, CSLIM-MCS is able to beat CSLIM-Dev,
and CAMF-MCS always outperforms CAMF-Dev in our three data sets. This
confirms that learning context similarity is a better way than modeling the con-
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Fig. 4. Similarity-based CAMF (x-axis denotes the number of recommendations.)

textual rating deviations in developing dependent context modeling approaches.
We expect similar benefits if the approach were applied to other recommendation
algorithms, e.g. the slope-one recommendation model.

Table 4. Comparison between CAMF and CSLIM

Comparisons Between CSLIM and CAMF. To compare CSLIM and
CAMF in both their deviation-based and similarity-based formulations, we
extracted the top-5 and top-10 precision and MAP values shown in Table 4.
(Only the best performing models are shown.) From the table, we can see that
CSLIM outperforms CAMF significantly when the same strategy (either devia-
tion or correlation modeling) is applied. CSLIM-MCS works the best in general.
It is not surprising, since earlier work [12] has demonstrated that SLIM is able
to outperform matrix factorization in many settings. The result that CSLIM
outperforms CAMF further confirms this pattern.
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Summary. Similarity-based context-aware recommendation algorithms are able
to outperform the deviation-based algorithms and the independent contextual
modeling approach (i.e., TF). CSLIM always outperform the CAMF when the
same strategy (either deviation-based or similarity-based modeling) is applied.
Choosing the appropriate representation for context similarity is important, since
it directly influences the performance of the similarity-based context-aware rec-
ommendation. In general, the multidimensional context similarity is the best
way to model the similarity of contexts at the price of computational costs, but
these costs can be alleviated by context selection.

5 Conclusions and Future Work

In this paper, we proposed the idea of similarity-based contextual recommen-
dation where context similarity is incorporated into the recommendation algo-
rithm. Specifically, we chose sparse linear method and matrix factorization as
two base algorithms. We then developed similarity-based contextual recommen-
dation algorithms by modeling the similarity of contexts in three different ways.
Our experimental results demonstrate that a multidimensional approach is the
best representation for context similarity, and that CSLIM-MCS works the best
among all compared recommendation algorithms.

One direction that we will explore in future work is to explore pre-selection
or other pre-processing approaches to reduce noise and improve the efficiency of
the multidimensional similarity model. Also, we believe the context similarity
can be incorporated into more other recommendation algorithms, such as slope
one recommender, which we will explore in the future. Furthermore, the corre-
lations or similarities between contexts could be used for interpretations, such
as interpreting emotional effects [19] in RS.
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Abstract. Things search engines play a key role in increasing the vis-
ibility of the emerging Internet of Things (IoT) paradigm. Developing
an innovative search approach is a fundamental step to lay the founda-
tions of future IoT search engines. Currently, the most adopted approach
for searching things is based on keyword search. Unfortunately, keyword
search does not provide enough functionality for an IoT search engine.
Correlating things based on their attributes is an emerging approach
which can potentially improve the IoT search process. Since in reality
there might exist a number of different correlations between a pair of
everyday objects, integrating and applying them in IoT search is chal-
lenging. In this paper, we propose the ECS (Extract, Cluster, Select)
framework. Our framework contains a novel approach to extract and
integrate different types of correlation graphs with a spectral clustering
method and a selection method to improve the coherence and the diver-
sity of top-k results for a given search query. We evaluate our framework
through extensive experiments using real-world datasets from different
domains of IoT applications. The results show that the quality of search
results improves greatly after we diversify the results of IoT data queries.

Keywords: Internet of Things · Clustering · Search engine · Correlation
graph

1 Introduction

Internet of Things (IoT) is a booming research and application area which aims
to connect everyday physical things to a global scale network via wireless and
identification technologies such as sensors and RFID. It revolutionizes a large
number of current applications in a wide variety of real-world domains. IoT
based solutions potentially provide competitive advantages in various key sec-
tors of society [6] such as smart cities, smart homes/smart building management,
health-care and security and surveillance. The IoT paradigm is not a hypothet-
ical concept any more as nowadays a large number of services provide tools for
publishing sensor data on the Internet. However, a major milestone in improving
the visibility of the IoT is to create future search engines for it.
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Some of the notable works in this area are as follows [20]: (1) Snoogle
and Microsearch [12,15]; (2) Dyser [8]; and (3) SPITFIRE [10]. Current search
engines perform the search using keyword based filtering. This kind of approaches
have limited applications in the context of the IoT due to the dynamic nature of
IoT. Some other recent approaches such as Context Aware Search [9] and Sensor
Similarity Search [13] provide more functionality to search in the IoT. However,
a glimpse into IoT applications reveals that supporting the correlations between
things yet remains undiscovered in the IoT search.

The formation of Social IoT [1] and the Semantic IoT [11] trigger the idea
of establishing correlation graphs for things inspired by social networks. Techni-
cally, it bears a good potential to support more complex queries and design more
effective search approaches by adopting the correlation graphs between things.

Although this idea may seem similar to making connections between peo-
ple through social networks, correlations in IoT are not established in the same
way. In IoT, correlations are extracted based on the attributes of things while
in social networks users contribute in establishing their relationships. Different
correlations between things are expressed and understood differently and thus,
can fall into different categories based on their definition and scope. For exam-
ple, a correlation that is defined based on location attributes is different than a
correlation which is defined based on ownership attributes. We consider Things
Correlation Graphs (TCGs) to represent things correlation networks. Each ver-
tex in a TCG represents a thing in IoT and each pair of vertices may be connected
through an edge of a specific type, which represents a correlation of that type.
Establishing correlations of different types can improve the depth of our model
from the real world. It becomes possible to apply more filters to get the related
things from the huge pool of things. Each type of edge is formed based on a
specific type of correlation. A non-exhaustive list of correlation types include
[1]: (1) Co-Location Object Relationship (CLOR): when a pair of things are in
the same location or very close to each other; (2) Parental Object Relationship
(POR): when a pair of things belong to the same production batch or the same
kind; (3) Social Object Relationship (SOR): when a pair of things belong to a
correlated pair of people; (4) Co-Work Object Relationship (C-WOR): when a
pair of things can generate/consume feed for/of each other; and (5) Ownership
Object Relationship (OOR): when a pair of things belong to the same person.

From the correlations mentioned above, researching SOR requires accessing
social network data and the ownership relations between users and objects. Due
to the security and privacy concerns, IoT and ownership data would not be found
easily. The same reason, affects our ability to research OOR as well. Furthermore,
researching C-WOR in which objects that can feed (I/O) each other are targeted,
requires a generic framework to match sensors and actuators. Therefore, as many
requirements are missing for other types of correlations, we limit the scope of this
paper to CLOR and POR only. However, extracting and maintaining different
types of correlations and searching things is still challenging due to the specific
nature of smart things in ubiquitous computing environment. An important
problem is how we can effectively manipulate correlations in the IoT to obtain
better search results when it is not clear that what kind of correlations are more
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Fig. 1. Example of various relationships between things and users in IoT

important for users search? If we pick only one type of correlation, would it harm
the diversity of the search results? The following example explains this issue.

Assume a user simply enters a query such as <"air","USA">. As shown in
Fig. 1, keyword filtering can yield four different types of things such as an oil
rig (v1) and a Buoy (v2) close to each other in the gulf of the Mexico as well
as two air quality eggs (v3 and v4) in two different places. We can see that v1
and v2 are almost in the same location and thus they are connected through a
co-location edge. This indicates a CLOR relationship between them. Meanwhile,
v3 and v4 belong to same type of sensors, and thus they are connected through
a parental relationship edge. This indicates a POR relationship between them.
Now, if we want to limit the number of things in the result to two items only,
how can we select them to best balance coherence and diversity? A selection of
{v3, v4} or {v1, v2} will improve the coherence, but the search result is limited to
just one type of correlation, leading to less diversity. In contrast, the selection
of {v1, v3} or other similar combinations will increase the diversity of the final
result but with less coherence. Thus, there will be a tradeoff between coherence
and diversity in the selection process.

In response to the above challenge, our main contributions are as follows:

– We formally define the characteristics of search results (coherence and diver-
sity) and use them to increase the quality of search in IoT. To the best of
our knowledge, our work is the first piece of research that investigates and
formulates different types of relationships.

– We propose a new framework, the ECS (Extract, Cluster, Select) framework,
to manage the coherence and diversity of search results. Our framework con-
tains a novel approach to extract and integrate different types of correlation
graphs with a spectral clustering method and a selection method to improve
the coherence and the diversity of top-k results for a given search query.

– We conduct extensive experiments to validate the effectiveness of our approach
using real-world datasets.

The rest of this paper is organized as follows. In Sect. 2, we use a graph based
data structure to formally define the problem and provides an overview of our
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methodology. Section 3 presents the technical details of our ECS approach. We
describe the results of experimental evaluation in Sect. 4. In Sect. 5, we review
the related work. Finally, we conclude the paper in Sect. 6.

2 Problem Statement

2.1 Problem Formulation

In this section we formally define various types of correlations and then the
problem. In this paper we focus mainly on two types of correlations: Co-Location
Object Relationship (CLOR) and Parental Object Relationship (POR).

Definition 1 (Thing). Suppose that V is the universal set of things and a
thing v ∈ V is an object connected to IoT where (1) (v.lat, v.lon) = v.l denotes
the location of the object composed of latitude v.lat and longitude v.lon; (2)
v.dt = {dti}m

i=1 and dti ∈ Td denotes a set of descriptive tags about v, where
Td is the universal set of keywords (descriptive tags); (3) v.lt = {lti}n

i=1 and
lti ∈ Tl where Tl is an alphabet consisting of location tags such as road names.

Definition 2 (Parental Object Relationship – POR). If σP (v, v′) ∈ [0, 1]
and τ ∈ [0, 1] denote the strength of POR and the similarity threshold, between
each given pair (v, v′) ∈ V ×V , a POR exists if the following equation is satisfied:

σP (v, v′) =
|v.dt ∩ v′.dt|
|v.dt ∪ v′.dt| ≥ τ (1)

Definition 3 (Co-Location Object Relationship – CLOR). Between each
given pair (o, o′) ∈ V × V , a CLOR exists if the following equation is satisfied:

σL(v, v′) =
|v.lt ∩ v′.lt|
|v.lt ∪ v′.lt| ≥ τ (2)

where σL(v, v′) ∈ [0, 1] is the strength of CLOR and τ is the similarity threshold.

Definition 4 (Things Correlation Graph (TCG)). A TCG is an undirected
graph denoted as G = (V,E,w) where (1) V is the universal set of things; (2)
E ⊆ V × V is the set of edges and each edge (v1, v2) ∈ E indicates a correlation
(either POR or CLOR) between v1 and v2; and (3) w : E → [0, 1] is the weight
function and w(v1, v2) represents the weight of relationship of edge (v1, v2).

Our goal is that given the set of TCGs for two types of relationships (POR
and CLOR), retrieve the most coherent and diverse results for a search query
issued by a user. The problem is formally defined as:

For a given query Q = <keyword,location>, we select the set of Things
(V ⊆ V ) with highest coherence and diversity which are ordered non decreasingly
by their matching scores. We compute the matching score from the following:

μ(Q, v) = w1
|Q.dt ∩ v.dt|
|Q.dt ∪ v.dt| + w2

|Q.lt ∩ v.lt|
|Q.lt ∪ v.lt| (3)
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where Q.dt and Q.lt refer to the descriptive (keyword) and location tags, respec-
tively. We obtain the coherence of the result set from the following equation:

φ(V) =
1

|V|2
∑

v,v′∈V
w1σ

L(v, v′) + w2σ
P (v, v′) (4)

We define search results diversity based on the selection size as follows:

δ(V) =
k × |C∗|
n × |C| (5)

where C∗ denotes the clusters with selected nodes, C denotes the set of all
clusters, k is the number of nodes in the top-k result and n denotes the number
of selected nodes.

For α, β ∈ [0, 1] s.t. β = 1 − α, the objective function f : 2V → [0, 1] is
defined as follows:

f = α × φ(V) + β × δ(V) (6)

2.2 Methodology

Figure 2 shows the general structure of our framework and how it is evolved from
the traditional approach.

Fig. 2. Components of the ECS framework

As mentioned, current IoT search engines deploy a simple keyword based
search strategy based on the crawled data from the IoT. The initial steps are
TCG Construction and then Clustering. The next step is Selection which is
performed on clusters. In our framework, we integrate different types of TCGs
and cluster the vertices into a set of different clusters. Then, in the next step,
we prepare the top-k results for a given search query.

3 ECS Approach

3.1 TCG Construction

Given a set of things represented by V = {vn
i=1} ∈ R

m, their correlation graph
TCG (Definition 5) is an undirected weighted graph TCG =< V,E,W >, where
V denotes all the things, E ⊆ V × V is the edges of TCG, the weighted matrix
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Algorithm 1. �1-based Thing Correlation Graph Construction
Input: A collection of feature vectors of things V = {v1, .., vn}, vi ∈ R

m

Output: Similarity matrix W ∈ R
n×n

1: Each vi is normalized to be vi =
vi

||v||22
;

2: for i = 1 → n do
3: Vi = [V\vi|I] ∈ R

m×(m+(n−1)) ;

4: minŵi
||w||1 s.t., ||vi − Bwi||2 = 0, w ≥ 0;

5: for j = 1 → i − 1 do
6: if (1 ≤ j ≤ i − 1) then

7: W(i, j) = wj
i ;

8: if (i + 1 ≤ j ≤ n) then

9: W(i, j) = wj−1
i ;

10: return W

W can be obtained using �1-based one-to-all sparse graph based reconstruction,
in which each thing can be considered as a linear span of other things in the
dataset. Given a set of things V = {vn

i=1} ∈ R
m, for each thing vi, its simi-

larity/affinity with other things can be obtained by vi = Viw, where vi ∈ R
m

is the sample to be reconstructed, w ∈ R
n is the reconstruction coefficients,

Vi = V\vi = [v1, ..., vi−1, vi+1, ..., vn] ∈ R
m×(n−1), which is formed by other

objects in the dataset except for object vi. The reconstruction coefficients of vi

can be computed using the objective function:

min
ŵ

||ŵ||1, s.t. vi = Viw (7)

where || · ||1 is the �1 norm, tending to minimize the �1 norm of reconstruction
error. Since the relations of nodes on a graph is supposed to be non-negative,
we impose an extra constraints on Eq. 7, which is formulated as:

min
ŵ

||ŵ||1, s.t. vi = Viw, wj
i ≥ 0 (8)

The construction process is summarized in Algorithm 1. Algorithm 2 summarizes
the clustering process using the weighted matrix generated by Algorithm1. In
this way, the algorithm can adaptively select the neighbors for each data point
and at the same time the similarity matrix indicating pointwise similarity is
automatically derived from the calculation of these sparse representations. It
automatically leads to a sparse solutions, which means the thing correlation
graph would be a sparse graph.

3.2 Clustering

After the previous step, we obtain a sparse representation for each data points
whose nonzero elements ideally correspond to points from the same subspace.
To infer the cluster of each data points on TCG into different subspaces using
the sparse coefficients ŵ ∈ W, we first employ spectral clustering techniques
to extract more informative structures by computing the first K eigenvectors of
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Algorithm 2. Subspace Clustering on Weighted Matrix W of TCG
Input: Weighted matrix W of TCG
Output: Clustering membership for each data point vi

1 Normalizing columns of W as W(:, i) ← W(:, i)

||W(:, i)||∞
;

2 Symmetrizing W =
1

2
(W + WT );

3 Computing graph Laplacian matrix L = I − D−1/2WD−1/2, where D = [dij ] is a diagonal
matrix with dii =

∑
j wij ;

4 Computing k eigenvectors of L corresponding to k largest eigenvalues, and form the matrix
C = [c1, ..., ck];

5 Performing K-means using C;
6 Assign each data point vi to cluster j if the i-th row of the matrix C is assigned to the

cluster j;
7 return the set of clusters;

graph Laplacian of W, the graph Laplacian can be computed as

L = I − D−1/2WD−1/2 (9)

where D = [dij ] is a diagonal matrix with dii =
∑

j wij . D−1/2 indicates the
inverse square root of D. The Laplacian is symmetric positive semidefinite, and
its first K eigenvectors corresponding to K smallest eigenvalues can be com-
puted. Thus, we can perform kmeans to cluster all the data points.

Time Complexity Analysis. Sparse similarity W construction and k-means
based spectral clustering would be two main stages of consuming computational
resource. As we know, efficiency is crucial, especially we will deal with a large
amount of ubiquitous things. We briefly draw some analysis of time complexity
of our method and how to adapt our proposed approach in a scalable way to
match the needs of IoT.

We adopt the �1 sparse representation to decode the similarity of queries and
the training dataset, which is the most expensive part of our proposed method.
Given a collection of data points (i.e., each object can be considered as a virtual
data point), �1-graph finds a sparse representation for the object using all other
objects in the dataset and builds a similarity graph using the representation
coefficients. The sparse similarity graph needs an iterative optimization process
for respective objective function, and has no closed form like �2 norm. In our
implementation, we adopt Homotopy algorithm based fast solver, where each
step of the algorithm involves the rank-one update of a linear system. If the
whole procedure stops in K steps, yielding a solution with K nonzeros, its overall
complexity is bounded by 4Kd′2/3 + Kd′n + O(Kn), where d′ is the dimension
of the reduced features and n is the number of the training samples. To further
reduce the complexity, we sparsely reconstruct each data point from its k nearest
neighbors in feature space instead of using all the other samples. In this way, the
searching space of constructing TCG will be reduced from n − 1 to k (k < n).

On the other hand, k-means algorithm employs an iterative procedure. At
each iteration, one finds each data point’s nearest center and assigns it to the
corresponding cluster. Cluster centers are then recalculated. The procedure stops
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Algorithm 3. Node Selection
Input: A collection of Clusters C = {Ci}N

i=0; k the size of the result set; Query Q; and α, β
Output: An ordered set of things V for which |V| = k
1: Filter the nodes in clusters set C based on the features specified in the query Q;

2: for i = 1 → |C| do
3: m = random(vx) ∈ Ci;

4: for vz ∈ Ci do
5: if

∑
vy∈Ci

W(z, y) >
∑

vy∈Ci
W(z, y) then

6: m = v;

7: V ← V + m;

8: Ci ← Ci\m;

9: if (|V| < k) then
10: Add select(updated C, k − |V|, Q, α, β) to V;

return V;

after reaching a stable error function value. Since the algorithm evaluates the
distances between any point and the current k cluster centers, the time complex-
ity of k-means is O(nk2), where n is the number of data points and k number
of clusters. However, since its weight matrix W is a sparse similarity matrix
as well, we can use sparse eigensolvers to accelerate the computation of top K
eigenvectors from Laplacian matrix L, e.g., ARPACK [4], which can reduce the
time complexity of computing eigenvectors from O(m3) to ∼ O(nm).

3.3 Selection

To make this selection, we can pick a single node from each cluster and add it to
the result set. We can use different strategies in the selection step. For example,
one can choose elements based on their similarity values, or the medoid element
of each cluster. However, the quality of the final results highly depends on the
quality of the selection strategy [14]. We propose to implement a selection strat-
egy in such a way that can satisfy the following conditions: (i) The set of things
in each cluster have the most similarity to each other while the inter-cluster
similarity is minimized; and (ii) The returned results maximize the objective
function which aggregates the coherence and the diversity of the result set. We
select the nodes with maximum similarity index to intra-cluster nodes.

Algorithm 3 summarizes the steps of our selection strategy. The algorithm
takes a set of parameters including the clusters from the clustering step, the
expected size of the result k, the query Q and the tradeoff coefficients α and β.
The algorithm initializes V in the first turn (Lines 1–8) to cover conditions (1)
and (2). First, the set of nodes are filtered based on the keywords from the query
(Line 1). Then the algorithm iterates through all of the clusters with a for loop
(Line 2), picks a random node from the cluster Ci as its medoid (Line 3), and
iterates through the remaining nodes in the cluster (line 4) to find nodes which
have less intra-cluster dissimilarity with other nodes. Once a new optimal node
is found, it is replaced by the selected medoid (Lines 5–8). Later the medoid
is added to V and removed from Ci (Lines 9, 10). The algorithm recursively
calls itself with subtracted V from the clusters k is greater than k (Lines 12–14).
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Finally, set V is returned. The order of execution for the Algorithm3 for a small
k is n + KO(kn)

k as it is mainly composed of keyword based filtering, a loop
through all clusters and their nodes and a recursive call. This order for the case
of K = k is reduced to n + O(kn) as the need for a recursive call is removed.

4 Experimental Results

We perform extensive experiments to evaluate the effectiveness of our approach.
We use real-world datasets to ensure that the proposed approach works under
different conditions. We implemented our framework and experiments in R pro-
gramming language with ggmap1. The experiments were performed on a com-
puter with 2.5 GHz core-i5 processor and 8 GB of RAM. In this section, we first
describe the characteristics of datasets we used, and then present the results
from experimental evaluation and discuss the findings of our research.

4.1 Datasets

Nowadays, many of IoT applications such as intelligent transport systems and
environmental sensing are publishing their data on the Internet. IoT search
engines such as Thingful2, rely on this type of data. We use the following real-
world datasets to evaluate our work:

1. Vehicle Trajectory Data: It contains nearly 16,000,000 trajectories for 10,357
taxicabs in the city of Beijing in a one week period [19]. We model the area
of the city with a 76 × 76 grid of cells.

2. Weather Sensor Data: We also used a dataset known as LinkedSensorData3,
which is an RDF dataset containing expressive descriptions of nearly 10,000
weather stations in the USA. The data originated at MesoWest4. It con-
tains the observations from weather sensor measurements such as tempera-
ture, pressure, wind speed, humidity, etc. The dataset contains 1,730,284,735
triples from 159,460,500 observations during major hurricanes. We accompa-
nied every sensor’s data with location tags from GeoNames5.

3. Query Data: we used a real-world dataset consisting of 136,746 queries
between Feb, 2014 to Feb, 2015 from Thingful search engine. This dataset
is not IoT data, but we used it for query generation and analysis. Figure 3
shows distribution of most popular keywords in the queries dataset.

First we performed a dataset analysis on each dataset we have used. After
computing the weights matrix W, we normalized the matrices and obtained the
graph for both of the real-world datasets. Figure 4(a) shows a partition of the
integrated TCG for the vehicles trajectory dataset. Comparing with Fig. 4(b)
which shows a partition from weather stations dataset, the graph of the first
dataset is far more scarce than the graph for the first dataset.
1 http://cran.r-project.org/web/packages/ggmap/index.html.
2 http://thingful.net.
3 http://wiki.knoesis.org/index.php/SSW Datasets.
4 http://mesowest.utah.edu/index.html.
5 http://www.geonames.org/.

http://cran.r-project.org/web/packages/ggmap/index.html
http://thingful.net
http://wiki.knoesis.org/index.php/SSW_Datasets
http://mesowest.utah.edu/index.html
http://www.geonames.org/
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Fig. 3. Distribution of query keywords from Thingful dataset

Figure 4(c) depicts a map of Beijing and the trajectory data along with the
status of the vehicles. Figure 4(d) shows the result of clustering using 10 near-
est neighbors and can be compared to Fig. 4(e) which depicts the same dataset
clustered with 30 nearest neighbors. As the figures show, we end up with a
less number of same color patches in the second figure. For the weather sta-
tion dataset, Fig. 4(f) depicts the location and altitude of weather station across
North America. Clustering this dataset is more challenging as things have more
common features and as Fig. 4(i) shows, the density of 3D location distribu-
tion for a large part of the data is concentrated around two points. Figure 4(g)
shows the result of clustering using 5 nearest neighbors and can be compared to
Fig. 4(h) which depicts the same dataset clustered with 200 nearest neighbors.
We observed that the geographical distribution of clusters increases when we
increase the number of nearest neighbors.

4.2 Results

In our experiments, our target is to investigate the answers to the following
questions: (i) How do different methods react to different ratios between α and
β? (ii) What would be the outcome for different amount of k in the initial
clustering? (iii) Which selection approach would be more effective?

We compared our approach with other thing selection approaches including
Fixed Length Selection (FLS - selecting random k nodes), Maximum Similar-
ity Selection (MSS - selecting things with highest augmented μ), k-Medoids
Selection (KMS - our approach) and Plain Selection (PS) which is the current
approach used by Thingful and other works.

For varying α and β, in Fig. 5(a), we compare the final ranking scores for
different ratios of α and β between different other selection approaches. As we
increase the ratio from 1 to 10, the final score for MSS approach increases to
meet FLS score. As FLS and KMS strategies both experience a slight increase
in their final scores for greater amounts of α, it shows that the MSS is better
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Fig. 4. (a) TCG for trajectory dataset; (b) TCG for weather stations dataset (c) Tra-
jectory dataset mapped onto Beijing area; (d) Results of clustering with 10 nearest
neighbors; (e) Results of clustering with 30 nearest neighbors; (f) Weather stations
dataset mapped onto North America; (g) Results of clustering with 5 nearest neigh-
bors; (h) Results of clustering with 200 nearest neighbors; (i) Distribution of 3D loca-
tion data for weather stations; (j) Selection results from the trajectory dataset; (k)
Selection result from the weather stations dataset

in providing more coherent results but the KMS performs stronger in overall
distribution of diversity and coherence.

To answer the last question, we investigated the coherence and diversity of
results for each one of the object selection strategies. Figure 5(b) compares the
coherence of the outcomes for varying k. As shown, the KMS method outper-
forms other methods in terms of results coherence. While the coherence scores
of PS are quite steady, MSS and FLS methods fluctuate dramatically.
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Fig. 5. (a) Trajectory dataset selection score analysis for different ratios of α and
β; (b) Trajectory dataset coherence for different amounts of k; (c) Trajectory dataset
diversity for different amounts of k;(d) Weather stations dataset selection score analysis
for different ratios of α and β; (e) Weather stations dataset coherence for different
amounts of k; (f) Weather stations dataset diversity for different amounts of k

Finally, Fig. 5(c) compares the diversity of the outcomes for different meth-
ods. The diversity index for the results of KMS method constantly remains as
1.00 for varying amounts of k as one vertex is selected from each cluster. For
MMS method, the diversity of results improves to a limit as k is increased. As
the figure shows, both of the PS and FLS methods perform very poorly in terms
of diversity. Due to the fact that the weather sensors dataset generates a much
denser graph than the trajectory dataset, it is more challenging for our approach
to improve the coherence, the diversity and as a result the overall score of the
selected k things. However, as Fig. 5(d) shows, the KMS method outperforms
other methods when the coherence has a higher weight (≥ 1/7β). For higher val-
ues of α, the MSS method outperforms KMS as the graph is very dense and its
nodes have a very strong correlation. Figure 5(e) compares the coherence of the
results for a varying amount of k. As the Figure shows, the MSS approach out-
performs other approaches in terms of coherence but their difference decreases
as k is increased. Figure 5(e) compares the diversity of the outcomes for different
methods. The diversity index for the results of KMS method remains 1.00 for
varying amounts of k as one vertex is selected from each cluster.

To conclude, the experimental results show that our approach improves the
coherence and diversity compared to the current and baseline approaches. Our
findings show that our approach performs better on sparse graphs although it
improves the overall results score from dense graphs as well.

We feature the nodes along with filtering criteria based on different types of
correlations to simplify the final filtering for users (Fig. 4(j) and (k)). Thus, the
users will not have to go through all existing things in the dataset.
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5 Related Work

In this section we review works related to search based on social relationships
and IoT search engines.

In [2] the details of anatomy of a social search engine, namely Aardvark, have
been discussed. The search process in Aardvark is based on the village search
paradigm in which people use natural language to ask questions and answers
are generated in real-time by someone from the village and trust is based on
intimacy. Main components of Aardvark are as follows: Crawler and indexer,
Query analyzer, Ranking function, UI. To index the relationships and affiliation
of users, social graph structure has been deployed. Aardvark is a social search
engine designed to index people and propose the best users to answer a question
given by a user and the results are ranked based on factors such as topic expertise,
intimacy (connectedness) and activity (availability).

Microsoft SensorMap [7] and linked sensor middleware [3] support search for
sensors based on textual metadata that describes the sensors (e.g., type and loca-
tion of a sensor, measurement unit, object to which the sensor is attached). Such
metadata is often manually entered by the person who deploys the sensors. Other
users can then search for sensors with certain metadata by entering appropriate
keywords. There are efforts to provide a standardized vocabulary to describe
sensors and their properties such as SensorML6 or the Semantic Sensor Net-
work Ontology (SSN)7. Unfortunately, these ontologies and their use are rather
complicated. It is problematic that end users are able to provide correct descrip-
tions of sensors and their deployment context without the help from experts. In
other words, this type of solutions are time-consuming as they require the prior
knowledge, e.g., define the descriptions of things and their corresponding char-
acteristics under a uniform format. Furthermore, these solutions do not exploit
the rich information about user’s historical interactions with things, containing
implicit relations of different entities, e.g., if some users have the similar usage
pattern on some things, which may indicate close connection of those things.

Another alternative approach for searching things is based on search-by-
example. The work in [13] adopts this approach to sensors, i.e., a user provides a
sensor, respectively a fraction of its past output as an example, and requests sen-
sors that produced similar output. Ostermaier et al. [8] propose a real-time search
engine for Web of Things, which allows searching real-world entities having cer-
tain properties. They associate a Web page to a real-world entity (e.g., a meeting
room) containing additional structured metadata about the sensors connected
to it. This method takes care of the valuable information of historical data, but
misses the relations among contextual information. Maekawa et al. [5] propose
a context-aware web search in ubiquitous sensor environments, and Yao et al.
[16,18] construct the models that captures the pairwise relations between things
via mapping the contextual information into separate graphs. However, more
complex relations between heterogeneous objects can not be captured in these

6 http://www.opengeospatial.org/standards/sensorml.
7 http://www.w3.org/2005/Incubator/ssn/ssnx/ssn.

http://www.opengeospatial.org/standards/sensorml
http://www.w3.org/2005/Incubator/ssn/ssnx/ssn
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works. Hypergraph-based model is another approach to capture the high-order
and complex relations among things [17]. However, the complexity of processing
hypergraph problems is more than the complexity of graph problems and those
models, can be considered as a future extension for correlation management in
large scale systems.

6 Conclusion

Building enterprise search services is considered as one of the most significant
steps in IoT research area. We proposed a novel design for framework compo-
nents using techniques such as k-Nearest Neighbors, Spectral Clustering and
k-Medoids Clustering. We assessed the proposed framework using a number of
the real-world datasets and showed that our approach can improve the coher-
ence and diversity compared to the current and possible substitute approaches.
Our framework supports two types of correlations including Co-Location Object
Relationship and Parental Object Relationship. One of the future directions for
this research is to extend the framework to support other types of correlations
such as Social Object Relationship. We also target to extend the solution over
time series and uncertain IoT data to provide more accurate search results.
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Abstract. Twitter users post observations about their immediate envi-
ronment as a part of the 500 million tweets posted everyday. As such,
Twitter can become the source for invaluable information about objects,
locations, and events, which can be analyzed and monitored in real time,
not only to understand what is happening in the world, but also an
event’s exact location. However, Twitter data is noisy as sensory values,
and information such as the location of a tweet may not be available,
e.g., only 0.9 % of tweets have GPS data. Due to the lack of accurate and
fine-grained location information, existing Twitter event monitoring sys-
tems focus on city-level or coarser location identification, which cannot
provide details for local events. In this paper, we propose SNAF (Sense
and Focus), an event monitoring system for Twitter data that empha-
sizes local events. We increase the availability of the location informa-
tion significantly by finding locations in tweet messages and users’ past
tweets. We apply data cleaning techniques in our system, and with exten-
sive experiments, we show that our method can improve the accuracy of
location inference by 5% to 20 % across different error ranges. We also
show that our prototype implementation of SNAF can identify critical
local events in real time, in many cases earlier than news reports.

Keywords: Twitter · Microblog content classification · Location infer-
ence · Event detection

1 Introduction

A micro-blogging service such as Twitter allows its users to conveniently create
and publish tweets, which are short messages of maximum 140 characters and are
immediately available for anyone to read online. As Twitter has gained enormous
popularity over the past five years, the number of users and published tweets has
increased significantly. Nowadays, 284 million active Twitter users generate 500
million tweets every day1. Moreover, as a direct consequence of the increasing
popularity of smartphone, 80 % of Twitter users use their mobile phones to
create tweets (See footnote 1). The use of mobile platform for tweeting implies
that users can conveniently report current events and objects in their physical
vicinity.
1 https://about.twitter.com/company.
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In this paper, we assume that a user is an ordinary person, as opposed to a
community or a corporation. A user’s tweet can be a description of the user’s
mood, a message to a friend, or a link to an online article the user wants to
share. A user may also post observations of surrounding environments, such as
“the air is fresh”, or “I just saw a homeless man outside of the church”. We call
this type of tweets immediate observations, because they describe the state of
the observed object, person, or event, at the time and location when and where
the user posts the message.

The immediate observations of Twitter users can be seen as reading values
of some sensory devices [16]. Take, for example, a user posting a tweet in Times
Square on Tuesday morning, saying “the air is fresh”. This can be seen as an air
quality sensor installed in Times Square that just recorded a good reading on
Tuesday morning. An immediate observation posted on Twitter can be converted
to sensory values, if the time and location of the tweet are known. Given the
high density of Twitter users in urban areas, the perspective of Twitter users as
sensors instantly provides a dense virtual sensor network, by which some events
and objects of interest can be monitored. Several works have proposed using
tweets as sensory values to monitor environmental disasters [14,16]. However,
due to the lack of accurate and fine-grained location information, existing event
monitoring systems for Twitter data only identifies city-level or coarser locations,
and cannot provide accurate details for local events [14,22].

In this paper, we propose SNAF (Sense and Focus), an event monitoring
system that captures local events reported on Twitter and accurately infers event
locations. SNAF implements a location inference mechanism based on a large
gazetteer and distance-based data cleaning algorithms. It also takes the poster’s
past tweets as sources to increase the availability of location information. Given
the accurate and high-recall location information provided by the mechanism,
our system is able to successfully capture local events, even before news reports.
The main contributions of our work are summarized as follows:

– We propose a method that converts immediate observations of events and
objects of interest reported on Twitter into sensory values. We employ a
classifier-based filter that collects relevant tweets, organize a gazetteer gen-
erated from DBpedia data, and use users’ past tweets as sources of location
information. By identifying place names in tweet messages and users’ tweet
histories, we increase the availability of location information significantly.

– We select and implement two existing distance-based sensor data cleaning
algorithms for improving the accuracy of location inference, and conduct
comprehensive experiments to test them. Our experimental results with real
Twitter data show that, comparing to the existing approaches, our method
improves the accuracy of location inference by 5 % to 20 % across different
error ranges.

– We show the potential of further use of converted sensory values from observa-
tion tweets, by designing and implementing an event monitoring system, which
aggregates immediate observations of an event or an object of interest based
on their locations. We verify the system by comparing the detected events to
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relevant news articles, and find that the event detected by our system are in
many cases several hours faster than news articles, while the locations inferred
are accurate comparing to the locations reported in the news.

The remainder of this paper is organized as the following: in Sect. 2, we
discuss the related works. In Sect. 3, we present SNAF and the details of its
components. In Sect. 4, we report our experiments for immediate observation
classification accuracy, location inference accuracy, event detection for real world
events. Finally, Sect. 5 provides some discussions on the proposed system and
Sect. 6 offers some concluding remarks.

2 Related Work

Our work follows a current research trend of converting microblog messages to
sensory values. Sakaki et al. [16] proposed and investigated the idea of using
tweets as sensory values for environmental event monitoring. Their results show
that the use of tweets as sensory values is feasible. In a later work, they extended
the system to predict typhoon movements using tweet messages [17].

Current researches on location inference on Twitter focus on different gran-
ularities. A category of research aims at inferring city-level locations [4,5,13].
Li et al. [13] inferred tweet location by first inferring the user’s home location,
relying on the home location entries in Twitter’s user profiles, which are usually
entered as cities. Graham et al. [4] also exploited home location entries in user
profiles for inferring the location of the tweets and users.

Another category of research aims at inferring finer-grained locations [6,12,
14,18]. Li et al. [12] trained a classifier to associate placenames found in tweet
messages with formal names, based on Foursquare data. Ikawa et al. [6] inferred
tweet locations by matching the tweet with tweets with known locations using
cosine similarity, and also based on Foursquare data. Foursquare is a location-
based service that provides place-coordinate association for commercial places
such as hotels and restaurants. Schulz et al. [18] leveraged DBpedia for iden-
tifying places in tweet messages, but resulted in large errors, with the median
error distance of 1,100 km. DBpedia is a large user-contributed database for
name-entities used in the Web [1]. Using a generation tool called DBpedia Spot-
light [3], we can generate a gazetteer containing more than 800,000 places with
respective GPS coordinates, which covers a large number of street-level places.
However, as we will discuss below, such large gazetteer will make location infor-
mation very noisy.

The earthquake and typhoon detection system proposed in [17] takes all tweets
containing the keyword as the tweets for a single event, assuming that earthquakes
and typhoons do not occur frequently. Local events such as vehicle crashes occur
in much higher frequencies with smaller impact areas. Local event detection thus
requires clustering, preferably with location information [13,15,22]. Unankard
et al. [22] proposed an event detection method based on clustering of words. They
relate events to locations, but only at a country-level. Li et al. [13] proposed a
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classification-based event detection method for crime and disaster events, with a
location extraction component focuses on city-level locations. The lack of accu-
rate and fine-grained location information is the main issue that prevents existing
event monitoring systems from obtaining local details.

Noisy sensor readings have been extensively studied in sensor networks.
Basic techniques include temporal and spatial aggregation using mean or median
[7,23,24]. Particularly, the median is effective for avoiding extreme outlier values
in the dataset [23]. More advanced techniques identify and remove outliers in the
dataset, based on distance measures or clustering. Since it is straightforward to
interpret the distance of two location points, the distance-based outlier detection
is particularly suitable for location data. Subramaniam et al. [20] and Branch
et al. [2] both used k-Nearest Neighborhood (KNN) for identifying outliers. An
issue for using KNN is to choose the proper distance threshold that excludes the
outliers. Sheng et al. [19] proposed two KNN-based outlier detection algorithms,
using a fixed distance threshold and a relative distance threshold, respectively.

3 Sense and Focus: Event Monitoring with Location
Inference

SNAF consists of a Sense component and a Focus component, as illustrated
in Fig. 1. To Sense, SNAF filters immediate observations of certain events or
objects of interest from Twitter streams. To Focus, SNAF infers the location
of each report, and aggregates reports based on their locations for detecting
local events. As mentioned earlier, the main issue for event detection system
for Twitter data is the lack of accurate and fine-grained location information.
SNAF challenges this issue by using a large gazetteer and users’ past tweets to
increase the availability of location information, and applying sensor data clean-
ing techniques to remove the noises in the data. In this section, we discuss the
Sense component’s immediate observation filtering, and the Focus component’s
placename extraction, location resolution using past locations, and aggregation
for event detection.

Fig. 1. The overall architecture of SNAF: sense and focus
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3.1 Filtering Immediate Observation Reports

Immediate observation reports are tweets describing an event or an object of
interest that users found in their immediate environment. Twitter allows a devel-
oper to monitor all tweet traffic using keywords, but not all tweets containing a
chosen keyword are immediate observation reports. The purpose of our filter is to
select, as accurate as possible, immediate observation reports from other tweets
containing the keyword. Although observations on different events and objects
of interest have similar expressions, different keywords have very different ways
of being mentioned. For example, crash often refers to a character in a popular
TV show in recent tweets, and shooting is often mentioned in messages about
movie productions, instead of crimes we want to monitor. While it is possible to
make a general filter that applies to all immediate observation tweets, to achieve
higher accuracy, we prefer to produce different filters for different keywords.

The accuracy of a classifier for natural language processing strongly depends
on the features selected. We observe that the two words preceding and follow-
ing the keyword is often sufficient to determine the meaning of the keyword in
the tweet. Immediate observation reports usually have similar words just before
the keyword, such as “saw a”, or “to a”. Also the hashtags contained in a tweet
message can be helpful for deciding true or false-positive. For example, the hash-
tag “#NYMed” is associated with a medical documentary series broadcasted on
TV, and tweets referring to homeless people appeared in it are not what we con-
sider as immediate observations. But a hashtag representing a city name, such
as “#Manchester” or “#Boston”, is often associated with an immediate obser-
vation, as a way the user expresses the location of the observation. We choose
five features for training our classifier, two words before the keyword, two words
after the keyword, and the first hashtag word. If no such a word is present, null
is placed. A similar approach is used in [17].

3.2 Location Extraction for a Single Tweet

To infer the location of a report, we consider the tweet text as well as past
tweets of the user who made the report as sources of locations. For each of
these tweets, we run a gazetteer-based name extraction by comparing the words
in the tweet text with gazetteer entries. We generated our base gazetteer using
the latest version of DBpedia geo-coordinate dataset2 and the DBpedia Spotlight
name generation tool [3]. DBpedia is a user-contributed name-entity database for
Internet-of-Things data lookup, and in a recent version (See footnote 2) includes
4.58 million names or things. The geo-coordinate dataset contains a subset of
these names that are associated with a geo-coordinate. DBpedia Spotlight can
track the usage of these names in Web documents such as Wikipedia pages, and
produce a gazetteer containing formal and informal names. Our base gazetteer
contains more than 800,000 entries and covers a large number of street-level
places, including their formal and informal names.

2 http://wiki.dbpedia.org/Datasets.

http://wiki.dbpedia.org/Datasets
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Using a large gazetteer such as our base gazetteer has a significant computation
overhead. Furthermore, it also contains a large number of names that are usually
not referring to a place when people mention them on Twitter. Therefore removing
less meaningful entries from the dictionary helps both the efficiency and accuracy
of the system. We use a heuristic to automatically refine the gazetteer. First we
collect a set of GPS-enable tweets and extract locations from the messages using
the base gazetteer. The extracted locations are compared with the GPS data. If
the difference between the extracted location and the GPS data is larger than an
acceptable threshold λ, we count a hit for the location. If the difference is larger
than a rejection threshold θ where θ > λ, we count a miss for the location. Usually
a common location word will be extracted more than once. After the process, each
extracted location will have a hit number and a miss number. Now we pick the
locations with at least one hit to put in the refined gazetteer, but if the number
of misses is more than half of the total extraction number, we remove it from the
refined gazetteer. The purpose of this heuristic is to keep all the gazetteer entries
relevant to the GPS data, with respect to the training dataset. In our experiments
we chose θ = 10 km and λ = 300 km. These numbers are relatively stricter because
we focus on smaller granularity, but different numbers can be chosen with different
requirements in error tolerance.

3.3 Location Resolution Given Past Locations

When considering the past tweets from a user, we can generally extract a hand-
ful of past locations. The past tweets of Twitter users are publicly accessible
through the timeline API provided by Twitter3, with a restricted availability of
a maximum of 3,000 most recent tweets. About 5 % tweets have a placename that
can be identified using DBpedia-based gazetteer [18]. We conducted an experi-
ment to analyze 1,000 random tweets and found that, while only 0.9 % of tweets
have GPS tags, 87 % of the 982 users who made these tweets have at least one
extractable placename in their past tweets, and 68 % of them have more than
ten. By using placenames extracted from past tweets to infer the current loca-
tion, we can effectively associate location information with a significant portion
of tweets.

Various techniques have been proposed to infer the current location of an
object based on past locations, such as Kalman filters and Particle filters. Since
it is difficult to define a dynamic model for the movement of Twitter users,
the Bayesian Filter-type inference techniques are ineffective. In sensor networks,
a common way to aggregate spatial data is using the average. Particularly,
median aggregation is effective for avoiding extreme values in the dataset [23].
More advanced techniques identify outliers in the dataset, which are removed
before the data aggregation. Since it is straightforward to interpret the distance
between location points, we choose two representative distance-based outlier
detection techniques from the sensor network literature, called DK-Outlier and
NK-Outlier [19]. Both outlier detection techniques are based on the k-Nearest

3 https://dev.twitter.com/rest/public/timelines.

https://dev.twitter.com/rest/public/timelines
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Neighbor (KNN). Given a set of locations H, and a location l ∈ H, let V (l) be
the distances from l to all other locations in H, sorted in ascending order. Then
Vk(l) is the distance from l to its k-th nearest neighbor. Introduced in [9], given
an acceptable distance threshold d, a location l is a DK-Outlier if Vk(l) ≥ d.

NK-Outlier is a new type of outlier proposed by [19]. NK-Outlier detection
sets a relative distance threshold based on comparison between locations in the
dataset. Given n, the number of other locations in the data a location needs to
be comparable in order to be considered acceptable, a location l is a NK-Outlier
if there are no more than n − 1 other locations p, such that Vk(l) < Vk(p). The
choice of d, n and k depends on the desired data accuracy and expected errors in
the dataset. The algorithms for removing DK-Outlier and NK-Outlier are shown
below as Algorithms 1 and 2.

Algorithm 1. Removing DK-Outlier
1: H ← extracted past locations of the user
2: R ← null
3: for each l ∈ H do
4: V ← distances from l to all other locations in H
5: V S ← V sorted in ascending order
6: if V Sk < d then
7: add l to R
8: end if
9: end for

10: remove all l ∈ R from H

Algorithm 2. Removing NK-Outlier
1: H ← extracted past locations of the user
2: R ← null
3: for i ← 1 to |H| do
4: V ← distances from Hi to all other locations in H
5: V S ← V sorted in ascending order
6: Ki ← V Sk

7: end for
8: for i ← 1 to |H| do
9: count ← 0

10: for j ← 1 to |H| do
11: if Kj ≥ Ki then
12: count++
13: end if
14: end for
15: if count < n then
16: add l to R
17: end if
18: end for
19: remove all l ∈ R from H
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When examining the data, we notice that users may have a burst of interest
in a certain location, and post messages about this location intensively within
a short period of time. This phenomenon often distorts the location inference
significantly. Therefore we propose a compression algorithm, called burst com-
pression, which basically removes consecutive occurrences of a location within
three days from the first occurrence, as shown in Algorithm 3. This algorithm
can be added to the above outlier removal algorithms as a pre-processing step.

The final inference of the location is thus the median location of all remaining
locations extracted from the user’s past tweets, after outliers are removed.

Algorithm 3. Burst Compression
1: H ← extracted past locations of the user
2: P ← days lapsed for each l ∈ H
3: R ← null
4: curLoc ← H1

5: curDay ← P1

6: for i ← 2 to |H| do
7: if Hi = curLoc and Pi − curDay ≤ 3 then
8: add Hi to R
9: else

10: curLoc ← Hi

11: curDay ← Pi

12: end if
13: end for
14: remove all l ∈ R from H

3.4 Realtime Event Monitoring

Events such as car crashes and shooting incidents attract attention easily, espe-
cially if they happen in urban areas. In areas where Twitter is popular, such
events usually trigger multiple immediate observation reports posted to Twit-
ter. By aggregating these reports, we can potentially detect the event and raise
early alarms.

The final module of SNAF focuses on aggregation-based event detection,
which uses the location inference described above to find out the correct loca-
tion of the event. The aggregator is based on the connected component of the
graph theory. In our approach, a connected component connects reports that
are geographically close to each other. Reports and their locations are added to
the graph one-by-one. An alarm is raised to indicate that an event is detected, if
the connected component after adding a new report now has enough connected
nodes. We set 5 as the number of reports needed for raising an alarm. Figure 2
illustrates this process.

Currently the relevant information such as all reporting tweets for the event
are written to a log file when an alarm is raised, but it is trivial to write it to
an online platform such as a website, making detected events publicly accessible
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Fig. 2. Event detection based on connected components. The figure indicates observa-
tion reports and their geographical locations. (a) Adding report A. (b) A is connected
to the nearest report. The connected component now has five nodes, so an alarm is
raised, with location of the event calculated as the mean location of nodes A, B, C, D,
and E.

in realtime. To maintain the timeliness of the monitoring system, we only store
the most recent tweets, and reports older than a day are removed. Algorithm 4
shows details of our method.

Algorithm 4. Event Detection and Alarming
1: initialize an empty graph G = {V, E}
2: for each incoming report r do
3: find p ∈ V geographically nearest to r
4: if distance from r to p is less than θ then
5: add {r, p} to E
6: end if
7: add r to V
8: CC ← the connected component r is connected to
9: s ← the number of nodes in CC

10: if s = 5 then
11: compute location as the median of locations of all nodes in CC
12: output an alarm, record time, location, and connected nodes to the log file
13: end if
14: end for
15: for once each hour do
16: remove all nodes older than 24 h from G
17: end for

Our event detection can leverage distance-based connected components
because we are confident about the accuracy of our location inference at fine
granularity. Since the reports are added to the system individually, SNAF is
also capable of processing realtime streams, making it a realtime event detection
system.

4 Experimental Analysis

To test and validate our approach, we collected two sets of data from Twitter,
following homeless and shooting reports. For each dataset, we used the filter
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to generate a set of immediate observation reports, then used location inference
methods to find out the location of each report. The accuracy of each method
based on the comparison between the inferred locations and the GPS data was
recorded. The inferred location were then used in our event detection system. In
this section, we will discuss our experiment setup and results for accuracy tests
and event detections.

4.1 Datasets

We collected two sets of tweets by monitoring Twitter using the keywords
homeless and shooting, through Twitter’s public stream API4. The homeless
dataset contains around one million tweets dated from August 5 to September 9,
2014. The shooting dataset contains around two million tweets dated from Sep-
tember 24 to October 17, 2014.

We produced a classifier for filtering immediate observations in each dataset
with different training data. We manually labelled 400 tweets, which consist
of nearly half true-positives and half false-positives, for training and testing.
We tested four well-known learning models for each classifier, including Support
Vector Machine (SVM), Bagging, Maximum Entropy (ME), and Random Forrest
(RF) [8]. The precision and recall for each model measured using three-fold cross
validation [10] is shown in Table 1. Since the RF classifier provides the most
accurate classification, in subsequent experiments, we used true-positive tweets
classified by RF classifier as the experimental data.

Table 1. Precision and recall for various classifiers

Dataset: Homeless

Precision Recall F -score

SVM 0.57 0.59 0.57

Bagging 0.61 0.37 0.46

ME 0.45 0.53 0.49

RF 0.65 0.55 0.60

Dataset: Shooting

Precision Recall F -score

SVM 0.54 0.07 0.13

Bagging 0.77 0.24 0.36

ME 0.34 0.53 0.41

RF 0.83 0.25 0.39

Filtering the homeless dataset generated 20,229 reports, 1,696 of which con-
tained GPS data. Filtering the shooting dataset generated 10,216 reports, 359
of which contained GPS data. For each report, we collected the timeline of the
user who made the report, using Twitter’s timeline API, unless the report itself
contains location information.

4.2 Measurements and Baseline Methods

We set five distance error buckets of 3, 5, 10, 30, and 100 km, and counted an
inferred location in a bucket if the difference between the inferred location and
the GPS data of the report was within that error range. If the error of the
4 https://dev.twitter.com/streaming/public.

https://dev.twitter.com/streaming/public
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inferred location was more than 100 km, we counted it as failed. The accuracy of
a method in an error range is calculated as the percentage of reports counted in
that distance error bucket, in all reports considered. If no location information
was found for a report, we still counted it as failed. Since we count all the reports,
the accuracy we use here is the same as recall in information retrieval. Because
we can extract a location from most of the reports, the precision would be very
close to the recall, and is not included in the measurement.

In addition to DK-Outlier removal (DKO), NK-Outlier removal (NKO), and
their combination with burst compression (DKO+BC and NKO+BC), as defined
in the previous section, we also tested two baseline methods for comparison, the
median cleaning method, and the method proposed by Ikawa et al. in [6], which
we term Ikawa method. The median method, which uses the median of all past
locations as the tweet location, is a popular data cleaning method in sensor
networks. The Ikawa method associates messages with locations using messages
containing location words, and then infers the location of a new message by
matching the message with the trained messages, based on cosine similarity and
term frequency.

4.3 Location Accuracy Results

We applied the location inference methods on 1,696 homeless reports and 359
shooting reports, and generated a location for each report. The accuracy of the
proposed inference methods for each of the two datasets is shown in Table 2. The
highest accuracy in each distance error bucket is highlighted in bold font.

Table 2. Accuracy of location inference methods

Dataset: Homeless Dataset: Shooting

Error ≤3 km ≤5 km ≤10 km ≤30 km ≤100 km ≤3 km ≤5 km ≤10 km ≤30 km ≤100 km

Median 0.086 0.113 0.192 0.327 0.432 0.091 0.116 0.194 0.298 0.387

Ikawa 0.084 0.113 0.184 0.284 0.363 0.066 0.089 0.155 0.256 0.334

DKO 0.093 0.129 0.211 0.332 0.430 0.091 0.122 0.211 0.300 0.389

NKO 0.100 0.135 0.231 0.353 0.453 0.089 0.133 0.217 0.311 0.395

DKO+BC 0.084 0.120 0.208 0.333 0.441 0.100 0.130 0.214 0.295 0.389

NKO+BC 0.096 0.132 0.232 0.356 0.459 0.100 0.142 0.217 0.314 0.406

From the table, we can see that for the homeless dataset, NKO achieved
the highest accuracy in smaller error ranges, while NKO+BC achieved higher
accuracy in larger error ranges. For the shooting dataset, NKO+BC achieved
the highest accuracy in all error ranges. Comparing to the median method, our
methods, which essentially cleaned the data before applying median, successfully
improved the accuracy by 5 % to 20 % across different error ranges. Our best
achieving method was also more accurate than the Ikawa method in all error
ranges.
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Table 3. Examples of detected events

Detected event: Indiana State University Shooting, 27/09/14
Time alarmed 27/09/14 17:43
Location inferred 39.469222724999995,-87.41235737
Earliest News article http://www.wthr.com/story/26644661/2014/09/27/isu-reports-shooting-

near-lincoln-quad-residence-hall
News article time 27/09/14 17:52
News article location Indiana State University (39.471345, -87.408071)
Time before news article +9 minutes
Location error 0.43km
Reporting Tweets
27/9 16:28 Shooting on campus.. #MoreToBlue
27/9 16:26 An actual shooting on campus. On family day. What has happened to Indiana State.
27/9 16:42 ok basically witnessed someone die earlier and now there’s a shooting on campus.
27/9 16:58 Niggas really out here shooting on campus in terre haute
27/9 17:43 WTF is terre haute coming to there was just a shooting at isu..
Detected event: Fern Creek High School Shooting, 30/09/14
Time alarmed 30/09/14 14:09
Location inferred 38.1597,-85.5877
Earliest News article http://www.tristatehomepage.com/story/d/story/shooting-confirmed-at-

louisville-high-school/27354/ izZd6FZn8kaM9yx3V2PFoQ
News article time 30/09/14 13:37
News article location Fern Creek High School (38.1563, -85.5923)
Time before news article -32 minutes
Location error 0.5km
Reporting Tweets
30/09 13:28 Damn shooting at fern creek
30/09 14:09 One student suffered injuries not believed to be life-threatening, WLKY reports.
30/09 13:57 Fern Creek High still on lockdown after reports of shots fired. Student text parent that
there was someone shooting at another person.
30/09 13:47 Damn, kids shooting at fern creek. Smh
30/09 13:51 damn, shooting at fern creek
Detected event: Marysville Shooting, 15/10/14
Time alarmed 16/10/14 00:38
Location inferred 48.062,-122.163
Earliest News article http://www.marysvilleglobe.com/news/279423142.html
News article time 16/10/14 07:00
News article location 64th Ave, Marysville (48.059219, -122.144871)
Time before news article +6 hours 28 minutes
Location error 1.38km
Reporting Tweets
16/10 00:22 Damn, I guess there was a guy shooting at police and and drove through marysville
16/10 00:09 Gunman shot at Granite Falls and Lake Stevens police stations, shooting at pursuing
officers in Marysville.
16/10 00:05 Another lake Stevens shooting going on as we speak.
16/10 00:38 That’s so scary. I told my dad I heard like 15 gun shots go off and it was that guy
shooting up the lake Stevens police department
16/10 00:29 There’s a police chase on state and the guy is shooting at the cops #MarysvilleProbs

4.4 Event Detection Results

In this experiment, we tested the event detection of the SNAF system using the
Shooting dataset, which contains 10,216 single reports. We manually examined
100 alarms and found that 54 of them contained reports of actual shooting inci-
dents. Table 3 shows three instances of the detected shooting incidence compared
to corresponding news articles.

For each instance, the time alarmed is the time of the last report that trig-
gered the alarm. The earliest news article is the earliest online news article about
the event we found using our best effort. We found these news articles mostly on
Google News5, making use of their “sort by date” feature. The news article time
5 http://news.google.com.

http://news.google.com
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is the time of the publication of the news. The time before news article indicates
how much faster our alarm was than the publication of the earliest news article,
measured in hours. A positive number means the alarm is faster than news, while
a negative one means the alarm is slower. All times are converted to the local
time where the event happened. Supported tweets shows tweet messages of the
reports in the connected component that triggered the alarm.

In the Indiana State University Shooting case, although the news reacted
quickly and reported less than one hour and a half after the incident, our system
was able to capture the incident 9 min earlier than the news. From the supporting
tweets we also identified a mistake in the news, that the incident happened not
at 6:30, but at 16:30. In the Fern Creek High School Shooting case, although
we were able to detect it just one hour after the shooting, it was half an hour
slower than the news. In the third instance, the Marysville Shooting on the
night of October 15, 2014, which happened around midnight, was not reported
by the news until next morning. However, our monitoring system was able to
detect it at mid-night, only an hour after the shooting. In all three instances,
the event locations the system inferred were very close to the reported location,
with distance errors between a few hundred meters and 1.5 km. The inferred
location for the last event was less accurate because the event involved a series
of sub-events each had a different location.

5 Discussion

SNAF currently assumes that there is only one location for the monitored events.
However, in many real-world cases, events change their locations over time, or
occur in multiple locations at the same time. For example, a shooter may be
running through an area and causing shooting in a series of locations. In a public
demonstration, the police may clash with protesters, at several locations at the
same time. In such cases, providing a single location would not be accurate.

Recognizing if an event has multiple locations, and inferring these loca-
tions accordingly, remain a future study topic. Unankard et al. [21] proposed
to divide an event into sub-events based on geo-location. Although their focus
is on national-level events such as elections, they provided interesting insights
on location-based sub-events. Lee et al. [11] investigated the evolution of topic
discussion on social networks, which also provides some interesting insights for
evolving events that potentially involve location changes.

6 Conclusion

Twitter can be seen as a dense sensor network in urban areas, and each Twitter
user can be seen as a sensor. Such a sensor network can be used for monitoring
events and objects of interest, as Twitter users post observations of their imme-
diate environments continuously and constantly. This information can be col-
lected for detecting local events, potentially much earlier than any news reports
or official announcements. In many cases, it is important to know the location
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of an observation, which is also the location of the event or the object of inter-
ests. Unfortunately, location information is sparse on Twitter, and current works
proposed to infer locations from tweets usually focus on coarse-grained locations.

In this paper, we propose Sense and Focus (SNAF), an event monitoring
system that infers fine-grained locations for immediate observations posted on
Twitter, based on a comprehensive place gazetteer and users’ past tweets. We
increase the availability of location information by using location names in tweet
messages and users’ past tweets. By applying sensor data cleaning techniques,
we remove the noises in the location data and improve the accuracy of the
location inference over existing location inference approaches. For various error
ranges between 3 km and 100 km, our method improve the location accuracy
by 5 % to 20 %. Taking shooting incidents as the target event, our prototype
event monitoring system captures local events and provides accurate location
information based on the inferred locations, in many case with less than 1 km
error. Based on the effective report classification and message location inference,
the event detected by our system were actual event of interest more than half of
the time. In the future, we plan to extend our approach for monitoring events
with multiple, continuously changing locations.
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Abstract. This paper proposes a hybrid feature selection method for
predicting user influence on Twitter. A set of candidate features from
Twitter is identified based on the five attributes of influencers defined in
sociology. Firstly, less relevant features are filtered out with a feature-
weighting algorithm. Then the Sequential Backward Floating Selection
is utilized as the search strategy. A Back Propagation Neural Network is
employed to evaluate the feature subset at each step of searching. Finally,
an optimal feature set is obtained for predicting user influence with a
high degree of accuracy. Experimental results are provided based on a
real world Twitter dataset including seven million tweets associated with
200 popular users. The proposed method can provide a set of features
that could be used as a solid foundation for studying complicated user
influence evaluation and prediction.

Keywords: Hybrid · Feature selection · User influence

1 Introduction

Nowadays, Online Social Networks (OSNs), such as Facebook, Twitter, Google+
and LinkedIn, have gained increasing attention from all over the world, and they
are among the most popular websites on the Internet. OSNs not only provide
individual users a platform to share information and keep in touch with their
friends, but also become an important marketing channel for companies and
organizations. It is crucial for companies to establish themselves in OSNs. At
the same time it is important for them as well to identify influential people as
the marketing targets in OSNs. Both academic community and industry have
shown great enthusiasm on the study of user influence in OSNs.

The study of influence originated from psychology and sociology. Generally,
influence means “change in a person’s cognition, attitude, or behavior, which has
its origin in another person or group” [1]. Merriam-Webster dictionary defines
influence as “the power to change or affect someone or something; the power
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J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 478–492, 2015.
DOI: 10.1007/978-3-319-26190-4 32



A Hybrid Feature Selection Method for Predicting User Influence on Twitter 479

to cause changes without directly forcing them to happen”1. When influence is
studied in OSNs, e.g. Twitter, researchers have also given their own explanations.
Cha et al. [2] focus on “an individual’s potential to lead others to engage in a
certain act”. Leavitt et al. [3] describe influence on Twitter as “the potential of
an action of a user to initiate a further action by another user”. Rosenman Evan
TR [4] interprets the term to mean “the ability to, through one’s own behaviour
on Twitter, promote activity and pass information to others”.

Briefly speaking, influence is the ability to cause a change in others’ thoughts
or actions. Due to this nature, it is difficult to define a quantitative measure for
influence in OSNs. In the context of Twitter, we are unable to detect whether
there are some changes in others’ mind, and despite no online actions (such as
reply or retweet) observed, there might be some offline actions (such as buying a
product). Therefore, to predict user influence on Twitter, we can only speculate
from available features, including characteristics of a user and explicit actions
from others.

Intuitively we can say that a user with a large number of followers is influ-
ential. Therefore a user’s follower count is generally considered as an impor-
tant predictor for influence. However, estimating influence only by followers may
introduce noises. For example, it is quite possible that some followers of a par-
ticular user are from faked accounts or even spammers. The study by Cha et al.
[2] claimed that the top influencers showed a stronger correlation with retweets
and mentions than followers. A similar metric for measuring user influence is the
ratio between follower count to friend count. This ratio probably describes the
types of users in the community, but it is imprecise to measure user influence [3].

In recent years, some Influence Scoring Services (ISS) have gained attention
by offering numerical scores that quantify users’ social media influence. Klout2

utilizes social media analytics to rank users according to their online social influ-
ence via Klout Score, which is a numerical value between 1 and 100. Klout Score
turns out to be a good reference for user influence and gets widely used in indus-
try. Some famous brands in the world, such as Sony, Nike, Disney, are using
Klout for business to run successful marketing campaigns by targeting valuable
influencers. Kred3 also measures user influence in online communities. It has dual
metrics for Influence and Outreach. Kred influence score ranges from 1 to 1,000.
PeerIndex4 is another social ranking site, which provides social media analyt-
ics based on footprints from use of major social media services, and works out
PeerIndex scores to indicate how influential an individual is. Another popular
online influence tool is Followerwonk5, which also offers its own measures of user
influence (called as Social Authority) on Twitter.

Many researchers have also proposed their own algorithms for predicting
user influence on Twitter [2,3,5–9]. However, most studies directly utilize their

1 http://www.merriam-webster.com/.
2 https://klout.com/.
3 http://kred.com/.
4 http://www.peerindex.net/.
5 https://followerwonk.com/.
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own pre-defined features to build the model without a pre-evaluation process for
these selected features. No literature has extensively investigated and evaluated
the potential features that can be used to measure user influence in Twitter
environment. We believe that identifying important features that are crucial for
influence measurement is the first step towards influence model construction,
and this is what we are going to investigate in this paper.

A feature selection method is proposed to obtain an optimal feature set
for predicting user influence on Twitter. The main features of this work are
summarized as follows:

– The method inherits the advantages of commonly used filter and wrapper
approaches to achieve a high degree of efficiency and accuracy in the opti-
mization.

– To the best of our knowledge, this work is the first one to intensively study
the feature selection for evaluating/predicting the online user influence. This
work can provide a solid foundation for further analysis of user influence to
cover complicated situations.

– This work employs the five attributes of influencers defined in sociology as
the criteria to explore the candidate features in online social networks. Exper-
iments based on a real world Twitter dataset show the effectiveness of the
proposed method.

The remainder of the paper is as follows. Section 2 summarizes the existing
approaches of predicting user influence in OSNs and the general feature selection
methods. Section 3 investigates the candidate features and describes our hybrid
feature selection method in the context of Twitter. Section 4 provides the detailed
description of our experiments and discusses our experimental results. Finally,
in Sect. 5, we conclude the paper with a brief discussion on future work.

2 Related Work

In the past decade, researchers have proposed many algorithms to predict user
influence on Twitter. A typical kind of algorithms is based on the follow-
relationship on Twitter, which can be represented by a topological graph. Several
algorithms have been proposed with the similar method in Google’s PageRank
algorithm [10] for ranking the popularity of web pages. Kwak et al. [11] ranked
Twitter users by follower count and PageRank -like algorithm (follow-network
analysis), and found that these two rankings were similar. TwitterRank [5], an
extension of PageRank algorithm, measures user influence taking both the top-
ical similarity and link structure into account. Similarly, some other algorithms
have been proposed, such as TunkRank [6], KHYRank [7] and InfluenceRank [8].

In addition, there are some measurements relying on users’ actions, since
researchers believe others’ actions (such as reply, mention or retweet) are explicit
signs for predicting user influence. Cha et al. [2] defined three types of influence:
Indegree influence (i.e. the number of followers), Retweet influence and Mention
influence. Leavitt et al. [3] categorized users’ actions from the perspectives of
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conversation and content, mapping to replies and retweets respectively. Then
user influence was measured based on the ratio of actions caused to the tweets
the user posted. IARank [9] is a model to continuously rank influential Twitter
users in real-time, based on a concept of “information amplification”. The infor-
mation amplification is characterized by three activities: event activity, attention
obtained and social connectivity.

Although there have been many studies on quantifying user influence on
Twitter, it is lacking of an extensive investigation for an optimal feature set that
is crucial in the evaluation of user influence. Before the existing algorithms were
proposed, the reason why they adopted those features was not well explained.
Besides, even though people consider the popular ISS as good reference for user
influence, their algorithm details are almost black-boxes.

Feature selection is an important problem in the area of machine learning.
The aim of feature selection is to find an optimal feature subset, which has sig-
nificant impact on the target variables (i.e. user influence in this paper), from
the complete feature set. According to their evaluation criteria, existing fea-
ture selection methods can be divided into two main categories: Filter methods
[12] and Wrapper methods [13]. Filter methods select features based on perfor-
mance evaluation functions calculated directly from the data. The advantage of
filter methods is the high computational efficiency. However, the effectiveness is
sometimes unsatisfactory since they separate the feature selection from model
building. A wrapper method utilizes a predetermined learning algorithm and
uses its estimated performance as the evaluation criterion for feature selection.
Normally, a wrapper method can provide more accurate result but it has a higher
degree of computational complexity in comparison with a filter method.

In this paper, we focus on the feature selection for predicting user influ-
ence. We extensively investigate the candidate features in Twitter environment.
A hybrid filter-wrapper method is proposed to obtain the optimal feature subset
with a high degree of efficiency and accuracy.

3 Methodology

3.1 Determining Candidate Features

As we mentioned earlier, algorithms have been developed for predicting user
influence based on different features, such as followers, retweets, mentions, tweet
content, etc. In this section, we firstly introduce a background theory from soci-
ology. Then we select corresponding features from Twitter based on this theory.

A. Five Attributes of Influencers. In sociology area, there are numerous
studies on identifying influencers. For example, Keller and Berry [14] define the
influentials from five attributes:

– Activists: Influencers are active in their communities. They attend commu-
nity events, serve on committees, and persuade others of their opinions.
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– Connected: Influencers have richer social connections than the average. Their
contacts are likely to bring them into connection with more people, in an ever-
widening network.

– Impact: Influencers are people others look up to for advice. They are trust-
worthy and reliable because of their reputation or expertise.

– Active minds: Influencers have interests in many areas, and they always
share their new experience or ideas with others.

– Trendsetters: Influencers tend to be early adopters in markets. A new fashion
or trend usually originates from some influential people.

The study of the traditional influence in sociology starts much earlier and
goes further than that of online influence. Thus, we consider these five attributes
of influencers as our basis for feature selection. However as we observed, influence
and characteristics of influencers might appear differently in different environ-
ments.

B. Candidate Features from Twitter. Firstly, we select candidate features
which are possible predictors for target value (i.e. user influence) as the original
feature set. We capture the relevant features from Twitter, and map them to the
five social attributes mentioned before. And these features are available through
public Twitter APIs.

User influence is changing over time. For instance, it is often seen that a user’s
influence suddenly increases due to some emerging news, or gradually drops as
a result of low level of engagement. Therefore, we do not consider only the long-
term features which reflect a user’s accumulative efforts or achievements, but
also the short-term features which reflect a user’s dynamic situation in a recent
period of time.

Based on the above thoughts, we select 17 candidate features (listed in
Table 1) for predicting user influence on Twitter. All the features starting with
“New” are short-term features. Besides, the other five features (Topic Diversity,
Average Length of Tweets, Original Tweets, Original Tweet Ratio and Average
Retweets of Original Tweets) are also calculated based on the tweet data in
a specific period of time. Note that the complete historical tweet data is not
available through Twitter APIs.

These candidate features are briefly explained as follows. The features
mapped to Activists attribute include:

(1) Tweet Frequency: the average number of tweets a user posted per month,
since his/her account was created. It represents the active level of the user.

(2) New Tweets: the number of tweets issued by a user during a recent period
of time. We understand that influence is time sensitive, since user influence
in a social network is changing over time. If an influential user does not post
any tweet for a period of time, his/her influence probably starts declining.

The features mapped to Connected attribute include:
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Table 1. Candidate features for predicting user influence on twitter

Social attributes Features on twitter

Activists Tweet frequency

New tweets

Connected Followers

Friends

Impact Verified

Public lists

New public lists

New followers

New mentions

New retweets

Followers to friends ratio

Active Minds Topic diversity

Average length of tweets

Trendsetters Account age

Original tweets

Original tweet ratio

Average retweets of original tweets

(3) Followers: the total number of followers a user has. It is an explicit metric
of connectivity. Generally, more followers mean more potentials of a high
degree of influence.

(4) Friends: the total number of friends a user has. It is a metric of outgoing
connection.

The features mapped to Impact attribute include:

(5) Verified: whether it is a verified account. Twitter verifies accounts on an
ongoing basis, focusing on popular users in interest areas, such as music,
acting, politics, media, sports, business and others.

(6) Public Lists: the number of public lists which a user is a member of. Being
included in public lists indicates a user is visible and people show interest
in the user.

(7) New Public Lists: the number of new public lists which include the user in
a recent period of time. An increase of public lists implies a user’s continued
impact.

(8) New Followers: the number of new followers during a recent period of
time. Whether a user’s follower count is increasing or decreasing is a good
metric for user influence.

(9) New Mentions: the number of new mentions or replies to a user during
a recent period of time, i.e., the number of tweets including “@username”
(excluding “RT @username”). Mention is an explicit signal reflecting a user’s
impact to others.



484 Y. Mei et al.

(10) New Retweets: the number of new retweets of the tweets created by a
user during a recent period of time, i.e., the number of tweets including
“RT @username”. Retweeting indicates the retweeter has been influenced
by the original author, no matter positive or negative impact.

(11) Followers to Friends Ratio: the ratio of a user’s follower count to friend
count. The higher the ratio is, the more people are interested in the user’s
status updates without the user showing interest in return.

The features mapped to Active Minds attribute include:

(12) Topic Diversity: a metric measuring how many different topics a user’s
tweets might cover. To understand topic diversity, we train a Latent Dirich-
let Allocation (LDA) model based on the corpus of tweets. We combine
all tweets posted by a user during one-month period as one document
and obtain the document-topic distribution by training LDA model with
Stanford Topic Modeling Toolbox6. Then the entropy of document-topic
distribution is computed to represent the topic diversity. If a user only con-
centrates on one or two topics, the entropy is relatively small, while larger
entropy indicates more diverse topics are covered.

(13) Average Length of Tweets: The activists tend to share their ideas
with more words, and the average length of tweets is an obvious indicator.
Studies have shown that on Twitter with 140-character limit, too short
text conveys little information and informative content with enough words
is critical to gaining attention [15].

The features mapped to Trendsetters attribute include:

(14) Account Age: the number of months since a user’s Twitter account was
created. It reflects whether a user is an early adopter on Twitter.

(15) Original Tweets: the number of original tweets (excluding replies and
retweets) a user created during a recent period of time. A trendsetter should
have some original thoughts, rather than always joining conversations or
forwarding information.

(16) Original Tweet Ratio: the ratio of original tweets to total tweets. It
reflects the relative originality based on the user’s total tweets.

(17) Average Retweets of Original Tweets: the average number of retweets
obtained per original tweet. This metric reflects a user’s performance in
trendsetting.

3.2 A Hybrid Feature Selection Method

There are two main categories of feature selection methods: filter methods and
wrapper methods, which are demonstrated in Fig. 1. A filter method directly
evaluates the quality of features according to their data values. A wrapper
method employs learning algorithms as the evaluation criteria to select opti-
mal feature subsets. Comparing with a filter method, a wrapper method is more
6 http://nlp.stanford.edu/software/tmt/tmt-0.4/.

http://nlp.stanford.edu/software/tmt/tmt-0.4/
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Fig. 1. The processes of filter and wrapper methods

effective, but it often brings in a higher degree of computational complexity.
In this paper, we combine the advantages of these two types of methods and
propose a hybrid filter-wrapper method for predicting user influence on Twitter.
The filter method provides a quick way to eliminate the less relevant features
and then the wrapper method is employed to achieve a high accuracy.

A. the Proposed Method. The proposed method is illustrated in the flow-
chart (Fig. 2).

We explain the detailed procedure in the following seven steps.

Step 1: Determine the candidate feature set F = {F1, F2, ..., Ff}.

Step 2: Utilize the feature weighting algorithm (RReliefF ) to compute the
weights for each feature, and filter out the features which have little rel-
evance to the target user influence. The remaining features form a reduced
feature set F ′ = {F1, F2, ..., Fn}(n <= f), in which features are sorted in
descending order based on their weights.

Step 3: Train prediction model with a learning algorithm (BPNN) on training
set and calculate Mean Square Error (MSE) on testing set, denoted as e.
Meanwhile, set i = n.

Step 4: Remove the feature Fi which is the last feature in F ′, set F ′ = F ′−{Fi},
then train prediction model based on F ′ and calculate new MSE, denoted
as e′. If e′ < e, then set e = e′ and go to step 6.

Step 5: Move the feature Fi back into F ′ as the new first feature, and set
F ′ = {Fi} + F ′.
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Fig. 2. Our proposed hybrid feature selection method

Step 6: Set i = i− 1, if i > 0, go back to Step 4.

Step 7: The feature subset F ′ is the optimal feature subset.

B. Filter - Feature Ranking. Estimating the quality of features is critical in
feature selection. A robust feature weighting technique is the Relief algorithmic
family [16]. Relief algorithms estimate how well the features’ values distinguish
between instances. The output of Relief algorithms is a set of numerical weights
representing the percentages of the features’ contribution to the variance in
dependent variable. Features that are assigned weights larger than zero can cause
the dependent variable to vary, while those features with zero or negative weights
are believed to have no contribution to the variance of the dependent variable.
Relief algorithms perform well even when strong dependencies exist between
features and have been used successfully in a variety of contexts. In our method,
we employ RReliefF [17], which is designed for regression problems, to rank all
the candidate features.

Assume I1, I2, ..., Ij are the instances with n features F1, F2, ..., Fn and target
values. To estimate the weights of all features (denoted by W [F ]), RReliefF
starts with selecting k nearest instances around a randomly selected instance
Ii and then updates the weight estimation W [F ] for all features F based on
probabilities of difference. This whole process is repeated for m times. Here k
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and m are user-defined parameters, and W [F ] is calculated as below:

W [F ] =
PdiffC |diffF PdiffF

PdiffC
− (1 − PdiffC |diffF )PdiffF

1 − PdiffC

where
PdiffF = P (diff. value of F | nearest instances)

PdiffC = P (diff. prediction | nearest instances)

PdiffC |diffF= P (diff. prediction | diff. value ofF and nearest instances)

We implement RReliefF in the Weka tool7 (a popular software tool of
machine learning) to calculate the feature weights. Due to the problem of under-
estimating numerical attributes shown in the work of [16] when both numerical
and nominal features are in the feature set, we initially remove the nominal
feature Verified and put the remaining sixteen features into the RReliefF algo-
rithm. We set the parameter k, which is the number of nearest neighbours, to 10
as proposed in [16] and keep other parameters as the default settings in Weka.

C. Wrapper - Feature Search Strategy and Learning Algorithm. As
we show in Fig. 1, feature search strategy and learning algorithm are the two
main parts in wrapper methods. Various search strategies have been proposed
under two main ideas: exhaustive and heuristic searches. Exhaustive search can
guarantee the optimal feature subset but with a high complexity (2N possible
feature subsets, where N is the number of features), while heuristic search can
achieve near optimality more efficiently. Among the heuristic search strategies,
floating search methods, including Sequential Forward Floating Selection (SFFS)
and Sequential Backward Floating Selection (SBFS), are proven to be qualified
[18], since they can provide near-optimum or optimum results in most situations.

We go through the feature subsets with SBFS strategy, starting from the
full feature set. All the candidate features are removed one by one according
to the feature weights (from smallest to largest). If the training model performs
better without a certain feature, then this feature will be deleted and the model’s
performance will be set as the current optimum. However, if the model performs
worse, then the tentatively-deleted feature will be kept and put back into the
feature set. The search stops when all the features have been examined once.

Neural Networks (NN) are important learning algorithms for modelling com-
plex non-linear systems [19]. A basic NN model has three layers: input layer,
hidden layer and output layer. On each layer, there are a number of nodes (or
neurons). Nodes on input layer are connected to nodes on hidden layer, and
nodes on hidden layer are connected to nodes on output layer. These connec-
tions between nodes represent the weights. Back Propagation Neural Network
(BPNN) is one of the most popular NN algorithms. The main idea in BPNN
is that, the network output is compared to the target output, and the errors
propagate backwards from the output nodes to the input nodes. If results are
7 http://www.cs.waikato.ac.nz/ml/weka/.

http://www.cs.waikato.ac.nz/ml/weka/


488 Y. Mei et al.

not satisfactory, the connections (weights) between layers are modified and this
process is repeated again and again until some stopping criterion is satisfied.

We implement the wrapper method with Neural Network Toolbox8 in MAT-
LAB to select the optimal feature subset from the remaining features after fil-
tering. Tan-Sigmoid is selected as the transfer function for the hidden layer. It
is defined as:

f(x) =
2

1 + e−2x
− 1

And we select the linear transfer function for the output layer, which is
defined as:

f(x) = purelin(x) = x

All the samples are randomly divided to three sample sets: training set (70 %),
validation set (15 %) and testing set (15 %). Training stops when generalization
stops improving, as indicated by an increase in the mean square error of the
validation samples, or the maximum iteration limit is reached. Since training
multiple times generates different results, we train the BPNN model for 20 times
and utilize the average Mean Square Errors (MSE) to evaluate the performance.
The MSE is calculated as below:

E =
1
n

n∑

k=1

e(k)2 =
1
n

n∑

k=1

(t(k) − a(k))2

Here n is the number of samples in testing set, t(k) is the target output
and a(k) is the network output. If the MSE becomes smaller than the current
optimum, the out feature will be deleted; otherwise, the out feature will be put
back into the feature set.

4 Experiment and Analysis

4.1 Experiment Setup

We select 200 most-followed Twitter users in Australia, who explicitly indi-
cate “Australia” in their location profiles. All the tweets posted by these users
and all the responses (including replies, mentions, retweets) are collected during
one month period (from 12 January to 12 February in 2015). There are totally
6,770,715 tweets (around 36.8 gigabytes data) captured in the month.

Different types of features are retrieved or calculated from different Twit-
ter APIs. For example, user profile data are captured through Twitter REST
APIs9. All the long-term features are calculated from user profile data. Real-
time tweet data are captured through Twitter Streaming APIs10. Most of the
short-term features (e.g. New Retweets) and tweet content related features (e.g.
Topic Diversity) are calculated by analyzing these tweet data.
8 http://www.mathworks.com/products/neural-network/.
9 https://dev.twitter.com/rest/public.

10 https://dev.twitter.com/streaming/overview.

http://www.mathworks.com/products/neural-network/
https://dev.twitter.com/rest/public
https://dev.twitter.com/streaming/overview
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In our study, we consider the average of standardized scores of the four
popular ISS (i.e. Klout, Kred, PeerIndex, Followerwonk) as the relative truth
of user influence. We believe that, each system has its own rationality in the
scoring scheme, but the average influence score should better reflect the level of
user influence from more comprehensive aspects. This is also used as the desired
output in the supervised learning algorithms involved (such as BPNN).

4.2 Results and Discussion

Firstly, we pre-process the candidate features with the filter algorithm RReliefF.
The results of calculated feature weights are shown in Table 2.

Table 2. Feature weights computed by RReliefF algorithm

Rank Features Weights

1 Average length of tweets 0.016720

2 Account age 0.015140

3 Followers 0.012932

4 Public lists 0.012165

5 New retweets 0.011357

6 New followers 0.010440

7 New mentions 0.009830

8 Average retweets of original tweets 0.007138

9 New public lists 0.006059

10 Original tweet ratio 0.003991

11 Followers to friends ratio 0.000187

12 Friends −0.00101

13 Tweet frequency −0.00622

14 New tweets −0.01013

15 Original tweets −0.01056

16 Topic diversity −0.01494

Based on the ideas of RReliefF, the last five features with negative weights
are filtered out, since they have no contribution to the variance of user influence.
Then the eleven remaining features are tested by feature search strategy SBFS.
For each feature subset, we train with BPNN algorithm and compute MSE on
testing set for twenty times. The average MSE for each subset is shown in Table 3.

As we can see from Table 3, the average MSE reaches the minimum in the
eleventh iteration of the loop. Therefore, this feature subset is the optimal fea-
ture subset, which includes seven features: Average Length of Tweets, Followers,
Public Lists, New Retweets, New Mentions, Average Retweets of Original Tweets
and New Public Lists.
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Table 3. Average MSE for each iteration of the loop

# of Loop 1 2 3 4 5 6

Avg. MSE 0.0334 0.0282 0.0277 0.0299 0.0280 0.0305

# of Loop 7 8 9 10 11 12

Avg. MSE 0.0261 0.0273 0.0338 0.0271 0.0260 0.0315

In view of the mapping between social attributes and candidate features
(shown in Table 1), we find that most of the features belonging to the Impact
attribute are included in the optimal feature subset, and all features belonging
to the Activists attribute are not included. According to the feature weights
calculated by RReliefF filter algorithm (shown in Table 2), we believe that, in the
Twitter environment, the social attribute Impact plays the most important role,
followed by Active minds, Connected and Trendsetters. The attribute Activists
seems to contribute little to user influence.

Fig. 3. Influence analysis with few mentions and retweets

The identified seven features can be used as the starting point to model the
user influence. The influence models will be built up in different ways such as the
linear regression or the rule-based evaluation with specific constraints on selected
features. For example, we group the 200 users into three influence levels: top 100
influencers, users ranked between 100 and 150, users ranked between 150 and
200. The distributions of users with less than 10 mentions or/and retweets at
different influence levels are shown in Fig. 3. Over 90 % of the users with less
than 10 mentions and retweets are ranked between 150 and 200. These users
have quite low influence scores as discussed in Subsect. 4.1. While identifying
influencers, these users can be filtered out at an early stage.

5 Conclusion and Future Work

This paper has proposed a hybrid feature selection method for predicting user
influence on Twitter. Based on the five attributes of influencers defined in sociol-
ogy, we have explored the candidate features from Twitter and selected seventeen
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ones as the starting point. We collected the experimental dataset through public
Twitter APIs including all tweets associated with the 200 most-followed users
in Australia. We employed the RReliefF algorithm (a filter method) to evaluate
the quality of features. As the result, a reduced feature subset was obtained. Fol-
lowing the principles of wrapper methods, we developed our method by utilizing
the SBFS search strategy and assessing the feature subset at each searching step
by employing the BPNN learning algorithm.

The proposed method produce an optimal feature set for predicting user
influence on Twitter. These features include: Average Length of Tweets, Follow-
ers, Public Lists, New Retweets, New Mentions, Average Retweets of Original
Tweets and New Public Lists. Some of these optimal features such as Average
Length of Tweets and Public Lists have rarely been discussed in the existing lit-
erature. These features will be used as the basis for further study about incentive
mechanisms of user influence and methods to build up user influence on social
networks. We will develop user influence models and study topic popularity by
considering the characteristics of social network structures.
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Abstract. Popular micro-blogging services such as Twitter enable users
to effortlessly publish observations and thoughts about ongoing events.
Such social sensing generates a very large pool of rich and up-to-date
information. However, the large volume and a fast rate of posting make
it very challenging to read through the posts and find out useful infor-
mation in relevant tweets. In this paper, we propose an automated tweet
classification approach that distinguishes three perspectives in which a
Twitter user may compose messages, namely Immediate Observation,
Affection, and Speculation. Using tweets made about the Ukraine Crisis
in 2014, our experimental results show that, with the right choice of fea-
tures and classifiers, we can generally obtain very satisfying results, with
the classification precisions in many cases higher than 0.8. We show that
the classification results can be used in event time and location detection,
public sentiment analysis, and early rumor detection.

Keywords: Twitter · Social media · Data mining · Short message clas-
sification

1 Introduction

Micro-blogging services, which have gained high popularity in recent years, offer
a convenient way for individuals to create and share information online. An
example is Twitter, which allows its users to create and publish short messages
with a maximum of 140 characters, called tweets. Nowadays, Twitter generates
500 million tweets from its 288 million active users every day1. There is no
cost associated with publishing tweets, and the messages entered by a user are
immediately available for anyone to read online. Currently, 80 % of Twitter users
use their mobile phones to tweet (see Footnote 1). Making tweets using mobile
devices allows users to post messages about anything that is happening in front
of them, at any given moment. Twitter as a news source thus has attracted a
number of researches, and the users who post event-related messages on Twitter
are sometimes termed citizen reporters [2,12].
1 https://about.twitter.com/company.
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A recent example is the Ukraine Crisis in 20142, during which numerous users
have made firsthand observations about ongoing events. When the protesters
gathered around city hall in Kiev in early February, and when the clashes erupted
between the police and protester on 18th February, a large number of firsthand
observations were published on Twitter by people from the crowd, describing
what was happening. Later events involving military actions around the boarder
of Ukraine also led to numerous tweets made by people who were experiencing
them firsthand, expressing their observations, emotional reactions, and specu-
lations3. These messages provided invaluable information at a time when no
credible news source had published related stories.

Analyzing an event as it is reported on Twitter by a variety of users can
reveal a range of information, from the location of the event, the number of
people participated and the actions they are taking, to the predicted outcome of
the event [7,14,20]. However, the large variety of tweet messages can be distract-
ing and distorting for the analysis. For example, Maddock et al. showed that, a
controversial story may invoke hedges, questions, speculations, misinformation,
corrections and many other unrelated messages on Twitter [11]. Therefore it is
invaluable if the perspectives of the tweet messages can be first provided. In
this paper, we distinguish among three perspectives that a Twitter user might
employ when composing messages that are helpful for us to understand ongo-
ing events, namely, Immediate Observation, Affection, and Speculation. Table 1
shows examples of each of the perspectives.

Immediate Observations are observations made immediately at the scene of
the event. Through Immediate Observations, we can gain direct observation of
events that are not easily accessible. In addition, since the messages are asso-
ciated with time and location data, we can also infer the time and location of
the event from the information indirectly provided by the user. Affection tweets
are messages about how an event impacts users emotionally. They are important
for understanding the public consensus about controversial events. Speculation
tweets are users’ attempt to guess or predict the nature and future of uncertain
events. A key characteristic of speculations is that the information they pro-
vided has not been confirmed as true or otherwise. While messages themselves
have little value for understanding the event, the speculations that contain false
information may invoke public panic when widely circulated. Therefore tracking
speculations may help one to identify which false stories are gaining popularity.

Given a large number of Twitter posts, it is difficult for anyone to read
through the tweets manually, identify these perspectives, and further analyze
the data. In our experiments, we collected tweets related to Ukraine Crisis over
a period of 56 days, and the dataset contains over 950,000 tweets. An automated
classification method that helps identify the perspectives of the tweets is crucial.
Based on existing machine learning approaches [17], our goal with this paper is
to test the feasibility of using automatic learning models for classifying tweet

2 http://www.bbc.com/news/world-europe-26270866.
3 http://www.washingtonpost.com/blogs/worldviews/wp/2014/02/18/

the-16-essential-twitter-accounts-to-follow-ukraines-unfolding-crisis/.

http://www.bbc.com/news/world-europe-26270866
http://www.washingtonpost.com/blogs/worldviews/wp/2014/02/18/the-16-essential-twitter-accounts-to-follow-ukraines-unfolding-crisis/
http://www.washingtonpost.com/blogs/worldviews/wp/2014/02/18/the-16-essential-twitter-accounts-to-follow-ukraines-unfolding-crisis/
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Table 1. Examples of tweets in a given perspective

Immediate observation Snipers are shooting deputies standing on stage,

one of them is injured,ask med.volunteers to come

Number of individuals passing #Russia troops

and equipment heading for #Ukraine. Told not to

photograph. Tweeting instead.

Moscow is currently shrouded in a mysterious gas

that smells like rotten eggs.

Affection Sadly, in #Ukraine and not only #Russia, standard

practice to hide true military casualty figures.

I pity anyone trying to justify #Odessa horror.

I am surprise that the #EU are doing absolutely

nothing to help the #Ukraine Government

Speculation So-called decent West with its fixed high opinion

of itself has been supporting a regime in #Ukraine

using cluster bombs to kill civilians.

In this environment, if Ukraine manages to pull off

presidential elections, it’ll be a miracle.

BREAKING: Multiple credible reports say #Russia has

sent in an armored column of 70 AFVs into #Ukraine

with 400 more to follow.

perspectives. To identify the most suitable learning techniques, we select a num-
ber of lexical and textual features that can be obtained from tweet messages, and
test them on various model building techniques, including SVM, Naive Bayes,
and Random Forest.

Following the classification, we introduce three scenarios in which the clas-
sification results can be used. Particularly, the Immediate Observations can be
used for identifying the time and location of the reported events. The Affection
tweets can be aggregated as a form of public opinion polls. The Speculation
tweets can be clustered to track the popular stories involving an event or object
of interest.

The remainder of this paper is organized as the following: in Sect. 2, we
discuss the related works. In Sect. 3, we present our feature selection and classi-
fication method. In Sect. 4, we report our experiments for testing the classifica-
tion accuracy of our method. We introduce the application scenarios in Sect. 5.
Finally, Sect. 6 offers some conclude remarks.

2 Related Work

Twitter as a public media and news source has been studied in several works.
Wu et al. [24] investigated the demographics of influential Twitter users, whom
they grouped into media, organization, celebrity, and blogger. They also found
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that bloggers, who are not tied to particular organizations and express mostly
personal views, are the producers of the most influential tweets. Vis [23] studied
Twitter as a reporting tool during 2011 UK riots, author identifying several actor
types for user who involved in event reporting, including journalists, activists,
mainstream media, police, and fake accounts. Metaxas et al. [12] studied tweets
reporting criminal activities in Mexico in 2010 and 2011. They used peaks in
tweet posting for detecting events, while users involved are grouped into differ-
ent actor roles. These studies are based on the roles of reporting users, which
we consider inappropriate, because an ordinary user does not need to have a
consistent role when tweeting about an event. In contrast, while not proposing
an automated classification method, Maddock et al. [11] studied misinformation,
speculation, question, and other categories of information reported on Twitter
when an important event happened, labelling the category of each tweet.

While the reports posted on Twitter by ordinary users are very often infor-
mal and incomplete, many researchers have found invaluable information from
them in scenarios such as election prediction, disaster location, object track-
ing, and event detection. Tumasjan et al. [20] found that the sentiments users
express on Twitter correspond closely to actual election results, based on Ger-
many federal election in 2009. Sang et al. [16] conducted a content analysis and
also found that sentiments expressed on Twitter correspond closely to election
results, based on Dutch Senate election in 2011. Their sentiment analysis is
based on LWIC categories [19]. Unankard et al. [21] deployed sentiment analysis
and clustering techniques to predict Australian federal election in 2013 based on
Twitter messages. Lingad et al. [10] studied using locations mentioned in tweet
messages for locating natural disasters and affected areas. Sakaki et al. [14] devel-
oped a system that tracks the movement of earthquakes and typhoons based on
the reports detected on Twitter. Li et al. [7] studied using tweets for detecting
crime and disaster events reported on Twitter. Unankard et al. [22] developed an
event detection system for local, time-sensitive events using messages posted on
Twitter. Lin et al. [9] proposed an event-based point-of-interest (POI) detection
system based on Twitter message. Kwon et al. [6] identifies several signatures
that can be used to distinguish false rumors among stories circulating on Twit-
ter. These works showed a range of possibilities that the content of reports on
Twitter can be used.

Given that tweet messages are usually informal, unorganized texts, it is dif-
ficult to apply traditional model-based natural language processing techniques.
Currently, the most used method for tweet content analysis is machine-learning-
based classification. Such a method involves devising a set of features that can
be extracted from tweet messages, and using the extracted feature strings as
the input to certain machine learning models. For example, Sakaki et al. [15]
classified tweets into positive and negative reports, based on a set of relatively
simple features, including the word count and the position of the query word.
Li et al. [7] used location words, URLs and reply signs in tweet messages and
an automatic classifier model in their event detection system. Castillo et al. [1]
studied user credibility on Twitter. They included text, topic, and propagation
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features in automatic classifiers for determining credibility in tweet messages.
Sriram et al. [18] provided a solution to tweet classification for the purpose of
understanding user intention. They classified five types of tweets: news, opin-
ions, deals, events, and private messages, based on features such as the presence
of time-event phrase, opinion words, and dollar signs. Gupta [4] developed an
online system for identifying tweet credibilities, based on a SVM classifier and
a number of features including character and word count, and the linguistic
category of each word. However, to the best of our knowledge, there are no solu-
tion proposed for automatically classifying perspectives of the tweets reporting
complex events, which can induce different types of responses.

3 Methodology

We aim to find an automated classification method that can accurately clas-
sify event-related tweets according to the perspectives they are posted in. Our
method involves first extracting meaningful features from the text messages,
then training a classifier using machine learning approaches. We design the fea-
tures based on the lexical and textual analysis on the texts. In this section, we
discuss our approach in detail.

3.1 Tokenization of Tweet Message

Each tweet message consists of up to 140 characters. Since our analysis focuses on
words, we break each tweet message up by spaces and punctuations into a series
of words. For example, the tweet “Yesterday, 32 monuments of Lenin were
toppled around Ukraine” is tokenized into “Yesterday”, “32”, “monuments”,
“of”, “Lenin”, “were”, “toppled”, “around”, and “Ukraine”. These words are
the information unites in our approach, which basically involves counting words
in different categories. As an example, in this tweet message, there is one word
related to time, “Yesterday”, and one word related to space, “around”.

3.2 Lexical Categories

We use the categories defined in Linguistic Inquiry and Word Count (LIWC) for
lexical analysis. LIWC provides a dictionary for different categories of English
words, such as functional words, common verbs, and emotional words, and is
one of the most used tools in natural language processing [19]. The dictionary
contains four main categories and 64 sub-categories, and the number of entries
exceeds 10,000. The entries in different categories may overlap.

We use L1 to L64 as the code name of the 64 LWIC categories. Not all
categories of words are helpful for distinguishing tweets of a certain perspec-
tive from other tweets. For example, emotional words are clear signatures of the
affection perspective, but they are less meaningful for identifying observation
and speculation tweets. Therefore we first test the presence of each of the 64
sub-categories defined in LIWC 2007 using the following method. Given a set of
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Table 2. Effective lexical categories for different perspectives

Perspective Category code

Immediate observation L1, L2, L4, L9, L22, L23, L27, L29, L33, L51

Affection L1, L2, L10, L11, L13, L22, L23, L27, L28, L51

Speculation L1, L10, L11, L13, L16, L22, L28, L31, L33, L53

Table 3. Selected lexical categories and example words

Code Lexical category Examples

L1 Function Words about, back, can, despite, each

L2 Personal Pron he, she, I, we, ours

L4 1st Plural lets, our, ourselves, us, we

L9 Articles a, an, alot, the

L10 Common Verbs accept, become, call, depends, eaten

L11 Auxiliary Verbs are, can, do, gonna, had

L13 Present Tense ask, asks, become, becomes

L16 Prepositions about, before, down, except, for

L22 Total Pron anybody, he, I, ourselves, that

L23 Social Process admit, baby, captain, deal, email

L27 Affective Processes abuse, bad, care, danger, eager

L28 Positive Emotion accept, beauty, careful, daring, easy

L29 Negative Emotion abuse, bad, careless, danger, enemy

L31 Anger abuse, bastard, cheat, destroy, enrage

L33 Cognitive Processes absolute, ban, cause, deduce, effect

L51 Relativity above, before, carry, dance, early

L53 Space air, bend, capacity, deep, east

tweets T whose perspectives we already knew, for each perspective, we calculate
the effect of each lexical category el as el = |pl,1 − pl,0|/|T |, where pl,1 is the
count of words in the lexical category l in all tweets in that perspective, pl,0 is
the count of words in the lexical category l in all tweets not in that perspective,
and |T | is the total number of tweets. Once we have the effect of each lexical cat-
egory {e1, e2, e3, ..., e64}, we take the 10 most effective lexical categories for each
perspective. Table 2 shows the categories we obtained. Table 3 shows the cate-
gory names defined in LIWC 2007 and some example dictionary entries of these
categories. The tables show some special characteristics of messages expressing
in each perspective. For example, first person plural nouns, articles, and negative
emotions have particular strong presences in immediate observations.
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Table 4. Textual features

Code Textual features Explanation

T1 Word Count the number of words in the tweet message

T2 Emphasis the number of words in capital letters, e.g.,
GREAT

T3 Exclaim Mark the number of exclaim marks

T4 Question Mark the number of question marks

T5 Hashtag Presence whether a hashtag is present, 1=present,
0=otherwise

3.3 Textual Features

In addition to lexical categories, we choose five textual features that are expres-
sive and may reveal the perspective of a tweet. These features include word count,
emphasis count, exclaim mark count, question mark count, and hashtag presence.
Table 4 gives brief explanations for these features. Hashtags is a special textual
mark used on Twitter to indicate the topic of the message, and the presence of a
hashtag may reveal the user’s relationship with the event. The textual features
are analyzed for all three perspectives.

3.4 Feature String and Model Building

A supervised learning model is generated from a set of labelled data, called train-
ing set. For each perspective, we supply a set of tweets as labelled either positive
or negative. Positive for a perspective means that the tweet is composed in that
perspective, and negative means the tweet is not composed in that perspective.
A separate classifier is built for each perspective using the respective training
data. The tweet messages are transformed into features using the method men-
tioned in previous sections, before processed by the classifiers. The training data
for each perspective consists of 15 features, the word count in ten most effective
lexical categories for that perspective, and five textual features shared by all
perspectives.

As an example, Table 5 shows the feature string for the tweet “Shell hits
school in #Donetsk, eastern #Ukraine, killing two children amid renewed
violence”. Since we are interested in whether this message is an immediate obser-
vation, we select the Immediate Observation feature set shown in Table 2. The tex-
tual feature set shown in Table 4 is also used. In this example, the tweet contains
two Functional words, two Social Processes words, one Affective Processes words,
one Negative Emotion words, two Relativity words, and the count for words in
other lexical categories is zero. The total word count in the message is 13, and
there are hashtags in the message, no exclaim mark, question mark, or words in
capital letters.

Various techniques have been established for building the supervised learning
model, such as Support Vector Machine (SVM), Naive Bayes, Random Forest,
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Table 5. Example feature string

L1 L2 L4 L9 L22 L23 L27 L29 L33 L51 T1 T2 T3 T4 T5

2 0 0 0 0 2 1 1 0 2 13 0 0 0 1

and Linear Discriminant Analysis (LDA), and have been frequently used in exist-
ing works for tweet classification [1,14]. A SVM classifier finds a hyperplane that
separates data in different classes with a maximum margin [5]. It usually maps
data into a higher-dimension space to improve efficiency, using different kernel
functions, such as linear and polynomial. A Naive Bayes classifier is trained using
Bayes Theorem, and is based on the assumption that features in the dataset are
strongly independent [3]. A Random Forest classifier is built from multiple deci-
sion trees, which are sets of rules that separate data in different classes generated
from the training data [8]. A LDA classifier finds a linear combination of fea-
tures that separates data in different classes [13]. In our experiments, we trained
classifiers using all four techniques and compared their classification accuracies.
For the SVM classifier, we tested both the linear and polynomial kernels.

4 Experimental Results

We conducted a set of experiments for testing the classification accuracies of
different combinations of features and machine learning models, using a real
dataset we collected from Twitter. In this section, we will present our experiment
setup, measurement methods, and experimental results.

4.1 Data Collection and Preparation

We collected two sets of tweets related to the Ukraine Crisis using Twitter’s
Stream API4. The first set contains tweets posted in February and March 2014,
over a period of 40 days. The second set contains tweets posted in November and
December 2014, during a period of 56 days. The two sets of data contain over
a million tweets. We randomly selected a subset of them and manually labelled
them according to their perspectives. For each perspective we labelled 1,000
tweets. For the immediate observation perspective, we labelled 500 positive and
negative examples. For the affection perspective, we labelled 418 positive exam-
ples and 582 negative examples. For the speculation perspective, we labelled 520
positive examples and 480 negative examples. As a result, for each perspective,
we have a separate dataset, although the same tweet may be present in more
than one datasets.

4 https://dev.twitter.com/streaming/overview.

https://dev.twitter.com/streaming/overview
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4.2 Measurements

We used three-fold cross-validation when testing classifiers. For each test, we
divided the labelled data into three parts, and used two for training the clas-
sifier, and one for testing. After the classifier produced the prediction for the
testing set, the predicted labels were compared with the original labels. If the
classifier predicted positive for a perspective for a tweet, and the tweet was
labelled positive in the dataset, we counted the prediction as a true positive.
We measured the precision and recall for the positive results. The classification
precision was calculated as the percentage of true-positives in all predicted pos-
itives. The classification recall was calculated as the percentage of true-positives
in all labelled positives in the dataset for that perspective. As an indicator of
general accuracy, the F-value is calculated as 2×precision×recall

precision+recall . In this study
we do not consider negative predictions. The use of negative reports for event
analysis will be a future study topic.

4.3 Results and Discussion

We tested the classifiers in each of the three datasets. First we tested them
using lexical features only, and the results are shown in Table 6 and Fig. 1. The
accuracy of best performing algorithm in each test is highlighted in bold.

Table 6. Classification accuracy results with lexical features

Immediate observation Affection Speculation

prec. recall f-value prec. recall f-value prec. recall f-value

SVM Linear 0.527 0.622 0.57 0.656 0.627 0.641 0.631 0.743 0.682

SVM Polynomial 0.585 0.38 0.46 0.651 0.57 0.603 0.603 0.854 0.706

Naive Bayes 0.54 0.806 0.646 0.663 0.54 0.595 0.625 0.79 0.696

Random Forest 0.529 0.58 0.535 0.624 0.737 0.673 0.672 0.573 0.616

LDA 0.566 0.538 0.551 0.657 0.673 0.622 0.64 0.712 0.673

Then we tested them using both lexical and textual features, and the results
are shown in Table 7 and Fig. 2.

According to the results, for the Immediate Observation and Affection per-
spective, using lexical features only allowed a higher classification recall. How-
ever, adding textual features increased the classification precision significantly.
For the Immediate Observation perspective, adding textual features increased
the classification precision from 0.585 to 0.837. For the affection perspective, the
precision was also increased to above 0.8. With over 0.8 precision, we can confi-
dently trust that the classifier will provide true-positives most of the time. For
the Speculation perspective, the addition of textual features was less significant,
but it generally improved the classification accuracy for all classifiers, as evident
in the increased F-values.
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Fig. 1. Precisions and recalls with lexical features

Table 7. Classification accuracy results with lexical and textual features

Immediate observation Affection Speculation

prec. recall f-value prec. recall f-value prec. recall f-value

SVM Linear 0.704 0.689 0.695 0.778 0.635 0.697 0.64 0.792 0.707

SVM Polynomial 0.821 0.325 0.464 0.784 0.535 0.636 0.622 0.889 0.731

Naive Bayes 0.837 0.339 0.473 0.804 0.507 0.606 0.612 0.864 0.716

Random Forest 0.694 0.7 0.697 0.742 0.733 0.765 0.659 0.573 0.609

LDA 0.792 0.485 0.6 0.765 0.643 0.698 0.64 0.728 0.681

Fig. 2. Precisions and recalls with lexical and textual features

Among the classifiers, the Naive Bayes classifier generally provided the high-
est classification precision for the Immediate Observation and Affection perspec-
tives, while Random Forest achieved the highest recall and F-value. Interestingly,
for the Speculation perspective, the Random Forest classifier achieved the high-
est precision, while SVM with polynomial kernel achieved the highest recall.

We conclude that using both lexical and textual features generally improves
classification accuracy than using only the lexical features, and that the choice
of classifier depends on the goal of the task. If the aim is to collect immediate
observations with as few false positives as possible, the Naive Bayes classifier
should be used. If the aim is to find as many as possible users’ emotional reactions
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towards an event, and wrongly classified messages are more tolerable, then the
Random Forest classifier should be deployed.

5 Application Scenarios

In above experiments, we show that automated machine learning methods can
classify event-related tweets into immediate observations, affections, and spec-
ulations, with relatively satisfying accuracy. The automated classification helps
users who want to find out event-related information on Twitter to focus on a
particular perspective. It also enables further automated data analysis to exact a
particular type of information from the classification results. In this section, we
introduce three scenarios in which the classification results can be further ana-
lyzed to generate interesting information. In particular, the immediate observa-
tions can be used to infer the time and location of the event. The affection tweets
can be used to understand public sentiments toward an event. The speculation
tweets can be used to detect false rumors in early stages.

5.1 Inferring Time and Locations of an Event

Immediate observations are observations made immediately at the scene of the
event. They describe the state of the observed object, person, or event, at the
time and location when and where the user posts the message. Provided that
Twitter provides timestamp and GPS data with the tweets post, even if a mes-
sage itself does not contain time and location information, we can implicitly
obtain this information. For example, when we collect a tweet post in Times
Square on Tuesday morning, saying “the air is fresh”, which is associated
with a timestamp and GPS data, we obtain the air quality information in Times
Square on Tuesday morning, even if the message itself does not provide this
information.

Table 8 shows some examples of immediate observations found in our dataset
and their timestamps and GPS data as locations. The timestamps uses GMT
timezone. The GPS data is in {latitude, longtitude} format.

By inputting the GPS data in a digital map system, such as Google Map5,
we can clearly identify the location where the observations and thus the events
happened. The first tweet indicates a troop invasion of a military base near
Sevastopol on 19th March, 2014, even though this information was not shown
explicitly in the message. The second tweet provides the time and location of
another alleged invasion. The third message provides some information about a
protest, and its GPS data indicates that the protest happened in the center of
Kyiv.

Immediate observations conveniently allow the time and location of the tweet
to be used as the time and location of the event. By classifying and aggregating
immediately observations, we can not only find out time and location of an event
quickly, but also track the location changes of the event over time.
5 https://maps.google.com/.

https://maps.google.com/
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Table 8. Example immediate observations

Message Time Location

Russian troops without insignia showed

up overnight followed by irregulars who

then stormed the base, broke down doors,

threw smoke grenades

19/3/2014 9:15 33.51153234, 44.58660487

Ukrainian base at Perevalnoye surrounded

by hundreds of Russian troops. Commander

Sergei Storozhenko says the Russians are

from Sevastopol

2/3/2014 11:46 34.33016684, 44.84080314

Many @lentaruofficial journos leaving

to protest editor’s firing. Among them:

@A3AP, whose great Ukraine coverage

aroused the Kremlin’s ire

12/3/2014 15:00 30.51913980, 50.45470648

Table 9. Example affection tweets

Message VN N P VP

during #euromaidan I was afraid to wake up in the

morning, to find out there was crackdown.

7 55 5 1

Though things are more or less calm now,some numbers

are still shocking-298 protesters are missing

9 67 3 1

Difficult days are coming for my country, my city...WAR

IS starting Again...

9 53 10 3

lucky I had chance to work w/ great journalists at

#techcamp and gained many insights into crisis in

#ukraine from journos working there

2 10 44 6

5.2 Public Sentiments Toward an Event

Sometimes it is important to know the public sentiments toward an event for
government decisions and policymaking, particularly when the event is contro-
versial and the public sentiments are diverse. Twitter users express opinion about
events in many ways, and some users may express opinions about future events
or events they are not directly involving in. Aggregating sentiments with these
opinions may make the results noisy and inaccurate. By limiting the scope to the
affections of the users who are directly involving in and impacted by the event
using automated classification, we can obtain a much more accurate understand-
ing of how the event actually affected users.

As a demonstration, Table 9 shows sentiment analysis results of the affection
tweets in our dataset using StanfordNLP online tool6. The tool analyzes sen-
tences and short message and provides scores for Very Negative (VN), Negative
(N), Positive (P), and Very Positive (VP) sentiments.

6 http://nlp.stanford.edu:8080/sentiment/rntnDemo.html.

http://nlp.stanford.edu:8080/sentiment/rntnDemo.html
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Through automated sentiment analysis of a large number of affection tweets
like the ones shown in Table 9, we quickly obtain the overall sentiments Ukraine
people had for the series of events including conflicts, protests, and journalist
activities. The aggregated form of these results, which is similar to an opinion
poll, can be used to aid policy making. It will be particular effective when the
classification is used with topic-based clustering techniques, and the affection
tweets are assigned to specified topics and sub-events.

5.3 Early Rumor Detection

When an important event happens and many facts are unclear, it is guaranteed
that it will invoke wide speculations. Usually the speculations will be mixed in
numerous discussions, opinions, emotional statements, and facts, which makes
them difficult to be identified. By separating from other information the specu-
lations, which are based on individual judgments instead of facts, we can quickly
identify possible misinformation. The classified speculations can then be further
clustered to find popular stories involving particular events and objects of inter-
est. For demonstration purpose, we run a simple clustering algorithm based on
hashtags on our dataset. The algorithm groups together messages containing a
same hashtag. Table 10 shows the messages containing the hashtag #MH17. The
number of retweets (# ret) was updated on 29th May, 2015.

In 17th July, 2014, Malaysia Airlines Flight 17 (MH17) was reportedly being
shot down at the Ukraine-Russia boarder. Because it was a shocking news with
many unclear facts, it has invoked a large number of speculations, even long
after the time the event happened. The messages in the table tell stories that
are yet to be confirmed at the time of posting. Combining the classification and
clustering helps us to identify false stories involving a particular event or object
of interest. Furthermore, when monitoring in realtime, it can show us which
stories are gaining popularity, and have the potential to become a widespread

Table 10. Example speculation tweets

Message Timestamp # ret

BREAKING: Remainder of Malaysian #MH17 Boeing

wreckage in #Ukraine may start to be removed in

next two weeks

10/11/2014 9:55 6

Soros claims that Putin ordered Yanukovych to

fire on the maidan protesters. #Ukraine #MH17

#Russia

10/11/2014 10:10 0

Meanwhile, #Putin has deployed more troops

to the #Ukraine. And if #MH17 is any metric,

they’re in ‘‘combat roles’’ #UkraineUnderAttack

#tcot

7/11/2014 21:21 2

NRO #MH17 National Reconnaissance Office Flight

17 downed by Kiev forces #Ukraine

8/11/2014 14:23 4
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rumor. This can be done, for example, by tracking the increases of the retweet
numbers of the speculation tweets.

6 Conclusion

Twitter offers ordinary users a convenient means to publish their observations,
reactions and opinions for ongoing events. Since messages post on Twitter are
available for access immediately, many people nowadays choose Twitter as the
news source when an important event happened. For a complex event, there
are many perspectives in which a user may post messages, among which are the
immediate observations, expressions of affections, and speculations. While under-
standing the perspectives can be invaluable for further analysis of the event based
on these tweets, it is difficult for anyone to read through the tweets manually
and identify their perspectives, given the large volume of posts on Twitter.

In this paper, we experimented automatic classification methods based on
a set of lexical and textual features and various machine learning models. Our
experimental results show that, with the right choice of features and classifiers,
we can generally obtain satisfying classifying results. We showed that the auto-
mated classification method for immediate observations and affection tweets can
achieve a precision higher than 0.8, while a recall higher than 0.8 can be achieved
for the speculation tweets. In the future we plan to use the classified Immediate
Observation and Affection reports to automatically generate detailed descrip-
tions for ongoing events.
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Abstract. The development of positioning technologies and pervasive-
ness of mobile devices make an upsurge of interest in location based
services (LBS). The k nearest neighbor(kNN) query in road networks
is an important query type in LBS and has many real life applications,
such as map service. However, such query requires the client to disclose
sensitive location information to the LBS. The only existing method
for privacy-preserving kNN query adopts the cloaking-region paradigm,
which blurs the location into a spatial region. However, the LBS can still
deduce some information (albeit not exact) about the location. In this
paper, we aim at strong privacy wherein the LBS learns nothing about
the query location. To this end, we employ private information retrivial
(PIR) technique, which accesses data pages anonymously from a data-
base. Based on PIR, we propose a secure query processing framework
together with flexible query plan for arbitrary kNN query. To the best
of our knowledge, this is the first research that preserves strong location
privacy for network kNN query. Extensive experiments under real world
and synthetic datasets demonstrate the practicality of our approach.

Keywords: Location privacy · Private information retrieval · kNN
query · Spatial networks

1 Introduction

With the popularity of mobile devices and development of the positioning tech-
nologies, location based service(LBS) is becoming more and more popular. To
provide users with location based service, LBS system (e.g., Map Quest and
Google Maps for mobile users) has been widely deployed by mobile users. The
nearest neighbor queries in LBS occupy an extremely important position. For
example, client traveling on the road may want to get the nearest gas station, or
tourist may hope to learn the nearest restaurant from his current location. LBS
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gives us more convenience, however, also causes sensitive privacy problems. Once
the client requests a query, he must submit his location to LBS, which leads to
the leakage of location privacy, even personal information such as health status,
economic conditions, shopping habits, etc. [25].

Therefore, there exist lots of approaches for privacy-aware kNN query [1–4].
However, these works only consider Eculidean distance rather than road network
distance. The only existing work of privacy-aware kNN query under road network
follows the location obfuscation approach [5] which blurs client’s exact location
into a cloaked region and computes network k nearest neighbors by network
voronoi diagram [22]. However, the method reveals certain location information
of client to the LBS.

To guarantee strong location privacy, a promising cryptography tool is private
information retrieval (PIR) [11]. PIR allows a data item (e.g., a disk page) to
be retrieved from a server without leaving any clue of the item being retrieved.
PIR was considered to be resource-intensive, but thanks to the recent progress in
cryptography, practical software or hardware PIR solutions have been proposed
[14]. Since then it has been successfully applied to spatial queries, such as kNN,
BRNN and shortest path search [7,9,13].

In this paper, our goal is to investigate privacy-preserving kNN query on
road network without the LBS inferring any information about the query. To
this end, we adopt practical PIR techniques that retrieve a single data page as
the building block. The challenges of a PIR-based kNN solution lie in the follow-
ing aspects: (1) although PIR guarantees secure access of a single page from the
server, the variation of the number of page accesses from different queries may
reveal information about the query point. Further, when user desires to propose
queries with varied k, our processing must be safe for arbitrary k, which makes
the problem more challenging. (2) as the database contains voluminous points,
directly applying PIR for the kNN query on road network is inefficient, thus call-
ing for an integration with spatial index. To address these challenges, we propose
a PIR-based kNN query processing framework that guarantees strong privacy.
Concretely, we design index structure and deduce query plans for arbitrary k,
which means adversary cannot deduce any information from arbitrary query. To
summarize, we have three main contributions as follows:

(1) To the best knowledge, this is the first research evaluating k nearest neighbor
query on road network with no information leakage.

(2) We deduce the fixed query plans for arbitrary fixed k and thus guarantees
the strong privacy for arbitrary k nearest neighbor query on road network.

(3) We conduct extensive experiments under real-world and synthetic datasets,
which shows our proposed approach is practical.

The rest of the paper is arranged as follows. Related works are surveyed in
Sect. 2. In Sect. 3, we define our security model and prove its security. We then
present our solutions for the PIR-based kNN query processing in Sect. 4. The
solutions are evaluated by experiments in Sect. 5. Section 6 concludes this paper.
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2 Related Work

In this section, we review related works in the following two areas: (1) priavcy-
aware k nearest neighbor query on road network and (2) the application of PIR
based approaches on spatial query.

2.1 Privacy-Preservation for kNN on Road Network

There are several existing network nearest neighbor query processing methods
in the literature, such as the network expansion based methods [19,20], solution
based methods [22–24] and hierarchical road networks based methods [21]. The
classic method without privacy is the network voronoi nearest neighbor based
solution which is proposed by Kolahdouzan [22]. It utilizes network voronoi dia-
gram to partition the network into cells to reduce computation cost and com-
munication cost. The only existing work of private network NN query based on
spatial network follows the location obfuscation approach [5] which blurs client’s
exact location into a cloaked region and computes network k nearest neighbors
by network voronoi diagram. However, the method reveals certain location infor-
mation of client to the LBS.

So far, PIR technology is the only tool to guarantee strong privacy which
means server cannot deduce any information about the query. There has been
no works on applying PIR-based method to network nearest neighbor query to
provide strong privacy guarantee. As the hardware PIR based method requires
different queries execute the same query plan which implies that every query
incur the same processing cost, the existing methods above cannot apply directly
to our PIR-based private network nearest neighbor query.

2.2 Application of PIR

PIR is a type of technology that can request a data item on a database and
does not let the database know which item is requested [11]. To make oblivious
data item access in malicious server, various Private Information Retrieval (PIR)
technology have been widely adopted since its first proposal [6]. Then, there are
three streams of relevant research: (1) information based PIR theoretic [10,11];
(2) computational PIR [6,12] and (3) secure hardware based PIR [14]. In this
paper, we adopt the secure hardware as its implementation. The secure hardware
relies on a temper-resistant CPU which is positioned at the server and is trusted
by the clients. It is considered as an interface that supports oblivious data page
access. The overhead of one PIR access involves two parts: (1) the online cost
which represents the overhead of retrieving, re-encrypting and storing the data
page (2) the offline cost which is taken to reorganize data pages in the data
structure. All the online and offline cost grow sub-linearly to the space size. This
fact explains why we mainly focus on reducing the number of PIR accesses rather
than saving the storage space in later design.

For spatial NN query, to prevent location information leakage, [8] presents
a novel LBS privacy preserving approach based on computational PIR for
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NN query. Later, based on some computing impractical problem(e.g.,Quadratic
Residuosity Assumption, QRA), nontrivial implementation for PIR is proposed.
Then some works utilize Oblivious Transfer [15] or Paillier encryption scheme [16]
integrating with computational PIR technology to protect location privacy of the
spatial NN query [17,18]. The only existing spatial query with hardware based
PIR methods is PIR-based kNN query [7] and PIR-based BRNN query [13]. To
guarantee equal number of PIR access for query proposed by any location, all
these methods figure out a maximal number of PIR access after pre-computation
over the dataset.

3 Problem Definition

In this section we review the preliminaries of network nearest neighbor query,
and then describe our system model and security model.

3.1 System Model

The kNN query on road network has received much attention in research commu-
nity since its seminal work [26]. A road network is modeled as a graph G(V,E),
where a vertex v ∈ V denotes a road junction or point of interest(POI) and
an edge e ∈ E denotes the path between two vertices; and the weight of the
edge denotes the network distance of the two points. A k nearest neighbor query
issued at q on road network returns k POIs that are the closest to q in terms of
network distance. Without considering the privacy protection, the client poses
network kNN query to LBS, and LBS reports the results back to the client based
on G.

To guarantee strong privacy, a naive solution is transferring the whole dataset
to the client when a query is processing so that the server cannot get extra infor-
mation about the query except just a query occurring. However, this way is not
practical due to heavy communication cost. Thanks to the private information
retrieval(PIR) technology, we can design index structure and query plan to com-
bine with it to reduce both the communication and computation cost. In this
paper, we adopt the secure co-processor(SCOP ) [9] which is installed at LBS
to execute PIR functionality. It offers a PIR interface that can allow clients to
retrieve data pages from the database of LBS. The interface can be trusted by
the clients as it support complete tamper detection. Figure 1 shows our system
model. There exists two parts, the client and the LBS which deploy SCOP . Both
plaintext of road network G and the encrypted PIR-based index are hosted by
LBS. And the indexing information is encrypted by SCOP after being organized
in equal-sized data pages. When clients issues a query, he need to follow the query
plan to retrieve multi-rounds data pages from the encrypted PIR-based index
by SCOP .
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G PIR-based Index

Fig. 1. System Model

3.2 Security Model

Without loss of generality, we assume that LBS is the adversary as it may know
the client’s identity (e.g.,via user log-in) or may infer it. Also, we assume the
adversary is curious, but not malicious, that is, it executes page access routines
correctly with no falsified data and wishes to gain extra information about the
client’s query. The adversary is also aware of the processing protocol in use and
its computational power is polynomially bounded.

Our objective is to create PIR protocol for processing network nearest neigh-
bor queries at the LBS without the latter deducing any information about the
queries. We assert that every network nearest neighbor query follows the same
query plan which is necessary to achieve our privacy goal. Specifically, the query
plan needs to ensure each query (i) executes in the same number of rounds, (ii)
in each round it accesses the same index in the same order, and (iii) from each
index accessed in a specific round, it retrieves the same number of pages. In
our paper, we name PIR-based index as database. And commonly, we need to
design more than one database to improve the query performance. For example,
if the protocol confirms that 3 pages are fetched from database DB1 and 10 from
DB2(in this order), each query must fetch 3 pages from DB1 and 10 pages form
DB2. If some query may need fewer than the determined number of pages, the
protocol will pad its requests with dummy page accesses in order to conform to
the query plan. The following theorem proves that our methodology achieves the
security objective.

Theorem 1. The network nearest neighbor query processing methodology that
combines PIR technology with common query plan can achieve strong privacy.
Equivalently, it leaks no information to the adversary about query location.

Proof. In our methodology, each data page requested from database via PIR
protocol. Therefore, the adversary is oblivious of which page of the database is
being read. What is only visible to the LBS is the number of data pages being
accessed in the database. Since all queries follow the same query plan, the number
of pages retrievals in the database is identical for all queries. Consequently,
adversary cannot tell any two of them apart.
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4 PIR-based kNN Processing Framework

In this section, we describe PIR-based kNN Processing Framework to provide
strong privacy. Recall our security model, any query processing must follow the
same query plan. And, a group of moderate indices stored at LBS are needed
to accelerate the query process. In our paper, we split the whole dataset into
i databases DB1, DB2, ..., DBi which can help reduce the update cost and
the communication cost. So the query plan [cnt1, cnt2, ..., cnti] represents the
maximal number of PIR based page accesses for each database.

4.1 Preliminaries

The Network Voronoi Diagram (NVD) has shown to be successful to solve spatial
queries such as kNN on road networks. As Fig. 2 illustrates, v1–v10 are vertices
of the road networks, wherein v1–v4 are POIs. Each cell of the Voronoi Diagram
is centered by one POI and contains the locations that are closest to this POI
than any other POIs. In road networks, neighboring voronoi cells are separated
by border points, such as b1 to b6. For example, voronoi cells centerd at v1 and
v3 are separated by border points b1, b3, and b5. For each voronoi cell, its border
points construct a region. The distance between the voronoi cell center and any
query point of the cell can be computed by given all edges in such region.

Fig. 2. Example for voronoi diagram in road network

Given properties of the NVD that are described in [22], we can easily compute
the kNN query in road network:

(1) The 1NN of query point q is the center of the voronoi cell that q locates in.
For example, we assume the query q located at v8, and v8 is in the voronoi
cell of v3, then q’s nearest neighbor object is v3.

(2) The kth NN lies in the neighbor of previously found voronoi cells of the (k-1)
NN results. That means, if q’s nearest neighbor object is v3, then q’s second
nearest neighbor object must be the center of neighboring voronoi cells v1, v2
and v4. We further develop efficient method to determine which voronoi cells
to fetch without actually obtaining their network information.
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4.2 Three Databases

To enhance PIR performance, we first construct a spatial index to partition the
whole road networks so that the candidate voronoi cells of q can be located
efficiently. To achieve high space utilization, we use the widely adopted KD-tree
to partition the whole map. The KD-tree leaf node splits when the voronoi cell
overlapping with it occupies more space than a data page. Note that if only one
voronoi cell takes more than one page, the leaf node will not split and this corner
case is handled by augmenting the leaf node with linked overflow data pages.
As Fig. 3(a) illustrates, the four dotted rectangle N1, N2, N3 and N4 represent
the leaf nodes of KD-tree. Each node contains 3 to 5 edges. Correspondingly,
in Fig. 3(b), DB1 occupies 4 data pages referring to the four leaf nodes in KD
Tree. Each page records the ID of the voronoi cell residing in the leaf node. We
assume the client issues a query at q(the black star). According to the location
of q, client can access the leaf node N3’s record A3, and then client can get the
candidate voronoi cell q located in: V1, V3 and V4. Once we obtain the distance
between the query point q with these candidate voronoi cell centers, we can know
q’s 1NN. As such, we design the second structure DB2.

(a) KD-tree Index (b) DB1

Fig. 3. Example for spatial network partitioning

As illustrated in Fig. 4(a), DB2 stores the network information of each net-
work voronoi cell including the vertices, edges and border points. In the example
above, the client can access the records B1, B3 and B4 from DB2. With these
network information of V1, V3 and V4, the client can compute which voronoi cell q
located in by employing distance computation algorithms under road networks,
such as Dijkstra algorithm [19].

According to the property (2) of NVD, the next nearest neighbor of q resides
in a number of candidate voronoi cells. Note that we have obtained their border
points because they are neighboring to our obtained voronoi cells. Since we have
obtained the distance between q to all border points, if we know the distance
between each border point to the voronoi cell center on the other side of the
edge (voronoi cell on this side of the edge has been obtained), we can determine
which voronoi cell center is the next nearest neighbor without fetching all their
network information.
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As Fig. 4(b) illustrates, we assume each border point b belongs to mb voronoi
cells, so DB3 stores mb distance lists for each border point b. Each distance list
contains two parts: one is the distance between the border point bi and the center
of voronoi cell Vj it belongs to; The other is the distance between each border
point bi ∈ Bj− falling on the same voronoi cell (Bj− represents all the border
points fall on the same voronoi cell Vj). Therefore DB3 can help to compute the
minimum distance between q and candidate voronoi cell centers. In the example
above, the 2NN of q is the voronoi cell center v4 adjacent to the q’s 1NN via
border point b6 with minimal overall distance dist(q, b6) + dist(b6, v4).

Fig. 4. Example for DB2 and DB3

4.3 Query Plan

To achieve the security goal, we determine the query plan [cnt1, cnt2, cnt3]
which represents the maximal number of PIR based data page accesses for each
database. For ease of description, we use ni to represent the maximum number
of data pages for a single record in DBi. Take Figs. 3 and 4 as an example,
n1 = n3 = 1, n2 = 3. According to the rational of PIR, each query must follow
query plan to retrieval data pages from DB1,DB2 and DB3 respectively. The
implementation of the algorithm is as follows:

(1) For each query q, we use DB1 and DB2 to compute which network voronoi
cell q locates in, and the center of this network voronoi cell is the 1NN of q.
Then cnt1 = n1. For cnt2, we assume that the maximal number of voronoi
cells in each record in DB1 is c2, so cnt2 = n2 × c2.

(2) according to the DB3, the client computes q’s next nearest neighbor as
its 2NN which takes the minimal distance between q and 1NN ’s neighbor
centers. Recursively, we can repeat the step (2) to compute the 3 − k NN as
the query result. In this process, the client needs to maintain the distance
of q to every border point of the voronoi cells obtained before.
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For cnt3, we assume that each record in DB2 refers to maximal c3 border
points. Then, each query result needs cnt3 = n3 × c3 data page accesses. To get
the complete result set, there needs k − 1 iterations.

Overall, the deduced retrieval plan for kNN query on road network requires
n1 PIR based data page accesses for DB1, n2 × c2 page accesses for DB2 to
obtain the 1NN and (k-1) rounds to obtain the rest nearest neighbors. And each
round takes n3 × c3 page accesses to obtain all distance related to these border
points and the new voronoi centers for the next round. In this way the trivial
query plan requires n1 + n2 × c2 + (k − 1) × n3 × c3 PIR accesses for arbitrary
kNN query on road network.

4.4 Algorithm

In this following, we present our PIR-kNN algorithm. According to the three
databases and query plan, we design our algorithm as follows:

Algorithm 1. PIR-kNN algorithm
Input: Query point q, query parameter k
Output: network k nearest neighboring object points, R
1: R = ∅
2: C = ∅
3: Fetch entries corresponding to voronoi cells from DB1, denoted by EDB1 , by locat-

ing the leaf node in KD Tree that contains q via cnt1 PIR page accesses
4: Fetch detailed contents of such voronoi cells EDB1 , denoted by EDB2 from DB2

by cnt2 PIR page accesses
5: for each record e ∈ EDB2 do
6: distancee = dist(e, q)
7: C.push(e, distancee)
8: end for
9: cc = {C.top()}

10: if k == 1 then
11: R = cc
12: return R
13: end if
14: for i = 2 to k do
15: for each border point b of cc do
16: Fetch all pre-computed distance of border b via cnt3 PIR page accesses
17: for each b’s relevant voronoi center vc do
18: distancee = mindist(q, vc)
19: C.push(vc, distancee)
20: end for
21: cc = C.top()
22: R = R ∪ {cc}
23: end for
24: end for
25: return R
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As Algorithm 1 illustrates, the first step is to get the 1NN of q (Line 3–
13). There needs n1 PIR data page accesses for DB1 and n2 × c2 page accesses
for DB2. Then, we fetch all the border points and their associated distance to
neighboring voronoi cells from DB3 via (k − 1) × n3 × c3 PIR accesses (Line
14–22). Note that in this step, we only need to obtain the detailed distance
information of the new border points obtained in the last iteration. Obtaining
all the distance, we can determine the next nearest neighbor (Line 18–19). Until
we obtain k nearest neighbor, the algorithm terminates (Line 25).

5 Experimental Evaluation

In this section, we conduct experiments under real world and synthetic datasets
to demonstrate the effectiveness of our PIR-based kNN approach. We also com-
pare the performance with a weaker location privacy preservation approach —
the cloaking region-based kNN method on road networks(CR-kNN) [5] and show
our algorithm is of great practical value.

5.1 Experiment Settings

Datasets. We conduct our experiments on two public real-world networks,
namely California map (CA) and New York map (NY). Both datasets are col-
lected from Open Street Map1. Both datasets have relatively uniform distrib-
ution, while the junctions and roads are more denser in NY than in CA. We
summarise the statistics of our datasets in Table 1.

Table 1. Statistics of our datasets.

Dataset # Edges # Junctions # Point of Interests

CA 47, 185 20, 997 84, 328

NY 56, 263 14, 890 60, 327

As for the synthetic dataset, we scatter 106 point of interests on aforemen-
tioned CA map to simulate different data distribution. To emulate a skewed
distribution, a portion f ∈ (0, 1] of these points are distributed on edges in a
skewed way, while the rest 1 − f portion of points are uniformly generated on
edges.

All algorithms are implemented in C# and run on a machine with an Intel
Core2 Quad CPU 2.53 Ghz and 4 GByte of RAM. As with previous hardware-
based PIR methods, we assume the IBM 4764 PCI-X Cryptographc Coprocessor
as the SCOP and strictly simulate its performance. The client communicates with
the LBS using a link with round trip time of 700ms and bandwidth 384 Kbit/s,
which emulates a moving client connected via a 3G network.
1 www.openstreetmap.org.

www.openstreetmap.org
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5.2 Performance Comparison

In this section, we compare the performance of our PIR-kNN method with the
CR-kNN method under both real world datasets. The latter method fetches
all POIs that overlap with the client-issued cloaking region and the candidate
voronoi cells, and then returns all these POIs to the client. Note that the per-
formance of CR-kNN is plotted only for reference, as it still discloses a cloaking
region to the LBS.

Figure 5 illustrates that when k = 1, PIR-kNN approach takes more time to
return the nearest point of interests from the road network than cloaking region
based approach. This is because PIR-kNN first requires to locate the voronoi cell
in road network, and when multiple voronoi cell overlaps in a rectangle in the
map, all map contents in these cells must be fetched. Thus, this routine consumes
much running time. Interestingly, when k > 1, PIR-kNN approach gradually
outperforms CR-kNN approach and the performance gap enlarges when k gets
larger. This is because after the voronoi cell in the road network is located for the
query point, each increment of k only incurs one extra fetch for pre-computed
distance information via PIR interface. While, for CR-kNN, as k increases, POIs
locating in larger map area must be fetched.

We can also see that in NY dataset, where the junctions and roads are denser,
it takes more time to return the query result. This is because each POI has more
neighbor POIs. Note that the CR-kNN approach also takes more time in NY
dataset. This is because the cloaking region with the same size now contains
more point of interests.

Fig. 5. Performance comparison under real world datasets.

We validate this argument by the more detailed measurement in Fig. 6. In
Fig. 6, we can clearly see that the network overhead for our PIR-kNN approach
is much less than that of CR-kNN approach. This demonstrates that there are
significant unnecessary POIs are transferred from LBS to the client. In contrast,
our PIR-kNN approach seldom conveys unnecessary data and the major over-
head comes from the online and offline processing routine in SCOP to implement
oblivious fetch.
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Fig. 6. Execution time proportion over network communication on the CA dataset.

5.3 Detailed Analysis of Our Method

In the following, we give a detailed analysis of our method. In specific, the
performance of our PIR-kNN approach under different data distribution and its
scalability are evaluated.

Effect of Data Distribution. First, we compare the performance under CA
and NY datasets. It should not be surprising that in Fig. 7(a), when k is less than
8, the execution time for our PIR-kNN approach is significantly shorter under
CA dataset than under NY dataset. As we have mentioned, this is because the
initial locating for the query point tends to fetch more neighboring voronoi cells
in NY dataset. So when k is larger, the latter needs to fetch more extra distance
information than the former to determine the kNN query processing.

Under synthetic dataset, we can see from Fig. 7(b) that when f increases,
the maximal number of PIR accesses for one voronoi cell increases, the overall
execution time increases as well. This is intuitive because our query plan should
cover the worse case in terms of the PIR accesses.

Fig. 7. Effect of data distribution.
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Fig. 8. Effect of scalability.

Evaluation of Scalability. Finally, we evaluate the scalability of our approach.
Regardless of whether real world data or synthetic dataset, we can see from Fig. 8
that the execution time increases linearly to the query parameter k. Further, we
can see that the increasing rate of the execution time gets slower as k gets larger
than 10. This is because the voronoi cells that contain much more POIs or edges
than normal voronoi cells have been considered by a smaller threshold k and
when k goes beyond this threshold, the number of PIR accesses required for
increased k is much less.

6 Conclusion

In this paper we introduce the novel problem of PIR-based kNN query on road
networks with strong privacy guarantee, where an adversary cannot distinguish
a kNN query from any other query in the network space. This is the first work
that applies PIR to network kNN query. Further, we design the data structure to
fetch only necessary data and deduce a query plan for arbitrary query parameter
k. Finally, we evaluate our method on real world dataset and synthetic dataset.
Extensive experiments demonstrate the practicality of our method.
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Abstract. People are involved in various processes in their daily lives,
such as cooking a dish, applying for a job or opening a bank account.
With the advent of easy-to-use Web-based sharing platforms, many of
these processes are shared as step-by-step instructions (e.g., “how-to
guides” in eHow and wikiHow) on-line in natural language form. We refer
to them as personal process descriptions. In our early work, we proposed a
graph-based model named Personal Process Description Graph (PPDG)
to concretely represent and query the personal process descriptions. How-
ever, in practice, it is difficult to find identical personal processes or frag-
ments for a given query due to the free-text nature of personal process
descriptions. Therefore, in this paper, we propose an idea of similarity
search over the “how-to guides” based on PPDG. We introduce the con-
cept of “similar personal processes” which defines the similarity between
two PPDGs by utilizing the features of both PPDG nodes and struc-
ture. Efficient and effective algorithms to process similarity search over
PPDGs are developed with novel pruning techniques following a filtering-
refinement framework. We present a comprehensive experimental study
over both real and synthetic datasets to demonstrate the efficiency and
scalability of our techniques.

Keywords: How-to guides · Personal process description graphs · Sim-
ilarity search

1 Introduction

People are engaged in all kinds of processes all the time, such as cooking a dish,
applying for a bank account or filing a tax return. Although the expertise in
the area of workflow management and business process management (BPM) [4]
has produced solutions for modelling, automating and managing much of the
business and organizational workflows, still significant portion of the processes
that people experience daily exist outside the realm of these technologies.

However, with the advent of easy-to-use Web-based sharing platforms, peo-
ple often share their experience/knowledge about a process on the Web, in the
form of how-to guides or step-by-step instructions. Although these are primarily
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describing a process, without the modelling expertise, they are normally writ-
ten in natural language as a sequence of sentences forming the process steps. In
order to distinguish these texts from the conventional business workflow models,
we refer to them as personal process descriptions. A plethora of examples on
personal process descriptions can be found in cooking recipes, how-to guides or
Q&A forums.

The texts in natural language format are not precise enough to be useful in
utilizing the process information presented in them. For example, the state-of-
the-art for search technologies over the existing personal process descriptions are
still a keyword/phrase-based search and users would have to manually investigate
the results. A process-aware technique should be able to (i) produce the overall
activity structure, (ii) show the dependencies between data and actions, and (iii)
compare and contrast different paths to accomplish the goal.

In our previous work [13], we proposed a simple structured query language
designed to perform exact-match search over the personal process descriptions.
The language is supported by a graph-based, light-weight process model called
PPDG (Personal Process Description Graph) which concretely represents the
personal process description texts.

In this paper, we extend our query technique to return similar process
descriptions to a query input. This technique is particularly important because
the PPDGs are obtained from texts, and being able to cope with semantic sim-
ilarity in words as well as the similarity in the structure of the activities in a
process can return more relevant results. Our contributions are summarized as
follows:

– We formally define the similarity over PPDG. PPDG is a graph-based process
description language that presents both control-flow and data-flow in a per-
sonal process description.

– We propose effective and efficient algorithms to perform similarity search over
PPDGs. The similarity algorithms deal with personal processes from different
perspectives in that, unlike existing approaches, both control-flow and data-
flow are considered.

– We further improve the performance of the algorithms by utilizing three novel
pruning techniques.

The paper is organized as follows: Sects. 2 and 3 define the preliminary con-
cepts and the problems. Section 4 describes the efficient algorithms to process
the PPDG similarity search. Then we present the experiment results in Sect. 5.
The related work is discussed in Sect. 6 followed by a conclusion in Sect. 7.

2 Preliminaries

In this section, we briefly introduce the personal process description graph
(PPDG) and querying PPDGs. The full descriptions of these concepts are pre-
sented in [13].
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2.1 Personal Process Description Graph

A PPDG represents a personal process description as a labeled directed graph.
It describes the whole process of performing a personal process placing equal
emphasis on both actions and input/output data relating to each action. Figure 1
depicts a PPDG of a PhD admission process experienced by an international
applicant. Actions can be a one-off action, repeated action, or duration action.
Data elements are represented by hexagonal nodes. A data element can be either
basic or composite (i.e., composition of basic data). In order to make the visu-
alization of the graph simple, all types of actions are represented by using the
same notation. The details are stored in the schema associated with each PPDG.
The same principle applies to the data.

Fig. 1. How to apply for PhD admission at UNSW by an international applicant

The data elements and actions are connected to form ‘action flow’ and ‘data
flow’. Action flows, represented by solid lines, describe temporal sequence of the
actions. For example, in Fig. 1, ‘V1: check eligibility ’ takes place before ‘V2: find a
potential supervisor ’. Data flows, represented by dotted lines, keep track of data
sources and denote the relationships between the data and actions. For example,
‘V4: write a research proposal’ takes two data inputs ‘D4: rough idea’ and ‘D5:
a sample of proposal ’ and produces one data output ‘D6: completed proposal ’.

A PPDG also stores constraints/conditions relating to an action, data or the
flows. For example, a condition may specify a location or the time an action
takes place. We define PPDG more formally as follows.

Definition 1. A personal process description graph PPDG is a tuple
PPDG := (A,D,EA, ED, C, φ, λ) where:

– A is a finite set of nodes a0, a1, a2,... depicting the starting action (a0) and
actions (a1, a2, ...).
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– D is a finite set of nodes d0, d1, d2,... depicting the data input/output of an
action.

– EA is a finite set of directed action-flow edges ea1, ea2,..., where eai = (aj , ak)
leading from aj to ak (aj �= ak) is an action-flow dependency. It reads aj takes
place before ak. Each node can only be the source/target of at most one action-
flow edge: ea = (ai, aj) ∈ EA : ea′ = (ak, al) ∈ EA \ ea : ai �= ak and aj �=
al.

– ED is a finite set of directed data-flow edges ed1, ed2,..., where edi = (aj , dk)
leading from aj to dk is a data-flow dependency. It reads aj produces dk.
edl = (dm, an) leading from dm to an is a data-flow dependency. It reads an

takes dm.
– C is a finite set of conditions c1, c2,... with ci = (< name, descr >, xj) being

associated to xj ∈ {A,D,EA, ED} and having name and description of the
condition.

– φ: a function that maps Action Label to action nodes.
– λ: a function that maps Data Label to data nodes.

In this work, we have not yet considered constraints in PPDG. For simplicity,
we remove C (conditions) from PPDG here on.

Definition 2 (PPDG Query Graph). A PPDG query graph is a tuple
PPDG-Q = (QA,QD,QEA, QED, Qφ, Qλ, QP,Δ) where:

– QA is a finite set of action nodes in a query.
– QD is a finite set of data nodes in a query.
– QEA ⊆ QA × QA is the action flow relation between action nodes in a query.
– QED ⊆ QA × QD is the data flow relation between action nodes and data

nodes in a query.
– Qφ: a function that maps Action Label to action nodes.
– Qλ: a function that maps Data Label to data nodes.
– QP is the path relation between action nodes which includes data nodes and

data edges corresponding to each action node in query.
– Δ: QP → {true,false}

Figure 2 shows an example of PPDG query input and output. A PPDG query
graph consisting of “collect dress” action, immediately followed by “take photos”
action with input data “dress”, followed by a path query edge leading to “attend
ceremony” action. The symbol “‖” is used to represent a path query between
action nodes. In the above example, the path will match any action as well as
connected data nodes from “take photos” to “attend ceremony”. The subgraph
inside dotted box in Fig. 2 is the result of the query.

However, in practice, it is difficult to find out the identical personal processes
by a given query graph due to natural property of personal process. The similar-
ity search technique proposed in this paper will see the query results expanded
to include subgraphs that are similar to the query graph.
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Fig. 2. An example of PPDG query input and output (an exact match)

2.2 Constructing PPDG and PPDG Repository

The PPDGs are constructed via PPDG Builder, a prototype system is imple-
mented as part of a companion project which aims to establish a Web-based
repository of PPDGs. The system relies on the Stanford’s NLP parser and POS
(Part-Of-Speech) tagger1 to extract potential pairs of action and data (e.g.,
{book, academic dress}, {pay, cash}). We then build a smart error correction
and management layer by using the well-known knowledge acquisition technique,
RDR (Ripple Down Rules). The rules are incrementally built and managed to
correct the extraction errors from the NLP parser and tagger outputs. Based
on this, we are currently developing a graphical tool, PPDG Editor. The editor
provides the graphical notations for the syntax elements in PPDG. For each per-
sonal process description, the users will see suggested action/data listing from
the PPDG Builder. Although we do not assume that the PPDG construction
process can be totally automated, our aim is to automate the mapping of the
suggested action/data to PPDG nodes and labels as much as possible over time.

3 Problem Definition

The query techniques proposed in our earlier work implemented an exact match
between a query graph and PPDGs. In this paper, we investigate the problem of
similarity search over PPDGs. This is an important extension to PPDG queries
because the construction process of PPDGs from the text-based sources gener-
ates nodes and labels that are semantically ‘similar’, but appear different. In
similarity search, for a given PPDG query Q, our system returns similar PPDGs
ranked by similarity scores from the PPDG repository. Without loss of general-
ity, we assume the size of Q is not larger than that of any PPDG P ∈ P. We
define the similarity between Q and P , denoted as Sim(Q,P ), in this section.

To get the similarity score Sim(Q,P ), we separately consider the nodes (both
action and data), and the directed edges linking the nodes2. Hence, we compute
1 http://nlp.stanford.edu/software/, Stanford NLP Group.
2 Throughout the paper, we sometimes refer to the directed edges to/from nodes as

simply graph structure.

http://nlp.stanford.edu/software/
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two separate similarity scores: one based on the labels of the nodes, the other
on the edges from/to the nodes. We then combine the two to obtain Sim(P,Q).

We note that, different from a PPDG, a PPDG query Q may include a path
between two action nodes. If a path exists in Q, that is Δ = true, we consider the
path as a special action edge and Q as a special PPDG. Q with path is special
case and we will discuss it in Sect. 4. For the sake of simplicity, from here on,
let us treat Q as a PPDG. Now we formally define the similarity between two
PPDGs P and P ′ as follows.

Graph Nodes Similarity. First, we consider the similarity between the nodes
in P and P ′. Since the label of each node n in a PPDG is composed by a set W
of words, we can calculate the label similarity between two nodes by comparing
the corresponding words sets.

Definition 3 (Label Similarity). Given two nodes n1, n2, let ω be the function
to separate the label of a node into a set of words3, we get W1 = ω(n1) and
W2 = ω(n2). Let M be a function that returns the number of exact matching
words, S be a function that returns the number of synonymous words, we define
the label similarity between the two nodes as follows:

lSim(n1, n2) =
2(M(W1,W2) + S(W1,W2))

|W1| + |W2| (1)

Example 1. Considering the two nodes n1, n2, their labels are “seek a potential
supervisor” and “search for a supervisor”, we get the two word sets W1={seek,
potential, supervisor} and W2={search, supervisor}. Suppose we know “seek”
and “search” are synonymous, then according to Eq. 1, the lSim(n1, n2) =
2(1+1)
3+2 = 0.8.

According to Definition 3, we can obtain all label similarity scores between
the nodes of P and nodes of P ′. For a node nP ∈ P , we choose the best matching
node n′

P ∈ P ′, where the label similarity lSim(nP , n′
P ) is the highest among all

similarity scores between nP and all nodes in P ′. Then we are able to define the
graph nodes similarity nSim(P,P ′) as follows.

Definition 4 (Graph Nodes Similarity). Given two PPDGs P = (A,D,
EA, ED, φ, λ) and P ′ = (A′,D′, E′

A, E′
D, φ′, λ′) with |A| ≤ |A′|, let ai, dj, a′

k,
and d′

l represent the nodes of A, D, A′, and D′, respectively. Then the graph
nodes similarity between P and P ′ is:

nSim(P,P ′) =
u ·

|A|∑
i=1

|A′|
max
k=1

(lSim(ai, a
′
k)) + v ·

|D|∑
j=1

|D′|
max
l=1

(lSim(dj , d
′
l))

u · |A| + v · |D| (2)

where u and v are weights for action nodes and data nodes, and u, v ∈ [0, 1].

3 Note that the common auxiliary words, such as “a”, “for” and “of”, are not included.
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The weight u and v are defined by users to indicate which type of node is more
important for them (i.e., action or data).

Graph Structure Similarity. From the processing of graph nodes similarity,
we obtain the similar nodes mapping of P and P ′. Then we consider the similarity
of the directed edges between the similar nodes of P and P ′. Particularly, we
compute the similarity of the edges from/to the action nodes separately from
that of the data nodes. Hence, the similarity score is computed as follows:

Definition 5 (Graph Structure Similarity). Given two PPDGs P = (A,D,
EA, ED, φ, λ) and P ′ = (A′,D′, E′

A, E′
D, φ′, λ′) with |A| ≤ |A′|, the similar nodes

mapping of P and P ′ : A ↔ A′ and D ↔ D′, we get the edges matching
MEA

: EA ↔ E′
A and MED

: ED ↔ E′
D. Then the structure similarity between

P and P ′ is:

sSim(P,P ′) =
u · |MEA

| + v · |MED
|

u · |EA| + v · |ED| (3)

where u and v are weights of the two types of matchings.

Graph Similarity. Based on the two types of similarities between P and P ′, we
utilize the Harmonic Mean to compute the graph similarity between P and P ′.

Definition 6 (Graph Similarity). Given two PPDGs P and P ′, we obtain
their nodes similarity nSim(P,P ′) and structure similarity sSim(P,P ′). Then
the graph similarity between P and P ′ is computed by the Harmonic Mean as:

Sim(P,P ′) =
2 · nSim(P,P ′) · sSim(P,P ′)
nSim(P,P ′) + sSim(P,P ′)

(4)

Problem Statement. Given a query graph Q, a set P of PPDGs, and a thresh-
old η, a PPDG similarity search returns all PPDGs from the set P, such that the
similarity between Q and P ∈ P is no less than η, i.e. Sim(Q,P ) ≥ η, P ∈ P.

4 Similarity Search

In this section, we present the efficient algorithms to process the PPDG similarity
search. Given a PPDG query Q and a set P of PPDGs, the straightforward
approach to find the similarity graphs to Q is to compute the graph similarity
between Q and each P ∈ P. Firstly, we join the node set of Q and P to get a set
of node pairs - each pair {nQ, nP } contains one node from Q and the other from
P , and calculate the label similarity between the nodes in each pair by Eq. 1.
Then for each nQ, we find the most similar node pair with highest label similarity
among all pairs containing nQ. Next, after obtaining all the most similar node
pairs between Q and P , we compute the nodes similarity nSim(Q,P ) by Eq. 2.
Thirdly, based on the most similar node pairs, we find the matched edges of
Q and P and compute the structure similarity sSim(Q,P ) by Eq. 3. Finally,
we get the graph similarity Sim(Q,P ) by Eq. 4. The naive approach is costly
because we need to iterate all the nodes and edges of one PPDG. Therefore,
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we propose efficient and effective techniques to process similarity search over
PPDGs following a filtering-refinement framework. We first perform the nodes
similarity to get a set C of candidate PPDGs, and then refine C by structure
similarity to get the search results. Section 4.1 presents the filtering technique
with efficient and effective pruning rules to get the candidate set. Section 4.2
refines the candidates by computing graph structure similarity.

4.1 Filtering by Graph Nodes

For the query Q and a PPDG P , the computing of graph nodes similarity
nSim(Q,P ) is based on the label similarities between their nodes. In this sub-
section, we first propose the technique to compute label similarities between the
nodes of Q and P . Then the graph nodes similarity nSim(Q,P ) is obtained
according to the label similarities.

To compute the label similarities between the nodes of Q and P , we first
decompose the label of each node into a set of words, and store the words set in
corresponding node, i.e. nQ. W for one node nQ ∈ Q and nP . W for one node
nP ∈ P . Then we create a set of nodes pairs, each consisting of two nodes - one
from Q and the other from P , denoted as {nQ, nP }. In each pair, nQ and nP are
the same type of nodes. Recall that there are two types of node - action node
and data node - existing in PPDG. For each pair, we can compute the label
similarity score between the two nodes.

To identify whether two words are synonymous, we use the electronic lexical
database - WordNet [5] to match words. We also build a local dictionary to
store the synonymous words to save the processing time of our algorithm. In
this paper, we assume the dictionary is already built locally and it contains all
the synonymous words in all graphs.

Theorem 1. Given two nodes n1 and n2, let W1 and W2 to be their words sets
respectively, then the similarity between the two nodes is:

lSim(n1, n2) ≤ 2 · min(|W1|, |W2|)
|W1| + |W2| (5)

which is the upper bound of lSim(n1, n2), denoted as lSim(n1, n2)up.

Proof. According to Definition 3, if all words are matched, the similarity score
is 2·min(|W1|,|W2|)

|W1|+|W2| . 
�

Theorem 1 gives an upper bound of the label similarity between two nodes, and
we can use the bound to prune some node pairs without calculating their label
similarities.

Pruning rule 1. For a node nQ ∈ Q, we want to find a matching node
nP ∈ P with the highest label similarity score. Once we get the label similarity
lSim(nQ, nPi) for one node pair {nQ, nPi}, then any node pair {nQ, nPj} with
lSim(nQ, nPj)up < lSim(nQ, nPi) can be pruned safely. Therefore, we perform
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the nodes similarity between Q and P as following steps. (1) we first extract
words from the label of each node in Q and P . (2) For each node nQ ∈ Q, we
join it with all nodes in P that are of the same type as nQ, to create a set
of node pairs. Recall that there are two types of node - action node and data
node - in one PPDG. (3) All pairs are sorted by the upper bound of their label
similarities in descending order, and stored in a max heap H. (4) We compute
the label similarity of node pairs from the top of H one bye one, and the pair
with highest label similarity score is kept in a tuple R. If the upper bound of the
label similarity of the pair in the top of H is smaller than the label similarity
in R, the remaining pairs in H can be pruned safely and R is the most similar
node pair from P to nQ. (5) After all most similar node pairs are obtained, the
nodes similarity between Q and P can be calculated by Definition 4.

Theorem 2. Given a PPDG query Q, a PPDG P , and a threshold η, to ensure
Sim(Q,P ) ≥ η, the nodes similarity nSim(Q,P ) is:

nSim(Q,P ) ≥ η

2 − η
(6)

which is the threshold of the nodes similarity, denoted as τ .

Proof. According to Definition 6, we assume the structure similarity between Q
and P is equal to 1, i.e. sSim(Q,P ) = 1, then we have nSim(Q,P ) ≥ η

2−η . 
�

Pruning rule 2. When the nodes similarity between Q and P is calculated,
we can compare it with threshold τ , obtained by Theorem2. It is clear that if
nSim(Q,P ) < τ , the graph P can be pruned safely. Note that the computing of
nodes similarity is based on the label similarities of all most similar node pairs.
Therefore, after getting the label similarity of each most similar node pair, we
can compute the upper bound nSim(Q,P )up of the nodes similarity between
Q and P by assuming the label similarities of remaining unprocessed nodes are
equal to 1. If nSim(Q,P )up < τ , P can be pruned without further processing.
Finally, all un-pruned graphs are stored in a candidate set C for the refinement
step.

Algorithm 1 illustrates the details of the filtering step. To enable computing
the nodes similarity in an iterative fashion, we use a tuple T to process the
query. T is employed to maintain a node pair with the upper bound of its label
similarity. Particularly, T.pair stores a node pair, one node from the query Q and
the other from a PPDG P , and T.lsimUp stores the upper bound of the label
similarity of the pair. We first initiate τ by Theorem 2 in Line 1 and store all the
nodes of Q in a set NQ in Line 2. Each node nQ has a word set attribute nQ.
W to store its words extracted from its label. Next, we iterate the graphs P ∈ P
one by one to compute the nodes similarity nSim(Q,P ) from Line 3 to Line 31.
To begin with, a pair set pairSet is initiated to store all the most similar node
pairs between Q and P . For each P , we first assume all action nodes and data
nodes in Q exactly match the nodes in P , and let MA, MD equal to the number
of action nodes and data nodes in Q, respectively, in Lines 4. Then we also get
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Algorithm 1. Filtering by Nodes Similarity (Q,P, η, u, v)
Input : Query Q, A set P of PPDGs, Threshold η, Weight u, v
Output: Candidate set C

1 C := NULL, τ := η/(2 − η);
2 NQ ← All nodes in Q, nQ.W stores words extracted from the label of nQ;
3 for each P ∈ P do
4 pairSet := NULL, MA := |Q.A|, MD := |Q.D|, pruned := false;
5 NP ← All nodes in P , nP .W stores words extracted from the label of nP ;
6 for each nQ ∈ NQ do
7 H := NULL;
8 for each nP ∈ NP and nQ, nP are the same type of nodes do
9 T.pair := {nQ, nP };

10 T.lsimUp := lSim(nQ, nP )up;
11 H.push(T );

12 R.lsim := 0;
13 while H �= NULL do
14 T := H.pop();
15 if T.lsimUp < R.lsim then // Pruning rule 1

16 break;

17 else if lSim(T.pair) > R.lsim then
18 R.pair := T.pair;
19 R.lsim := lSim(R.pair);

20 if the nodes in R are action nodes then
21 MA := MA − 1 + R.lsim;

22 else
23 MD := MD − 1 + R.lsim;

24 nSimUp := (u ∗ MA + v ∗ MD)/(u ∗ |A| + v ∗ |D|);
25 if nSimUp < τ then // Pruning rule 2

26 pruned := true;
27 break;

28 pairSet ← R;

29 if !pruned then
30 P.pairSet := pairSet; P.nsim := nSim(Q, P );
31 C ← P ;

32 return C;

all the nodes of P with their words and store them in a set NP in Line 5. From
Line 6 to Line 11, we join each node nQ ∈ NQ with all nodes in NP to get node
pairs and compute the upper bound of their label similarities, which are stored in
T.pair and T.lsimUp, respectively. We use a max heap H to store T . The pairs
are sorted in H by T.lsimUp in descending order. Line 12 initializes a tuple R to
store the node pair which has the highest label similarity score after all pairs in
H are iterated. From Line 13 to Line 19, we compute the label similarity of the
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pairs from the top of H and store the pair with the highest label similarity score
in R. According to the Theorem 1, if the upper bound of the label similarity
T.lsimUp of a pair T.pair is smaller than R.lsim, the iteration is stopped in
Line 13, and R contains the most similar node pair with its label similarity.
After we get one most similar node pair R.pair, MA or MD is updated based on
its label similarity R.lsim and the upper bound nSimUp of the nodes similarity
is computed in Lines 20–24. If nSimUp is smaller than τ , P can be pruned (Line
25). All most similar node pairs are stored in the set pairSet (Line 28). If P is
not pruned, after getting all the most similar node pairs between Q and P , the
nodes similarity nSim is computed by Eq. 2 and P is put into the candidate set
C in Lines 29–31.

4.2 Refinement by Graph Structure

After processing Q with all PPDGs by Algorithm1, we obtain a candidate set
C of PPDGs. In this subsection, we utilize the graph structure to refine the
candidates.

In the filtering step, we obtain the most similar node pairs stored in P.pairSet
for each candidate P ∈ C. Considering two pairs {nQ, nP } and {n′

Q, n′
P } in

P.pairSet, there is an edge eQ between nQ and n′
Q. If there is also an edge

eP between nP and n′
P , and eQ and eP are the same type of edges with the

same direction, we can determine eQ and eP are matched. The straightforward
approach is to check whether any two pairs in P.pairSet have matched edges.
However, the processing cost is very high, because we need check every two pairs.
Even if there is no edge between nQ and n′

Q, we still need to check whether the
edge exists on Q or not.

We can use the graph structure to reduce the processing time. When we pick
a pair {nQ, nP } from P.pairSet, we get all the connected nodes of nQ from graph
Q. Next, for each of connected node n′

Q, we get pair {n′
Q, n′

P } from P.pairSet.
If there is an edge eP between nP and n′

P , and eQ and eP are the same type of
edge with the same direction, we say the two edges are matched. Particularly,
after one pair is iterated, the pair is removed to avoid the reverse checking from
{n′

Q, n′
P }.

Theorem 3. Given a PPDG query Q, a PPDG P , and a threshold η, we get
the nodes similarity nSim(Q,P ). To let graph similarity Sim(Q,P ) ≥ η, the
structure similarity is:

sSim(Q,P ) ≥ nSim(Q,P ) · η

2 · nSim(Q,P ) − η
(7)

which is the threshold of the structure similarity, denoted as ε.

Proof. According to Definition 6, it is clear that the inequality holds. 
�
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Algorithm 2. Refinement by Structure Similarity (Q, C, η, u, v)
Input : Query Q, Candidate set C, Threshold η, Weight u, v
Output: search result R

1 R := NULL;
2 for each P ∈ C do
3 pruned:=false;
4 ε = (P.nsim ∗ η)/(2 ∗ P.nsim − η);
5 MEA:=|Q.EA|, MED:=|Q.ED|;
6 unvisited := P.pairSet;
7 for each most similar node pair {nQ, nP } ∈ P.pairSet do
8 unvisited.remove({nQ, nP });
9 neighbors ←the connected nodes of nQ with edge types;

10 for each n′
Q ∈ neighbors do

11 Find {n′
Q, n′

P } in unvisited;
12 if there is no same type of edge between nP and n′

P then
13 if n′

Q.E is an action edge then
14 MEA := MEA − 1;

15 else
16 MED := MED − 1;

17 sSimUp := (u ∗ MEA + v ∗ MED)/(u ∗ |Q.EA| + v ∗ |Q.ED|);
18 if sSimUp < ε then // Pruning rule 3

19 pruned:=true;
20 break;

21 if !pruned then
22 P.sim ← the graph similarity;
23 R ← P ;

24 return R;

Pruning rule 3. From the filtering step, we gain the graph nodes similarity
nSim(Q,P ) for each candidate P ∈ C. Then we compute the threshold ε of
the graph structure similarity according to Theorem3. Like pruning rule 2, we
assume the edges of Q and P are all matched in the beginning, and obtain the
upper bound of the structure similarity sSim(Q,P )up. When we process the
graph structure similarity search, if one edge of Q cannot match any edge of
P , sSim(Q,P )up decreases due to the unmatched edges. If sSim(Q,P )up is less
than ε, P can be pruned safely without further processing.

Algorithm 2 illustrates the details of the refinement step. We iterate all
PPDGs in the candidate set C. For each PPDG P , we first compute the threshold
ε of its structure similarity based on its nodes similarity P.nsim and graph simi-
larity threshold η in Line 4. Then, we assume all edges are matched and set MEA

and MED as the number of action edges and data edges of query Q, respectively,
in Line 5. Line 6 initializes a pairs set unvisited to be filled with P.pairSet. Once
a pair is visited, it is removed from unvisited to avoid reverse checking. From
Line 7 to Line 20, we iterate all most similar node pairs to match the edges
between Q and P . Line 9 finds all neighbors of the node nQ ∈ {nQ, nP } with
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their edges, and store them into neighbors. For each neighbor n′
Q ∈ neighbors,

we search unvisited to get the corresponding pair {n′
Q, n′

P } (Line 11), and then
check the PPDG P to identify if there is a same type of edge between nP and n′

P

and update MEA and MED based on the result (Line 12–16). Next, we compute
the upper bound of the graph structure similarity from the updated MEA and
MED and prune P if the upper bound is smaller than ε (Lines 17–20). Finally, if
P is un-pruned, we compute its similarity score and put it in result set R (Line
22 and 23).

When the query Q has path edges, we consider it as a special PPDG. To
process it, we make a little adaption on Algorithm 2 to refine the candidates. If
there is a path from nQ to n′

Q in Q, we obtain the pairs {nQ, nP } and {n′
Q, n′

P }.
Then we traverse the PPDG P from nP to check whether n′

P can be reached,
and the result of path searching is passed to the judging condition in Line 12 of
Algorithm 2 to check whether the two paths are matched.

5 Experiments

Now we present the results of a comprehensive performance study to evaluate
the efficiency and scalability of our proposed techniques. Following algorithms
are evaluated.

– NAIVE: Techniques in Sect. 4 but without any pruning rule.
– P1: Techniques in Sect. 4 but using Pruning Rule 1 only.
– P12: Techniques in Sect. 4 but using Pruning Rule 1 and 2 only.
– SIM: Techniques presented in Sect. 4 to process similarity search with all

pruning techniques.

Datasets. We have evaluated our similarity search techniques on both synthetic
and real datasets.

The synthetic datasets were generated by randomization techniques. We cre-
ate a word set containing 100 words: 50 different words and 25 pairs of synony-
mous words. A dictionary is built to store the mapping of synonymous words.
Then we randomly choose n action nodes and [0, 2n] data nodes to assemble p
process graph. For each node, w words are randomly selected to make the label.
After a graph is built, we make several small changes, such as changing the
labels of nodes and adding/deleting nodes, to obtain 99 similar process graph.
The number p varies from 2K to 50K (default value = 10K). The number n of
action nodes in each process is randomly chosen in a range varying from [5, 10]
to [35, 40] (default value = [15, 20]). The number of data nodes is randomly cho-
sen in [0, 2n]. For each node, there are up to w words randomly to be selected.
The w varies from 10 to 25 (default value = 15). By the default setting, the
total number of nodes is up to 600K in our experiment. The threshold η varies
from 0.2 to 0.8 (default value = 0.6). We choose 100 process graphs and get their
subgraphs to make 100 query graphs, which are used in the experiment. The size
s of query, i.e. number of action nodes in query, varies from 3 to 9 (default value
= 5). The average processing time of the 100 queries on each dataset represents
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the performance of our query processing mechanism. The weight u and v are set
to 1 in all experiments.

The real dataset consists of 42 PPDGs about PhD programs collected from
the Web, manually created by the authors. The dataset includes personal process
descriptions on processes such as research degree admission, scholarship applica-
tions, and attending graduation ceremony. In this dataset, the queries are chosen
manually.

All algorithms are implemented in C++ and compiled by Cygwin GCC 4.3.4.
The experiments are conducted on a PC with Intel i7 2.80 GHz CPU and 8 G
memory on Windows 7 Professional SP1. All algorithms are run in main memory.

Performance Evaluation

We evaluate the performance of the four algorithms (NAIVE, P1, P12, SIM) in
the experiment.

Real vs Synthetic. In the first experiment, we evaluate the performance of
NAIVE, P1, P2 and SIM over the real and synthetic data. Due to the limited
quantity of real process graphs, we magnify the result on the real data by 200
times in Fig. 3. It is shown that our techniques give the similar pruning power on
both datasets, and each pruning rule is very effective and reduces the processing
time. Particularly, pruning rule 2 has the best performance among the three
pruning rules.

Impact of Threshold η. We evaluate the processing time of our algorithms as
a function of the threshold η which varies from 0.2 to 0.8. Figure 4 shows the
cost of P12 and SIM are reduced significantly when η increases, because the two
techniques utilize η to perform the pruning. Comparing with P12, the processing
time of SIM does not improve a lot when η is 0.8. The reason is that pruning rule
2 prunes a mass of graphs and leaves a few candidate graphs for the refinement
step.
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Evaluating Impacts by Different Setting. We study the scalability of our
algorithms with regards to the different number of process graphs (p), number
of words (w) in one graph node, number of action nodes (n), and the query size
(s) in Figs. 5, 6, 7 and 8. The processing time increases with the increase of the
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four parameters. However, the results also demonstrate that each pruning rule is
effective and reduces the processing time in all settings. Clearly, the dataset size
increases with the number of process graphs and action nodes thus the filtering
and refinement processing becomes more expensive. Longer word size makes it
difficult to process the label similarity match, which increases the processing
time. When the query size grows, the processing cost increases because more
nodes and edges are involved in the similarity search.

6 Related Work

One of the closely related work to ours is Cooking Graphs [11]. A cooking graph
describes a cooking process with cooking actions and relevant ingredients infor-
mation. However, cooking graphs are specialized to represent one domain and the
action/data concepts are not as generic as PPDG. Also, the focus of the work
is with implementing a graph mining technique to recognize cooking process
patterns (by considering graph structures) and recommend a suitable cooking
recipes for a user. Through PPDG and PPDG querying techniques, we aim to
provide a platform to support various analysis tasks, not limited to recommen-
dation. Besides, PPDG considers similarity matching in labels as well as the
graph structures.

There are several work we can refer to in the area of BPM with regards to
querying processes. In these work, queries are processed over BPMN (Business
Process Modelling Notation) or equivalent notations. The main purpose of the
languages is to extract actions (i.e., control flows). For example, The Business
Process Query Language (BPQL) in [2] works on an abstract representation of
BPEL4 files. The BPMN-Q is a visual language to query repositories of BPMN
models [1,8]. It processes the queries by converting both the query and BPMN to
graphs. PPDG describes personal processes directly as graph (although mapping
from/to BPMN is possible) and uses a query paradigm which takes both actions
and data nodes into consideration with their labels and directed edges.

Recently, BPMN label matching techniques for querying similar process mod-
els is presented in [7]. However, the authors only consider action node labels.
Also, they do not consider the directed edges (i.e., graph structure) present in
the process models and simply refer to a process model as a set of activities.
4 http://docs.oasis-open.org/wsbpel/2.0/OS/wsbpel-v2.0-OS.html.

http://docs.oasis-open.org/wsbpel/2.0/OS/wsbpel-v2.0-OS.html
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In [3], the authors deal with the problem of retrieving process models in
the repository that most closely resemble a given process model. This paper
proposes three similarity metrics: (i) label matching similarity - it measures
similarity based on words in the labels of business process model elements, (ii)
structural similarity - it measures similarity based on graph edit distance of busi-
ness process model, (iii) behavior similarity - it measures similarity based on the
intended behavior (operation semantic) of process models. At present, authors
have focused on developing the metrics rather than efficient implementation of
algorithms.

Besides the BPM area, more general applications of graph similarity search
have received considerable attention, such as Closure-Tree [6], K-AT [10], and
SEGOS [12]. Specially, subgraph similarity search is to retrieve the data graphs
that approximately contain the query. Grafil [14] proposes the problem, where
similarity is defined as the number of missing edges regarding maximum common
subgraph. GrafD-index [9] deals with similarity based on maximum connected
common subgraph. [15] studies the problem of graph similarity search with edit
distance constraints. However, they only consider the similarity of graph struc-
ture. Therefore, techniques proposed in [9,14,15] cannot be directly applied to
PPDGs.

7 Conclusion

In this paper, we have investigated similarity search over Personal Process
Description Graph (PPDG). We formally define the similarity between two
PPDGs as a harmonic mean of two similarity scores: graph nodes similarity and
graph structure similarity. By utilizing the features of PPDG nodes and struc-
ture, we develop effective and efficient algorithms with novel pruning techniques
following the filtering and refinement paradigm. A comprehensive experimen-
tal study over both real and synthetic datasets demonstrates the efficiency and
scalability of our techniques.

References

1. Awad, A., Sakr, S., Kunze, M., Weske, M.: Design by selection: a reuse-based
approach for business process modeling. In: ER, pp. 332–345 (2011)

2. Beeri, C., Eyal, A., Kamenkovich, S., Milo, T.: Querying business processes. In:
PVLDB, pp. 343–354 (2006)

3. Dijkman, R., Dumas, M., van Dongen, B.F., Käärik, R., Mendling, J.: Similarity of
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Abstract. Wikipedia is a well-known public and collaborative ency-
clopaedia consisting of millions of articles. Initially in English, the pop-
ular website has grown to include versions in over 288 languages. These
versions and their articles are interconnected via cross-language links,
which not only facilitate navigation and understanding of concepts in
multiple languages, but have been used in natural language processing
applications, developments in linked open data, and expansion of minor
Wikipedia language versions. These applications are the motivation for
an automatic, robust, and accurate technique to identify cross-language
links. In this paper, we present a multilingual approach called EurekaCL
to automatically identify missing cross-language links in Wikipedia. More
precisely, given a Wikipedia article (the source) EurekaCL uses the mul-
tilingual and semantic features of BabelNet 2.0 in order to efficiently
identify a set of candidate articles in a target language that are likely
to cover the same topic as the source. The Wikipedia graph structure
is then exploited both to prune and to rank the candidates. Our eval-
uation carried out on 42,000 pairs of articles in eight language versions
of Wikipedia shows that our candidate selection and pruning procedures
allow an effective selection of candidates which significantly helps the
determination of the correct article in the target language version.

1 Introduction

Over the last 14 years, Wikipedia has grown to become the largest online ency-
clopaedia to date and one of the most popular websites worldwide. Its more
than four million articles in English alone describe a wide range of topics, but
the most interesting feature of this collaborative effort is that its vast amount of
information is linked across more than 200 languages. For example, the article
titled “Decision Theory” in the English Wikipedia has a cross-language link to
the pages “Teoŕıa de la decisión”, “Teoria della decisione” and in the
Spanish, Italian, and Chinese versions of Wikipedia respectively. Over the past
few years, attention has turned to this network and efforts have been made to
build more robust and accurate links between Wikipedia versions. At its ori-
gin, cross-language links in Wikipedia were introduced to help users further
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 539–553, 2015.
DOI: 10.1007/978-3-319-26190-4 36
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their understanding by exploring concepts in multiple languages. However, as
Wikipedia continues to grow, these links have been the means to achieve many
other goals, including enriching linked open data platforms [2], introducing auto-
matically new intra-language links in Wikipedia articles [10], and promoting
cross-language information retrieval applications [1,3,9]. Typically, the cross-
language links are manually added by authors of articles and are subject to
being incomplete or erroneous due to the lack of an automatic verification tool.
When the author of an article does not link to another Wikipedia language
version for a specific reason, this is called a missing cross-language link. For
instance, as of May 2015, the article titled “Caffettiera” in the Italian Wikipedia
has a missing cross-link to the corresponding articles in French (“Cafetière”) and
Spanish (“Cafetera”).

The goal of our paper is to find such articles with missing cross-language
links and determine their appropriate respective articles in other languages, a
challenging task which has already been addressed by other researchers [5,7,8].
Compared to existing approaches, we noticed a serious limitation in each algo-
rithm at the stage of selecting the set of candidate articles in the desired target
language (candidate set). Moreover, all these algorithms are language depen-
dent. For instance, the algorithm defined in [8] needs to train a different SVM
for each pair of languages under consideration. In [7] language features are used
to determine the named entities in Wikipedia. In [5] language dependent textual
features are also used to determine the number of common words belonging to
two different languages.

In this paper, we present a multilingual approach called Eureka Cross-
Language Link (EurekaCL) to automatically identify missing cross-language
links in Wikipedia. EurekaCL works with a given article in a source language
to identify the best possible corresponding articles in a target language. More-
over, EurekaCL is language independent in the sense that the algorithm needs
no change or parameter tweak to be applied to any pair of language versions of
Wikipedia. These languages can also be heterogeneous and based on different
alphabets. For example we can search cross-links between Chinese and Greek
articles.

Given a Wikipedia article (the source) EurekaCL uses the multilingual and
semantic features of BabelNet 2.0 [6] in order to effectively identify a set of
candidate articles in a target language that are likely to cover the same topic
as the source. The resulting candidate set is further enhanced by exploiting the
Wikipedia categories and the cross-language link paths between articles and is
then reduced by an effective pruning procedure, which eliminates those candi-
dates that are already connected via a path of cross-language links to other
articles in the source Wikipedia. As a result, the size of the resulting candidate
set is reasonably small while containing almost always the correct target article.
Each candidate is assigned a score which reflects either the amount of paths of
cross-links that connect it to the source or the size of their common neighbours.
The score is then used to produce a ranked list of candidates.
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Unlike existing approaches, which are usually tested on around 1,000 source
articles, we evaluate EurekaCL on a dataset of 42,000 source articles. Moreover,
the multilingual nature of EurekaCL allows us to evaluate it on a dataset includ-
ing articles on multiple source languages and multiple target languages, while
the other approaches only consider one source language and one target language
at the same time. The results that we obtain show that EurekaCL performs very
well.

The remainder of the paper is organized as follows: Sect. 2 reviews some previ-
ous approaches to discovering missing cross-language links. In Sect. 3 we outline
the preliminary notations used to describe our algorithm, which is then detailed
in Sect. 4. In Sect. 5, we evaluate EurekaCL and we conclude the discussion in
Sect. 6.

2 Related Work

The challenge of finding missing cross-language links in Wikipedia has been
addressed from many different angles since the first proposed solution by [8].
Among these different approaches, two main choices resonate: supervised versus
unsupervised learning algorithms and graph-based versus text-based approaches.
Overall, the comparison between the algorithms is difficult as each set of authors
evaluated their algorithms with a different dataset, varying language versions of
Wikipedia, and differing definitions of recall.

In [8], the authors opt for a classification-based approach with both graph-
based and text-based features in order to find missing cross-language links
between the German and English versions of Wikipedia. Their features rely
heavily on the chain link hypothesis, which assumes that two equivalent (cross-
language linked) Wikipedia articles are connected or should be connected via a
chain of intra-language and inter-language links. The authors recognize the need
to narrow down the candidate set for a source article and keep the top 1,000
candidate articles with the highest number of chain links to the source article.
Then, they train their classifier using five graph-based features and two text-
based features to predict whether or not a source article has a cross-language
link to a candidate. They evaluate their classifier on a dataset of 1,000 source
articles (RAND1000) and achieve a precision of 93.5 % and a recall of 69.9 %.
As this approach relies on language features, it requires to train a classifier for
each pair of languages. Furthermore, performing the morphological analysis on
each article to generate the text-based features is very costly.

Another approach, WikiCL, is an unsupervised and graph-based algo-
rithm [7]. Once again, WikiCL first reduces the number of possible candidates
in the target language. To do so, they take a categorical approach to classify
each article as representing: (i) a non-geographic named entity, (ii) a geographic
named entity, or (iii) a non-named entity. The candidates for a source article in
the target language should lie in the same category as the source article. The
candidates are selected using graph-based features then ranked using the seman-
tic relatedness which takes into account all links. The evaluation of WikiCL uses
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English as the source language and find corresponding articles in Italian, French,
and German (as target languages). The precision ranges from 89 % to 94 % and
recall is between 89 % and 93 %.

CLLFinder is a supervised classification-based algorithm that uses a mix
of four graph-based and text-based features [5]. The CLLFinder algorithm also
uses the chain link hypothesis and adds further candidates in the target language
that belong to the respective categories as the source article. Their experiments
show that the size of the candidate set is too high. As in [8], the authors sort
the articles by the number of times they appear in the set and reduce them
to the 1,000 most frequent candidates. These candidates are then submitted to
a classifier using graph-based and text-based features including cross-language
links, title similarity (with translation) and text overlap (without translation).
The cross-language link-based feature consists in looking for an intermediate lan-
guage version article related via a cross-link both to the source and a candidate
article. Their evaluation made on 1,000 articles in Portuguese for which their
English counterparts are known (with French, Italian, and Spanish as interme-
diate languages) shows a precision between 85 % and 100 % and a recall between
97 % and 98 %. CLLFinder outperformed in precision and recall thanks to the
cross-language link transitivity hypothesis.

As in the aforementioned approaches, our purpose is to determine, for a
given article in a source language, the best possible corresponding article in a
target language. However, EurekaCL does not require a training set and is both
multilingual and language independent thanks to the use of the lexicographic
and semantic knowledge of BabelNet. Moreover, unlike CLLFinder, EurekaCL
completely exploits the transitivity nature of cross-link paths to enhance and
prune the candidates and to determine the correct one.

3 Preliminaries

A language version α of Wikipedia is considered a directed graph Wα, where
each node nα represents a Wikipedia concept (article) in the language version α
and has a set of categories Cat(nα). An article nα (e.g., the one titled “Paris” in
the English Wikipedia) is usually connected to other related articles in the same
language version (e.g., “Eiffel Tower”, “Louvre”) via intra-language links; an
intra-language link between two articles nα and mα is denoted with rl(nα,mα).
Also, an article nα (e.g., “Paris” in the English Wikipedia) can be connected
to articles in other language versions covering the same topic (e.g., “Paris” and
“Parigi” in the French and Italian Wikipedia respectively) via cross-language
links; a cross-language link between the articles nα and nβ is denoted with
cl(nα, nβ). There could be more than one path connecting two articles in different
language versions. We denote with path(nα, nβ) the set of paths connecting nα

to nβ considering cross-language links.
Theoretically, the cl links should be symmetric and transitive. Moreover,

there should be at most one Wikipedia article in a given language version β that
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is directly linked to a given Wikipedia article nα via a cross-language link. How-
ever, the reality is more complex than that, the cross-links between Wikipedia
articles in different language versions could be inconsistent.

Fig. 1. Example of BabelNet synset and related synset senses

In addition, we can enrich the nodes of the graph Wα with additional infor-
mation obtained from the multilingual semantic network BabelNet [6]. BabelNet
results from the automatic integration of lexicographic and encyclopaedic knowl-
edge from WordNet senses and Wikipedia pages. Each node nα is described by
a set of BabelNet synsets, each synset having one or more senses. The set S(nα)
represents all senses associated to nα. Moreover, each synset has a set of related
synsets. R(nα) denotes all senses belonging to the related synsets for node nα.
We note that theses senses are multilingual.

Figure 1 shows an example of BabelNet synset senses we obtain for the French
Wikipedia article Lait. In this case only one synset milk is returned by BabelNet
with all its senses in multiple languages such as leche de vaca in Spanish (ES), and
leite de vaca in Portuguese (PT). evaporated milk, protein, chocolate milk, white,
liquid, vitamin are examples of related synsets and their multilingual senses. For
the English Wikipedia article Coffee percolator, two synsets percolator and coffee
are returned by BabelNet where tea, maxwell, water and italy are examples of
related synsets.

4 EurekaCL Algorithm

EurekaCL is designed to optimize the candidate selection process for any lan-
guage version pair. This selection exploits the extensive linguistic information
found in BabelNet to retrieve the different senses associated to a Wikipedia
article source and to reach the Wikipedia articles having similar senses in any
language version. For greater efficiency, the selection is then followed by a prun-
ing procedure to eliminate the wrong candidates by examining the available
cross-link paths. Finally, a ranking procedure is applied to determine the best
candidate for a Wikipedia source article. The ranking procedure also uses the
cross-link paths to find the most probable target article in the candidate set.
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Fig. 2. EurekaCL algorithm

4.1 Candidate Selection

As shown in Fig. 2, EurekaCL builds the set of BabelNet synset senses S(nα) for
a given Wikipedia article source nα. Then it selects the synset senses Sβ(nα) that
are nouns and that represent Wikipedia articles in the target language version
β to determine the set of candidate articles Cβ(nα).

If Cβ(nα) = ∅, EurekaCL exploits the semantically related synset senses
Rβ(nα) in the target language version β in order to retrieve the set RCβ(nα) of
Wikipedia articles semantically related to the source article nα.

Based on the hypothesis that two Wikipedia articles covering the same topic
share at least one semantically related Wikipedia article, EurekaCL adds to the
candidate set Cβ(nα) all Wikipedia articles that have a symmetric intra-language
link to the articles in RCβ(nα). Formally:

∀mβ ∈ RCβ(nα) if ∃rl(mβ , nβ) and ∃rl(nβ ,mβ) then nβ ∈ Cβ(nα)

Enhancement. We define two main types of enhancements, one based on
Wikipedia categories, and another based on the paths of cross-language links
between the source article and the articles in the target language.

The first enhancement is meant to be an optimization of the candidate set,
as it keeps only the candidates that share Wikipedia categories with the source
article, based on the assumption that two Wikipedia articles covering the same
topic share at least one Wikipedia category. Formally:

∀cβ ∈ Cat(nβ), cα ∈ Cat(nα) if ∃cl(cα, cβ), then nβ ∈ Cβ(nα)

We note that this enhancement is applied only if it does not reduce the set of
candidates below a fixed size threshold tmin (|Cβ(nα)| > tmin).

The second enhancement adds to the candidate set the articles of the target
Wikipedia that are connected to the source article via a path of cross-links.
Formally:

if ∃nβ /∈ Cβ(nα) and path(nα, nβ) �= ∅ then Cβ(nα) → Cβ(nα) ∪ {nβ}
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Finally, EurekaCL adds to Cβ(nα) the Wikipedia article in language β whose
title is the same as the title of source article nα, if it exists. This will be useful for
invariable named entities, whose name is the same across all latin-based alphabet
language versions.

Fig. 3. Pruning and Ranking-based alternative paths illustration

4.2 Candidate Set Pruning

Once the candidate set is built, a pruning procedure is applied to remove wrong
candidates. This pruning is based on the hypothesis that the cross-links are
transitive. In other words, two Wikipedia articles connected by a cross-link path
are likely to be about the same concept. Therefore, we define a wrong candidate
as a Wikipedia article nβ not connected to the Wikipedia source article nα but
connected to another Wikipedia article mα in language version α, as illustrated
on the left of Fig. 3. More precisely:

∃nβ ∈ Cβ(nα), path(nα, nβ) = ∅ and ∃mα �= nα, path(mα, nβ) �= ∅ then

Cβ(nα) → Cβ(nα) − {nβ}
To retrieve all the articles in the source language version α connected to a can-
didate nβ , EurekaCL goes through the cl paths using a depth first search. The
complexity of this search for a candidate nβ is O(i+ j) where i and j are respec-
tively the number of nodes and links of the cl-connected component including
the node nβ .

4.3 Candidate Set Ranking

EurekaCL uses successively two features to rank the pruned candidate set: the
alternative paths score then the neighborhood links score. To begin, we exploit
the transitivity assumption to rank the target candidates.
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Alternative Paths Score. This feature is also based on the cross-link transi-
tivity hypothesis. Unlike the pruning procedure where the transitivity is used to
eliminate candidates, at this stage EurekaCL profits from the fact that a source
Wikipedia article is connected to a candidate Wikipedia article by a cross-link
path to determine the correct target article.

However, this could lead to a conflicting situation. Indeed, as explained in
Sect. 3 an article in a language version α may be connected by cl paths to more
than one Wikipedia article in the target language β such that:

∃nβ �= mβ ∈ Cβ(nα), such that path(nα, nβ) �= ∅ and path(nα,mβ) �= ∅

The question then arises as to how to resolve this conflict and to choose the best
target. To deal with this issue, we consider all paths connecting the source article
nα to each candidate nβ and we assume that the candidate having the highest
alternative path score is the most appropriate target. We define the alternative
path score aps for a candidate nβ as:

aps =
|path(nα, nβ)|∑

mβ∈Cβ(nα) |path(nα,mβ)|
In our evaluation, we noted that considering all paths from nα to the can-

didates leads to a high computational cost. For this reason, we decided to only
use the paths consisting of three nodes: nα, one intermediate node in a certain
language version and the target candidate. The situation is better explained in
the right side of Fig. 3. There are four paths leaving nα, of which three lead to
the upper node in the set Cβ(nα); that node is then ranked higher than the
lower node.

Neighborhood Links Score. When the alternative path score does not allow
any decision, EurekaCL exploits the neighboring articles connected to the source
article and to a candidate article via rl intra-language links by considering both
incoming and outgoing links. EurekaCL computes the ratio of common neighbors
of each candidate nβ ∈ Cβ(nα). The common neighbor articles are retrieved
thanks to the cross-links between nα and nβ neighbors. The candidate having
the largest score is ranked higher.

5 Evaluation

We downloaded from the Wikimedia Foundation website1 the dump files of eight
language versions of Wikipedia as of May 2014 and we transformed them into a
Wikipedia graph, as described in Sect. 3, which we stored as a Neo4j 2.2.1 data-
base. Neo4j is an increasingly popular open-source graph database that allows
for easy modelling and fast traversals of large graphs, such as the Wikipedia
graph on which we evaluated EurekaCL. To convert the Wikipedia dump files

1 http://dumps.wikimedia.org/backup-index.html.

http://dumps.wikimedia.org/backup-index.html
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into a Neo4j database, we modified and used a tool named Graphipedia that is
available on GitHub2.
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Fig. 4. The size of the Wikipedia graph

The resulting Wikipedia graph consists of 24,620,285 nodes and 329,485,368
links that are distributed among eight languages as shown in Fig. 4. Most of
the nodes and links correspond to articles and links of the Wikipedia in English
(en), which is by far the largest language version. The French (fr) and German
(de) versions have a comparable size, as do the Spanish (es) and Dutch (nl) ver-
sions, at a smaller scale. The Italian (it) and Chinese (zh) versions have roughly
the same amount of nodes, but considerable different links density; finally, the
Wikipedia in Greek (el) includes the smallest percentage of nodes and links. We
chose the languages to be evenly split between major (en, fr, es, de) and minor
(it, nl, zh, el) versions, so as to assess the robustness of EurekaCL on graphs
with a variable number of nodes and, most importantly, links.

For the evaluation of EurekaCL, we randomly selected a subset of 1,500
cross-links (nα, nβ) for each language pair (α, β) in our Wikipedia graph, which
resulted in a set G consisting of 42,000 cross-links (there are 28 possible language
pairs). As the Wikipedia is contributed by millions of people across the world,
we can assume with a certain confidence that each cross-link in G is correct,
which means that it truly connects nodes corresponding to articles that cover
the same concept in two different languages. Therefore, we can use G as the
ground truth to evaluate EurekaCL.

More precisely, for each node pair (nα, nβ) ∈ G, EurekaCL is invoked to
determine a target node mβ in the target language β for the source node nα; if
the output node mβ is the same as the expected result nβ , as per ground truth,
the output of EurekaCL is considered to be correct for nα. The purpose of the
evaluation was to assess the number of correct answers of EurekaCL on all the
input nodes. Obviously, we removed from the Wikipedia graph all the cross-
links of G before running EurekaCL, and also we made sure that EurekaCL did
not use indirectly those cross-links when querying BabelNet. To this extent, we

2 https://github.com/gquercini/graphipedia.

https://github.com/gquercini/graphipedia
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configured EurekaCL so that it could not use Wikipedia as a data source when
querying BabelNet for the synset senses of a source node.

All the experiments have been conducted on a computer running Linux
Ubuntu 14.04 and equipped with a 8 core Intel Xeon Processor E5-2630 v3
running at 2.40 GHz, 32 GB of RAM and a 500 GB SCSI disk.

5.1 Evaluation of the Candidate Selection

The candidate selection is a crucial step for EurekaCL because it can affect its
output in many ways, as we will show below. In particular, we identified three
properties that a good candidate selection must fulfill. First and foremost, the
expected result of any source node must be included in the candidate set; if not,
EurekaCL will not be able to output the correct node, no matter how good its
ranking strategy is. Second, the size of a candidate set should be reasonably
limited, otherwise the ranking step will take too long to complete. Finally, the
time required to select the candidates needs to be acceptably fast.

First of all, we define the global recall of the candidate selection as the ratio
of source nodes of G for which the expected result is included in the candidate
set. We observed the global recall for different values of the size threshold tmin,
presented in Sect. 4.1. If the value of tmin is not set, which is equivalent to
saying that we do not use the Wikipedia categories, the global recall is 98 %;
for tmin = 10 and tmin = 5 the global recall is 95 % and 93 % respectively; if
tmin = +∞, which means that no threshold is set, the global recall is 88%. In
our evaluation we decided to set tmin = 10 to obtain a good compromise between
the global recall and the size of the candidate set, which has an impact on the
computational time.
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Fig. 5. The candidate set size histogram
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As for the size of the candidate sets, the count histogram in Fig. 5 shows
that for most of the source nodes the size of the candidate set is relatively small.
Indeed, for 66 % of the source nodes the size is lower than 1,000, the average size
is 1,372 and the maximum size is 85,154, which occurs in just one case. The first
enhancement, which keeps only the candidates that share Wikipedia categories
with the source article, greatly contributes to the reduction of the size of the
candidate sets. Indeed without using this enhancement at all, the average size of
a candidate set would be 2,042 nodes, which corresponds to passing 28,141,309
more candidates to the ranking step.

59 % of the expected results are included in the candidate set via BabelNet,
while the others are included thanks to the enhancement. Among the candidates
included via BabelNet only 11 % are found via the synset senses, while 89 % via
the related synset senses. This is due to the fact that most of the source nodes in
G correspond to Wikipedia articles about named entities (e.g., Barack Obama),
for which the synset senses do not contain their translation.

Finally, the average time needed to select the candidates is 2.5 s; the maxi-
mum is 18 min and the minimum is 1 ms.

5.2 Evaluation of the Candidate Pruning

Pruning proved to be very effective in reducing the number of nodes in the
candidate sets. It has also a highly positive impact on the final result of the
ranking, as we will show later. In Fig. 6 we show the histogram of the candidate
set sizes; compared to the one in Fig. 5 one can easily see that the average size
is considerably lower than the size of the set before pruning (from 1,372 to 302);
also, the maximum is now 47,545, which is almost a half of the maximum value
before pruning.
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Fig. 6. The candidate set size histogram after applying pruning
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As pruning involves deleting some candidates, there are chances that the
expected result might be removed from the candidate set, although the pruning
procedure has been conceived to remove only those candidates that are known
to be connected by a path of cross-links to nodes other than the source node.
We found that for 15 source nodes, a very small percentage of our entire dataset,
the expected result was removed. It is interesting to note that in these cases the
problem is that some cross-links in our Wikipedia graph are not correct. One
such case is the source English article titled “Flight planning” whose expected
result in the German Wikipedia is “Flugplanung”; when pruning, EurekaCL finds
that “Flugplanung” is linked by transitivity through the Spanish article “Plan
de Vuelo” to the English article “Flight Plan”; since this article is different than
the source article, “Flugplanung” is then pruned from the candidate set.

Finally, we point out that the average pruning time is 710 ms, the maximum
is 4 min and the minimum is 1 ms.
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Fig. 7. Results for the Top-1 ranking by language pair

5.3 Evaluation of Ranking

For a given source node nα, the output of EurekaCL is a list of nodes sorted by
decreasing score; ideally, the top node in the list corresponds to the expected
result nβ . In this section, we evaluate EurekaCL’s ranking process. We look at
its ability to rank the expected result first or among the top 10 candidates. To
this extent, we use three measures - precision, recall, and f-measure - that we
define as follows. Let G be the ground truth as previously defined and T1, T3,
T5, and T10 the sets of source nodes for which the expected result is ranked first,
in the top 3, top 5, and top 10 respectively. Also, let I be the set of source nodes
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for which the expected result is included in the candidate set. We define a set of
measures of precision Pi, recall Ri, f-measure Fi, for i = 1, 3, 5, 10 as follows:

Pi =
|Ti|
|I| ∗ 100 Ri =

|Ti|
|G| ∗ 100 Fi =

2 ∗ Pi ∗ Ri

Pi + Ri

The results of the ranking for the Top-1 case for each language pair are
shown in Fig. 7. First of all, we note that the average precision P1, recall R1

and f-measure F1 across all language pairs are 94.24 %, 91.29 % and 92.68 %
respectively. Based on the figure, it is evident that for some language pairs the
results are sensibly lower than the average. This is especially true for the pairs
en-fr, en-de, en-it and en-es. The problem here is that in most (1,248 out of
1,500) of the pairs (nα, nβ) ∈ G, such that α is the English language and β is
the French language, the source node nα is isolated, in that there is no cross-links
incident with it (except the one that connects it to nβ , which has been removed
for the evaluation). As a result, the ranking for these source nodes is based solely
on the neighborhood score, while the alternative paths score never kicks in.

en-fr en-de en-it en-es en-nl en-el en-zh

fr-de fr-it fr-es fr-nl fr-el fr-zh de-it

de-es de-nl de-el de-zh it-es it-nl it-el

it-zh es-nl es-el es-zh nl-el nl-zh el-zh
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Fig. 8. Results for the Top-1 ranking by language pair after pruning

The benefits of the pruning on the ranking are shown in Fig. 8. We note that
the precision/recall improve considerably, especially for those language pairs that
we pointed out above. For the en-fr pair, for instance, the precision jumps from
77 % to 94 % and the recall from 68.93 % to 84.20 %. The average precision P1,
recall R1 and f-measure F1 across all language pairs are 97.04 %, 93.73 % and
95.28 % respectively.

Table 1 shows a summary of the results of the ranking. The value between
parentheses in each cell refers to the result obtained after pruning.
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Table 1. Results of the ranking

Top-1 Top-3 Top-5 Top-10

Precision no pruning 94.24 97.64 98.84 99.80

pruning 97.04 98.83 99.34 99.62

Recall no pruning 91.29 94.33 95.41 96.29

pruning 93.73 95.36 95.83 96.10

F-measure no pruning 92.68 95.88 97.02 97.93

pruning 95.28 96.98 97.47 97.75

5.4 Comparison

We compare EurekaCL against two existing approaches, namely WikiCL [7] and
Sorg&Cimiano [8], which have been previously evaluated on a publicly available
dataset. This dataset, referred to as RAND1000, contains 1000 pairs of articles
such that the source article is in the English Wikipedia and the expected result
is in the German Wikipedia.

Table 2. Comparison

Precision Recall F-measure

EurekaCL 99.14 97.78 98.46

WikiCL 89.00 88.00 89.00

Sorg&Cimiano 94.00 70.00 80.00

The results of the comparison, summarized in Table 2, show that EurekaCL
clearly outperforms the other approaches, on both precision and recall. We note
that the global recall for the candidate selection of EurekaCL is 98.62 %, while
in Sorg&Cimiano is 86.5 %; the average candidate set size for EurekaCL is 753,
while for Sorg&Cimiano is 1,000. These values are not available for WikiCL.

6 Conclusion

In this paper we presented and evaluated a multilingual approach called
EurekaCL to automatically identify missing cross-language links in Wikipedia.
The strongest points of EurekaCL are an effective candidate selection and prun-
ing strategy, which reduces the number of candidates to rank and considerably
improves the final precision and recall, as our experiments showed. Our evalua-
tion is carried out on a large dataset, including 4 major and 4 minor Wikipedia
language versions. We also ran EurekaCL on RAND1000, a publicly available
dataset, to make a comparison with two existing approaches.
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As future work, our goal is threefold. First of all, we intend to optimize the
implementation of EurekaCL and the Wikipedia graph representation to speed
up the ranking, which is the step that takes most of the time compared to the
candidate selection step (9 s on average, with a maximum value of 45 min). Next,
we plan to generalize EurekaCL to detect missing cross-links between Wikipedia
pages belonging to other namespaces, in particular categories. Finally, we will
also focus our attention on the problem of detecting erroneous cross-language
links in Wikipedia, as done in [4].
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Abstract. Given the evolution of publicly available Linked Data, crawl-
ing and preservation have become increasingly important challenges. Due
to the scale of available data on the Web, efficient focused crawling
approaches which are able to capture the relevant semantic neighbor-
hood of seed entities are required. Here, determining relevant entities for
a given set of seed entities is a crucial problem. While the weight of seeds
within a seed list vary significantly with respect to the crawl intent, we
argue that an adaptive crawler is required, which considers such charac-
teristics when configuring the crawling and relevance detection approach.
To address this problem, we introduce a crawling configuration, which
considers seed list-specific features as part of its crawling and ranking
algorithm. We evaluate it through extensive experiments in comparison
to a number of baseline methods and crawling parameters. We demon-
strate that, configurations which consider seed list features outperform
the baselines and present further insights gained from our experiments.

Keywords: Focused crawling · Linked data · Relevance assessment

1 Introduction

With the emergence and continuous evolution of Linked Data, crawling and
preservation of entities has become an important challenge. Usually entities
as part of Linked Datasets are interlinked with other entities into a semantic
neighborhood, with links having specific semantics. However, entities and their
semantic neighborhood evolve, what leads to a number of practical implications.

For instance, we consider the task of document annotation, namely entity
linking or named entity disambiguation. In this task, specific surface forms are
linked to entities appearing in the Web data. Often entity linking refers to
restricted knowledge graphs such as DBpedia [1], YAGO [17]. A linked entity can
be referred to from different surface forms (e.g. Barack Obama can be referred
as ‘Obama’, ‘US President’ etc.). Considering the continuous evolution of
Linked Data, capturing the temporal state and evolution of entities and their
yet to be defined neighbourhood through dedicated crawling and preservation
methods has become an increasingly important challenge.

Focused crawling, first introduced in [5] is a well studied field and has seen a
wide application for web documents, specifically, especially in dataset creation
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 554–569, 2015.
DOI: 10.1007/978-3-319-26190-4 37
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and used by major search engines [3,4,6]. In the context of Linked Data, crawling
is similar to that on the web and usually follow the links, i.e. object properties,
of seed entities to find potential candidate entities.

Crawling for candidate entities in the Linked Data context is usually achieved
through a breadth-first search (BFS) approach, as implemented by LDSpider [11],
and can be tailored with respect to a prioritisation of crawling order and the con-
sidered distance, i.e. the maximum number of hops in the data graph.

Given the scale and dynamics of available Linked Data on the Web, more
efficient focused crawling approaches are required which crawl and rank candi-
date entities for their relevance for a given crawl intent. The crawl intent usually
is specified in the form of seed entities. Referring to the document annotation
scenario, a typical seed list might be the set of entities extracted from a specific
set of documents. The ranking of candidate entities can exploit two type of mea-
sures, connectivity or similarity between the candidate and seed entities. Such
measures, exploit lexical as well as structural, respectively graph-based similarity
metrics, which usually measure a notion of relatedness or similarity. As such,
relevance assessment of entities is a critical challenge, of significant importance
also with respect to other entity-centric tasks such as entity retrieval, semantic
search or entity recommendation.

In our work, we show that the performance of entity ranking measures
depends heavily on the nature of the seed list at hand, i.e., the coherence or
crawl intent (see Sect. 6). We investigate these observations by comparing dif-
ferent crawl configurations which differ with respect to their maximum hop size
and the chosen relevance detection metric. As one contribution, we analyse and
compute the crawl intent of seed entities and reflect it in our premium crawling
configuration. Here, we exploit an intuition documented in the work by Pound
et al. [16], where the importance of individual entities of a composite query
or seed list differs across seeds, with more specific entities usually reflecting the
search intent to a higher degree. Exploiting this observation, we specifically boost
entities closer to the crawl intent through a dedicated attrition factor as part of
our candidate entity ranking.

To this end, our approach consists of the following steps: (i) seed list analysis,
(ii) candidate crawling, (iii) seed list-specific candidate entity ranking, which are
embedded into a crawling cycle. Our experiments show better performance and
efficiency of our adaptive approach for a wide range of seed lists, compared with
baseline ranking methods. In addition, insights gained from the above experi-
ments are deemed applicable also in other scenarios, such as entity retrieval or
entity recommendation, where candidate entity rankings need to be computed
for a given query.

The paper is structured as follows. Section 2 introduces related works, fol-
lowed by a problem definition and overview of the approach. Section 4 describes
the seed list analysis, which provides a foundation for the adaptive crawling
described later in the same Section. The experimental setup and results are
described in Sects. 5 and 6 respectively. We discuss and conclude our work in
Sect. 7.
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2 Related Work

Focused Web Crawling. The purpose of web crawling is done for various
reasons. Two of the widely spread use cases are the construction of datasets and
that of vertical search engines like Google, Yahoo! etc. We focus our literature
review mainly on the first case. Crawling data of a specific topic of information
need, is also known as focused crawling. The term focused crawling was first
introduced by de Bra et al. [5]. The focus has been widely shifted towards topic
focused crawling.

Diligenti et al. [6] proposed a focused crawling approach that uses context
graphs. A context graph in their case represents the link hierarchy between
HTML pages and the co-occurring pages that are known to have as a target
a relevant page. The main advantage of such an approach against traditional
breadth-first-search crawls is that the model is optimized for the global rele-
vance of pages rather than the immediate gains that are achieved from directly
connected pages given a seed list. Chakrabarti et al. [4] proposed a topic focused
crawling approach by assessing the relevance of a HTML page to a topic and
further identifying sources (or web domains) that contain relevant documents
closely connected to the seed pages. Later on, Chakrabarti et al. [3] proposed an
improved approach with two main supervised modules. The modules are trained
on the topic taxonomy Dmoz and the corresponding documents that are assigned
to the topics. The first module serves as a source of generating new crawl targets
that are passed as a priority list to the second module, which later on uses the
DOM features from every proposed target crawl page to assess its final rele-
vance for a given topic. McCallum et al. [13] presented a task oriented crawler
for building domain-specific search engines. The approach crawls pages that are
relevant to a specific topic and further extract information from the documents,
i.e. title, date etc., which are later on used as query fields. Tang et al. [18] use
external knowledge bases, specifically that of the medical domain, to improve
both the relevance and quality of focused crawling.

Crawling of Structured Web Data and Linked Data. Meusel et al. [14]
proposed a novel focused crawling approach for structured data. Their approach
crawls microdata embedded in HTML pages. Further, they proposed a two-
step approach. In the first step they use an online classifier that is trained on
features extracted from the URLs of the pages, and in the second step assess
the relevance of a group of pages (usually from the same source). In a closely
related work, Isele et al. introduced an open-source crawling framework for Web
data [11]. LDSpider traverses the Web of Linked Data by following RDF links
between entities. LDSpider is less effective when a focused crawl is required, as
depicted in later sections of this paper. In our previous work, we proposed a
system that iteratively crawls and captures the evolution of Linked Data sets
based on flexible crawl definitions [7].

Entity Relevance. Graph-based and lexical features of entities are used to assess
the relevance of an entity in a range of tasks, such as entity linking or entity
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retrieval. Graph-based relevance has been used in entity linking [15]. Lexical fea-
tures represent common features used in previous focused web crawling works
[3,4,13]. In [8], the authors introduce an entity retrieval approach, which exploits
specifically lexical features to cluster and retrieve entities from the Web of data.

The aforementioned works differ on several aspects w.r.t our work. The scope
of the crawl techniques relies on HTML web pages, where the nature of the data
and hence the features that can be extracted is different. For instance, DOM fea-
tures are used in [3] to perform the focused crawling. Other works like [13,18]
proposed specific task oriented crawls, that of domain-specific search engines and
medical domain crawls based on respective knowledge bases. In contrast, our work
focuses solely on focused entity crawling from the Web of Linked Data. While pre-
vious work on LD crawling, such as LDSpider, is focused in the sense that they
use a set of seed entities as starting point, they do not compute the relevance of
retrieved entities or provide a respective ranking. Another distinguishing feature
is that, as opposed to our work, features of the seed list are not considered for con-
figuring the crawl method. Instead, mostly static crawling approaches are used,
which apply the same strategy and method on each seed list.

3 Problem Definition and Approach Overview

In this section, we first describe the motivation and use case of this work, then
provide the formal problem definition as well as a brief overview of our approach.

3.1 Motivation and Problem Definition

Our work aims at providing a method for focused crawling of Linked Data,
namely to crawl entities of relevance to a given seed list consisting of entities
which describe the crawl intent. While this is a task of relevance for efficiently
preserving a particular partition of the Linked Data cloud in general, we would
like to emphasise its use in document annotation or data enrichment scenarios.
Here, traditionally named entity disambiguation or entity linking techniques are
deployed to annotate documents with entities from a specific knowledge graph.
While such entity annotations enable structured queries to retrieve documents
of relevance to specific entities, more sophisticated semantic search needs to
exploit additional knowledge from the used reference graphs, such as DBpedia
or related graphs. While the overall Linked Data graph might contain highly
relevant information about the semantics of a specific entity, identifying the
paths and entities of relevance, or the semantic neighbourhood of a given entity,
is a non-trivial task.

Specifically, the challenge is to identify and crawl the most relevant entities
for a given set of seed entities. We define focused crawling of Linked Data as
follows. Given a specific seed list of entities S = {e1, . . . , en}, the aim is to crawl
and rank relevant candidate entities C = {e′

1, . . . , e
′
n}, available from the Web.

Though seeds could commonly be represented through terms which require a
disambiguation step, for simplification purposes we assume that seed entities
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are represented by entity URIs, for instance, referring to instances within the
DBpedia graph.

To illustrate the need for scalable and focused crawling approaches, note
that our earlier experiments have shown that a 2-hop crawl of a given seed list
results in 38,295 entities on average. Hence, we aim for a focused approach, where
relevance of entities is computed as part of the crawling process and seeds for
the following hop are determined based on their relevance to the seed list.

3.2 Approach Overview

In order to tackle the challenges of focused crawling, we adopt the following steps:
(i) seed lists analysis, (ii) breadth-first search crawl (BFS) for candidates C, (iii)
seed list-specific candidate entity ranking. The last two steps are embedded into
a crawling cycle by using the relevant entities selected from step (iii) as next hop
crawling queue for step (ii). Explained in more detail in the following section,
we consider an attrition factor of each seed entity ei ∈ S to reflect the crawl
intent during the focused crawling process. This is based on the assumption
that entities within a seed list have varying importance for the crawl intent, and
hence, their individual impact on the ideal result set differs.

The overall focused crawling framework is summarized in Algorithm 1.

Algorithm 1. Focused Crawling of Linked Data
Require: Seed list
Ensure: Related entities
1: function FocusedCrawling(seedlist, depth)
2: coherence ← CoherenceComputation(seedlist)
3: attritionFactors ← AttritionFactorComputation(seedlist)
4: queue ← seedlist
5:
6: for hop = 0 → depth do
7: candidates ← BreadthFirstCrawl(queue)
8: relatedEntities ←RelevanceAssessment(candidates, attritionFactors)
9: queue ← relatedEntities

10: end for
11: return relatedEntities
12: end function

A focused crawling configuration represents an implementation of Algo-
rithm 1, dependent on specific attributes of the candidate crawling process and
seed list analysis, such as depth for candidate crawling and attrition factor of
seed entities in a seed list. The corresponding configurations are described in
detail in Sect. 5.
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4 Adaptive Focused Crawling

In this section we describe the seed list analysis and the adaptive crawling app-
roach.

4.1 Seed List Analysis

Here we define and describe in detail the seed list analysis, specifically on how
we compute the seed list coherence and attrition factor in Algorithm 1.

Seed List Coherence. We assume that crawl configurations require tailor-
ing to the seed list coherence. The underlying assumption is that very specific
and targeted seed lists will require different crawling and relevance computa-
tion methods than very broad and unspecific seed lists. An example of the for-
mer is, for instance, a seed list containing entities labeled with ‘Barack Obama’,
‘President of the United States’, ‘George W. Bush’, while ‘John Lennon’,
‘Africa’, ‘Mahatma Gandhi’ would constitute a very unspecific seed list.

We introduce a score to measure seed list coherence, Γ , computed as the
reciprocal average shortest path between any seed entity pairs (see Eq. 1). The
shortest path between any two seed entities is denoted by ϕ(ei, ej) on a given
knowledge graph.

Γ =
n(n − 1)

2
n∑
i,j
i<j

ϕ(ei, ej)
⇐

⎛

⎜⎜⎜⎝

e1 e2 . . . en

e1 0 ϕ(e1, e2) . . . ϕ(e1, en)
e2 0 . . . ϕ(e2, en)
...

...
en 0

⎞

⎟⎟⎟⎠ (1)

The main intuition behind the computation of seed list coherence in Eq. 1 is
that entities with shorter paths in a given knowledge base tend to be more closely
related. Hence, the average shortest path between seed entities determines the
coherence of a seed list. In our experiments, we identify two crawl scopes based
on Γ : (i) low coherence, and (ii) high coherence. We consider seed lists that follow
0 ≤ Γ ≤ γ to exhibit low coherence, while Γ > γ indicates high coherence. The
value of threshold γ = 0.5 was identified during our experiments, the detailed
setup is described in Sect. 5.1.

Seed Entity Attrition Factor. As shown in our experimental evaluation,
specific entities within a seed list strongly reflect the crawl intent. For example,
consider the seed list {Pulp Fiction, Film, Entertainment}, the most spe-
cific entity ‘Pulp Fiction’, reflects the most specific crawl intent, whereas the
entities ‘Film’ and ‘Entertainment’ provide contextual information, namely
that ‘Pulp Fiction’ is a movie. Motivated by this, we assume that the rel-
evance of specific candidate entities is dependent on the seed entity they are
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related to. For example, candidate entities similar to entity ‘Pulp Fiction’
will be ranked higher than entities that are similar to other seed entities.

In order to improve the candidate entity ranking we define the attrition factor
λ(ei) for each seed entity in S. The attrition factor λ(ei) is measured as the
fraction of the Katz centrality score [12] of ei over the sum of all scores from all
other entities in S terms of the proportion of Katz centrality. The Katz score is
computed w.r.t a reference dataset (in our case DBpedia), and entities with lower
centrality score will have higher attrition factor, hence reflecting more strongly
the crawl intent. The attrition factor λ(ei) is computed as in Eq. 2.

λ(ei) = log
CKatz(ei)∑n

j=1 CKatz(ej)
(2)

where, ei is the seed entity, n is the number of seed entities in S, and CKatz(ei)
is the Katz centrality of ei, and ei ∈ S.

CKatz(ei) =
5∑

k=1

n∑

j=1

αk(Ak)ji (3)

where, A is the adjacency matrix of entity ei, namely the connections of ei in
the reference dataset, whereas k reflects the number of hops in the reference
graph that are used to compute the adjacency matrix. The second sum in Eq. 3
measures the connectivity degree between ei and entities in the knowledge graph
that are reachable within the hop k. Finally, α is an exponential penalization
factor, which prefers higher connectivity degree on the earlier hops, and it takes
values in the range of α ∈ [0, 1].

4.2 Candidate Crawling and Ranking

In this section, we describe the breadth-first search (BFS) crawl for candidates
entities and the seed list-specific candidate entity ranking.

Crawl for Candidate Entities. The BFS crawl starts with a queue Qi, i =
0...depth. This queue is populated by the seed list S in the first hop, and is in
later hops replaced by the relevant candidate entities C (see Algorithm 1). With
the increase of the number of hops, the number of candidate entities increases,
hence we perceive a drop in crawling efficiency. The crawling depth defines the
maximum number of hops, where we aim for a depth that provides high efficiency
by means of sufficient candidates as well as short runtime.

Candidate Entity Ranking. Candidate entities are ranked according to their
relevance to the seed entities in S. The relevance of a candidate entity to a seed
list can be determined by distinguishing the following aspects.

– Pairwise relevance of a candidate entity with respect to each seed entity, i.e.,
rel{ci, ej} where ci ∈ C and ej ∈ S.
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– Overall relevance of a candidate entity to the entire seed list, i.e., rel{ci, S}
where ci ∈ C.

Relevance of candidate entities ci with respect to seed entities ej is computed
by using a distance measure, abridged with our weighting scheme consisting of
the attrition factor λ, as introduced in Sect. 4.1.

This method involves using text-based similarity metrics such as Jaccard Sim-
ilarity, to assess the similarity between the candidate entities and seed entities.
Using labels and descriptions of entities, we construct term-reference vectors for
each entity in the seed and candidate set, respectively S and C. This step is
semi-automated as a user can configure the relevant datatype properties used to
construct the term vector wi for each seed entity ei. The term-reference vector
in our case represents a set of unigrams (single terms) extracted from the textual
literal datatypes from the corresponding entities.

The following formulas show the adapted pairwise Jaccard Similarity
(PairwiseJaccardSim+), where the traditional Jaccard similarity has been
adopted to consider the crawl intent, as well as the overall candidate relevance
computed through the Entity-based Jaccard Similarity (EJSim+).

PairwiseEJSim+(ei, cj) =
1

λ(ei)
.
|wi ∩ w′

j |
|wi ∪ w′

j |
(4)

EJSim+(cj) =

∑n
i=1 PairwiseEJSim+(ei, cj)

n
(5)

where, λ(ei) is the attrition factor of the seed entity ei, and wi, wj are the entity
reference-vectors corresponding to ei and cj .

5 Experimental Setup

In this section, we introduce the datasets we consider for the crawling process
and the approaches on generating the seed lists. Next we assess the performance
of the different crawling configurations, constrained for the varying parameters:
(i) seed list coherence, (ii) hop-size and (iii) crawl-candidate ranking approaches.
Consequently, we draw conclusions about the optimal crawl parameters. Finally,
we compare our approach against established baseline methods.

5.1 Seed Lists

Our experiments are following our original motivation, that is the document
annotation scenario, where seed entities are directly linked to and extracted
from documents in a corpus. As we aim to evaluate crawling performance for a
variety of seed lists, we generate a range of seed lists from real-world documents.
In order to eliminate noise, potentially introduced by extracting entities from an
arbitrary corpus, we directly utilise Wikipedia, where DBpedia entities can be
derived directly from the hyperlinks of a source page to other Wikipedia pages.
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Since popular Wikipedia pages tend to be linked more consistently, we par-
ticularly consider Wikipedia pages with high page views during the first week
of 2012 accumulating 1.6 billion records. We have specifically chosen a period
in the past to ensure well-populated and popular pages, rather than new and
insufficiently annotated pages. To generate seed lists of varying coherence, we
follow two different strategies for creating seed lists.

– (1) top-k entities in single documents
– (2) k entities extracted from sets of related documents

The intuition is that (1) will produce more coherent and (2) more diverse seed
lists. In (1) we start with the page of an original entity u, we extract the entities
u1, u2, ..., ut appearing in the page and rank these according to their frequency.
Assuming that the entities with the highest tf score are closer related to the
original entity, we use the top k entities as seeds.

For (2) we start again with a set one most viewed wikipedia pages, i.e. entities.
For each entity u, we randomly obtain a category from the set of categories
associated with u and retrieve all entities u1, u2, ..., uk in the same category. We
then extract the entities u′

1, u
′
2, ..., u

′
k appearing in the pages of u1, u2, ..., uk as

candidates. Then we randomly select k entities from the accumulated candidate
set as low coherence seed list.

Applying this method on 3 wikipedia pages and 3 categories, we obtained
6 seed lists of size k = 5 with varying coherence Γ . The seed lists and the
groundtruth are available at http://l3s.de/∼fetahu/crawler wise2015/.

5.2 Crowdsourced Ground Truth

We leverage crowdsourcing as a means to establish the ground truth in the form
of a ranking of the most relevant entities within a specified n-hop neighborhood
for a given seed list S. We adopt the following steps in order to establish the
ground truth for evaluation.

Fig. 1. Generation of ground truth for evaluation of relevance assessment measures.

First, we pool the top-k entities1, as obtained by using the different rele-
vance assessment measures. We model the activity of assessing the relevance
1 In this case we pooled the Top − 500 entities resulting from all the different config-

urations for each seed list.

http://l3s.de/~fetahu/crawler_wise2015/
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of an entity to the seed list, as an atomic microtask that can be deployed on
a crowdsourcing platform such as CrowdFlower. In order to assist the crowd
workers in assessing the relevance of an entity to a given seed list, we represent
the seed list with a corresponding topic that describes the collective meaning
projected by the seed list. In order to determine an apt topic that can represent
a seed list and thereby the crawl intent, we follow a gamified approach such as
the popular ESP game proposed by Von Ahn and Dabbish [19]. Each seed list
is presented to 5 different experts, who are then asked to independently tag the
seed lists with representative topics. When all 5 experts reach a concensus with
respect to a particular description, that tag is chosen to be the representative
topic of the seed list. For instance, for the seed list generated from How I Met
Your Mother (TV Series) Wikipedia page, experts assigned the topic How I
Met Your Mother (TV Series) - Characters and Actors.

Next, we present each entity gathered from the neighborhood of the seed
list alongside the corresponding topic to crowd workers and request judgments
of relevance according to a 5-point Likert-scale (ranging from Not Relevant to
Highly Relevant). By aggregating the judgments from the workers into relevance
scores, and ranking the pooled top-k entities based on these relevance scores, we
thereby generate our ground truth of relevant entities corresponding to the seed
list S. Finally, we use the ground truth thus established to evaluate each of the
relevance assessment methods across the top-k entities.

In order to ensure that the ground truth is reliable, we take several precau-
tions as recommended by our previous works [9,10] to curtail malicious activity
and to avoid misinterpretations in the relevance scoring.

5.3 Crawl Configurations and Baselines

We distinguish crawling configurations by (a) the used candidate ranking app-
roach, (b) the hop size (depth) for the crawling process, and (c) the consideration
of the seed list coherence (or lack thereof). The parameters are listed below. Here
the candidate ranking considers two cases: (i) candidate relevance scoring tak-
ing into account the attrition factor λ which is denote as EJSim+, and (ii)
candidate relevance scoring without the attrition factor, i.e. the baselines below.

The maximum hop size depth considered during the crawling process is one of
the most significant impact factors for runtime and NDCG score. We run exper-
iments with depth in {2, 3}, the corresponding methods are denoted with a sub-
script indicating the depth, where, for instance, EJSim2 indicates a depth = 2.

We consider the following baseline and state-of-the-art approaches for the
focused crawling task.

EJSim. Entity Jaccard Similarity, EJSim computed as EJSim+ but without
considering the attrition factor.

NJSim. We also consider the graph-based relatedness baseline, the Neighborhood
Jaccard Similarity which is computed as follows.
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PairwiseNJSim(ei, cj) =
1

λ(ei)
.

τ∑

k=1

αk |Nk(ei) ∩ Nk(cj)|
|Nk(ei) ∪ Nk(cj)| (6)

NJSim(cj) =

∑n
i=1 PairwiseNJSim(ei, cj)

n
(7)

where, Nk(ei), Nk(ci) are the sets of neighboring vertices at the kth step of seed
entity (ei) and candidate entity (ci) respectively, α ∈ [0, 1] is a real number to
ensure that closer neighbors have lower weight, and τ is the maximum length of
the paths considered.

PageRank. Is a widely adopted approach for ranking crawling results (docu-
ments or entities). The computation of PageRank is formalized in Eq. 8.

PageRank(ci) =
1 − d

N
+ d

∑

cj∈M(ci)

PR(cj)

L(cj)
(8)

where M(ci) is the set of entities linked to candidate ci in the entity graph,
L(cj) is the number of outbound links to the entity cj , N is the total number of
entities, and d is the damping factor [2].

NB. We consider [3] as state-of-the-art approach for focused web crawling. How-
ever, while this approach originally implements focused crawling of Web docu-
ments as opposed to Linked Data, we introduce some adaptations. The DOM
tree features cannot be considered in case of Linked Data, hence, we adopt lexical
features for the NB classification. The state-of-the-art approach uses a predefined
topic taxonomy with example URLs as training set. In our senario, the topic,
reflected by the crawl intent in our work, is dependent on the seed list without
predefined limitations. However, our groundtruth can be used as training set for
a classifier. The classification of candidate entity as relevant is performed by the
function formalized in Eq. 9.

NB(ci) = P (y = 1|ci) =
P (y)P (ci|y)

P (ci)
(9)

where P (y = 1|ci) is the probability of candidate ci belonging to class y = 1,
which in our case translates as a ‘relevant’ entity for a given seed list.

5.4 Evaluation Metrics

To evaluate the crawling performance of the different configurations, we consider
the Normalized Discounted Cumulative Gain (NDCG) of the ranked set of can-
didate entities with respect to an established ground truth. The NDCG score is
computed as follows:

nDCG@k =
DCG@k

iDCG@k
DCG@k = rel1 +

k∑

i=2

reli
log2i

where, DCG@k represents the discounted cumulative gain at rank ‘k’, and
iDCG@k is the ideal DCG@k computed with respect to the ground truth
(described in the following section).
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Another important factor to evaluate is the runtime performance of the dif-
ferent configurations. Due to the likelihood of large set of candidate entities
existing for a particular seed list, runtime is a crucial factor. The runtime is
simply measured in terms of the amount of time taken to complete a full-cycle
of the crawling process.

6 Evaluation

6.1 Performance of Focused Crawling Configurations

In this section we report and discuss the performance of the different focused
crawling configurations. On average, for the different seed lists we crawl approxi-
mately 491,425 triples. Hence, an important aspect is how well the different crawl
configurations rank the candidate entities for their relevance w.r.t the seed lists.
In Table 1 we report the performance of the different crawling configurations.
The values are reported for the average NDCG scores at rank 100.

Table 1. Average NDCG@100 for different focused crawling configurations across seed
lists with varying coherence.

Coherence EJSim+
2 EJSim2 NJSim2 NB2 PageRank2

Γ < 0.5 0.7446 0.7364 0.5752 0.6955 0.5346

Γ ≥ 0.5 0.6876 0.6802 0.5193 0.5273 0.4408

EJSim+
3 EJSim3 NJSim3 NB3 PageRank3

Γ < 0.5 0.6928 0.6382 0.6608 0.6612 0.5722

Γ ≥ 0.5 0.5831 0.5740 0.5197 0.4821 0.4166
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Fig. 2. (a) Performance of different configurations with depth 2 measured as average
NDCG across all seed lists. (b) Performance of different configurations with depth 3
measured as average NDCG across all seed lists. (c) Performance of attrition factor
(on depth 2 and 3) measured as average NDCG across all seed lists.

Performance. Table 1 presents the average NDCG@100 score of different con-
figurations described in Sect. 5.3 with seed lists of varying coherence. Figure 2a
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and b present the NDCG score at different levels for the different configurations.
Figure 2c presents a detail comparison between the performance of EJSim and
EJSim+. It shows that the NDCG scores increased after introducing the attri-
tion factor to EJSim. The average improvement across different NDCG levels is
1.6 % on depth 2 and 4.3 % on depth 3, suggesting a positive effect of the attrition
factor for the cases of our seed lists. On the other hand, the coherence of the
seed list appears to have no significant impact on the suitability of particular
configuration.

From the results we can also observe that, the EJSim+ outperforms baseline
methods, specifically NJSim and PageRank. The NDCG@100 of EJSim+ is
16.9 % and 4.8 % higher than NJSim for depth 2 and 3 respectively. The NDCG
scores at different levels (Fig. 2a and b) also support this insight. PageRank
shows the weakest performance since it does not take the crawl intent into consid-
eration during candidate ranking. Furthermore, EJSim+ shows 7.3 % and 9.8 %
improvement in average for depth 2 and 3 respectively compared to NB in our
experiment. Based on the dataset, one of the reasons that NB and EJsim+ have
different performance while both use lexical features is that the classes within
the training set are not independent from each other. The overlap between the
feature set of different classes causes negative effects on the NB classification.
The reason of the overlap is that the crawl intent is based on the seed lists
instead of the topic from a predefined topic taxonomy. This also reveals that our
method is more robust and flexible for a range of crawl intents.

Another useful and conclusive insight is the fact that depth 3 has not led to
performance gains with respect to crawl depth of 2. In fact we can observe the
opposite from Fig. 2c, where for EJSim+, increasing the crawl depth beyond 2
seems to lead to weaker NDCG scores on average.

Efficiency. Since the time-intensive step is the candidate crawling, there is no
considerable difference between the crawling configurations with different rank-
ing methods. However, the average runtime across seed lists and ranking methods
increased from 548 s for depth 2 to 1936.6 s for depth 3 in average while there is
no significant improvement of the NDCG score. Given the significantly increased
runtime when crawling beyond hop 2, a crawl depth of 2 seems to provide optimal
efficiency, and it is not advisable to crawl to a higher distance.

6.2 Discussion and Limitations

Next to the aforementioned observations, we also carried out an analysis on
more varied characteristics of seed lists, leading to some interesting insights.
After the seed list size reaches a certain threshold (20 in our case), the graph-
based methods seem to outperform lexical ones in most cases. This might be
explainable with the fact that the increasing heterogeneity of larger seed lists
renders lexical methods less applicable.

Meanwhile, PageRank performance seems to improve with increasing seed
list size and decreasing coherence. This can be explained since Page Rank is not
query-biased in any way and the performance gap to the superior, seed list-based
configurations is decreasing the more generic the seed lists become.
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We evaluate the result of experiments based on a ground truth as described
in Sect. 5.2. During the preliminary analysis of the dataset, we observe that the
overall NDCG score for results of low coherence seed lists seems significantly
higher than those of high coherence seed lists. This is due to the fact that high
coherence seed lists have a more specific crawl intent, leading to narrow and
often small result sets, and hence also a limited ground truth, while the low
coherence lists have a much broader crawl intent as well as relevant entity set.
This is reflected in our ground truth: the average number of entities labeled as
related (score ≥ 3 and beyond) is 208 for low coherence seed list, and 145 for
high coherence seed lists. Meanwhile, the narrow search intent also causes more
disagreement among crowdsourcing workers for generating the ground truth,
which makes the results for high coherence seed lists less consensual.

Another difficulty faced when evaluating the crawling task is the highly het-
erogeneous and varied nature of the possible result sets, originating from a highly
heterogeneous Linked Data graph. While certain seed lists and crawl intents
are well reflected in the Web of Linked Data, others are only sparsely repre-
sented, leading to highly varying quality of the retrieved result sets. Here, to
some extent the availability of matching data, or the lack thereof, can have a
significant impact on the measured NDCG scores. This problem is elevated due
to the fact that crawl results rely on links, where the uneven distribution of links
across entity types and partitions of the Linked Data cloud leads to result sets
of varying size and quality.

7 Conclusions and Future Work

In our work, we have presented an adaptive focused crawling method which
takes into account characteristic features of seed lists to improve the crawling
and relevance ranking method. Our crawl configurations consider experimentally
derived heuristics and thresholds for the crawl depth and relevance assessment
method. Our experimental results support the underlying assumption that the
crawl intent can be reflected dynamically through a dedicated attrition factor
to improve the ranking of retrieved entities. Our results demonstrate that the
attrition factor has a positive impact on the performance, showing significant
performance improvement across a range of seed lists, compared to all considered
baselines.

Additional insights from our experiments might be of practical value for
focused Linked Data crawling approaches in general. For instance, our results
suggest that crawls beyond depth 2, i.e. a distance of 2 hops in the Linked Data
graph, seem to not improve the crawl quality but instead, introduce noise and
significantly increase the crawl runtime, hence decreasing the efficiency.

One central obstacle when evaluating methods for the focused crawling task
is the lack of a sufficient ground truth and the heterogeneity of the Linked
Data graph, which naturally leads to highly diverse ground truth result sets
for different seed lists. This might have a negative influence on the resulting
ground truth and might dilute the performance evaluation to a certain extent.
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However, given the scale of our experiments, the shown results provide conclusive
indicators about the performance of the investigated configurations.

While our work aimed at achieving a general performance gain, specifically
measured through NDCG, our ongoing and future work foresees in particular
the on-the-fly optimisation towards particular performance goals with regards
to precision, recall, or runtime. While the actual crawl aims may vary strongly
between different crawls - in some cases, high precision may be mandatory, in
others a broad crawl, i.e. high recall will be of higher priority - through further
experiments we aim at identifying more specific heuristics which can lead to a
more tailored adaptation.

In this context, we are also investigating the specific characteristics of graph-
based relevance metrics and lexical metrics. The high divergence of result sets
produced by these two different approaches documents that, naturally, lexical
methods seem better suited to retrieve similar entities, while graph-based ones
seems better suited to retrieve otherwise connected entities. This suggests that
each approach might be specifically suited to certain kind of seed lists, or crawl
intent, what might require an even more adaptive approach, involving the selec-
tion or configuration of suitable relevance ranking methods at runtime.
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Université Paris-Dauphine, LAMSADE CNRS UMR 7243, Paris, France
{amine.louati,elhaddad,pinson}@lamsade.dauphine.fr

Abstract. With the growing number of published Web services, includ-
ing those being generated in social networks, a lot of service composition
approaches have been proposed in the literature. However, they often
fail to take into consideration social dimensions between requesters and
providers as well as the providers autonomy in deciding with whom to col-
laborate. To address these challenges, we propose the use of Multi-Agent
Systems, as they have the ability to form coalitions of trusted partners.
We present a trust-based dynamic coalition formation process for ser-
vice composition in social networks. In particular, our coalition forma-
tion process engaging self-interested agents is incremental, dynamic and
overlapping. Agents are equipped with a set of services with their adver-
tised QoS values and cooperate to fulfill the requester query based on a
decentralized decision-making process guided by trust. We also presents
evaluation results of first experiments to demonstrate the validity of our
approach.

Keywords: Web services selection · Trust · Coalition formation

1 Introduction

Recent advances in the field of service-oriented computing have made it possi-
ble to publish, locate and invoke Web services across social networks. More and
more users are willing to use their social networks to propose as well as to search
services. In the case where no single service can satisfy user query, it should
be possible to combine existing atomic Web services to fulfill it. Web service
composition is the process that creates a value-added application by combining
atomic Web services into a composite service which has the potential to reduce
effort and time of development [1]. Service composition problem has triggered
a considerable number of research efforts. However, the results obtained often
fail to comply with the requesters’ expectations. This is because they do not
take into consideration social dimensions such as trust and information result-
ing from previous experiences. As agents have demonstrated the capability to
promote knowledge representation and interaction as well as social metaphors
like trust, we propose the use of Multi-Agent Systems (MAS) in the context
of Web service composition. We assign to each user in the social network an
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 570–585, 2015.
DOI: 10.1007/978-3-319-26190-4 38
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autonomous and self-interested agent equipped with a set of services along with
their advertised QoS values. As several agents can provide different atomic ser-
vices with different QoS values, cooperation among them is essential to achieve
all possible service compositions. The coalition formation is well suited to model
cooperation between agents.

The aim of this work is to perform service composition using coalition for-
mation process (CFP). In this context, three challenges arise:

(1) Integrate social dimension in the composition process: usually, users prefer
providers that do not only propose required services but also that can be
trusted. Most of the previous work on coalition formation for service com-
position [2–4] do not take into account the contribution of social dimension
during the coalition formation process. Agents may decide whether or not
to participate in a coalition and whether to accept or to refuse a partner’s
membership without any trust consideration.

(2) Enable providers autonomy to decide with whom they cooperate: both
requesters and providers are self-interested agents that is, they must have
the ability to decide locally on the selection of their partners in the com-
posite service. Griffiths and Luck have presented in [5] a coalition formation
model that combines trust and motivation to generate successful cooper-
ations between self-interested agents. In this work, only agents which are
candidates to join a coalition decide whether or not to participate based on
their trust in the initiator of the coalition. Members of the coalition do not
decide whether to accept or to refuse a candidate membership.

(3) Incorporate dynamism in the CFP: dynamic coalition means that the cur-
rent content of the composite service may evolve over time depending on
the state of the involved members. Bourdon et al. have introduced in [6] a
multi-agent model able to find provider-centered trusted coalitions achieving
composite web services. Although their model is based on multi-agent trust
management involving the broker as well as members in the decision-making
process on partner selection, it does not allow agents to join and leave coali-
tions dynamically. A problem arises when a member is unsatisfied with the
presence of a specific agent and no means to leave its current coalition to
join another one.

In this paper, we propose a new broker-based multi-agent model for dynamic
service composition. The composition process is performed by self-interested
agents equipped with a set of services along with their QoS criteria values. They
cooperate in a coalition formation to collectively provide multiple composite
services that meet the complex user query. To address the above challenges, we
firstly integrate social dimension using a trust mechanism in the sense that prior
to cooperating, each agent considers its trustworthiness in the other involved
agents. Secondly, we leave autonomy for providers to decide on the selection
of their partners in the composite service based on trust. The satisfaction of
all members results in the formation of a stable and efficient coalition. If some
members are not satisfied, we propose a mechanism that allows these members
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to leave the coalition. Thirdly, we incorporate dynamism in our CFP by allowing
not satisfied members to leave the coalition.

The rest of paper is organized as follows. Section 2 points out the main con-
cepts that we use in this work and describes our broker-based multi-agent model.
Section 3 describes our coalition formation process along with its three phases.
Section 4 discusses the experimental setup and the performance evaluation of
our approach. Finally, Sect. 5 concludes the paper and identifies future work.

2 Background

In this section, we first point out the concepts that we will use for the coalition
formation process then, we give an overview of our broker-based multi-agent
model.

2.1 Concepts Definition

A social network is modeled by a graph, where each individual user is assigned
a self-interested agent and, an edge between two users represent a symmetric
social relationship between them.

Definition 1 (Social network). Given a set A = {a1, a2, ..., as} of agents and
a set E ⊆ A × A of edges, a social network is a connected graph G = <A,E>
where an edge (ak, aj) ∈ E represents a symmetric social relationship between
ak and aj.

A social network can be viewed as a multi-agent systems in which agents are
endowed with a set of services. They act autonomously on behalf of their users
in a flexible manner in order to fulfill their queries.

Definition 2 (Agent). An agent ak ∈ A is an autonomous entity such that
ak = <Sk, T rust, CT,ET, λInfk, λSupk, βk, Blistk> where:

– Sk = {s1, s2, . . . , smk
} is the set of mk offered services,

– Trust(ak, aj) is the trust that ak has in an agent aj in the social network which
is defined as the aggregation of trust in sociability and trust in recommendation
(for more details see [7]),

– CT (ak, aj) is the trust in cooperation that ak has in an agent aj,
– ET (ak, aj , s) is the trust in expertise that an agent ak has in a service s offered

by an agent aj which is defined as the aggregation of three quality of service
criteria namely: specialization, reliability and quality rating (for more details
see [7]);

– λInfk and λSupk ∈ [0, 1] are respectively, the trust in cooperation lower and
upper thresholds,

– βk ∈ [0, 1] is the trust in coalition threshold.
– Blistk is a blacklist containing a set of not cooperative agents that do not

comply with its terms of use.
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A user query is a composite service defined by an abstract plan. It does
not refer to specific services, but rather to a finite set of semantic interfaces
describing service functionalities. The aim of the composition problem is to find
services that instantiate the query.

Definition 3 (Service). A service s is a tuple such as s = (in, out, f , q1, q2, q3)
where in is a set of inputs required to use the service, out is a set of outputs
delivered at the completion of the service, f is a semantic interface describing
the provided functionality, and q1, q2, q3 are the advertised values of criteria:
specialization, reliability and quality rating.

Definition 4 (User Query). Let F be the description domain of available
functionalities. A user query Q = {f1, f2, . . . , fn|∀1 ≤ i ≤ n, fi ∈ F} is a
finite set of functionalities.

We denote by Ap ⊆ A the set of trustworthy provider agents, by Ai =
{ak | ak ∈ Ap and ∃s ∈ Sk such as s.f ≡ fi} the set of providers offering a
service with the functionality fi and by AQ =

⋃n
i=1 Ai the set of providers

offering services for all required functionalities in Q. As several agents could
offer services for required functionalities, coalition formation between them can
address the composition problem.

Definition 5 (Coalition). Let Q be a user query. A coalition c = {x1, x2,
. . . , xn|∀i ∈ �1, n�,∃k ∈ �1, s� such as xi = ak and ak ∈ Ai} is a set of agents
that instantiate Q.

During the coalition formation process providers are organized in coalitions
where each of them is able to provide one or many required services. A coali-
tion that does not contain a set of agents required to instantiate all function-
alities in the query is called intermediate coalition. An intermediate coalition,
denoted cz, is a partial instantiation of a query such as cz = {x1, x2, . . . , xn | xi ∈
{ak, fi} and ak ∈ Ai}. The content of an intermediate coalition evolves. The
transition from one intermediate coalition cz to another cz+1 is done through
proposal.

Definition 6 (Proposal). A proposal φ = {y1, y2, . . . , yn|yi ∈ {ak, ∅} and ak ∈
Ai} represents either a membership request or a membership offer. In case of a
membership request, φ = {y1, y2, . . . , yn|∃!yi such as yi = ak ∈ Ai and ∀j 	=
i, yj = ∅}. In case of a membership offer, φ = {y1, y2, . . . , yn|yi = xi if xi ≡
ak, yi = ∅ otherwise}.

2.2 Broker-Based Multi-agent Model

Based on Klusch and Sycara work [8], our multi-agent model is a broker-based
model as shown in Fig. 1. It encompasses three different roles.
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Fig. 1. Our broker-based multi-agent model

– Candidate role: a candidate is a service provider likely to join a coalition.
– Member role: a member is a service provider that is assigned to one coalition

or several coalitions.
– Broker role: a broker is a service requester which is responsible for introducing

candidates to members during the CFP and for orchestrating interactions
between them. In case of several coalitions, it chooses also the coalition which
has the best trust in expertise value.

Behaviors associated with each role will be described in detail in the following
section using an interaction protocol.

3 Coalition Formation Process Description

Usually, service composition is done after a preliminary phase of service discov-
ery. The service discovery phase described in our previous work [7] allows the
requester agent ar to identify a set of trustworthy providers Ap on which it will
perform the coalition formation process (CFP). Considering a requester agent
ar in the social network (see Fig. 2(a)), after the service discovery phase each
provider agent ak ∈ Ap is located with respect to ar by a chain of trustworthy
agents called provider-recommender chain. A provider-recommender chain is a
father-child sequence of agents starting from the requester agent ar and lead-
ing to a provider agent ak in which all intermediate agents are either providers
or recommenders. The output of the service discovery phase is a tree, called
Trust-Relation Social Network (TRSN) (see Fig. 2(b)), built over the original
social network (see Fig. 2(a)) where edges weights represent trust values between
agents. Figure 3 illustrates the tree structure using a multilayered representation
where the requester agent ar is the root an each layer represents a level in the
tree.

The goal of our CFP is not to find best providers that propose individually
the required services, but rather to come up with a group of trustworthy agents
that cooperate in a coalition formation to collectively provide composite services.
Our CFP is original because it is:
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Fig. 2. (a) Social network and (b) Trust-relation social network: flat representation.

– Incremental: The CFP is achieved progressively by promoting first providers
located in the first layer of the TRSN. It continues by seeking providers in the
second layer and so one.

– Dynamic: Agents may join and leave autonomously their coalitions depending
on the received messages and on their trust-based local decisions.

– Overlapping: Since a provider may offer more than one service, it can be
member of several coalitions.

The CFP consists of three sequential phases namely: initial coalition generation
phase, member selection phase and best coalition choice phase. In each of these
phases, several actions are performed. Each phase produces an outcome that is
used as input to the following phase.

3.1 Initial Coalition Generation Phase

The aim of this phase is to generate a set of initial coalition C in the TRSN.
The inputs of the Algorithm1 are Q the user query, Ap the set of providers
and TRSN the trust-relation social network. Taking the broker role and setting
C to ∅ (see Algorithm 1 line 1), the requester agent ar starts with identifying
providers in the first layer TRSN(1) which are at distance 1 from it. Then, it
assigns each provider ak to a new initial coalition cz (for example, in Fig. 3,
C = {c1 = {a2}, c2 = {a6}}) and sends to ak an Inform message containing the
index of the coalition in which it is a member (see Algorithm1 lines 4–5). We
make the assumption that agents have the good will to join an empty coalition.
However, afterwards they will be autonomous in their decision-making to join or
to leave intermediate coalitions and to accept or refuse a membership request.
On the reception of an Inform message containing an index (see Algorithm 3
line 15), an agent ak sets its role to member (see Algorithm 3 line 16). Each new
initial coalition is added to C (see Algorithm 1 line 6).

At the end of this phase, the broker determines a set C of initial coalitions
on which it will run the second phase of the CFP which is the member selection
phase.
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Fig. 3. Trust-relation social network: multilayered representation.

Algorithm 1. Initial Coalitions Generation Algorithm

Variables: C = {cz} is the set of coalitions, roler is an array of |C| values
∈ {brok, mem, cand} initially set to brok.

C ← ∅;1
z ← 1;2
for all (ak ∈ TRSN(1) ∩ Ap) do3

cz = new initial coalition(ak, Q);4
ar , ak, (z, mem)); /* see Algo. 3 line 15 */5

C.add(cz);6
z ← z + 1;7

return C;8

3.2 Member Selection Phase

The aim of this phase is to complete sequentially each of the initial coalition
cz ∈ C by members providing required services to fulfill the user query. For sake
of simplicity, we limit the description of this phase to a single coalition formation
cz. The member selection phase is an iterative phase handled by the broker ar

where at the end of each iteration one member may join cz. It is based on a
selection search strategy where ar gives membership priority to providers close
to it in the tree because they are more trustworthy. Thus, ar starts the member
selection in the first layer of the TRSN (see Algorithm 2 line 3). Recall that
our CFP is dynamic that is, agents can join and leave intermediate coalitions
at runtime. Therefore, it is essential to apply a timeout mechanism timerr[z]
associated with cz that allows the broker to decide when to stop the selection
process if it lasts too long (see Algorithm2 line 4).

For each layer TRSN(l), ar identifies a set of providers likely to join cz. This
is done by first determining the set of required functionalities funcr[z] in cz

and then identifying providers candPr[z] that offer services with these required
functionalities (see Algorithm 2 lines 6–7). If there are only recommenders in
this layer or all identified providers do not offer services for required function-
alities in cz (candPr[z] = ∅) then, ar extends the providers identification to the
next layer TRSN(l + 1). The transition from one layer l to another layer l + 1
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Algorithm 2. Member Selection Algorithm
Input:

Variables: timerr is an array of |C| integer, candPr is an array of |C| sets of candidate
providers initially set to ∅, funcr is an array of |C| sets of functionalities
initially set to ∅, countr is an array of |C| integer initially set to 0, replyr is an
array of |C| boolean initially set to False.

z ← 1;1
for all (cz ∈ C) do2

l ← 1;3
Activate(timerr[z]);4
while ((timerr [z]) and (∃x ∈ cz | x ≡ f) and (l ≤ lmax)) do5

funcr[z] ← functionalities identification(cz);6
candPr[z] ← candidates identification(funcr[z], TRSN(l) ∩ Ap);7
while ((candPr[z] 
= ∅) and (∃fi ∈ funcr[z])) do8

aj ← Argmaxat∈candPr [z]∩Ai
Trust(ar, at);9

for all (ak ∈ cz) do10
Propose(ar, ak /* see Algo. 3 line 1 */11

wait (countr [z] == |cz|);12
countr [z] ← 0;13

if (|OK| >
|cz|
2 ) then14

Propose(ar, aj /* see Algo. 4 line 1 */15

else16
candPr[z] ← candPr[z] \ {aj};17
replyr [z] ← True;18
countr [z] ← |cz|;19

wait (replyr [z] == True);20
replyr [z] ← False;21
wait (countr [z] == |cz|);22
countr [z] ← 0;23

l ← l + 1;24

z ← z + 1;25

return C;26

takes place if and only if all required functionalities in funcr[z] are satisfied or
the set of identified providers candPr[z] is empty (see Algorithm 2 lines 8 and
24). If ar has a set of agents likely to join cz (candPr[z] 	= ∅) then, it will select
based on trust one candidate among them to transmit its membership request to
members of cz. Trust is recognized as an effective mechanism for modeling and
reasoning about others’ honesty and reliability before cooperating with them
[5,9–12]. More precisely, ar ranks identified providers based on their trust val-
ues (computed in the discovery phase of our previous work [7]) and selects the
most trustworthy one to be a candidate (see Algorithm2 line 9). Then, it trig-
gers a member selection conversation engaging members of cz and the selected
candidate aj . The description of this conversation requires the definition of an
interaction protocol that structure exchanged messages between agents. Figure 4
represents the member selection protocol using AUML formalism.

Having chosen a candidate aj , the broker ar sends to each member of the
intermediate coalition cz a Propose message containing a membership request
of aj (see Algorithm 2 lines 10–11). The behavior of an agent is event-driven:
on the reception of a Propose message (see Algorithm 3 line 1), a member
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Algorithm 3. Membership Request Algorithm
Variables: rolek is an array of |C| values ∈ {brok, mem, cand} initially set to cand, Blistk

is an array of blacklisted agents, NbSollk[|A|] is an array of integer.

Procedure(Receive Propose(ar, ak, MembershipRequest(z, φ(aj))))1
if (CT (ak, aj) > λSupk and aj /∈ Blistk) then2

Accept Proposal(ak, ar, aj);3
NbSollk[j] ← NbSollk[j] + 1;4

else5
Reject Proposal(ak, ar, aj);6

7
Procedure(Receive Accept Proposal(ak, ar, a))8

countr [z] ← countr [z] + 1;9
|OK| ← |OK| + 1;10

11
Procedure(Receive Reject Proposal(ak, ar, a))12

countr [z] ← countr [z] + 1;13
14

Procedure(Receive Inform(ar, ak, (z, mem))15
rolek[z] ← mem;16

17

ak decides locally whether to accept or to reject aj ’s membership request. As
mentioned above, the decision-making process of an agent is based on trust
evaluation. It could also be based on the result of the verification of its blacklist
Blistk (see Algorithm 3 line 2): a member ak may refuse to cooperate with a
candidate agent aj if it belongs to its blacklist. Thus, a membership request of
a candidate included in this blacklist is directly rejected (see Algorithm 3 lines
5–6). Otherwise, ak evaluates the trust in cooperation that it has in aj based on
the historical of the previous coalitions in which they were both involved. The
trust in cooperation CT (ak, aj) of an agent aj from the point of view of another
agent ak is defined in formula 1.

Definition 7 (Trust in cooperation (CT)). Let NbSollk[j] be the total num-
ber of solicitations made by ak to aj to join its intermediate coalition and let
NbMemk[j] be the number of aj’s memberships to the intermediate coalition in
which ak is member.

CT (ak, aj) =

{
1 if NbSollk[j] = 0

NbMemk[j]
NbSollk[j] otherwise (1)

The decision of a member ak to accept or to reject the aj membership request
depends on its trust in cooperation value: if it exceeds λSupk then ak accepts aj

membership request and sends an Accept Proposal message to the broker ar.
It also increments the NbSollk[j] value (see Algorithm 3 lines 2–4). Otherwise, it
rejects the membership request and sends a Reject Proposal message to the
broker (see Algorithm 3 lines 5–6). On the reception of an Accept Proposal

message indicating a positive answer to the membership request, ar increments
the message counter counterr[z] and the number of positive answers (see Algo-
rithm 3 lines 8–10). On the reception of a Reject Proposal message indicating
a negative answer to the membership request, ar increments only the message
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Algorithm 4. Membership Offer Algorithm
Variables: evalCk is an array of |C| coalition trust evaluations, NbMemk[|A|] is an array of

integer.

Procedure(Receive Propose(ar, ak, MembershipOffer(z, φ(c))))1
if (∃at ∈ c and at ∈ Blistk) then2

Reject(ak, ar , (c, z)); /* see line 31 */3

else4
evalCk[z] ← evalC(ak, c);5
if (evalCk[z] > βk) then6

Accept(ak, ar , (c, z)); /* see line 21 */7
rolek[z] ← mem;8

else9
Reject(ak, ar, (c, z)); /* see line 31 */10

11
Procedure(Receive Failure(ak, ar, (ak /∈ c)))12

cz.remove(ak);13
for all (t | ak ∈ At) do14

funcr[z] ← funcr[z] ∪ {ft};15
v ← 1;16
for all (v ≤ l) do17

candPr[z] ← candPr[z] ∪ {TRSN(v) ∩ At \ {ak}};18

countr [z] ← countr [z] + 1;19

20
Procedure(Receive Accept(ak, ar, (z, c)))21

for all (at ∈ cz) do22
ar, at, (z, ak ∈ cz)); /* see line 36 */23

cz.add(ak);24
funcr[z] ← funcr[z] \ {fi};25
candPr[z] ← candPr[z] \ {ak};26
for all (at ∈ candPr[z] ∩ Ai) do27

candPr[z] ← candPr[z] \ {at};28

replyr [z] ← True;29

30
Procedure(Receive Reject(ak, ar, (z, c)))31

candPr[z] ← candPr[z] \ {ak};32
countr [z] ← |cz|;33
replyr [z] ← True;34

35
Procedure(Receive Inform(ar, ak, (z, aj ∈ c))36

if ((answerk == KO) and (CT (ak, aj) < λInfk)) then37
rolek[z] ← cand;38
Blistk.add(aj);39
Failure(ak, ar, ak /∈ cz); /* see line 12 */40

else41
NbMemk[l] ← NbMemk[l] + 1;42

ak, ar, Y es); /* see line 45 */43

44
Procedure(Receive Confirm(ak, ar, Y es))45

countr [z] ← countr [z] + 1;46
47

counter counterr[z] (see Algorithm 3 lines 12–13). The broker waits for message
from each member of cz (see Algorithm 2 line 12). Once it received all messages
(one message per member), it sets counterr[z] to 0 and makes a final decision
based on the majority rule (see Algorithm2 lines 13–14). In case the majority
accepts the membership request of the candidate aj , ar initiates a conversa-
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tion with the candidate agent aj by sending a Propose message containing a
membership offer (see Algorithm 2 line 15). Otherwise, ar removes the chosen
candidate from candPr[z] and sets the synchronization parameters counterr[z]
to 0 and replyr[z] to True to unlock its waiting state (see Algorithm 2 lines
16–19).

Fig. 4. AUML member selection protocol

On the reception of a Propose message containing a membership offer (see
Algorithm 4 line 1), an agent ak checks whether the intermediate coalition cz

contains an agent in its blacklist. If so, it rejects the membership offer (see
Algorithm 4 lines 2–3). Alternatively, it evaluates the trustworthiness of cz using
the measure defined in formula 2 (see Algorithm 4 line 5).

Definition 8 (Trust in a coalition (evalC)). Let cz be an intermediate coali-
tion and ak be a candidate. The trust in an intermediate coalition is defined as
the arithmetic average of the trustworthiness of its members.

evalC(ak, cz) =

∑
at∈cz

CT (ak, at)
|cz| (2)

Once the evaluation is complete, ak accepts the membership offer if its
trust in the coalition cz exceeds βk. Consequently, it takes the member role
(rolek[z] = mem) and replies to broker with Accept message indicating the
result of its decision (see Algorithm 4 lines 6–8). Otherwise, it replies to broker
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with Reject message (see Algorithm 4 lines 9–10). In case of rejection (see Algo-
rithm 4 line 31), the broker ar removes ak from candPr[z] and sets counterr[z]
to |cz| (see Algorithm 4 lines 32–33) to unlock its waiting state (see Algorithm 2
line 22). In case of acceptance (see Algorithm 4 line 21), the broker ar sends to
all members of cz an Inform message announcing the successful selection of
ak (see Algorithm 4 lines 22–23). Then, it adds ak to cz, removes fulfilled func-
tionality fi from funcr[z] and updates candPr[z] by removing all providers that
offer a service with the functionality fi (see Algorithm 4 lines 24–28). In both
cases (see Algorithm 4 lines 29 and 35), ar sets replyr[z] to True to unlock its
waiting state (see Algorithm 2 line 20).

On the reception of an Inform message containing a successful selection (see
Algorithm 4 line 36), a member ak ∈ cz either has already accepted the mem-
bership request then, it increments NbMemk[j] value and sends an Confirm

message to ar to express its commitment (see Algorithm 4 lines 43–45) or has
not accepted the membership request then, it may decide to leave cz. This hap-
pens in case of unsatisfactory with the selection of the new member i.e., trust in
cooperation value is lower than λInfk. Dissatisfaction can result in an unhealthy
and unstable group. Consequently, ak leaves cz by taking the candidate role
(rolek[z] = cand), adds the new member to its blacklist and sends to the broker
a Failure message indicating the result of its decision (see Algorithm 4 lines 39–
42). Updating dynamically the agent blacklist, prevent our CFP from ping-pong
effect where the coalition remains unstable i.e. agents leave and join coalition
indefinitely. On the reception of an Confirm message containing a commitment
(see Algorithm 4 line 45), the broker ar increments counterr[z] (see Algorithm 4
line 46). On the reception of a Failure message from an agent ak to leave the
intermediate coalition cz (see Algorithm 4 line 12), it first removes ak from cz

then, it adds eliminated functionalities to the set of required functionalities in
cz (see Algorithm 4 lines 12–15). Finally, it enhances the set of candidates with
providers offering the added functionalities from all previous layers and incre-
ments counterr[z] (see Algorithm 4 lines 16–19). Once ar received all messages
(see Algorithm 2 lines 21–22), it unlocks its waiting state and sets counterr[z]
to 0. The member selection process of a coalition cz repeats and continues until
one of three termination conditions is met:

– The coalition is complete i.e. all required functionalities are instantiated,
– The timeout timerr[z] is due,
– The maximum layer of the TRSN tree is reached.

The result of this phase is a set C of coalitions which will be used as input for
the next phase.

3.3 Best Coalition Choice Phase

Our approach addresses the aspect of finding multiple coalitions and then choos-
ing the most appropriate for the requester. To do that, the broker first elimi-
nates incomplete coalitions (see Algorithm 5 lines 1–3) then, performs a ranking
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of remained coalitions based on their trust in expertise values. Trust in expertise
of a given coalition is defined as the average sum of the expertise of its members
(see Algorithm 5 lines 4–5). Recall that trust in expertise of a member is a score
established from the QoS values of its offered service(s) in the underlying coali-
tion (see Definition 2). The coalition that has the best trust in expertise value
is the composition service that will be transmitted to the user (see Algorithm 5
line 6).

Algorithm 5. Best Coalition Choice Algorithm
Input: C = {cz} is the set of coalitions.
Variables: Expr is an expertise evaluation array, c is the best coalition.
for all (cz ∈ C) do1

if (∃x ∈ cz | x ≡ f) then2
C.remove(cz);3

for all (cz ∈ C) do4

Expr[z] ←
∑

at∈cz
ET (at)

|cz| ;5

c ← Argmax1≤z≤|C|Exp[z];6

return c;7

4 Experiments and Evaluation Results

In this section, we present evaluation results of the first experiments to demon-
strate the validity of our approach. Experiments were conducted on a real dataset
which is Facebook dataset1 containing 4039 agents and 88234 edges. This dataset
has been proved to possess the small-world and scale-free characteristics of social
networks [13]. A prototype was developed using Java 1.7 and the Jade2 multi-
agent platform. The TRSN graph data was stored in a GML (Graph Modeling
Language) format3. Several experiments have been conducted, and all of them
were run on a 3.1 GHz Core(TM) i5-2400 running windows 7, with a 8 G octet
of RAM.

Table 1. Definition of test scenarios.

Configuration
Scenario

A B C D E

user query 2 3 4 5 6
service per functionality 5 5 5 5 5

timeout (ms) 5000 5000 5000 5000 5000

1 http://snap.stanford.edu/data/egonets-Facebook.html.
2 Telecom Italia Lab. JADE 4.3 http://jade.tilab.com/.
3 http://www.fim.uni-passau.de/en/fim/faculty/chairs/theoretische-informatik/

projects.html.

http://snap.stanford.edu/data/egonets-Facebook.html
http://jade.tilab.com/
http://www.fim.uni-passau.de/en/fim/faculty/chairs/theoretische-informatik/projects.html
http://www.fim.uni-passau.de/en/fim/faculty/chairs/theoretische-informatik/projects.html
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We created a pool of web services containing 10 categories of functional-
ities in each of them we defined 5 different services resulting in 50 services.
We equipped each agent with three different services, randomly chosen among
the pool. Initially, we set the blacklist Blistk size of each agent ak to 100 ran-
domly populated. Furthermore, we set trust thresholds as follows: λSupk = 0.75,
λInfk = 0.4 and βk = 0.7. Finally, we initialize the parameters NbSollk[A] and
NbMemk[A] with random values with NbSollk[A] > NbMemk[A].

Five test scenarios were created, as depicted in Table 1 where the user query
line denotes the number of required functionalities in the query, the second line
defines the number of service per functionality category representing a partic-
ular service and the third line specifies the applied timeout in millisecond. 100
coalition formation test runs were performed per scenario. In the first series of
experiments, we study the communication cost of our approach for the different
scenarios. In the second series of experiments, we discuss the completeness of
our coalition formation process for the different scenarios.

Figure 5 shows the average number of exchanged messages per test scenario.
As we expected, the higher the number of required functionalities is, the higher
the number of exchanged messages is. This is particularly noticeable for sce-
narios D and E where more interactions are necessary to find providers offering
services with the required functionalities. Moreover, for larger coalitions, there
is more likely that an unstable state occurs. This observation will be confirmed
in the next experiment (see Fig. 6 scenarios D and E). Instability requires more
interactions to replace the missing members and complete the coalition.
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One of the key criteria reflecting the performance of web service composition
is its capacity to deliver a composite service that fulfills user query. Figure 6
shows results averaged over 100 simulation runs, where the y axis represents the
number of generated coalitions in percentage and the x axis the test scenario.
We note that 86 % of scenario A test runs returned with the maximum number
of generated coalitions. However, with the increasing number of required func-
tionalities (as in scenarios B, C, D and E), the proportion of test runs with less



584 A. Louati et al.

than maximal number of generated coalitions also increases. For example, test
runs on scenario E give 1 coalition in 23 % of time and no coalition in 77 % of
time. This can be explained by the fact that members of large a coalition are
more likely to be unsatisfied with the presence of a new member leading to an
unstable coalition. Since our execution is limited in duration by a timeout, a
single coalition is formed before the expiration of the timeout and the others
remain incomplete.

Current findings prove that our proposed approach is effective for its ability to
produce multiple composite services at a low cost of communications. However,
we need to learn more about several issues such as how to determine appro-
priate values for trust thresholds used in decision-making in order to improve
effectiveness and stability.

5 Conclusion and Future Work

In this work, we have presented an original trust-based dynamic coalition forma-
tion process for service composition in social networks. The coalition formation
process is incremental, dynamic and overlapping where self-interested agents
are equipped with a set of services along with their QoS criteria values. They
cooperate based on a decentralized decision-making process guided by trust to
collectively provide composite services that meet the complex user query. Our
approach results in the formation of a stable coalition as it allows members to
leave any coalition if they are no longer satisfied with the members of this coali-
tion. Current findings prove that our proposed approach is effective for its ability
to produce multiple composite services at a low cost of communications.

As future work, we plan to perform further experiments. By means of sim-
ulation, we would like to study agents behavior by monitoring their average
frequency of leaving during the coalition formation process. We would also like
to investigate the correlation between the quality of the chosen composite ser-
vice and the trustworthiness of its members. We would also like to analyze the
impact of the variation of the maximum layer value on the coalition formation
process. Finally, we intend to extend the current model of trust in cooperation
by including other sources of information such as reputation.
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Abstract. According to modern crime victimization theories, the
offender, the victim, and the spatial environment equally affect the like-
lihood of a crime getting committed, especially in the case of burglar-
ies. With this in mind, we compile an extensive list of potential drivers
of burglary by aggregating data from different open data sources, such
as census statistics (social, demographic, and economic data), points of
interest, and the national road network. Based on the underlying data
distribution, we build statistical models that automatically select the
risk factors affecting the burglary numbers in the Swiss municipalities
and predict the level of future crimes. The gained information is inte-
grated in a crime prevention information system providing its users a
view of the current crime exposure in their neighborhood.

Keywords: Social issues · Open data · Risk factors · Data mining ·
Crime prevention information systems

1 Introduction

Consistently over time and nations, crime scores as one of the top public
concerns [13]. Crime can have different forms and impacts but overall it dis-
turbs the public welfare and reduces the citizens’ quality of life [10]. Zooming
in on Switzerland for example – once seen as the safest country in Europe, the
country has succumbed in the last years to the continents average levels of street
violence, burglaries and assault [8]. Within the pie of crime, residential burglary
has one of the biggest shares: 70 % of all reported crimes represent property
crimes, and 14 % of these are cases of household burglary [28]. According to
the Swiss annual reports on criminal statistics [28], the year 2012 has seen an
historical peak of 932 burglaries per year for every 100.000 inhabitants, making
Switzerland the top target for burglars in Europe [3,28].

Past research reveals that the number one fact influencing people’s decision
for buying or renting a real estate is the location of the property [26]. Properties
located in regions where the crime rate is low or exhibits a downwards trend are
considered as safer by the potential buyers. While existing information systems
c© Springer International Publishing Switzerland 2015
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(IS) in the public and private sector offer basic visualizations and statistics over
the types of different crimes in an area and their evolution over time [21,34],
we are currently not aware of any solution providing a deep dive into the local
crime factors, and offering its users an accurate and contextualized information
of their current crime exposure.

Traditionally, criminology researchers looked at a standard set of demo-
graphic factors and built regression models to identify those factors that sig-
nificantly correlate, either positively or negatively, with the crime rates [20].
But modern victimization theories hypothesize that the environment where the
crime happens plays an at least as important role [38]. This is particularly true
for burglaries, where the variation in risk of a location being victimized can be
explained by factors like the surrounding area, the household and premise char-
acteristics and other aspects of lifestyle affecting the location [19]. This creates
an opportunity for non-conventional factors to be integrated in crime prediction
models by tapping into open data sources describing our cities, like for example
crowd-sourced maps and points of interests (POIs).

In this paper, we investigate a substantial set of heterogeneous factors, we
determine if and how they contribute to the amount of residential burglary in the
Swiss municipalities, and we make the results available to the public by means
of a mobile application. The contributions of the paper are threefold:

1. informed by research in the field of criminology, we leverage various open data
sources as relevant burglary predictors: (i) comprehensive census data of the
Swiss population, (ii) different categories of POIs in the Swiss communes,
and (iii) the national road network;

2. we build statistical models using specific probability distribution assumptions
in order to select the model fitting best the data and returning the optimal
list of factors affecting the burglary levels;

3. we develop, to the best of our knowledge, the first IS that provides a deep
dive into the local crime driving factors, offerings its users a detailed view of
the safety in their neighborhood in form of a burglary risk profiler.

The remainder of the paper is structured as follows: we first list existing
crime prevention applications, provide a brief overview of background theories
from criminological studies, and survey common burglary attractors and detrac-
tors in Sect. 2. We then present our method in Sect. 3 in terms of the datasets we
have leveraged, the pre-processing and data manipulation we have conducted,
and the statistical methods we have employed. We present and discuss the results
obtained when applying our method to the data in Sect. 4. In Sect. 5, we describe
the proposed implementation for visualizing the identified risk factors and the
predicted crime levels. Finally, we conclude by discussing implications, limita-
tions and future steps in Sect. 6.
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2 Related Work

2.1 Crime Prevention Information Systems

Law Enforcement Solutions. To address the social issues of crime, police
forces across the world are starting to involve citizens in crime prevention through
community policing initiatives [25]. One approach towards citizen empower-
ment, leading to greater transparency and facilitating group problem-solving
strategies, is sharing crime related information with the public in form of crime-
tracking information systems, hosted mostly by the police departments them-
selves. Among the pioneers was the UK Home Office with the publication of
monthly crime maps starting from December 2008 [4]. The interest in the Police.
co.uk [21] website was so immense that the service crashed on its first day online
due to the large number of visitors [12]. Internally, law enforcement agencies
have also started integrating crime analytics and prediction components. In this
space, one professional solution stands out: PredPol [24], deployed by different
police departments in US and used to identify high risk areas in the cities so
that patrols can be dispatched accordingly.

Commercial Solutions. Apart from the platforms created by the officials,
numerous commercial web and mobile applications for crime prevention emerged
in the last few years. These solutions fall into two broad categories: (i) crime
mapping and (ii) crime sharing IS. Crime mapping IS offer visualization of past
crime incidents from trustworthy sources like police departments, sheriff agen-
cies, or news media, in form of individual points or heat maps, with the prime
examples of CrimeReports [6], SpotCrime [27], and Trulia [34]. Crime sharing
IS facilitate real-time reporting of personal experiences with other users or with
the local authorities. The shared information can take the form of (a) personal
incidents, like on WikiCrimes [36] and on CrimePush [5], or of (b) tips compiled
by users, like on TipSubmit Mobile [33], or by some organization, like on Beat
the Burglar Home Survey [1].

2.2 Crime Theories and Burglary Risk Factors

Socio-Demographic Risk Factors of Burglary. Early theories trying to
explain crime activity in terms of cause or prevention have focused exclusively
either on offenders or on victims characteristics [18].

Initially, criminology studies have focused solely on socio-demographic
attributes as factors correlating with victimization and have noticed that specific
groups of people were facing higher risk of victimization compared with other
groups. For example: men, young adults, and African Americans experienced
higher risk – while women, old residents and white people had relatively low
risk of victimization [14]. Such socio-demographic factors can be included in the
lifestyle-exposure theory as indicators of lifestyle activities of the victim [14]. In
time, various studies falling within the lifestyle theory have found a plethora
of factors driving the attractiveness of a property and its risk of being burgled.
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Properties with high apparent value [40], properties with owners that have higher
education and income levels [18], and properties with few people living inside
and which are empty during the day or the night [35] – all have been shown to
be more attractive for potential burglars.

On the offender’s side, theories like the social learning theory and the theory
of anomie and disorganization deem crime as a product of social disharmony [39].
For instance, population density, unemployment rate and poverty are highlighted
as contributing variables to total crime, but also exclusively to burglary [7].
Furthermore, research has found that offenders do not travel far in order to
strike and do so based on a crime template derived from their daily routines,
traveling paths and overall awareness space [2]. Looking at the demographics of
a given spatial unit of analysis, would therefore give insights not only into the
victim‘s attributes, but also into the ones of potential criminals.

Socio-demographic factors cannot explain the complete context of crime, as
we show below. Yet, they should be included in the models as attributes of both
the victims and of the offenders, while not being relied on exclusively.

Spatial Risk Factors of Burglary. In an integrative theory on the forces
affecting crime generation, Miethe and Meier highlight the importance of all
three variables in the equation of crime: the offender, the victim, and the situa-
tion [18]. The social context works together with the offenders motivation and the
victims vulnerability influencing the probability of a criminal event occurring.
Even further, the specific environment (seen as the time and place supporting
the victimization) is part of the social context where the victim and offender
come together and plays a crucial role [38].

Based on a review of the empirical literature, a research brief of the Rutgers
Center on Public Security [19] identifies four main aggravating or mitigating
spatial correlates specifically of urban residential burglary:

1. proximity to public housing units as operationalization of social disorgani-
zation: disadvantaged and disorganized areas have been shown to have high
levels of crime due to low levels of informal surveillance, security measures
and socioeconomic status, and to high levels of ethnic heterogeneity and res-
idential mobility.

2. proximity to pawn shops: burglars not only want to subtract goods in a quick
fashion in order to avoid detection, but they also want to dispose of the stolen
items as quickly as possible and convert them to cash.

3. proximity to bus stops: public transportation offers the means for accessing
and exiting neighborhoods readily and anonymously.

4. proximity to police stations, fire stations and hospitals: the increased like-
lihood of authorities being present can be considered a mitigating factor
resulting in a decrease of risk in the area.

In the case of suburban residential burglary, burglars may need to secure
and use their own means of transportation to move larger products (e.g. televi-
sions). Dwellings that are more permeable, easily accessible and located in big
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streets with well-established road network are indicated as highly targeted for
burglary [9].

Furthermore, prior research has acknowledged that burglars first search for
an appropriate offending area and only then scan for a specific target within
that area [41]. It is therefore sensible to identify a high risk area on a city
or neighborhood level based on the crime correlates creating an environmental
setting conducive for residential burglary. Based on this information, it may be
then possible at later stages to identify residences within the area that may be
at even more risk based on individual characteristics (like employed security
measures, lighting, proximity to alleyways etc.).

3 Methodology

3.1 Datasets and Pre-Processing

Burglaries Dataset. We extracted all burglary incidents with physical damage
or after intrusion from an anonymized, aggregated digest of the official police
records. This dataset is not public, and was made available to us via a data
contract credited in the Acknowledgements section. As the extract was generated
early 2014, some cases from 2013 were still not finalized by the police, so complete
datasets of all burglaries in Switzerland were available only for years 2012 and
older. Below, we will analyze both 2012 and 2011. In 2012, there were 72.996
burglary incidents reported in 2142 of the 2495 official municipalities registered
that year. In 2011, there were 67.304 burglaries in 2103 out of 2551 municipalities.
Figures 1 and 2 are exemplifying a choropleth map of the burglary density (in
incidents/km2) and a histogram of the burglary counts for 2011 – note that the
long tail of the distribution continues until 5256 (city of Zurich) and was cut
from the graph. For later analysis, we label every entry as high-crime or low-
crime municipality by ordering the datasets on burglary counts and splitting
them into two roughly equally-sized subsets.

Fig. 1. Switzerland: Burglary density
per municipality in 2011.

Fig. 2. Burglary counts per municipal-
ity in 2011.
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Demographics Dataset. We acquired a total of 38 socio-demographic and
economic factors describing the Swiss population from different governmental
sources. Many of these factors were deemed in past studies as significantly influ-
ential of residential burglary. Most census data was derived from annual portraits
provided by the Swiss Federal Statistical Office [29]: population density, popu-
lation change (total, through migration, and through natural increase ratios),
foreign nationals, age pyramid (young, adult, and old population ratios), spo-
ken languages (German, French, Italian, and Romansh ratios), religion (Protes-
tant, Catholic, and no religion ratios), area usage (settled and used for agri-
culture/forests/unused ratios), unemployment rate, residents employed in the
different economy sectors (primary, secondary, and tertiary sector ratios), resi-
dential density (persons per apartment room), main means of transport (public
and private ratios), and education level (less than obligatory, secondary, and
upper education ratios). Housing (ownership housing, new housing, and vacant
housing ratios), gender prevalence (man or woman), and marital status (single,
married, and divorced ratios) data was compiled from the Population and House-
holds Statistics [30], while wealth (net income) and social aid information were
downloaded from the Interactive Statistical Atlas of Switzerland [31]. All data is
already aggregated on the level of municipalities - the lowest administrative unit
on which Swiss census data is publicly available - and was collected for years
2011 and 2012. Due to missing values, we remain in the end with 2364 and 2362,
respectively, entries per year.

POIs Dataset. Widely used in cartography, especially in electronic variants
including geographical information systems and GPS navigation software, POIs
are specific point locations on a map that might be deemed as useful or inter-
esting for specific activities. They are minimally described by the latitude and
longitude or address of the location, type, name, and potentially, description.

We downloaded a POIs dump from the OSM database of Switzerland [22] on
19.02.2015. In total, 136.512 POIs were extracted spanning 167 basic categories,
like bars, restaurants, schools, bus stations, or police stations [23]. Because the
polygon buffers the Swiss border by 10 Km and covers Liechtenstein and most
of the larger non-Swiss cities along the border, we first filter out all POIs that
lay outside the country borders.

We then identify POI duplicates based on the following criteria: (i) being in
the same municipality, (ii) having the same type, (iii) having similar names, and
(iv) being closely located. For computing the name similarity, we transform the
names to lowercase, and use the Smith-Waterman similarity score [32] to find
a good alignment of the strings and count the number of identical characters.
The computed score is a number between 0 (completely dissimilar names) and 1
(exact matching). In order to obtain a perfect similarity score of 1 for substrings,
we normalize this score by dividing it by the string length of the shortest name.
To find a good cut-off radius for duplicate search, we look at the proportion of
exact name matches between every 2 POIs of the same type within a municipality
as a function of their distance: 70 % of all POIs pairs within 10 m of each other are
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duplicates, 30 % at 50m, and 10 % at 100m. Based on this, we make the decision
to mark as duplicate any pairs of POIs that are in the same municipality, have
the same type, have an score of 1 by the metric defined above, and lay within
100 m of each other. Only the first point in the alphabetically sorted pair will be
used in the further analysis steps.

Figure 3 contains a plot of the 98.585 remaining POIs after the preprocess-
ing steps above. Based on the spatial burglary correlates identified in Sect. 2.2,
we derive a set of four overarching categories: government buildings (including
police stations, fire stations, embassies, etc.) restaurants/bars, shops, and pub-
lic transportation (bus/tram/train stations, airports and so on). For every Swiss
municipality, we then count the POIs falling into each of the previous categories;
in case no POIs are found, we assume there are none (i.e. zero fill).

Fig. 3. Switzerland: POIs collected
from OSM.

Fig. 4. Switzerland: national road net-
work collected from OSM.

Roads Dataset. The meta-data of the Swiss road network was downloaded
from OSM [22] on 09.05.2015. The extract contains 6 types of roads: motor-
way, trunk roads, primary road, secondary road, tertiary road, and unclassified
roads, and is depicted in Fig. 4. As the literature review in Sect. 2.2 yielded main
streets as escape roots and their proximity as an attractor for burglary, for each
municipality we compute the motorway and total road density in road km/ha.

3.2 Statistical Approach

In this section, we propose two models for analyzing the effect of the various
socio-demographic, economic, and spatial factors described above on the bur-
glary rates of the Swiss municipalities. Our objective is twofold: (i) firstly, we
want to build models that accurately predict future crime levels (in terms of
expected count numbers and of expected high or low crime exposure), and (ii)
equally importantly, understand the relevant risk factors and how they con-
tribute to that.

For the first case, we deal with a response variable y ∈ N representing the
number of occurrences of a specific event: the burglary counts within a munic-
ipality in the course of one year. We face a special case where the distribu-
tion of the response variable is discrete and is limited to non-negative integer
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values. Moreover, the distribution of the data is positively skewed with many
observations having low count values – as seen in Fig. 2, the data follows a
power law distribution. Applying an ordinary linear regression model to these
data is problematic. To counteract these problems, Generalized Linear Models
(GLMs) of the exponential family need to be employed. The Poisson regression
assumes y has a Poisson distribution1, and that the logarithm of its expected
value E(y) = μ can be modeled as a linear combination of the input variables
x ∈ R

p: log(μ) = β0 + β1x1 + ... + βpxp.
On the side of the explanatory variables x, we deal with many, potentially

collinear factors. Including such a high number of variables in the model increases
the risk of overfitting. Regularization methods help overcome this risk. Further-
more, we are interested in building a model with good accuracy (i.e. one that has
high prediction power), but that still remains easily interpretable (i.e. has high
inference power). Towards this goal, we exploit the power of the Least Absolute
Shrinkage and Selection Operator (LASSO), a shrinkage method that imposes
as regularizer a zero-mean Laplacian prior distribution on model parameters.
Thus, LASSO performs automatically variable selection and yields sparse mod-
els, i.e. models that involve only a subset of the variables and are much easier
to interpret [15].

Below, we deduct the steps necessary for estimating the regression coeffi-
cients. Let {xi, yi}i=1..n be the input vector of n observation pairs in the training
set, and {βj}j=0..p

the p + 1 parameters of the model, where β0 is the intercept
and β = {βj}j=1..p

for ease of notation. The log-likelihood of the training data
in the Poisson case is given by:

l(β0,β|x, y) =
n∑

i=1

(yi(β0 + βTxi) − eβ0+βTxi)

The final objective function to be minimized is the LASSO penalized log-
likelihood:

min
β0,β

(− 1
N

l(β0,β|x, y) + λ‖β‖1)

where ‖β‖1 =
∑p

j=1 |βj | is the l1 norm of the parameters vector β. This l1
penalty has the effect of forcing some of the parameter estimates to be equal to
zero when the tuning regularization parameter λ is sufficiently large [15].

For the classification of the crime in risk categories, we choose to implement
the LASSO variant of the logistic regression classifier (also known in the lit-
erature as the maximum entropy classifier) and deduct below the classification
function for the binomial case (i.e. two-class classification). Compared to above,
the response variable g ∈ G = {low, high} is a group membership, and not
1 A discrete random variable Y is said to have a Poisson distribution with parameter

E(Y ) = V ar(Y ) = μ > 0, if, for k = 0, 1, 2,, the probability mass function of Y is

given by: P (Y = k) = µke−µ

k!
.
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a natural value. The model is specified by the following logit transformation:
log P (G=high|X=x)

P (G=low|X=x) = β0 + βTx.
For each observation, it is convenient to code the class membership via a

0/1 response yi with yi = 0 for gi = low, and yi = 1 for gi = high. Simi-
larly to above, in order to learn the particular values of β (in other words, the
weights of all predictors for each category), we compute the log-likelihood of the
labels on the training data. The final objective function for the LASSO penalized
logistic regression will prefer now more sparse models, reducing overfitting and
improving performance [15]:

min
β0,β

(− 1
N

n∑

i=1

(yi(β0 + βTxi) − log(1 + eβ0+βTxi)) + λ‖β‖1)

4 Experimental Results and Discussion

As the LASSO procedure is not invariant to linear transformations of the predic-
tors because of the penalty based on absolute value of β, we normalize all data
before beginning the analysis. In all experiments, we use cross-validation (CV)
to compute the parameter estimates for many values of the penalty factor λ, and
select the model with the minimal mean error. That means, for a given sequence
of potential λs, the program does a k-fold cross-validation, with k = 10, to
estimate the prediction error. Each k-times, a model is built based on a fraction
(k−1)/k of the data, and the prediction error is computed on the remaining fold.
The average error across the k runs is reported and the model with the λ that
yields the lowest average error is selected. Furthermore, we apply the obtained
model to a dataset of new observations, to test the model’s generalization ability
on unseen data. Specifically, we will use below the 2011 burglary dataset to build
the cross-validated models (i.e. as training and validation sets), and deploy these
models to predict the 2012 crime levels (i.e. use the 2012 dataset as test set). For
implementation we use the glmnet package, a very efficient R implementation of
Lasso and Elastic-Net Regularized GLMs [11].

LASSO Poisson Regression. When running the CV experiments, we measure
the goodness of fit of the Poisson model by its deviance: D = 2

∑n
i=1(yi log( yi

µi
)−

(yi − μi)) where μi = eβ0+βTxi denotes the predicted mean for observation i
based on the estimated model parameters. If the model fits well, the observed
values yi will be close to their predicted means μi, causing both terms in D to be
small, and so the deviance to be small. We show in Fig. 5 how the deviance varies
with the different values of the regularization parameter λ when estimating a
model based on the 2011 values. The optimal λ = 0.7758532 yields a minimum
cross-validated Poisson deviance of 44.58 and selects 15 relevant input factors.

Listed in Table 1 are the corresponding coefficients for all initial p = 44
factors. These are to be interpreted as follows: one unit increase in the jth inde-
pendent variable would lead to a multiplication of the dependent variable y by
a factor of eβj , given the other variables are held constant in the model. For
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Fig. 5. Poisson regression CV: Pois-
son deviation as a function of the
regularization parameter λ.

Fig. 6. Poisson regression CV: coef-
ficient values as a function of the L1
norm of λ.

example: a 1 % increase in the unemployment rate of a municipality leads to an
increase of the burglary counts (by a multiplication factor of 1.1031), while a
1 % increase in the ratio of houses privately owned decreases the burglary counts
(the multiplication factor is 0.9750). Furthermore, Fig. 6 presents the exact reg-
ularization paths of the independent variables, and makes it visible how most
get shrunken to 0 eventually.

After the automatic feature selection performed by the LASSO regressor,
higher values of the following factors are found to increase the number of bur-
glaries: population density, population change, unemployment rate, population
ratio working in the services sector, population ratio using the public transport,
population ratio with higher education, number of governmental buildings, and
number of stations belonging to the public transport. On the other side, Swiss
neighborhoods with the following characteristics exhibit lower burglary counts:
higher number of Italian-speaking, Protestant, working in the raw materials
industries, with secondary education, and male citizens; higher ratio of privately
owned houses; and higher number of restaurants and bars. While most results
are consistent with the criminology research presented in Sect. 2.2, the positive
correlation with the number of governmental institutions comes as a surprise.
We believe this is due to the bias of the OSM database towards more densely
populated areas, where the users were more active and have tagged more POIs.

Moving on to prediction, we apply the learned regressor on new data and
estimate the incident numbers for the year 2012. Figure 7 plots the distribution
of the actual counts (in blue) vs. the distribution of the predicted counts (in
transparent pink). It becomes clear that the empirical data shows more zeroes
than would be expected under a regular Poisson distribution, and that we have a
good match, but not a perfect one. To formally quantify the accuracy of the esti-

mator we compute the root mean squared error RMSE =
√

1
n

∑n
i=1(ŷi − yi)2:

171.42 in comparison to 34.88 on the training data.
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Table 1. Poisson regression CV: coefficient values after shrinkage.

Predictor xj Coefficient βj Predictor xj Coefficient βj Predictor xj Coefficient βj

population

density

.00009597 settlement surface . high education .00651758

population

change

.00517831 empty surface . single .

migration

change

. economic activity . married .

natural

change

. unemployment rate .09816673 widowed .

foreigner . employed primary -.02927544 divorced .

young . employed secondary . man -.1120552

adult . employed tertiary .00508251 social aid .

old . residential density . net income .

german . ownership housing -.02531557 government

buildings

.00443092

french . new housing . restaurants and

bars

-.004854803

italian -.00634665 vacant housing . shops .

romansh . public transportation .01165278 transport. stations .01526131

protestant -.00013776 private transportation . motorway density .

catholic . less oblig. education . total roads density .

no religion . secondary education -.01946257

Fig. 7. Poisson regression predic-
tion: histogram of actual vs. pre-
dicted burglary counts in the test
set.

Table 2. Logistic regression prediction:
classification confusion matrix in the test
set.

Predicted class

Low High

Actual Class Low 1020 110

High 304 928

LASSO Logistic Regression. In a similar fashion, we run the binomial logis-
tic regression CV experiments for year 2011 and obtain an optimal shrinkage
parameter λ = 0.0001961. 31 input variables are preserved in the model, yield-
ing a minimum cross-validated mean classification error of 14.89 %, i.e. a mean
accuracy of 85.11 %.

We report in Table 2 the prediction results on the 2012 data in terms of
a classification matrix containing the true positives tp, false positives fp, true
negatives tn, and false negatives fn counts. The accuracy Acc = tp+tn

tp+tn+fp+fn ,
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which represents the percentage of correct predictions made by the model when
compared with the actual classifications, is 82.47 % – as expected, slightly worse
than on the validation set above.

This prediction model performs well on a new target domain, making it a
robust choice for deployment in a productive application, as we will show below.
The logistic regression classifier is always fitted on the previous year’s input
factors and burglary data, and, once new input factors are received (e.g. the
census releases the new statistics in the beginning of the year) the burglary risk
for the current year is computed and shown in the burglary profiler of each
municipality.

5 IS Implementation

In order to provide access to the results presented in the previous section to
the Swiss citizens, we add a new component to a crime prevention IS we have
previously designed and developed. CityWatch [16] intends to increase the safety
of its users by raising the awareness about crime levels, as well as by providing
concrete crime prevention tips. Figure 8 illustrates the system components, the
main view of the crime risk profiler and the visualization of risk factors.

Fig. 8. System components (left), main application view showing aggregated crime
map (center) and risk factors (right).

For the crime level information, CityWatch leverages data from two indepen-
dent sources: (1) property claims data from a large Swiss insurance company, and
(2) crowdsourced data. As such, the system provides trustworthy initial infor-
mation, thus also overcoming the problem of unsustainable content generation
and consumption typical for new crowdsourcing applications [17]. At the same
time, it provides the possibility to its users to take on an active role in crime
prevention, thus contributing to public good [25,37].

For each data source a separate crime map is generated which shows one
year of historic data as well as crime prediction for the upcoming year. In order
to address the privacy concerns and prevent potential identity disclosure of the
victims, the trustworthy map is visualized in an aggregated form thus revealing
only the number of incidents on a municipality level but not the exact loca-
tions where crime incidents occurred. At the same time, the crowdsourced map
reveals the exact incident locations, including details such as date, time, a short
description and a photo of the incident, but does not reveal the identity of the
reporting user.
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In addition to providing the number of incidents, the initial version of the
system described in [16] was further extended to serve as a risk profiler by
including the specific factors that influence the crime level for a location of
interest and their significance based on the analysis presented in the previous
section. Moreover, each area is further categorized as safe or unsafe, visualized
using a semaphore scheme.

Apart from providing insights into the crime levels and predictors, CityWach
counterbalances the potential negative effect that this information might have
over individuals by informing its users about possible preventive actions. The
preventive tips appear as (a) static tips, which are derived from the recommen-
dations provided by government officials, and (b) dynamic tips, which are gener-
ated from the reported incidents and are personalized based on the user profile.
Finally, depending on the user‘s preferences, notifications are triggered whenever
an incident is reported in user‘s proximity or within any area of interest.

6 Conclusions, Limitations and Future Work

In this paper, we have exploited confidential police criminal records, as well as
open data sources, such as census statistics, points of interest, and the national
road network. Based on this data, we have built appropriate statistical models
in order to identify the relevant risk factors and to predict future burglary rates,
and we have shown how the derived information can be integrated in a crime
prevention information system. The experimental results mirror some found by
other studies in the field, but also reveal other correlates contributing to the
empirical literature. Unemployment rates, population employed in the primary
sector, houses in private ownership, and number of bus, tram, and train stations
are some of the factors we found to influence burglary most strongly. Further-
more, we were able to predict high/low levels of crime exposure with an accuracy
of roughly 82 % on unseen data.

This work has a broad impact. First, it gives individuals the means to under-
stand the current level of criminality in their neighborhood and the type of risks
they are facing. People living in places with higher criminal propensity can increase
their awareness and undertake safety precautions. Second, the information could
be leveraged by different government institutions. The Swiss police, for instance,
could utilize the information by taking effectivemeasures and increasing the patrols
in the places predicted with high rates of burglary. Last, enterprises like insurance
companies, could run awareness campaigns to inform their clients about the risk
they face in order to safeguard their property. In general, such a service brings value
to the society at large in form of the presented public platform, but would also find
applications in the governmental and private sectors.

Our work is not without limitations and provides several opportunities for
further research. We have presented here the results for only 2 consecutive years;
to be able to claim that the burglary correlates hold over time, data from a longer
time span needs to be analyzed. For more accurate predictions of incident counts,
we plan to employ zero-inflated and over-dispersed poisson models in the future.
What the IS implementation is concerned: integrating other sources of more
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dynamic data (like social media or human dynamics) will allow more granular
predictions, while looking at other crime types (like pick-pocketing or vehicle
theft) will open the way for new use cases.

Acknowledgments. The authors would like to acknowledge the data contract Nr.
140221 (Typ B) with Ref. 650.1-1 from September 2014 for the delivery of the confi-
dential police criminal statistics.
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Abstract. Recent years have witnessed a phenomenal growth of social
sharing websites. These social sharing web sites host a large volume of
geo-referenced and community contributed media resources. However,
due to the size and inability of computers to understand the content of
the images, it is inherently difficult to organize, browse or search these
collections. The work proposed here addresses an interesting task of orga-
nizing these geo-referenced media on Flickr to generate visual and the-
matic summarization of specified geo-location. The major challenge is:
how to use the unstructured and unrestricted community contributed
media and annotations to generate knowledge? We propose the modi-
fied PLSA algorithm to generate representative sets of images and tags
for given geo-location. We have used location metadata, tags associated
with images, and the visual features of images to understand context
and content of images. To deal with social tagging accuracy problem,
we consider ternary interrelations and multiple intra-relations among
user, image and tag and model the relations using HOSVD. The novel
visualization scheme summarizes the geo-location with a rich display
landscape and provides location description using location representa-
tive tags. Experiments are performed on geo-tagged Flickr images for
various geo-locations. The experimental results have validated the pro-
posed method.

Keywords: Geo-referenced photographs · Social media · Tensor factor-
ization · Summarization · PLSA · Clustering · Location visualization

1 Introduction

Due to the advent of geo-referenced digital photography, photos are now asso-
ciated with the metadata describing the geographic location in which they were
taken. The rapid growth of content sharing websites has resulted in large volume
of location data stored on social media websites. Geo-location specific multimedia
content is accompanied by user generated content (UGC) such as title, tags, com-
ments and description. These annotations are in the form of free keywords, also
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part I, LNCS 9418, pp. 601–615, 2015.
DOI: 10.1007/978-3-319-26190-4 40
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known as social tags. Using these annotations, users can express their personal
opinion to describe items. So, social annotations can be utilized to understand
users interest and context of the image.

Various photo sharing websites allow users to be owner, tagger or commen-
tator or to mark favorite for their community contributed images. They also
allow users to interact and collaborate (share, chat) with each other in a social
media dialog. The typical structure of photo sharing social media involves three
types of interrelated entities: user, image and tag. The largest repositories of
user location histories are in fact photo sharing web sites like Flickr. Viewing
and interacting with such collections has a broad social and practical impor-
tance. However, these collections are inherently difficult to organize, browse and
search due to their size and the inability of computers to understand the content
of the images. This is leading to interesting tasks like geographically organiz-
ing photos and location visualization [3,5,8–10]. These geo referenced photos
can be organized geographically. But, we need to filter, sort and summarize the
collection of photos.

The work proposed here addresses an interesting task of organizing these
geo-referenced media on Flickr to generate visual and thematic summarization
of specified geo-location. Content and context information of geo-location images
and modified PLSA algorithm is used for location visualization and theme gener-
ation. Content information for images is obtained using visual analysis. Context
information for geo-location images is generated using users potential annota-
tions. To improve the underlying associations between the images and tags,
user affinity, image affinity and tag affinity are modeled in the form of graph
to represent intra-relations among them. Multiple intra-relations and interre-
lations among User, Image and Tag are incorporated into 3-order tensor. We
utilize tensor factorization framework [4,7,11] for tag refinement. We introduce
the problem of Location visualization using content, context and geo-reference
information of social images. The unstructured and unrestricted community con-
tributed images and annotations are utilized to generate the knowledge. Annota-
tion refinement or recommendation of tags for un-tagged geo-referenced images
is achieved. We propose a modified PLSA model to discover the location theme
by combining textual and visual content of images. To summarize, major con-
tributions include:
– An outline of the new approach for generating visual and textual summariza-

tion of geo-location using content, context and geo-reference information of
social images (Sect. 3).

– An implementation of algorithm for refinement of image tag association by
tag recommendation using Multiple Inter and Intra relations of U, I, T and
HOSVD (Sect. 4).

– An Implementation of modified or extended PLSA for generation of image
clusters. Additional Conditions to be satisfied by Extended PLSA include
visual cluster connectivity and users coverage (Sect. 5).

– Tag cleaning, Tag scoring and Tag selection steps are implemented to select
representative tags and demote personal and general tags (Sect. 5).

– Evaluation of geo-location summarization algorithm. We compare this method
with baseline methods (Sect. 6).
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2 Related Work

The rich User Generated Content (UGC) on social sharing web sites has opened
up great possibilities for novel multimedia research and applications. Geo-
referenced multimedia data mining is the most attractive and important filed
of research. Recent research and applications on online geo-referenced media [6]
can be grouped into different classes such as: (a) Organizing media resources
geographically, (b) Social knowledge extraction from geo-referenced media, (c)
Learning landmarks in the world, (d) Estimating Geographic location of photo.

Visual summary generated by any algorithm should be having representative
and diverse set images. The most intuitive approach to organizing social media
resources is to perform image clustering and then select a representative image
of each cluster. State-of-the-art clustering approaches can be divided into several
categories including visual content, text associated with images, automatically
generated metadata such as geo-tags, users activity statistics or a combination
of these resources.

Rudinac et al. [10] developed an approach for automatic visual summarization
of a geographic area that exploits user contributed images and related explicit
and implicit metadata. It is based on the random walk with restarts over a
graph that models relations between images, visual features extracted from them,
associated text, as well as the information on the uploader and commentators.

Kennedy et al. [5] proposed a multimodal approach for selecting diverse and
representative image search results for landmarks. They also rely on both the
visual information in the images and the user-contributed tags for these images.
The two step method extracts the representative tags first, which are further
utilized to automatically find place and event semantics.

Fang et al. [9] investigated the problem of location visualization from multiple
themes. They identify the highly photographed place (POI) and discover their
distributed themes.

Hao et al. [8] proposed an approach for location overview generation app-
roach, which first mines location representative tags from travelogue and then
uses these tags to retrieve images from web.

Despite the importance and benefits of social tagging, it suffers from reduced
recommendation accuracy problem. Reasons behind are: Free Nature: Tags
assigned are free keywords. They are subject to multiple interpretations and
results in polysemy and synonymy problems. Cold Start or Tag Sparsity: Many
a times user rarely participates in tagging process. This results in untagged
photos. Visual-Textual Relevance: How to interpret the relevance of user con-
tributed tag with respect to the visual content? Ternary Relation: Social tagging
data forms a ternary relation between users, resources, and tags.

In order to capture the ternary relation among users, tags and items in social
tagging systems, previous methods like [7] focused on generating recommenda-
tions based on tensor factorization (TF) techniques. Such methods are able to
(1) solve problems like polysemy and synonymity (2) preserve the ternary rela-
tion (3) reveal the latent associations among users, tags, and items (4) provide
more accurate recommendation. These methods do not solve the problem of
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sparsity, and the cold start problem. To deal with these problems multiple inter
and intra relations among U, I, T are utilized by the method proposed in [4].

3 System Architecture

Figure 1 outlines the framework of the system. The input into our first module
is a location, which is specified by its geo-tag. We utilize set of images taken
at given geo-location and the associated metadata as input to our system. The
interrelations, multiple intra relations among U , I, and T are incorporated into
tensor factorization framework for tag refinement and potential annotations for
images are generated in second module. In the third module of the proposed
work, context and content information of image is incorporated into proba-
bilistic generative model to generate visual summary of the location. Unlike to
the standard probabilistic model, the extended PLSA proposed here combines,
image-tag association, location context information represented by annotations
and image content information for images to generate themes. Finally, for each
visual theme, generated in the third module, representative tags are selected.

Fig. 1. System architecture
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4 Image Tag Refinement Using HOSVD

4.1 HOSVD Algorithm Steps

Let U, I, T denote the sets of users, images, tags. The set of observed tagging data
is denoted as, O ⊂ U × I × T . The ternary interrelations can then constitute a
three dimensional tensor, Y εR|U |×|I|×|T |, which is defined as:

Yu,i,t =
{

1 if(u, i, t)
0 otherwise

(1)

To jointly model the three factors of user, image, and tag, we employ the general
tensor factorization model, Tucker decomposition. In Tucker Decomposition [4,
7,11], the tagging data Y are estimated by three low rank matrices and one core
tensor.

Ŷ = C ×u U ×i I ×t T (2)

where, ×n is the tensor product of multiplying a matrix on mode n.
The core tensor C governs the interactions among user, item and tag entities.

C = Y ×1 Uc1
(1)T ×2 Uc2

(2)T ×3 Uc3
(3)T (3)

The Tensor decomposition problem is reduced to minimizing a point-wise loss
on Ŷ , defined as :

minU,I,T,C

∑

(u,i,t)ε|U |×|I|×|T |
(Ŷu,i,t − Yu,i,t)2 (4)

where, Y is the original observed tagging data and Ŷ is the result of tensor
factorization.

4.2 Multiple Intra Relations of User, Image and Tag

To handle the problem of sparsity and to increase the quality of recommenda-
tions, multiple Intra relations [4] between U , I, and T are incorporated into the
Tensor Factorization. The multiple intra relations between U , I, and T are mod-
eled and represented in the form of graphs. Graph based clustering algorithm
is further utilized. Tag refinement problem addressed here is divided into two
steps: incorporation of intra relations of U , I, and T into tensor and, tensor
Factorization using Tucker Decomposition.

User Affinity. Each image is owned, shared, annotated or commented by user.
For example if the image owned by user U1 is commented by the user U2, then
the user U1 and user U2 are associated. Therefore, we measure the affinity rela-
tionship between two users using the number of images shared, annotated, com-
mented and liked or marked favorite by them.

SimU
i,j =

n(ui, uj)
n(ui) + n(uj)

(5)
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Image Affinity. For each image we extract three types of features to cap-
ture 81-dimensional global color and 120-dimensional texture content and 512-
dimensional GIST features of image [1]. Visual similarity between images is
defined by using RBF kernel.

SimI
i,j = exp(−‖ xi − xj ‖2

2σ2
) (6)

Tag Affinity. Tag affinity graph is constructed based on the tag context and
semantic relevance [4]. The context relevance of two tags is simply encoded by
their weighted co-occurrence in the image collection. Tag semantic relevance
information is obtained using WordNet. Contextual Similarity Between two tags
ti and tj is computed as:

CSimT
i,j =

n(ti, tj)
n(ti) + n(tj)

(7)

Semantic similarity between two tags ti and tj represented as is computed using
WordNet. If two tags share the semantic relations such as synonym, hyper-
nym, hyponym, meronym, and holonym, the words are considered as related.
We assume λc and λs are the weights of context relevance and semantic rele-
vance SimT

m,n represents similarity between two tags tm and tn.

SimT
i,j = λcCSimT

i,j + λsSSimT
i,j (8)

Regeneration of Tensor by Incorporating Multiple Intra Relations.
The multiple intra relations of user, image and tag are incorporated into Tensor
Factorization framework [2]. The rank of tensor will be R5×4×4, if there are
5 Users, 4 images and 4 tags. Based on Tag affinity definition, if clustering
result is: T1, T2, T3 and T4. Then, we regenerate initial triplets in the form of
tag clusters: CT1 − {T1, T2, T3}, CT2 − {T4}. Based on regenerated triplets, the
initial tensor is reconstructed as, Y εR|U |×|CT |×|I|. Similarly, based on image
affinity and user affinity, the initial tensor is reconstructed as, Y εR|U |×|T |×|CI|

and Y εR|CU |×|T |×|I|.

5 Geo-Location Summarization

5.1 Visual Cluster Generation

For document clustering and theme generation, we propose the use of proba-
bilistic generative model which extends standard PLSA [12]. Assume, for a given
geo-location, a set of N images D = {D1,D2, ....DN} is retrieved. Each image d
is represented as a vector of word occurrences, W = {w1, w2, .... wN}, which are
collected from associated tags. By considering image as virtual document and
tags as terms, we obtain Document-Term matrix. We apply PLSA to model the
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generation of location images and tag occurrences. The Document-Term Matrix
is constructed as follows: The rank of matrix is DTεR|I|×|T | where,

Dti,j =
{

1 if tag j belongs to image i
0 otherwise

PLSA associates an unobserved class variable zεZ = {z1, z2, .... zk} with each
occurrence of wεW = {w1, w2, .... wM} in a document D = {d1, d2, .... dN}.
Standard Expectation-Maximization Approach:
Expectation (E) Step: We compute the posterior probabilities of latent variables
from the previous estimate of the model parameters (randomly initialized).

P (Zk|di, wj) =
P (zk)P (di|zk)P (wj |zk)

∑K
t=1 P (z1)P (di|zt)P (wj |zt)

(9)

Maximization (M) Step: Here model parameters are updated for given posterior
probabilities (computed in previous E-step).

P (zk|di) =
∑N

i=1 n(di, wj)P (zk|di, wj)∑N
i=1

∑M
j=1 n(di, wj)P (zk|diwj)

(10)

P (wj |zk) =
∑N

i=1 n(di, wj)P (zk|di, wj)∑N
i=1

∑M
j=1 n(di, wj)P (zk|di, wj)

(11)

P (zk) =

∑N
i=1

∑M
j=1 n(di, wj)P (zk|di, wj)

∑N
i=1

∑M
j=1 n(di, wj)

(12)

By following the likelihood principle, P (zk|di) and P (wj |zk) are determined by
maximization of the log-likelihood function. n(di, wj) denotes the number of
times the word wj occurs in document di.

L =
N∑

i=1

N∑

j=1

n(di, wj) log
K∑

k=1

P (wj |zk)P (zk|di) (13)

5.2 Extended PLSA for Representative Cluster Generation

Standard PLSA results in k number of image clusters. The above mentioned
likelihood function considers only the textual associations among the images
and tags and does not include the content level information for images. Fact
is images with similar content should share common topics. Therefore, we can
use the image similarity as a constraint over images to learn the latent topics of
interest more accurately. Similarly, the image cluster generated by the standard
PLSA may have all the images from same user. Ideally, the image cluster for
specified geo-location should be covering a broad interest. The extended PLSA
proposed here aims at maximization of following two conditions in addition to
the log-likelihood principle.
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(1) Coverage of Users Interest: Aim is maximization of number of users |Uk| that
are represented in photos from cluster zk (2) Intra Cluster Connectivity: If clus-
ter’s photos are linked to many other photos in the same cluster, then the cluster
is more likely to be representative. The links between photos represent that the
photos are visually similar and share same context (set of tags). Aim is maxi-
mization of average number of links per photo in the cluster. Visual similarity
between photos is decided by following the method described for image affinity
computation. Image context information will be decided as follows: Assume Tu

and Tv are the set of tags assigned to the two images Du and Dv, respectively.
Using Jaccard similarity measure:

ConxtSim =
n(Tu ∩ Tv)

n(Tu) ∪ n(Tv)
(14)

where, n(Tu) and n(Tv) represent the number of tags assigned to image u and v
respectively and n(Tu ∩ Tv) represents the number of tags common for image u
and v.

Ranking of Cluster. The score of the cluster is decided for ranking of results.
The score is computed as [9]:

score(zk) =
|U |∑

i=1

log(Nimages(ui) + 1) (15)

where, Nimages(ui) is the number of images in the cluster zk which are:
(a) owned, tagged, commented, shared, annotated or marked favorite by the
ith user. (b) number of links per image are more than average number of links
per image in the cluster Once the generated clusters are ranked according to
cluster score, from each cluster we select representative images.

5.3 Location Representative Tag Generation

Tag Cleaning. Once the clusters have been determined, a lot of tags are col-
lected from all the images in the cluster. Many of these tags are noisy and
need cleaning: (1) Some general frequent tags and very rarely occurring tags are
removed by following Luhn’s idea. (2) Tags are identified as irrelevant if they are:
stop words, meaningless words, time and number related words, camera related
words, abbreviations or acronyms, words with hyphens or dashes, or misspelling.
(3) Tags which are not utilized by more than one user are removed. (4) Suffix
removal is done using Porters Algorithm.

Tag Score. The system computes scores for each clusters tags to extract rep-
resentative tags. In other words, we consider each cluster zk, and the set of tags
Tk that appear with photos from the cluster. We assign a score to each tag tεTk

according to the three factors: (a) Term Frequency (TF) (b) Inverse Document
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Frequency (IDF) and (c) User Frequency (UF). One of the factors we use is
TF-IDF (term frequency, Inverse Document Frequency). This metric assigns a
higher score to tags that have a larger frequency within a cluster compared to
the rest of the area under consideration. The assumption is that the more unique
a tag is for a specific cluster, the more representative the tag is for that cluster.
To avoid tags that appear only a few times in the cluster, the term frequency ele-
ment prefers popular tags. The term frequency tf(zk, t) for a given tag t within
a cluster zk is the count of the number of times t was used within the cluster.

tf(zk, t) = n(zk, t) (16)

The inverse document frequency for a tag t, computes the overall ratio of the
tag t amongst all photos D in the geo-location region under consideration:

idf(t) =
|D|

n(D, t)
(17)

While the tag weight is a valuable measure of the popularity of the tag, it can
often be affected by a single user who accesses the image a large number of times.
To guard against this scenario, we include a user element in our scoring, that
also reflects the heuristic that a tag is more valuable if a number of different
users use it. In particular, we factor in the percentage of users in the cluster zk

that use the tag t.

uf(t, zk) =
n(U, t)

|U | (18)

The final score for tag t in cluster zk is computed by

score(zk, t) = tf(zk, t) · idf(t) · uf(t) (19)

The higher the TF-IDF score and the UF score, the more distinctive the tag
is within a cluster. For each cluster, we retain only the tags that score above a
certain threshold. The threshold is needed to ensure that the selected tags are
meaningful and valuable for the aggregate representation. We use an absolute
threshold for all computed clusters to ensure that tags that are picked are rep-
resentative of the cluster.

Tag Selection. The goal of tag selection algorithm is that (a) important textual
concepts that are related to specific location are selected and (b) unimportant
or highly personal tags are demoted. For user specified geo-location, given a set
of images, D = {d1, d2, .... dN } is a set of images for topic k. We aim to extract
representative tags for this topic from the complete set of tags Wk associated
with the topic k. We follow the following two conditions for extraction of rep-
resentative tags: Condition 1: If a tag t is representative tag for theme/topic k,
then the probability of observing the tag t among images Dk of theme k is larger
than the probability of observing it among all images in D. Condition 2: A tag
t is a visually representative tag if its annotated images are visually similar to
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each other. Condition 3: A tag t is representative as per user’s interest if same
tag is utilized by maximum number of users. Conditions 2 and 3 are already
covered according ranking of clusters. Occurrence probability of tag ti in the set
of images Dk of theme k is computed as:

p(ti|Dk) =
n(ti ∩ Dk)

n(Dk)
(20)

In the same way, occurrence probability of tag ti in the complete set of images
D is computed as:

p(ti|D) =
n(ti ∩ D)

n(D)
(21)

Rank of tag ti for topic k is decided by the condition:

p(ti|Dk) − p(ti|D) > 0 (22)

6 Experimental Work

The goal of our system is to generate a set of location representative images
and a set of location descriptive tags for user specified geo-location. Our imple-
mentation utilizes three features: location (geo-tags), user, and tags. The system
clusters the set of images using extended PLSA. These clusters are formed on
the basis of visual-textual relation, visual connectivity, and users interest. Rep-
resentative tags are selected by first ranking them on the basis of TF, IDF and
UF. Selection of representative tags is done using three conditions: separation,
cohesion and users interest.

The goals of evaluation are to: (a) Verify the performance of newly proposed
Extended PLSA algorithm for image clustering. (b) Determine the representa-
tiveness of selected location tags. (c) Test whether the visual and textual location
summary generated by our algorithm is satisfactory or not. The goals are directly
dependent on subjective means. Therefore, we performed our evaluation by user
tests. We executed three experiments to accomplish these goals.

6.1 Dataset

Our dataset was collected by crawling images and associated metadata using
Flickr API. To test our approach we selected only those locations for which
we can retrieve at least 100 CC-licensed Flickr images. For the practical imple-
mentation of our algorithm we constrained this selection to the range of the
radius of 1 Km around the input location. Together with image, the accompa-
nying metadata, i.e. tags and user information are also collected. The system is
highly dependent on the geo-tagged photos uploaded by different users on Flickr.
(a) More photographs are taken at locations that provide views of some interest-
ing object or landmark. (b) Photos are taken or photos on social sharing web site
are accessed by a large number of users. (c) Textual tags assigned must reflect
the presence of interesting landmarks in a location.
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6.2 Clustering Performance Test

We evaluate the effectiveness of our Extended PLSA based clustering algorithm
with respect to four baseline methods. Visual Clustering: K-means clustering is
applied to visual features to cluster images into K clusters. We adopted visual
clustering mechanism based on clustering approach carried out in past such as [5].
Geo-tag Based Clustering: GPS coordinates or Geo-tag based image clustering
approach is utilized by Fang et al. [9], Jaffe et al. [3], and Liu [13]. Mean shift
clustering is employed to cluster the photos based on GPS coordinates. Tag Based
Clustering: Semantic and contextual meaning of tags is utilized for clustering of
associated images. Graph based clustering algorithm is utilized. Users Interest
Based Clustering: If any user uploads, comments, annotates, shares, likes, or
marks favorite to the image, the user is considered to be interested in the image.
Based on users interest images are clustered.

Fig. 2. Clustering performance test

In this test, we showed to our subjects clusters of images formed by each
of these four baseline methods and our method. We performed within subject
evaluation with a set of 20 subjects. Subjects were asked to rate each clus-
ter on criterias such as: visual-textual relevance of images in cluster, coverage
of users interest, and visual coherence. Figure 2 shows the results. From these
experiments we can conclude as follows: (a) Only visual features are poor at
understanding the content and context of the image, which results in making
visual relevance insufficient for generating summarization. (b) Clustering on the
basis of only GPS coordinates or Geo-tags can never be covering content or con-
textual information or users interest. One major possibility is GPS coordinates
may be inaccurate (e.g. users may take photos from a long distance of the sights).
(c) User provided tags for community contributed images are far from perfection
for image clustering. Tags suffer from ambiguity, knowledge and terminology lim-
its of users, tags assigned may not be the actual descriptive words for the image.
(d) Clustering based on users interest may be misleading and may skew the
selections towards generally insignificant subjects.
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6.3 Summary Relevance Test

The goals of summary relevance test are (a) to confirm that the visual and textual
summary generated by the system outperforms the baseline methods, (b) to
verify that the generated visual summary for given geo location is representative,
but still diverse and precise, (c) to confirm the user satisfaction by evaluating
user feedback for a set of questions, (d) to confirm that the tags selected to
generate textual summary of geo location are descriptive and representative for
the location and personal or unimportant tags are ignored while summarizing
the location.

Fig. 3. Precision for images and tags

The baseline methods utilized are: Random(B1): Random selection of images
and tags. View Count(B2): Images are sorted according to highest view count.
Top ranking images with no more than one photo per user are selected to gener-
ate visual summary of geo-location. Tags assigned to these images are selected
using TF-IDF method to generate textual summary. Recent(B3): The most
recent photos with no more than one photo per user are selected to gener-
ate visual summary. Tags assigned to these images are selected using TF-IDF
method to generate textual summary. PLSA Based Summarization(B4): Images
and tags are selected by our system without applying the extended PLSA condi-
tions. Extended PLSA Based Summarization(B5): Images and tags are selected
by our system.

Using these baseline methods, we select ten representative images and ten
representative tags for five different geo-locations. The ground truth judgments of
image and tag representativeness are defined by human evaluator. Using ground
truth judgments, we evaluate precision for each of visual and textual represen-
tation. The precision metric measures the percentage of images and tags that
are indeed representative of location. Figure 3 shows precision values for images
and tags for five locations.
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It is observed that performance of Random, Recent and ViewCount meth-
ods is not consistent over time and location. Due to probabilistic nature, PLSA
based summarization performance is also not consistent over time. In case of
extended PLSA, the probabilistic nature is governed by the two conditions of
cluster connectivity and user coverage. So, the Extended PLSA approach per-
formance exceeded the baseline methods that have proven to be less effective,
less consistent and less robust in the face of changing data and time.

A fact with precision based evaluation method is that precision does not
capture all the aspects that could impact the perceived quality of a set of rep-
resentative images. In the precision based evaluation, each image is identified as
representative (1) or not representative (0). But the fact is representativeness
is not binary. Repetition of similar or nearly identical images in the summary
could affect the quality of summary. These issues of relative representativeness
can be evaluated by human judges. Next we describe a wider evaluation that
was designed to measure the relative representativeness of images.

Fig. 4. Location summarization results
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6.4 User Survey

We conduct a small-scale user study to evaluate the effectiveness of the proposed
method and the user experience of the novel visualization form. The experiment
was conducted with two different locations which were known to the user. For
each location, images are grouped into four different themes as shown in Fig. 4.
Four criteria are considered: (a) Representativeness: the level of representative-
ness of the visual cluster (0: Worst Representative, 10: Best Representative).
The visual cluster representativeness is decided by the total number of images
in the cluster and number of representative images in the cluster. (b) Cover-
age: the extent that the mined visual themes and representative tags provide
sufficient information about the location (0: Insufficient, 10: Best). (c) Unique-
ness: The extent of uniqueness of images in the visual cluster. Uniqueness of the
images in the cluster is decided as the number of representative images minus
redundant photos in the cluster (0: Not Unique, 10: Unique). (d) Satisfaction:
how satisfactory are the aggregated multiple themes for location visualization
(0: Not Satisfied, 10: Very Satisfied). We invited 20 participants, who are well
known to the given geo-location for the user study experiment. The eight themes
depicted in Fig. 4 are selected for evaluation. The results are averaged over all
participants for each theme and shown in Fig. 5. The participants gave positive
feedback to the novel location visualization scheme.

Fig. 5. User survey results

7 Conclusion

The phenomenal growth of personal and shared digital photo collections presents
considerable challenges in building navigation and summarization applications.
By utilizing our method for location visualization, we enable users to view the
most relevant samples from large-scale photo collections. We have presented a
novel location visualization scheme using extended PLSA for geographically and
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thematically organizing photos into multiple themes. The proposed tensor fac-
torization HOSVD using intra-relations between use, image and tag helps deal
with the tagging problems of, visual textual relevance, cold start, ternary rela-
tionship among user, image and tag. Experiments on Flickr datasets for various
known locations show that the proposed framework greatly outperforms the
baseline and also shown its advantage in deriving compact location visualization
and themes for improving user experiences.
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Using Security Patterns
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Abstract. Software patterns are encapsulated solutions to recurrent problems in a
context. Patterns combine experience and good practices to develop basic models
that can be used to build new systems, to evaluate existing systems, and as a
communication medium for designers. Security patterns provide guidelines for
secure system requirements, design, and evaluation. We consider their structure,
show a variety of them, and illustrate their use in the construction of secure
web-based systems. These patterns include among others Authentication,
Authorization/Access Control, Firewalls, Secure Broker, Web Services
Security, and Cloud Security patterns. We have built a catalog of over 100
security patterns. We complement these patterns with misuse patterns, which
describe how an attack is performed from the point of view of the attacker, we
show XSS as an example. We integrate patterns in the form of security reference
architectures that represent complete systems. Reference architectures have not
been used much in security and we explore their possibilities. We show how to
apply these patterns through a secure system development methodology. We
introduce patterns in a conceptual way, relating them to their purposes and to the
functional parts of the architecture. Example architectures include a browser and a
cloud computing system. The use of patterns can provide a holistic view of
security, which is a fundamental principle to build secure systems. Patterns can be
applied throughout the software lifecycle and provide an ideal communication
tool for the builders of the system. They are also useful to record design decisions.
The patterns and reference architectures are shown using UML models and
examples are taken from my book: “Security patterns in practice: Building secure
architectures using software patterns”, Wiley Series on Software Design Patterns,
2013. The talk also includes some recent patterns, e.g. Network Function
Virtualization. Security is a fundamental quality for any web system. Most
proposed solutions are ad hoc or partial; regretfully security must be holistic and
systematic. Patterns provide the basis for systematic and holistic approaches and
are becoming more important every day. Attendees will be able to understand the
idea behind security patterns and security reference architectures, get acquainted
with some of them, and use them to build architectures for secure systems.
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Wordnet1 is a large lexical database of the English language. Like a regular dictionary, it
indexes base formwords (such as the word run) to meanings (e.g., “move fast by using one’s
feet” as well as “a score in baseball”). Unlike a regular dictionary, it encodes significant
amounts of additional information about the interrelationships of word meanings and lexical
forms. Perhaps most helpfully, it marks what words are almost exactly synonymous, and so
can be used as a thesaurus in addition to a dictionary. Beyond this, however, Wordnet
encodes a number of other relationships, such as the fact that an animal (synonymous with
animate being, creature, or fauna) is a type of organism, which is in turn a type living thing.
This is called the semantic relationship of type-subtype, and Wordnet encodes semantic and
lexical relationships between its entries such as type-subtype, part-whole, substance-whole,
member-set, domain-topic, antonymy, derivationally related forms, among others. In addition
to this rich repository of language meaning, Wordnet is further notable for its size, containing
over 155,000 base wordforms, 117,000 meanings, and 188,000 relationships beyond
synonymy, including over 46,000 lexical relationships and 142,000 semantic relationships.

Wordnet can be of great use to any application that has to interact with natural language
text. In this tutorial, we will first learn about the form of the Wordnet database: the core
concepts, what kinds of relationships are encoded in the database, and some caveats about
the database contents. We will also examine a small selection of tasks enabled by each
type of information encoded in the database. These tasks are provided only as a sample of
potential applications, as the range of uses is limited only by one’s imagination. Tasks we
will learn about include low-level NLP tasks such as lemmatization or root finding (given
the inflected form “running” return the root “run”, or given the irregular form “is” return
the root “be”), all the way up to conceptual processing tasks such as determining that cats
and dogs are more similar to one another than to turtles, plants, or cars.

In addition to the form and utility of the database, we will learn how to interact with
the database programmatically. We will first review ways of loading Wordnet into
common databases such as MySQL, Sqlite, PostgresSQL, and the like, such that it can
be. After this we will examine how to interface with the database directly within a Java
programming language environment, focusing on the library the MIT Java Wordnet
Interface (JWI)2. JWI is small, extremely fast, easy to use, and provides API access to
all available Wordnet database information.
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