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Abstract. The rapid development of malicious software programs has
posed severe threats to Computer and Internet security. Therefore, it
motivates anti-malware industry to develop novel methods which are
capable of protecting users against new threats. Existing malware detec-
tors mostly treat the file samples separately using supervised learning
algorithms. However, ignoring of relationship among file samples lim-
its the capability of malware detectors. In this paper, we present a
new malware detection method based on file relation graph to detect
newly developed malware samples. When constructing file relation graph,
k-nearest neighbors are chosen as adjacent nodes for each file node. Files
are connected with edges which represent the similarity between the cor-
responding nodes. Label propagation algorithm, which propagates label
information from labeled file samples to unlabeled files, is used to learn
the probability that one unknown file is classified as malicious or benign.
We evaluate the effectiveness of our proposed method on a real and
large dataset. Experimental results demonstrate that the accuracy of
our method outperforms other existing detection approaches in classify-
ing file samples.

Keywords: Malware detection · File relation graph · kNN · Label prop-
agation

1 Introduction

With the rapid development of Computer and Internet technology, computer
security becomes more and more prevalent over past decades. Malware (short for
malicious software), including Viruses, Backdoors, Spyware, Trojans, Worms
and Botnets, is software that spread and infect computers for malicious intent of
an attacker [5]. In the form of executable code, scripts, active content, and other
softwares, malware samples can be used to disrupt computer operation, gather
sensitive information, or gain access to private computer systems, and may cause
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serious damages and financial losses to computers and users. Malware detection
is thus becoming more and more important due to its damage to the security
and the economic loss of people.

Currently, the main approach of protecting against malware is signature-
based method which is widely adopted by most anti-malware companies [6,7].
Signature is a particular piece of code which is obtained after being analyzed
manually by computer security experts and expressed in the form of byte or
instruction sequences and is unique for each known malware [8]. However, due
to the rapid development of malware techniques, a huge number of malware sam-
ples are being generated or mutated every day. Meanwhile, malware writers have
employed advanced development toolkit, including encryption, polymorphism,
and metamorphism to make malware samples be immune to signature-based
detection. It poses a big threat to signature-based detection. Human experts
cannot analyze each new file manually, and the required responding time is
limited. This issue has motivated anti-malware industry to redesign their secu-
rity systems for detecting malware samples. Recently, many research efforts have
been conducted on malware detection using data mining techniques. Researchers
have shifted from traditional signature-based method to file-content-analysis
based approaches to detect and classify malware with static or dynamic fea-
tures [1,2,10–13,19,21,22]. These techniques applied data mining algorithms for
malware detection based on content features, such as instructions, control flow
extracted from binary codes and API call sequences tracked from runtime envi-
ronments.

In this paper, instead of using the content information of file samples, we
investigate how file relations can be used to detect malware samples and employ
a Label Propagation method for classifying file samples based on the constructed
file relation graphs. A real and large scale file relation dataset from an anti-
malware industry company is used in the experiments. The scale of this dataset
is representative including 69,165 file samples (3,095 malware, 22,583 benign
files, and 43,487 unknown files) on 3,793 clients.

This paper makes the following contributions:

1. Unlike classic classifiers based on only the file content information, we make
use of the relationships among file samples and apply graph mining algorithm
for malware detection. Relations with other known files are used to identify
the unknown file samples.

2. We use the k-nearest neighbors of each file sample to construct a file relation
graph for inferring each file’s probability of being malicious or benign.

3. A label propagation algorithm is used to propagate the label information from
labeled files to unlabeled files.

4. The empirical evaluation on a real and large data collection from an anti-
malware industry company is performed and demonstrates the performance
of our method.

The remainder of this paper is organized as follows. Section 2 presents the
background and discuss the related work. Details of the dataset is described in
Sect. 3. We discuss how file relations and the Label Propagation algorithm can
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be used to perform malware detection in Sect. 4. Experiments are conducted to
evaluate the effectiveness and efficiency of our proposed method by comparing
with the baselines in Sect. 5. Finally, we state the conclusions and future studies
in Sect. 6.

2 Background and Related Work

In recent years, an increasing number of studies have been conducted on develop-
ing efficient algorithms to detect malware by data mining and machine learning
techniques [1,8,9,13,16–19,21,22]. In [8], Jeffrey et al. developed a statistical
method to extract virus signatures automatically, it is the first major work
applying data mining techniques to detect malware. Schultz et al. [12] used
DLL information, strings and n-grams to train RIPPER, Naive Bayes and Multi
Naive Bayes to classify malware. Assaleh et al. [1] created class profiles of various
lengths according to the number of most frequent n-grams within the class with
different n-gram sizes. Kolter et al. [9] selected the most relevant n-grams on
1971 benign and 1651 malicious file samples, then different classification meth-
ods including Naive Bayes, Support Vector Machine (SVM), and Decision Tree
(DT), were compared based on these n-grams for malware detection. In [21],
Ye et al. developed an Intelligent Malware Detection System (IMDS) which
uses Objective-Oriented Association classification based on Windows API call
sequences. An OOA Fast FP-Growth algorithm was developed. Their experi-
ments showed that OOA-based method outperforms the Apriori algorithm for
association rule generation.

The aforementioned methods are all based on the file contents, including
Application Programming Interface calls and program code strings. Besides file
contents, relations among file samples can also be used to extract invaluable
information about the properties of file samples. In recent years, some research
efforts have been conducted on detecting malware based on file relation graphs
[3,4,14,15,20]. Chau et al. [3] presented a novel method based on Belief Prop-
agation algorithm to infer file reputation using file-machine relations. In [20],
Ye et al. built a semi-parametric classifier model that combines file-to-file rela-
tionship with file contents information for malware detection. Tamersoy et al.
proposed AESOP, a scalable algorithm, which leverages locality-sensitive hash-
ing to measure similarity between files and employs a tuned BP algorithm on
the file-bucket graph based on LSH [14].

3 Data Description

In this section, we describe the dataset used in our work. We obtain the dataset
from an anti-malware industry which contains 69,165 file samples (3,095 mal-
ware, 22,583 benign files, and 43,487 unknown files) and relations between these
file samples [20]. Figure 1 shows the structure of the file relation database includ-
ing 8 fields: file id, file label (“1” is for benign file, “−1” denotes malicious file,
and “0” represents unknown file), file name, number of malware that the file
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co-exists, malware ids that the file co-exists, the number of benign files that the
file co-exists, benign file ids that the file co-exists, number of clients in which
the file exists.

Fig. 1. Sample File Relation Database

Usually, the number of benign files is much larger than that of malware
samples. It leads to the imbalanced data distribution which can be seen from
the dataset. Both the number and the relations are imbalanced. Figures 2 and 3
show the distribution of the co-occurrence between malware samples and the
co-occurrence between malware samples and benign files respectively.

Fig. 2. Co-occurrence between Malware Samples

Note that the file lists were collected from users’ clients. It is unnecessary and
unpractical for the clients to collect all the file samples from users’ machines, the
clients only submit the suspicious file samples to the server for further analy-
sis. So that, only the associations with labeled file samples are recorded in the
database, the relationship between unknown file samples is missing. We will
use the co-occurrence information for each unknown file sample to calculate the
similarity between unknown file samples, which will be described in next section.
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Fig. 3. Co-occurrence between Malware Samples and Benign Files

4 Graph-Based Malware Detection Using Label
Propagation

4.1 File Relation Graph Construction

Based on the structure property of the dataset described in Sect. 3, an undirected
weighted graph is constructed to represent the relations among file samples. The
graph is defined as G = (V,E,W ), where V is set of nodes corresponding to the
file samples, E represents the relations among the nodes, and W corresponds to
the weights of each edge. Here, we define the similarity between file fi and fj
as the co-occurrence strength. Let Ci and Cj denote the set of clients in which
the file fi and fj exists respectively. The Jaccard similarity measure is used to
calculate the co-occurrence strength as follows.

sim(fi, fj) =
|Ci ∩ Cj |
|Ci ∪ Cj | , (1)

where |C| is the size of set C. The value of this measure is between 0 and 1;
“0” indicates no co-occurrence relationship, “1” indicates a full co-occurrence
relationship.

As mentioned earlier, the relationship between unknown file samples is
missing. Here, we use the relationship with labeled file samples of each unknown
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file to measure the similarity between unknown file samples. Let Mi represent
the set of file samples which co-exist with unknown file sample fi. The similarity
between two unknown file samples fi and fj is:

sim(fi, fj) =
∑

m∈Mi∩Mj

sim(m, i) ∗ sim(m, j). (2)

In order to filter out the noisy data, we choose the k-nearest neighbors of
each file by applying the kNN based method. If file fi is in k-nearest neighbor
of file fj , then there is an edge between them. The weight of the edge is the
similarity between file fi and fj .

To further illustrate, a file relation dataset sample is given as Table 1, in
which 6(3) means that the file co-exists with file No.6 in three clients. Based
on the given relations, an undirected weighted graph is constructed as shown in
Fig. 4. The figure shows the relations among the files in the case of k = 3, and
the number on each edge indicates the weight. The key idea of our problem can
be described as: An unlabeled file sample can be labeled as malware or benign
based on their co-occurrence with labeled files.

Table 1. File Relation Dataset Sample

ID Label Co-exists with Malware Co-exists with Benign File Count of Clients

1 0 7(1),8(1),10(1) 6(1) 2

2 0 4(1) 3(2),6(2) 2

3 1 4(1),8(1) 5(2),6(3) 4

4 −1 8(1),10(1) 3(1),6(1) 2

5 1 8(1) 3(2),6(1) 2

6 1 4(1),8(1) 3(3),5(1) 4

7 −1 10(1) —— 1

8 −1 4(1),10(1) 3(1),5(1),6(1) 3

9 0 —— 3(1),5(1),6(1) 1

10 −1 4(1),7(1),8(1) —— 2

4.2 Label Propagation

Label Propagation is a graph-based semi-supervised learning method, which lets
every labeled data spread its label information to the whole graph until all
unlabeled data have a stable label states [23].

Let (x1, y1)...(xl, yl) denote labeled data, where y1...yl are class labels, and
(xl+1, yl+1)...(xl+u, yl+u) be unlabeled data. The key idea of label propagation
is that data points with high similarity tend to have the same labels. Label
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Fig. 4. Constructed Graph based on Table 1

information of labeled nodes need to be propagated to all nodes through the
edges.

Define Y as a (l + u) × C label matrix, where Yij represents the probability
of node xi being labeled as yj and C is the number of classes. In other words,
Y represents the label probability distribution of each node. T is a probabilistic
transition matrix defined as

Tij = P (j → i) =
wij∑l+u
k=1 wij

, (3)

where Tij denotes the probability of jumping from node j to i. Algorithm 1
presents the method proposed by Zhu in [23].

Algorithm 1. Label Propagation
1. Initialization. Set Y be the initial labels attached to each node, where Yij = 1 if
xi is labeled as yj .
repeat

(1). Propagate labels of any node to its neighbors by Y ← TY , where T is row-
normalized matrix of T , i.e. T ij = Tij/

∑
k Tik.

(2). Clamp the labeled data.
until Y converges
2. Assign xi with a label using yi = arg maxjYij .

Define YL as the top l rows of Y which are labeled data and YU as the
remaining u rows standing for unlabeled data. Due to the clamping operation,
YL never changes, so we only need to focus on YU . It is shown that the algorithm
converges to a unique fixed point and the solution is YU = (I − Tuu)−1TulYL.
Here, Tuu and Tul are sub-matrices obtained by splitting T after the l-th row
and the l-th column.
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4.3 Malware Detection Using Label Propagation

Based on the constructed file relation graph as well as the label propagation
algorithm described in previous subsection, the whole process of our proposed
method is described in Algorithm 2.

Algorithm 2. Algorithm for malware detection
Input: Raw file lists data
Output: Class label of each file sample

1. Calculate the similarity for each pair of associated files;
2. Calculate the similarity for each pair of unlabeled files based on their co-
occurrence;
3. Choose k nearest neighbors for each file as neighbors in the graph;
4. Initialize graph G = (V,E,W );
5. Perform the Label Propagation algorithm described in Algorithm 1;
6. Assign labels(i.e., malicious or benign) to unlabeled file samples.

5 Experiment

In this section, we conduct two sets of experiments: (1) In the first set of exper-
iments, we evaluate the effectiveness of kNN method applied for neighbor selec-
tion and choose the best value of k for the rest experiments. (2) In the second
set of experiments, we evaluate the effectiveness of our proposed method for
malware detection by comparing with baseline methods. All algorithms are eval-
uated with the dataset described in Sect. 3.

5.1 Experiments Setting

All algorithms in following subsections are implemented on a laptop of Windows
8 OS with Intel Core i7 2.7 GHz Duo CPU and 8 GB RAM using JAVA 1.7. The
evaluation metrics are described below.

– True Positive(TP): Number of samples labeled as malicious correctly.
– True Negative(TN): Number of samples labeled as benign correctly.
– False Positive(FP): Number of samples labeled as malicious incorrectly.
– False Negative(FN): Number of samples labeled as benign incorrectly.
– TP Rate(TPR): TP

TP+FN

– FP Rate(FPR): FP
TN+FP

– Accuracy(ACC): TP+TN
TP+TN+FP+FN
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5.2 Performance Evaluation of Neighbor Selection Using kNN

When constructing the file relation graph, we choose the k-nearest neighbors of
each file samples to filter out the noisy data and keep the most similar neighbors.
In this section, we evaluate the effectiveness of applying kNN method. We run
the algorithm without applying kNN method, and 5 times with k = 10, k = 30,
k = 50, k = 70 and k = 100 respectively. From Table 2 and Fig. 5, we saw
an improvement of about 13 % on TP (True Positive) and 10 % on TN (True
Negative) after applying kNN by setting k = 50.

Table 2. Effectiveness of Applying kNN

Method TP FP TN FN ACC

Non-kNN 110 301 3,396 179 0.8796

k = 10 109 224 3,473 180 0.8986

k = 30 113 179 3,518 176 0.9109

k = 50 155 67 3,630 134 0.9496

k = 70 126 139 3,558 163 0.9242

k = 100 122 199 3,498 167 0.9082

5.3 Comparisons of Label Propagation with Other Methods

In this subsection, we compare the effectiveness of our proposed method with
other methods including both graph-based and content-based classification
approaches. Four baseline methods were compared: AESOP in [14], Malware
Distributor Detector (MDD) in [15], Support Vector Machine (SVM), and Ran-
dom Forest (RF).

Cross Validation: We use 10-fold cross validation scheme to evaluate the per-
formance of our proposed method. At each round, we set the labels of files in
the test set to 0 and the probabilities of being malicious and benign both to 0.5.
For each fold, we run our proposed algorithm with baseline methods and record
the ACC (Accuracy). Quantitative results on the 10-fold validation are shown in
Fig. 6. The notch marks the 95 % confidence interval for the medians. The figure
demonstrates that our proposed method makes an significant improvement on
accuracy compared to the best performance among the baseline methods, with
k = 50.

Prediction: 3,986 files with ground truth (includes 289 malware, 3,697 benign
files) were selected at random as the test data for evaluation, and the rest data
were used as the training data. Here we set k = 50. Table 3 and Fig. 7 present the
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Fig. 5. Effectiveness of Applying kNN

results of our proposed method along with the four baseline methods. The com-
parison results illustrate that our proposed algorithm outperforms other methods
in malware detection on the large and real datasets.
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Fig. 6. Comparisons of Accuracy for 10-fold validation

Table 3. Quantitative comparisons of our proposed method with baseline methods on
large and real data

Method TP FP TN FN ACC

Label Propagation 155 67 3,630 134 0.9496

AESOP 198 3,385 312 91 0.1279

MDD 98 2,493 1,204 191 0.3266

SVM 81 461 3,236 208 0.8321

RF 69 398 3,299 220 0.8449

Fig. 7. Comparisons of Proposed Method with Baseline Methods
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6 Conclusion and Future Work

In this paper, we study how to use file relations for malware detection. The
associations between file samples are used to compute the file similarity values
to construct file-relation graph by kNN method. A Label Propagation algo-
rithm is applied for classifying file samples based on the constructed file-relation
graph. We use a real and large dataset consisting of file co-occurrence records
from users’ clients. Comprehensive experiments are performed to compare our
proposed method with other existing malware detection approaches. The exper-
imental results demonstrate that the accuracy of our proposed method outper-
form other malware detection methods using data mining techniques. For the
future work, we plan to further explore the combination of file relation informa-
tion and file contents to reduce the false positive and negative rates.
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