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Preface

Welcome to the proceedings of the 16th International Conference on Web Information
Systems Engineering (WISE 2015), held in Miami, Florida, USA, in November 2015.
The series of WISE conferences aims to provide an international forum for researchers,
professionals, and industrial practitioners to share their knowledge in the rapidly
growing area of Web technologies, methodologies, and applications. The first WISE
event took place in Hong Kong, China (2000). Then the trip continued to Kyoto, Japan
(2001); Singapore (2002); Rome, Italy (2003); Brisbane, Australia (2004); New York,
USA (2005); Wuhan, China (2006); Nancy, France (2007); Auckland, New Zealand
(2008); Poznan, Poland (2009); Hong Kong, China (2010); Sydney, Australia (2011);
Paphos, Cyprus (2012); Nanjing, China (2013); and Thessaloniki, Greece (2014). This
year, for a second time, WISE was held in North America, in Miami, supported by
Florida International University (FIU).

WISE 2015 hosted several well-known keynote and invited speakers. Moreover,
two tutorials were presented on the topics of building secure Web systems and
accessing the Princeton Wordnet.

A total of 171 research papers were submitted to the conference for consideration,
and each paper was reviewed by at least two reviewers. Finally, 53 submissions were
selected as full papers (with an acceptance rate of 31 % approximately), plus 17 as
short papers. The research papers cover the areas of big data techniques and applica-
tions, deep/hidden Web, integration of Web and Internet, linked open data, the
Semantic Web, social network computing, social Web and applications, social Web
models, analysis and mining, Web-based applications, Web-based business processes
and Web services, Web data Integration and mashups, Web data models, Web infor-
mation retrieval, Web privacy and security, Web-based recommendations, and Web
search.

In addition to regular and short papers, the WISE 2015 program also featured three
special sessions, including a special session on Data Quality and Trust in Big Data
(QUAT 2015), a special session on Decentralized Social Networks (DeSN 2015), and
an invited session.

QUAT is a qualified forum for presenting and discussing novel ideas and solutions
related to the problems of exploring, assessing, monitoring, improving, and main-
taining the quality of data and trust for “big data.” It provides a forum for researchers in
the areas of Web technology, e-services, social networking, big data, data processing,
trust, and information systems and GIS to discuss and exchange their recent research
findings and achievements. This year, the QUAT 2015 program featured six accepted
papers on data cleansing, data quality analytics, reliability assessment, and quality of
service for domain applications. QUAT 2015 was organized by Prof. Deren Chen, Prof.
William Song, Dr. Xiaolin Zheng, and Dr. Johan Hékansson.

The goal of DeSN 2015 was to serve as a forum for researchers or professionals
from both academia and industry to exchange new ideas, discuss new solutions, and
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share their experience in the design, implementation, analysis, experimentation, or
measurement related to decentralized social networks. The DeSN 2015 program
included two invited speakers, Dr. Sarunas Girdzijauskas and Dr. Bogdan Carbunar,
and three accepted papers. The DESN 2015 co-chairs included Dr. Antoine Boutet, Dr.
Sarunas Girdzijauskas, and Dr. Frederique Laforest.

The invited session included five research papers from leading research groups.
Each invited paper featured a specific domain, with five papers covering recommender
systems, demand trend prediction in cloud computing, deep learning, database security,
and social network privacy.

We wish to take this opportunity to thank the honorary co-chairs, Prof. S.S. Iyengar
and Prof. Marek Rusinkiewicz; the tutorial and panel co-chairs, Prof. Guandong Xu
and Prof. Mitsunori Ogihara; the WISE challenge program co-chairs, Prof. Weining
Qian and Qiulin Yu; the workshop co-chairs, Prof. Hill Zhu and Prof. Yicheng Tu; the
publication chair, Prof. Hua Wang; the Local Organizing Committee co-chairs, Mr.
Carlos Cabrera and Ms. Catherine Hernandez; the publicity co-chairs, Prof. Mark
Finlayson, Prof. Giovanni Pilato, and Prof. Yanfang Ye; the registration chair, Mr.
Steve Luis; the financial co-chairs, Ms. Lian Zhang and Ms. Donaley Dorsett; and the
WISE society representative, Prof. Xiaofang Zhou. The editors and chairs are grateful
to the website and social media masters, Mr. Steve Luis and Mr. Bin Xia, for their
continuous active support and commitment, and Dr. Rui Zhou and Ms. Sudha
Subramani for their effort in preparing the proceedings.

In addition, special thanks are due to the members of the International Program
Committee and the external reviewers for a rigorous and robust reviewing process. We
are also grateful to the School of Computing and Information Sciences of Florida
International University and the International WISE Society for supporting this Con-
ference. The WISE Organizing Committee is also grateful to the special session
organizers for their great efforts to help promote Web information system research to
broader domains.

We expect that the ideas that have emerged in WISE 2015 will result in the
development of further innovations for the benefit of scientific, industrial, and societal
communities.

November 2015 Jianyong Wang
Wojciech Cellary

Dingding Wang

Hua Wang

Shu-Ching Chen

Tao Li

Yanchun Zhang
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Abstract. Modern web users have access to a wide and diverse range of
client platforms to browse the web. While it is anecdotally believed that
the same URL may result in a different web page across different client
platforms, the extent to which this occurs is not known. In this work, we
systematically study the impact of different client platforms (browsers,
operating systems, devices, and vantage points) on the content of base
HTML pages. We collect and analyze the base HTML page downloaded
for 3876 web pages composed of the top 250 web sites using 32 different
client platforms for a period of 30 days — our dataset includes over 3.5
million web page downloads. We find that client platforms have a statis-
tically significant influence on web page downloads in both expected and
unexpected ways. We discuss the impact that these results will have in sev-
eral application domains including web archiving, user experience, social
interactions and information sharing, and web content sentiment analysis.

Keywords: Web page measurement - Mobile web - Content analysis

1 Introduction

Users have many choices of client platforms — browsers, operating systems,
devices, and vantage points — that can be used to request web-based data.
Although, it is known that certain client platforms such as device type (e.g.,
smartphones or laptops) and vantage point can have an influence on the base
HTML page that is downloaded [14,26], the extent to which this occurs has
not been studied before. Any difference in base HTML pages that is due to
client platform can result in data that is incomplete or view-specific. This can
present issues for several web-related applications, such as web archival [13,21],
document summarization [9,22], and information sharing, because additional
care must be taken when (i) designing experiments that yield complete and/or
unbiased data and (ii) developing processing scripts that are robust to different
web-page designs — the need for understanding these differences has also been
recently discussed in [2].

In this paper, we ask the question — to what extent do different client
platforms influence the content of a base HT'ML web page for the same URL

© Springer International Publishing Switzerland 2015
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request? We perform the first measurement study that aims to understand this
influence. Our methodology includes collecting measurements across different
browsers (Opera, Internet Explorer, Google Chrome, Firefox, and Safari), oper-
ating systems (Mac OSX, Windows, Linux, i0S, and Android), devices (laptops,
tablets, and smartphones), and vantage points (13 planetLab nodes located in 8
different countries) — this includes over 3.5 million measurements obtained from
3876 unique URLs composed of the top 250 web sites collected over a period of
30 days. We extract both HTML tag-based and content-based features from this
data and find differences in web pages across different client types that are both
practically and statistically significant. Our key findings are:

— FEzxpected and Unexpected Results:

1. As expected, device type (smartphones, tablets, and laptops) has a sig-
nificant impact on web page content, with smaller devices being returned
leaner pages. However, there is no consensus among current web design-
ers and content providers on which type of page should be designed for
tablets (i.e., should tablets simply return default laptop pages, mobile
optimized pages, or have a special type of page altogether). An unex-
pected result is that, surprisingly, the manufacturer of a device, say an
iPad Tablet or a Galaxy Tablet, may impact the type of page that is
downloaded, say a default laptop or mobile optimized page.

2. The differences that we find across different browsers are largely unex-
pected. For example, we find that different browsers may provide differ-
ent default number of comments to be shown in a comment section for
news articles and social media sites. We also find that content providers
handle outdated browsers in multiple ways including: (1) fail to fulfill
the web page request; and (2) fulfill the web page request by sending
a similar, but different, web page that is likely more compatible with
the user’s browser version (e.g., sending a mobile-optimized page to an
outdated laptop browser).

3. As expected, we find that vantage point has a modest influence on web
pages. For example, some content providers provide international ver-
sions of web pages that is dependent on the country of a user’s vantage
point while others provide the same content irrespective of vantage point.
An unexpected result is that search results are highly influenced by van-
tage point, even for search queries where vantage point is not an obvious
contributing factor to the result set.

— Implications of Results on Web-related Applications: Differences in web pages
across different client type have implications in several web-related application
domains including web archival [23], document summarization [9,22], senti-
ment analysis [16,22], and web browsing/systems design [14]. Some examples
include: (1) the number of default comments and/or product reviews pro-
vided on a page is influenced by client platform— this may impact document
summarization and sentiment analysis techniques that leverage this informa-
tion; (2) web page designs may be client platform-specific which influences the
type of content that is available and the effectiveness of parsing scripts that
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is targeted for a specific page design. This can also be problematic for shar-
ing information on social media because hyperlinks may be client platform
specific (hence users may be referring to different content and/or formatting
context).

The remainder of this paper is organized as follows. We present our methodol-
ogy in Sect. 2. The results and implications of our analysis is provided in Sect. 3.
Related work is presented in Sect.4 and a summary of our study along with
intended future work is provided in Sect. 5.

2 Methodology

Our methodology consists of two components: (1) Data collection and (2) Sta-
tistical analysis. We describe these two aspects in this section.

2.1 Data Collection

Selection of Web Pages to Study: In this study, we target web pages that
are comprised from the top 250 web sites of the world according to Alexa [1]
— a recent study shows that 99 % of web requests comprise the top 250 web
domains [6]. We manually browse each of these 250 web sites to obtain a diverse
sample of URLs from each. Our web page sample includes landing pages, video
streaming pages, search result pages (e.g., web, image, and news search), mobile
web pages, clickable content, audio streaming pages, and social networking pages.
We do this manual browsing for URL collection instead of leveraging a web
crawler in order to better control the diversity and representativeness of our
dataset. In total, we collect a list of 3876 unique URLs that are used to drive
our data collection procedure.

Client Platforms Used: We next select a diverse set of client platforms, that
are used to download the web pages we previously identified. As noted before,
we intend to study the impact that browsers, operating systems, devices, and
vantage points have on base HTML pages. We control for these different client
platforms by requesting web pages using an User-Agent string that corresponds
to the appropriate client platform of interest. User-Agent strings encapsulate the
operating system, browser type, browser version, and even hardware information
about client platforms — content providers use this information when responding
to web requests [14]. User-Agent strings can be easily set by using scripts (we use
python for this) to download base HTML pages. Table 1 lists the 32 User-Agents
used for our study!.

Our definition of “client platform” also includes location (vantage point).
Thus, we also download web pages from different vantage points around the
world — we use the PlanetLab network for this [8]. The 13 planetLab nodes

! Please note that each of the User-agents we use in this study were obtained from
deep packet inspection of web traffic as generated using known client platforms.
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Table 1. Overview of user-agents used for web page requests

Operating system | Browser(s) Device

Windows 7 Chrome 38.0.2125.122 - Chrome 33.0.1750.154 | Laptop

Windows 7 Firefox 33.0 - Firefox 26.0 Laptop

Windows 7 Internet Explorer 11.0 - Internet Explorer 9.0 | Laptop

Windows 7 Opera 25.0.1614.68 - Opera 12.16 Laptop

Windows 7 Safari 5.1.7 Laptop

Windows 8 Chrome 39.0.2171.95 - Firefox 32.0 Laptop

Windows 8 Internet Explorer 11.0 - Opera 24.0.1558.61 Laptop

MacOSX 10.6.8 Chrome 39.0.2171.65 -Firefox 33.0 Laptop

MacOSX 10.6.8 Safari 5.1.9-Opera 25.0.1614.71 Laptop

MacOSX 10.9.4 Chrome 38.0.2125.122-Firefox 33.0 Laptop

MacOSX 10.9.4 Safari 7.0.5-Opera 25.0.1614.68 Laptop

Ubuntu Firefox 34.0 Laptop

Solaris Firefox 17.0 Laptop

Fedora Firefox 2.0.0.19 Laptop

Android 4.4.4 Chrome 37.0.2062.117 Motorola Smartphone
Android 4.4.2 Samsung SM-T230NU-Chrome 35.0.1916.141 | Samsung GalaxyTablet
Android 4.4.2 Amazon Silk 3.37 Fire Tablet

iOS 7 Safari 8.0 Mobile/12B41 iPhone Smartphone
iOS 7 Safari 7.0 Mobile/11A501 iPad Tablet

iOS 7 Safari 8.0 Mobile/12A405 iPod Touch

iOS 3 Safari 4.0 Mobile/7D11 iPod Touch

that we use are located in Australia, China, Japan, Brazil, Poland, Canada, and
the United States (7 nodes — Oregon, Rhode Island, California, Florida, New
Mexico, Kentucky, and Ohio).

Repeated Measurements: Modern web content is highly dynamic and may
change multiple times a day [11]. We take repeated measurements of each web
page across each client platform to eliminate differences in web page content
observed across client platform, that are likely simply due to variation over time.
Specifically we take 30 repeated measurements over a period between Decem-
ber 18, 2014 and January 18, 2015. Thus, our dataset includes 3,771,348 page
downloads.

2.2 Statistical Analysis

Overview of Features: We extract different types of quantitative features from
our HTML data to describe the properties of the downloaded web pages. A brief
overview of the types of features that we extract are provided below:

HTML Tag-based features are used primarily for the analysis of page format-
ting — these have commonly been used in other HTML-based analysis [3,7].
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In particular, we count the occurrence of several HTML tags/attributes that are
present on a given web page. These tags represent different established categories
of HTML information [3]2. Our feature set includes:

1. Flow content: Used within the body of HTML documents (e.g., “table”,
“form”, “option”, “text area”, and “menu” tags)

2. Sectioning content: Used to partition HTML documents (e.g., “area”, “arti-
cle”, “body”, “div”, and “section” tags)

3. Heading content: Used for header-level markup (e.g., “header”, “title”, and
“meta” tags)

4. Phrasing content: Used for text-level markup (e.g.,“abbr”,“b”, “p”, “strong”,
and “span” tags)

5. Embedded content: Used for elements that load external resources into the
HTML document (e.g., “script”, “image”, “audio”, “embed”, “param”, and
“iframe” tags).

Count statistics that are derived from tags that represent (i) hyperlink-level
information (e.g., “a” and “link” tags) and (ii) the extensions of embedded
objects that is referenced by a page (e.g., .jpeg, .gif, and .png extensions for
embedded image objects) are used for Object-based features and analysis. We
also derive Content-based features from our HTML data. We use a simple bag-
of-words model to count the frequency of all the words that are present in a docu-
ment — bag-of-words models are commonly used in natural language processing,
machine learning, and computer vision [25]. A word in this model is defined as
any sequence of characters that is present in an HTML document that is delim-
ited by >, <, 7, newline, or whitespace characters. This model allows us to
derive features that can measure the overall text-related differences between two
documents. We derive features such as (i) the number of words that are shared
between two documents (i.e., a baseline document and a test document), and
(ii) the number of words that are different between two documents to compactly
represent these content-related differences. We use these features simply as a
measure to flag significant differences in text for further analysis.

While we are able to obtain a lot of information from base HTML files we
are unable to collect all of the information that is referenced by a particular
web page. This is because modern web pages make significant use of AJAX and
scripting technology. It is nontrivial to extract features that are derived from this
information using base HTML pages alone. An analysis of the network traffic
generated by web page downloads is needed to obtain this data. Such traffic
analysis is beyond the scope of this paper.

Statistical Analysis Procedure: In order to determine which of our 134
features differ significantly across web pages downloaded using different client
platforms, we use a standard non-parametric statistical test. The use of a non-
parametric test allows us to make minimal assumptions about the distribution of
these features. In particular, we use the Kruskal- Wallis test to determine whether

2 Please refer to [3] for a complete list of these features.
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there is a statistically significant difference between the measured web page sam-
ples across multiple appropriate groups of client platforms for each feature. The
Kruskal-Wallis test yields p-values that represent the statistical significance of
each feature for different client platforms. Here, lower p-values correspond to
results that have greater statistical significance. We then use these results to dig
deeper into our dataset to (i) determine the source of any significant difference
and (ii) discuss the practical significance of our findings.

3 Results

Impact of Browser Platform. We first investigate the impact that different
browser platforms have on web page content. We initially focus on the influence of
different browser platforms installed on the same operating system. In particular,
we compare the latest versions of the Internet Explorer, Chrome, Firefox, and
Opera browsers that correspond to the Windows 7 operating system — refer to
Table 1 for more details about these browsers. The Kruskal-Wallis test for this
feature group yields 8 features that have p-value <.05 across browser platforms
— in fact, these p-values are generally less than 1073. These 8 statistically
significant features are: the number of “label” tags, the number of “tr” tags, the
number of “table” tags, the number of “td” tags, the number of “style” tags, the
number of “legend” tags, javascript length (i.e., the number of characters present
in script tags), and the number of different words present. Upon further analysis
of our data, we find that these statistically significant features correspond to the
following trends:

— Differences in javascript: We find that many content providers such as
soundcloud.com and bing.com (particularly image search results) use differ-
ent javascript code that is suited for particular browsers — these javascript
related differences were identified by the number of different words feature.
We find that different javascript methods are implemented differently across
browser platforms and/or have conditional statements that branch for differ-
ent client browser platforms. For example, soundcloud.com uses conditional
statements that takes the client platform into account during javascript exe-
cution to determine whether HLS (HTTP Live Streaming) is supported by the
client platform. Alternatively, Fig. 1 shows an example where a Youtube.com
page has javascript that is browser-specific — here the Chrome javascript
for loading a video appears to be HTML5-based while the Firefox javascript
appears to be flash-based (This is identified by the “swi” references in Fig. 1).
It is known that if different client platforms are not taken into account, ren-
dering differences across browsers can occur when the same source HTML is
processed — for example, target.com has differences in rendered tables across
browsers despite having rendering the same source code that renders that
portion of the page.

— Ads: We also observe “ads” that attempt to get a user to download a par-
ticular browser or app that is browser dependent. For example, yahoo.com


https://www.soundcloud.com
https://www.bing.com
https://www.soundcloud.com
https://www.Youtube.com
https://www.target.com
https://www.yahoo.com
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recommends that users update to the latest version of firefox for non-firefox
client platforms, whereas target.com recommends that users on the Chrome
browser to download their custom app. These ads seem to be attempts to get
users to utilize software that is fully supported by the content provider.

— Reduced comment and recommendation sections: Our data also shows that
cbssports.com and yelp.com do not provide the same number of comments,
recommendations, news feeds, or search results for each browser. The limited
information provided by certain browser platforms provides inconsistent data
for document summarization and sentiment analysis applications [9,16,22]
which can yield misleading and/or incomplete results, depending on the spe-
cific choice of browser platform. This limited information also impacts user
experience because it may require users to take additional actions, such as a
click, to view additional content that may be more readily available (already
loaded) on a different browser.

<!——Chrome Version-—>

ytplayer.load = function() {
yt.player.Application.create("player-api"”,
ytplayer.config);ytplayer.config.loaded = true;};
(function() {if (!!window.yt && yt.player &&
yt.player.Application)
{ytplayer.load();}}());</script>

<div id="watch-queue-mole" class="video-mole mole-
collapsed hid">

<!—Firefox Version-—>

swf = swf.replace('__flashvars__"',
encoded.join('&"));document.getElementById("player-
api").innerHTML = swf;ytplayer.config.loaded =
true}());</script>

<div id="watch-queue-mole" class="video-mole mole-
collapsed hid">

Fig. 1. Example where javascript is different for different browsers (Chrome vs Firefox).

Impact of Browser Version. We next compare the impact that browser ver-
sion may have on base HTML pages. Our statistical test yields 13 statistically
significant features. The most notable features that are not also influenced by
browser platform, say Safari vs Firefox, are the number of script tags and the
number of HTML5 tags. With respect to the number of script tags, we observe
similar differences in scripting behavior as we did with the differences in browser
platform. With respect to the number of HTML5 tags, we observe that there
tends to be more HTML5-related tags for the latest browser versions as com-
pared to the older versions — we believe this to be a compatibility-related issue.

We also observe cases where content providers treat outdated or unsupported
browsers in the following 2 ways. First, the content provider can fulfill the web
request, but provide a warning to the user that their browser needs to be updated
(zillow.com, soundcloud.com) — this may also result in failed web requests.
Second, the content provider can fulfill the web request by responding with a
web page that is compatible with the user’s browser. This is explained in detail
next.

We find multiple instances when browser version has an impact on page
content. For example, Fig. 2 shows that a Google search result that is rendered
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Fig. 2. Different HTML pages are returned when an old version of Opera is used (a)
in place of a current version of Opera (b).

using an outdated Opera browser (Fig. 2(a)), and an up-to-date Chromium-based
Opera browser can be displayed differently (Fig.2(b)) — though these observed
differences are almost purely stylistic with respect to image size and visibility
of URLs on images. Figure3 shows a different example of when a web server
responds with a web page for an outdated browser. Here, the web request is for
a mobile web page of a product on Amazon.com. Figure 3(a) shows that when
a mobile web page is requested using an up to date mobile device and browser
(an iPhone in particular), the request is satisfied as expected. When we make
the same request for a mobile web page using an outdated Firefox browser on
a laptop we also get the same mobile web page — though we do not observe
an ad for downloading an app. Figure3(b) shows that when the same request
is made to Amazon using an up-to-date Firefox browser on a laptop we get a
different mobile web page that is clearly representing the same product shown
in Fig.3(a). It is clear that these downloaded web pages are both (i) mobile-
optimized web pages and (ii) different, where the version of the page shown in
Fig. 3(b) appears to be an older mobile web page design than the page shown in
Fig. 3(a). We conclude two things from these observations: (1) mobile web pages
may sometimes be used to fulfill web requests to outdated browsers (we observe
similar behavior for yahoo.com and att.com); and (2) interesting and unexpected
quirks exist for some web page requests that are influenced by browsers®. The
impact that browser version has on web page downloads is important for web
crawling tools because (i) web crawlers may be used for years without receiving
any significant upgrades and (ii) content providers may respond to known web-
crawler User-Agents in a manner that results in errors or downloading data that
is limited (in a manner similar to mobile web pages) [21].

Impact of Operating System. For the purposes of analyzing any implications
that operating systems may have on base HTML pages, we compare all laptop-

3 Please note that the significant differences discussed here are primarily true for
browser version analysis for Opera and Firefox. This is because we have the largest
range in release dates for these two browsers.
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Fig. 3. Content providers can return different pages to account for different browser

Are You There God? It's Me, Margaret. (Paperbick)
Judy Blume

Used from 3698

(b)

versions — (a) current mobile browser and (b) current desktop browser.

based browsers across each operating system that also has the same version of
that particular browser. For example, Firefox 33.0 is compared across MacOSX
10.9.4 and Windows 7. We do this for all combinations of browsers where this
is valid according to the User-Agents we tested in Table 1. We do not find any
statistically significant features that occur for the same browser across different
operating systems. We conclude that browser version and browser type has a

much bigger impact on web page downloads than operating systems.
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Fig. 4. Device type has a significant impact on HTML features.

Impact of Device Type. We next study the impact that different devices have
on web page downloads. We start by focusing on comparing the iOS 7 iPhone
smartphone, iOS 7 iPad tablet, and the MacOSX 10.9.4 laptop where each device

runs a version of Safari. We find that:
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Device type has a statistically significant impact on web page downloads: As
can be expected, devices have a statistically significant impact on many fea-
tures (67 total) by design intent — pages designed for the small screens of
mobile devices are likely to have simpler and smaller content. The most promi-
nent features that differ across phones, tablets, and laptops are embedded
object-related features such as the number of images, scripts, and CSS ref-
erences found in an HTML source, content-related features such as the total
number of words present on a page, and the total number of links — all of
these features have p-values that are on the order of 10710 or less.

Lack of consensus on the design of tablet-specific web pages: Fig. 4(a) shows
the cumulative distributions of the number of images and Fig. 4(b) shows the
number of link tags stratified by device type. The smartphone and laptop
devices tend to exhibit the fewest and largest number of features respec-
tively. Tablet devices behaves in the middle, where it is similar to a mobile
device in some cases, and then slowly transitions to be similar to the lap-
top device in other cases. This behavior of tablet devices is attributed to the
lack of a consensus among content providers on the design of web pages for
tablets. Content providers tend to either (i) have a unique web page design for
each device type (e.g., 163.com) (ii) leverage the similar web page design for
both laptop and tablet devices (e.g., imdb.com), or (iii) leverage the similar
web page design for both tablet and smartphone devices (e.g., twitter.com).
We also find that different tablet manufacturers may receive different web
pages. For example, android devices may receive ads to download android
apps where 10S devices will receive ads to downloads apps on the Apple
store. More interestingly, we find that the Amazon Fire Tablet will receive
a smartphone version of a web page (espn.com) where the iPad Tablet will
receive the desktop version of the page — this suggests that screen size is a
more important factor in the page that is downloaded than simply referring
to the device as a Tablet or smartphone.

Inconsistent redirect behavior that is based on device type across content
providers: We also find that there is a lack of consistency in the device-
triggered redirect behavior across content providers. For example, some con-
tent providers will redirect mobile web page requests made by laptop clients
to its corresponding laptop-based web page, while other content providers will
not redirect requests in such a manner. This observed redirect behavior for
devices is similar to the redirect behavior we observed for browser versions.
This behavior can be problematic for a number of web-related applications.
For instance, web crawlers may be redirected from the mobile view of a web
page to the laptop view of a web page (in an undesired manner). This has
an impact for web page archival because undesirable or even less informative
views of a page (mobile or desktop) may be archived instead of the desired
page. This also raises concerns for information sharing across social media
(e.g., search engines and social networking) because users can be referring
to different views of information, or, at times, entirely different information
altogether, via the same hyperlink. For example, if a user shares a link on a
social media site, say Facebook.com, and a friend uses a different client plat-


https://www.163.com
https://www.imdb.com
https://www.twitter.com
https://www.espn.com
https://www.Facebook.com

The Influence of Client Platform on Web Page Content 11

form to view it, the two users could be observing different content (especially
comments and recommendations listed on a page). This can be particularly
difficult if one user is referring to a particular comment or review on a page
that is not immediately viewable by another user.

4. Different search result sets for web search queries: Device type is taken into
account by web search engines such as bing.com and google.com when return-
ing search results. We find that generally, smartphones tend to have more
mobile optimized web pages included in a search result set than tablet and
laptop devices — this is because search providers take into account the mobile-
friendliness of a web page when providing search results [4]. We also find that
the search result set may have different meaning on different devices — this
is mainly because search engines are increasingly providing web content to
users instead of simply links to pages. For example, the search result set for
the “nba standings” search query yields a different order of the basketball
team rankings for a smartphone and a laptop (division rankings vs confer-
ence standings). This further underscores the impact that device type can
have on information sharing and other applications because a user may refer
to portions of a page, say the rank of a basketball team, where a friend does
not immediately see the same ranking that is being referenced.

Impact of Vantage Point. We next discuss the impact of vantage point on
base HTML pages. We find that:

1. Our statistical analysis shows that none of the HTML tag-based features
are significantly impacted by vantage point. This result shows that web page
design and formatting is not significantly influenced by location. This includes
locations across different continents, which is surprising given cultural pref-
erences in content layout and appearance.

2. Vantage point has a significant impact on content-related features. Figure 5(a)
shows that the average number of different words for each vantage point in
the U.S is roughly 200-250 words, while Fig.5(b) shows that the average
number of different words for each vantage point that are outside of the U.S
is over 500* — Fig.5(a) and (b) both include 95 % confidence interval bars
around the average. Most of these differences across all vantage points (both
U.S-based and world) correspond to (i) differences in topics of local interests,
(ii) differences in search result sets, and (iii) temporal changes (discussed
later). We observe a larger difference for vantage points around the world
mainly because content providers have international versions of content that
is likely to be of interest to the local population (cnn.com and yahoo.com does
this). We also find that international web pages may include notes concerning
(i) privacy awareness about the use of cookies on web sites and (ii) options
to view the U.S version of web pages.

3. Bing search results, whether it is web, news, or image search, may yield dif-
ferent links, ads, and images across different vantage points — please note

4 Please note that while we study the top 250 web sites in the world, many of these
sites are served by content providers that are in the U.S.
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that we verified that this is not primarily a consequence of time®. Some of
these differences are obvious due to location-based searches, say when a user
is searching for McDonalds, and the search engine returns the address of
the nearest McDonalds. Other differences are more complex, such as when
more generic and random search queries such as “a hello berry” and “golden”
yield different search results. The impact of vantage point on search results
is important to note because search engines are a primary tool for various
applications including web page scraping [17] and web security [19]. Vantage
point driven search results also impact users because location can be mislead-
ing for users who access the web via 3G or 4G services — thus, the wrong
location can be used to target search results.
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Fig. 5. Impact of vantage point on number of different words (U.S. (a) and World(b)).
The baseline for comparison located in California.

Impact of Time. Lastly, we investigate the impact that time has on base HTML
source files. We perform many univariate Kruskal-Wallis tests between our first
measurement (i.e., baseline measurement) and each subsequent measurement.
Figure 6(a) shows a time series plot of the p-values for these statistical tests for
different tag-based HTML features for the Chrome browser. Figure 6(a) shows
that the tag-based features that were statistically significant for some of our
prior analysis (e.g., number of images and number of script tags) do not vary
significantly (i.e., p-value below .05) over time. In fact, all of the tag-based
features that we examine do not change significantly over time. These results
imply that the differences across browser and devices that we observe are not
significantly influenced by time. This further validates our tag-based findings
because it shows that our results are not likely to be due to randomness. We do
find rare cases where web page design has changed over time. For example, Fig. 7

5 We discuss results pertaining to bing.com because other search engines such as
google.com are blocked in some countries.
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Fig. 6. Impact of time on various HTML features (tag-based features (a) and content-
based features (b)).

shows that the format for CNN web pages changed during our data collection
procedure. We observe the new format for the CNN page (Fig.7(b)) for all
browsers and devices and conclude that CNN made this format change in order
to serve a single web page that adapts to various screen sizes instead of serving
multiple web pages to different device types. We also find that Overstock.com will
display different versions of a page, one that includes product recommendations
and another that does not, at different points in time (we find similar results for
zillow.com with respect to content recommendations and imdb.com with respect
to ads that completely change the layout of a page). We observe these differences
over several browsers and believe that product recommendations are missing at
certain instances in time for performance reasons — dynamically generating
pages with up-to-date recommendations or ads may be costly. It is important
to note these dynamic changes in web page design because it will impact the
effectiveness of web page parsing tools that are optimized for a particular page
design. This may also impact web crawling procedures because some pages may
have links to related /recommended pages while others do not.

Figure 6(b) shows that time has a large influence on content-based features
— this is shown by the increasing shift between the CDF plots for the number of
different words feature when comparing our day 2, 12, 22, and 30 samples without
our initial day 1 sample. This observed difference over time for content-based fea-
tures is statistically significant, where the pages that are the most heavily influ-
enced tend to correspond news, social networking, homepages in general (e.g.,
dailymail.com, weather.com, msnmoney.com, and twitter.com) and the pages
that are least influenced tend to correspond to business/e-commerce and refer-
ence sites (e.g., target.com, dictionary.com, wikipedia.org, and webmd.com).
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Fig. 7. Web page layout and design can be changed over time — (a) Day 1 sample and
(b) Day 11 sample.

4 Related Work

Past work has, to some degree, studied the influence that different type of client
platforms may have on mostly performance-related applications. This includes
studies that discuss the usability and design trade-offs between mobile web pages
and traditional web pages [18,27] and understanding the energy-efficiency and
performance-related impact of using mobile browsers and devices for web brows-
ing [15,24]. There has also been recent work that studies (i) the diversity of web
page downloads with respect to a single browser [5] and (ii) the impact that
different web browsers have on the accuracy of in-browser load time measure-
ments [12]. Time is a factor that is generally accounted for when performing web
page measurement studies to ensure that the results are repeatable [5]. [10,11]
are examples of measurement studies that thoroughly investigates the influence
that time has on the frequency in which web page content changes — these
studies also provide insight on the impact that time-related changes have on
web crawling. [20] studied the impact that vantage-point has on web page con-
tent with respect to price discrimination and found the vantage point has a large
influence on the price of goods on many major e-commerce sites.

Our work is different from this prior work because we explicitly study the
impact that client platforms have on web page content. In particular, our work
(i) investigates the gemeral influence that client platforms have on web page
content without considering performance and (ii) we explicitly consider client
platforms that are typically not considered in prior studies including different
operating systems, browser types and versions, and tablets.

5 Concluding Remarks

In this paper, we address the question — to what extent does a client platform
influence the content of a base HTML web page for the same URL request? We
download base HTML-source files in a manner that controls for the influence
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of over 30 different client platforms. We extract quantitative HTML-based fea-
tures and perform a comprehensive analysis of the differences that are present
across different client platforms. We find differences in web page downloads
across client platforms in both expected and unexpected ways. In addition, these
observed differences have practical significance in a number of important web-
related applications including web archival, mobile web development, document
summarization, information sharing, and user experience. While there are many
other differences that we find that are due to client platform, such as fonts and
colors, we do not discuss them in detail because they have minimal utility in
current popular web-related applications. In future work, we intend to (i) study
the impact that user personalization (without regard for client platform) has on
web page downloads, and (ii) study the influence that client platforms have on
the traffic generated by web page downloads.

Acknowledgements. This material is based upon work supported by the National
Science Foundation Graduate Research Fellowship Program under Grant No. DGE-
1144081 as well as by NSF under Grant CNS-1526268.
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Abstract. Today, a large volume of hotel reviews is available on many
websites, such as TripAdvisor (http://www.tripadvisor.com) and Orb-
itz (http://www.orbitz.com). A typical review contains an overall rating
and several aspect ratings along with text. The rating is perceived as
an abstraction of reviewers’ satisfaction in terms of points. Although the
amount of reviews having aspect ratings is growing, there are plenty of
reviews including only an overall rating. Extracting aspect-specific opin-
ions hidden in these reviews can help users quickly digest them without
actually reading through them. The task mainly consists of two parts:
aspect identification and rating inference. Most existing studies cannot
utilize aspect ratings which are becoming abundant in the last few years.
In this paper, we propose two topic models which explicitly model aspect
ratings as observed variables to improve the performance of aspect rating
inference over unrated reviews. Specifically, we consider sentiment distri-
butions in the aspect level, which generate sentiment words and aspect
ratings. The experiment results show our approaches outperform other
existing methods on the data set crawled from TripAdvisor.

Keywords: Sentiment analysis - Information retrieval - Topic model

1 Introduction

The trend that people browse hotel reviews on websites before booking encour-
ages researchers to focus on the analysis of the social media data. Users write
down their own experience, and rate hotels with an overall score and/or along
with several scores on aspects predefined by websites such as room, service,
and location. Overall ratings express a general impression of reviewers which
is more abstract than text, but they also hide aspect-specific sentiments. To
this end, overall ratings are not informative enough. Although more and more
reviews with aspect ratings are available on-line, there is a lot of reviews associ-
ated with only an overall rating. Therefore identifying aspect and learning more
informative aspect ratings is an attractive topic in opinion mining, which helps
users gain more details of each aspect.
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Many approaches have been proposed towards simultaneous aspect identifi-
cation and sentiment inference. A comprehensive survey [13,14] indicated that
when using opinion phases, topic model based methods perform better than
other bag-of-words based models. Specifically, the vocabulary of a set of reviews
is decomposed into two categories: head terms and modifier terms after POS
Tagging processing. Each review consists of several pairs of head and modifier.
For example, the phrase “nice service” is parsed into a pair of the head term
“service” and the modifier term “nice”. The words in modifier category can effec-
tively infer the sentiment associated with the aspect implied by the correspond-
ing head terms. While head terms are only responsible for aspect identification,
and do not have to express any positive or negative sentiment. Moreover, it is
straightforward to consider the dependence between the rating variables gen-
erating modifier terms and the topic variables producing head terms. Because
reviews usually have different preferences across different aspects.

However, most existing topic models [20,21] cannot gain any benefit from
the aspect ratings associated with reviews. For example, given two reviews both
of which giving 3 stars overall, it is reasonable to assume on some aspects the
reviewer is disappointed. But this information is generally difficult to infer these
aspects from text. Even though we use bag-of-phrases and overall ratings, we
still cannot tell whether modifier terms are expressing negative or positive views,
because the detailed sentiment is mixed into the general overall rating. Motivated
by this observation, we propose two new topic models which can simultaneously
learn aspects and their ratings of reviews by utilizing aspect ratings and overall
ratings. Aspect ratings are now very easy to obtain from websites like TripAd-
visor! and Orbitz? website. TripAdvisor website provides the largest volume of
reviews among review host websites. It holds 225 million reviews, most of which
are associated with aspect ratings. None of review is without an overall rating.
The problem we would like to address is predicting aspect ratings given overall
ratings and text. Therefore, our model can be applied to any review data set
without aspect ratings. The aspect ratings are only needed for training. Specifi-
cally, our model is based on opinion phrases which are pairs of head and modifier
terms. The dependences between latent aspects and their ratings are captured
by their latent variables. The aspect identification and rating inference is mod-
eled simultaneously. We use Gibbs sampling to estimate the parameters of our
models on the training data set, and maximizing a posteriori (MAP) method to
predict aspect ratings on unrated reviews.

The rest of paper is organized as follows. Section 2 formulates the problem and
notation we use. Section 3 proposes our model and describes the inference meth-
ods. Section 4 shows the data, the experiments and discuss experiment results.
Finally we draw the conclusion in Sect. 5.

! http://www.tripadvisor.com.
2 http://www.orbitz.com.
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2 Related Work

The problem of review sentiment mining has been an attractive research topic in
recent years. There are several lines of research. The early work focuses on the
overall polarity detection, i.e., detecting whether a document expresses positive or
negative. The author of [16] found that the standard machine learning techniques
outperform human on the sentiment detection. Later, the problem of determining
the reviewers sentiment with respect to a multi-point scale (ratings) was proposed
in [15], where the problem was transformed into a multi-class text classification
problem. Hidden Markov Model (HMM) is specially adapted to identify aspects
and their polarity in Topic Sentiment Mixture model (TSM) [12]. Ranking meth-
ods are also used to produce numerical aspect scores [17].

In the literature, Latent Dirichlet Allocation (LDA) [3] based methods play
a major role, because the ability of topic detection of LDA is very suitable
for multi-facet sentiment analysis on reviews. MG-LDA [18,19] (Multi-Grain
Latent Dirichlet Allocation) considers a review as a mixture of global topics
and local topics. The global topics capture the properties of reviewed entities,
while the local topics vary across documents to capture ratable aspects. Each
word is generated from one of these topics. In their later work, the authors
model the aspect rating as the outputs of linear regressions, and combine them
into the model to aggregate relevant words in the corresponding aspect. Joint
sentiment/topic model (JST) [9,10] focuses on aspect identification and its rat-
ings prediction without any rating information available. In JST, the words of
reviews are determined by the latent variables of topic and sentiment. Aspect
and Sentiment Unification model (ASUM) [6] further assumes all the words in
one sentence are sampled from one topic and one sentiment. CFACTS model [7]
combines HMM with LDA to capture the syntactic dependencies between opin-
ion words on sentence level. Given overall ratings, Latent Aspect Rating Analysis
(LARA) [20,21] uses a probabilistic latent regression approach to model the rela-
tionship between latent aspect ratings and overall ratings. On the other hand,
POS-Tagging technique is also frequently used in the detection of aspect and
sentiment. The authors of [11] categorize the words in reviews into head terms
and modifier terms with simple POS-Tagging methods and propose a PLSI based
model to discover aspects and predict their ratings. Interdependent LDA model
[13] captures the bi-direction influence between latent aspects and ratings based
on the preprocessing of head terms and modifier terms. Senti-Topic model with
Decomposed Prior (STDP) [8] learns different distributions for topic words and
sentiment words with the help of basic POS-Tagging. Similar ideas are applied
to separate aspects, sentiments, and background words from the text [23].

Our models are based on opinion phrases [11], but overcome the drawback
of previous models that cannot take advantage of aspect ratings. We consider
the relationship between several factors, such as overall ratings, aspect ratings,
head terms and modifier terms.
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3 Problem Formulation

In this section, we first introduce the problem and list notations we use in the
models.

Formally, we define a data corpus of NV review documents, denoted by D =
{x1,22,...,2p}. Each review document x4 in the corpus is made of a sequence
of tokens. Each review x4 is associated with an overall rating r4, which takes
an integer value from 1 to S(S = 5). An aspect is a frequently commented
attribute of a hotel, such as “value”, “room”, “location” and “service”. A review
consists of some text paragraphs that express the reviewers’ opinions on aspects.
For example, the occurrence of word “price” indicates the review comments on
aspect “value”. Each review is also associated with several integer aspect ratings
{l1,12,...,lx}, where K is the number of aspects.

Phrase: We assume each review is a set of some opinion phrases f which are
pairs of head and modifier terms, i.e., f = < h, m >. In most cases, the head
term h describes an aspect, and the modifier term m expresses the sentiment of
the phrase. The POS-Tagging and basic NLP techniques can be used to extract
phrases from raw text for each review.

Aspect: An aspect is a predefined attribute that reviewers may comment on.
It also corresponds a probabilistic word distribution in topic models, which can
be learned from data.

Rating: Each review contains an overall rating and may contain several aspect
ratings. The rating of each review is an integer from 1 to 5. We assume that the
overall ratings are available for each review, but the aspect ratings are available
only in the reviews used for training. We assume that the rating is equivalent to
the sentiment.

Review: A review is represented as a bag of phrases, i.e., xqg = {f1, f2,..., fa}-

Problem Definition: Given a collection of reviews with overall ratings and aspect
ratings, the main problem is to (1) identify aspects of reviews, and (2) infer aspect
ratings on the unrated reviews without aspect rating.

4 Models

In this section, we apply two generative models to identify aspects and learn
their ratings by incorporating observed aspect ratings. We list the notations of
the models in Table 1. We assume reviews are already decomposed into head
terms and modifier terms using NLP techniques [13]. We propose two different
models incorporating the aspect ratings as observed random variables.

One strong motivation is that existing topic models do not require aspect rat-
ings of reviews during model training and consider it as an advantage. It may be
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true in the past few years, since there are not many reviews containing aspect rat-
ings. However, more and more review hosts, such as TripAdvisor and Orbitz, let
reviewers to rate on predefined attribute as an option. The volume of such reviews
is growing rapidly nowadays. It is reasonable to leverage the valuable information
to build more precise and accurate models. To our best of knowledge, this study is
the first work using aspect ratings.

Table 1. The table of notations

the number of reviews

the number of aspects

the number of opinion phrases

the number of distinct integers of ratings

the number of head terms

the number of modifier terms

the aspect/topic switcher

the aspect rating
the head term

the modifier term

the overall rating

the topic distribution in a review

the aspect rating distribution for each topic

the parameter of the Dirichlet distribution for 0

the global aspect sentiment distribution

the parameter of the Dirichlet distribution for g
the parameter of the Dirichlet distribution for ¢ and ¥

the head term distribution for each topic

So > e a3 3|7~ g|glnz x|

the modifier term distribution for each sentiment

4.1 The Assumptions

We discuss some helpful assumptions for modeling. First, our models presume a
flow of generating ratings and text. The reviewer gives an overall rating based
on his impression and experience, then rates it on some aspects and writes some
paragraphs. In the model of bag-of-phrases, the reviewer chooses a head term for
an aspect on which he would like to comment, and a modifier term to express
his opinion. This generation process is captured by our models.

Second, there is an interdependency between overall ratings and aspect rat-
ings, and it varies with the numerical value of the overall rating. For example,
when a user gives 5 star overall rating, it is extremely unlikely that the user
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gives low ratings on any of the aspects. On the other hand, however, when a
hotel receives a low overall rating, it does not necessarily get low ratings on all
aspects. It is possible that the hotel still get positive feedbacks on some aspects.
This usually occurs when the traveler is disappointed by a conflict, such as extra
charges for unnecessary services. Inspired by this observation, we model this
dependency with a multinomial distribution P(x|r) and a global aspect senti-
ment distribution 3 conditioned on the overall rating in the following models.

Third, aspect ratings imply another interdependency, the one between aspects
and sentiments [14]. Basically, it considers that different aspects have different
sentiments. We explicitly introduce sentiment variables for modifier terms which
are conditioned on aspect variables, so that meaningful aspects and sentiments
can be learned from head and modifier terms respectively, but it avoids gener-
ating too many non-aspects.

We present two different supervised generative models. They both take aspect
ratings as probabilistic variables. The aspect ratings 7w are merely K scores in the
review on K aspects. They are observed in the training data and hence treating
them as switchers is quite straightforward. An interesting observation is the
distinction between the aspect rating and the phrase sentiment. They are both
sentiment switchers and could be conditioned on the overall rating variable r.
One is for aspects, the other is for phrases. If we assume they are both necessary
and generated from the aspect sentiment distribution 8 and the overall rating r,
then we have ARID model (Aspect and Rating Inference with the Discrimination
of aspect sentiment and phrase sentiment) in Fig. 1. The interaction between 7
and r is through the global aspect sentiment distribution 8 and the overall
rating r. It saves the direct dependency between them. If we assume in given
the aspect k, the reviewer holds the same sentiment for all the modifier terms,
the discrimination between aspect sentiment and phrase sentiment is redundant.
It leads to our second model ARIM (Aspect and Rating Inference with Merging
aspect sentiments and phrase sentiments).

4.2 The ARID Model

The ARID model, in Fig.1, captures the review generation process and the
interdependency between aspects and sentiments. Following conventional topic
models for review analysis, we use random variables z and [ to simulate the
generating process of head and modifier terms respectively. The topic selection
variable z is governed by a multinomial topic distribution 6. The sentiment vari-
able [ for each opinion phrase is also determined by aspect sentiment distribution
0, the overall rating 7, and the aspect switcher z.

Specifically, in ARID model, the variables 7 representing aspect ratings are
shaded in the graphical representation since they are observed in the training
dataset, but become latent variables for prediction over unrated reviews. The
latent sentiment variable [ is sampled from (; where k is determined by the
value of z. The overall rating variable r is also introduced to serve a switcher for
both the aspect rating 7 and the phrase sentiment [. We would like to estimate



Supervised Generative Models for Mining Hotel Reviews 23

s N
s N
DO D
K
%Jé
)

Sx K \@ LT ]\4) J}

D

= J

Fig. 1. Graphical Representation of ARID model. The outer box represents D reviews,
while the inner box contains M phrases

the aspect rating distribution given the overall aspect sentiment distribution
p(7|r), and the latent distribution p(l) and p(z).
The formal generative process of our model is as follows:

— For each aspect k and each overall rating value of r
e Sample the aspect sentiment distribution (3, ; ~ Dir(\)
— For each review x4,
e Sample latent topic distribution variable 64 ~ Dir(c)
e For each aspect k from 1 to K in the review,
* Sample aspect rating mq  ~ Mult(G,, k)
e For each phase 7 from 1 to M in the review,
* Sample aspect indicator z; ~ Mult(6,)
% Sample sentiment indicator I; ~ Mult(G,, ;)
% Sample head term h; ~ Mult(z;, ¢)
% Sample modifier term m; ~ Mult(l;, )

Estimation. Two parameter estimation methods are widely used for topic mod-
els, i.e., Gibbs sampling [4] and variational inference [3]. Since Gibbs sampling
updating equations is relatively easy to derive and implement, for this reason,
we adopt collapsed Gibbs sampling which integrates out intermediate random
variables 6, ¢, 3, and . For prediction, we learn the head term and the modi-
fier term distribution ¢, ¥, and the global aspect sentiment distribution g from
z and [. The Gibbs sampling repeatedly samples latent variables z,; and lq
conditioned on all other latent z and [, in document a for phrase b.
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The joint probability is
p(z, 1, h,mla, A\, 6,7, 7) /p 0)a)p(z]6) %

p(hlz, #)p(¢]d)x (1)
p(m|B,r)p(l|3, 7, 2)p(B|A) x
p(m|l,¥)p(|6) do dB de dip,

where we integrate out 6, ¢, 3 and ¥ respectively.

We define two counters Ng , k. s,u,0 and Cq r s to count the number of occur-
rence of opinion phrases fq; =< hq; = u, mq; = v > and the aspect rating
a5 Specifically, fq; =< hq; = u, mg; = v > is the phrase i of document d
which has the head term u and the modifier term v. Ny, 54,0 iS the number
of times that the pair of head term u and modifier term v is assigned to aspect
k and sentiment s in document d, whose overall rating of the document is 7.
Cg.r ks is the indicator of the document d that gives aspect rating s on aspect
k when the overall rating of the document is r. Although given document d,
its overall rating r, is determined, we use the overall rating as a subscript for
convenience.

M

Nagpsuw =3 Ara=r, za; =k, la; =8, ha; = u, ma; = v, (2)
i=1

Carps=1Irqg=r mar =9 (3)

where the function I is the identify function. Summing out various indices results
in the replacement of subscripts of N by *. For example,

Ndﬂ’,*,s,u,v = ZNd,r,k,s,u,v- (4)

We sample 2,5 and [, ; simultaneously

P(Zabl2—(a) 0 6, A By, 7, ) o (Nafi2) e + @)

7(&,1)) + 6

*»*vza,b;*vha,bv*

~(a,b) X
Niw o T UO
—(a,b)
*,TaZa,byla,by*y* + C*v"“afzu,,b’la,b +A % (5)
—(a,b
N2 vieseie + Crrayzane + SA
7((1,1))

*,%,%,La, by %, Ma b +0

A

okl by ¥k

It turns out that the aspect ratings m could be considered as pre-observed
phrase sentiment counts for the global aspect sentiment distribution 5. We drop
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the prior parameter A\, and estimate the aspect sentiment distribution g with

aspect ratings 7 and overall ratings r of the training data before Gibbs sampling

using Eq. (6).

/6 o C*,r,k,s
ks C*,r,k},* '

The third term of the right hand of Eq. 5 is replaced by

(6)

—(a,b) i
*,TdsZa,bsla,by%,* + /\ﬂrlhzf%b’lavb

—(a,b 3
N*w"gd1zz)1,,b7*’*7* + A

; (7)

where X is the scaling factor for 3. The parameters of AIRD 1, ¢, 6 are estimated
by

N**k

¢k,u - N*,*,k: * %k + U(S

Ploriox)

*, U, % +5 w N*,*,*,s,*,v +5 0 Ndﬂw,k,*,*,* + a
y Wsv = y Vdk = .
N***s,*,*+V6 Nd,rd,****""Ka

(8)

Incorporating Prior Knowledge. We use a small set of seed words to ini-
tialize the aspect term distribution ¢ [20]. Learning the head term distribution
for each aspect is difficult to converge without any prior knowledge, since each
review use similar set of words for commenting on hotels. We consider the seed
words as the pseudo-count which means the amount of § words are added to
@k,u by before Gibbs sampling.

Prediction. The focus of applying our model is the prediction on the unrated
reviews without aspect ratings. Given an opinion phrase f;; =< hqq, M4 >
and the overall rating 4 in a new document d, we identify which aspect Zq;
does that phrase belongs to, and predict the aspect rating lAdﬂ-. We drop the two
subscripts d and ¢ for simplicity. we first predict Z by maximizing the poste-
rior probability p(z|h,m,r, «, 8, ¢,1). Using Bayes theorem, it is equivalent to
maximize

p(z,h,m,rla, B, ¢,1) =/P(9la)p(2\9)p(hlz7¢)p(llzar,ﬂ)p(m|l»¢) dfdl, (9)

then we predict [ with

Elp(z, h,m,7, 3,9, ¢, a)]. (10)

The reason to consider the expectation of [ is that the aspect rating is actually
a numerical value, rather than a discrete category label. The importance of each
possible value [ is measured by its probability. The aspect weight for a new
document could be learned again via Gibbs sampling, but we simply assume 6
is a uniform distribution, because a review on hotel should probably comment
on all the most concerned aspects. The terms in Eq. (9) we need to compute are

p(h|z,¢) = ¢..n, p(|2,7,B) = Brku, and p(m|l, V) = Py m.
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4.3 The ARIM Model

In this model, we assume the aspect sentiment is equivalent to the phrase sen-
timent. In other words, if all the modifier terms are categorized into the same
aspect k, they share the same sentiment, i.e., the aspect sentiment. Therefore, we
could just use only one sentiment indicator for both the aspect and the phrase.
ARIM (Aspect and Rating Inference Merging aspect sentiments and phrase sen-
timents) is illustrated in Fig. 2.

( h

= (n )

=
X
9]

TK M

D

(. J

Fig. 2. Graphical Representation of the ARIM model

ARIM models aspect ratings as 7 like in ARID, but 7 is also used for phrase
sentiment. The aspect ratings are available in the training data, the influence
from (3 to m is blocked by 7 by d-separation theory [2] of graphical models. There-
fore, the modifier term is directly determined by the aspect ratings 7 instead of
(. In the generative procedure of ARIM, the modifier term m; is sampled from
Yzim.,, and follows a multinomial distribution with parameter (.

We still use Gibbs sampling to estimate z and (3. The iterative updating
function is

—(ab
p(za,b|zf(a,b)7 «, 57 )‘7 h7 m,r, 7T) o8 (NG,T('Zyzzz,bv*v&* + a) X

7(a»b)
N*,*,zaﬁb,*,haﬁb,* + 6 «
Nofdywn ¥ US (A1)

_(awb)
N*v*vza,bvﬂ'a,za’b 3¥,Ma b + 5

—(a;b
A

The parameters of ARIM model ¢, § and (3 is estimated by Egs. (8) and (6). But
the number of ¥ is K x S. It is estimated by

N*,*,k,s,*,'u + o

. 12
N*,*,k,s,*,* + Vo ( )

wk,s,v =
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When ARIM is applied on the reviews without aspect ratings, we integrate out
the latent aspect rating variable 7 to compute MAP % of p(z|h, m,r, a, B, ¢, 1),
which equals to

p(z, hym, vl B, 6, ) = / p(0l0)p(=18)p(h]z, 8)p(mlz, . )p(x|B, ) dmdd .
(13)

Like Eq.(9), we again assume 6 is a uniform distribution, and the terms in
Eq. (13) p(h|z, ¢) = ¢z,ha p(m|z, ralqu/}) = 22:1 d’z,s,mﬂr,z,s by integrating out
m. The estimated aspect rating E[p(mg|2, h,m,r, B, ¢, 1, a)] is computed by all
the opinion phrase whose 2z = k.

5 Experiments

In this section, we describe the review data we use and evaluate the performance
of our models.

5.1 Data

The data set we use for performance evaluation is crawled from TripAdvisor [20].
Each of review in the data set is associated with an overall rating and 7 aspect
ratings all within the range from 1 to 5. However some aspects such as Cleanli-
ness, Check in/front desk are rarely rated. To better train and evaluate methods,
we use only four mostly commented aspects, Value, Room, Location and Service.
We only keep reviews with all four aspect ratings to evaluate and compare dif-
ferent models. We use NLTK [1] to tokenize the review text, remove stop words,
remove infrequent words, apply POS-Tagging technique [13] to extract opinion
phrases, and filter out short reviews which contains less than 10 phrases. The
final data set contains 1,814 hotels and 31,013 reviews. We randomly take 80 %
data as the training data set, the rest is the testing data set. The seed words
used to initialize the head term distribution ¢ is in Table 2, which form a very
small set of words.

5.2 Aspect Identification

In this section, we demonstrate that ARID and AIRM can identify meaningful
aspects. In Table 3, we present top 3 frequentest head terms for each aspect

Table 2. Seed words

Aspect |Seed words

Value |value, fee, price, rating

Room |windows, room, bed, bath

Location|transportation, walk, traffic, shop

Service |waiter, breakfast, staff, reservation
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Table 3. Frequentest head terms and modifier terms by ARIM

Aspect |Head terms Modifier terms

Value deal, price, charge good, great, reasonable
Room  |house, mattress, view comfortable, clean, nice
Location|parking, street, bus great, good, short
Service |manager, check-in, frontdesk|friendly, good, great

learned by ARIM. In other words, they have highest values in ¢. We also list top
3 frequentest modifier terms for each aspect. As we can see, ARIM successfully
extracted ratable aspects from reviews, and learned aspect-specific sentiment
words as well. For example, “comfortable” is frequently used to describe aspect
“Room”, but not for other aspects. We also observe that people also like to use
vague sentiment words for all aspects, such as “good”, “great”.

5.3 Metric

We use RMSE(Root-mean-square error)® to measure the performance of predict-
ing aspect ratings for each hotel in the testing set. Letting the predicted aspect
rating for hotel d on aspect k be 7y with ground-truth being 74, the RMSE
can be represented as Eq. (14).

D K
A 1 )
RMSE(?Td,k,Wd7k) = ﬁ g E (7Td,k - 71'cl,lc)2 (14)
d=1k=1

RMSE measure shows how accurate one model could predicate aspect ratings.
We also use Pearson correlation to describe the linear relationship between the
predicted and the ground-truth aspect ratings, which is Eq. 15. 74 is the vector
of the aspect ratings of document d.

D
Paspect = % Z p(Td, 7ta) (15)

d=1
Since the rating is merely an ordinal variable, whose value does not have the
meaning as the numerical value. But its value has a clear ordering. Therefore,
we adopt Pearson linear correlation paspect On the aspect ratings within each
review to evaluate how a model keeps the aspect order in terms of ratings. For
each aspect, it is reasonable to compute the linear correlation across hotels ppotel
as in Eq. (16). The measure is used to test whether the model could predict the
order of hotels in teams of an aspect rating. m; consists of all the aspect ratings

of all the hotels on the aspect k,

K
1 .
Photel = 7= ’;P(Mﬂﬁc) . (16)

3 http://en.wikipedia.org/wiki/RMSE.
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5.4 Aspect Rating Prediction

In this section, we present the experiment results on the reviews without any
aspect rating in Table4. We compared three different models and one baseline.
The baseline predicts all the aspect ratings of each review with the given overall
rating. Since the baseline predicts the aspect ratings of a review with a constant
value, paspect = 0. From the results, we observe that ARID and ARIM have close
performance, but both of them outperform the baseline and LARAM [21]. The
main reason is that ARID and ARIM can capture the interdependency between
aspects, their ratings and modifier terms, thanks to the aspect ratings in the
training data set.

Moreover, ARIM is better than ARID, which confirms our observation. The
sentiment of aspect and modifier terms is not so different from each other.
Reviewers hold similar attitude with different modifier terms when comment-
ing on one aspect. Therefore, merging aspect sentiment with modifier sentiment
does not deteriorate the power of the models. The information learned from the
training data in ARID and ARIS is stored in 3, ¢, v, which are used to pre-
dict the aspect ratings in both models. ARID model has K kinds of modifier
term distributions v; while ARIS has K x S, since the modifier term m in ARIS
is dependent on the aspect switcher z and the sentiment [. ARID estimates a
general sentiment distribution across all aspects, but ARIM could learn aspect-
specific sentiment distribution by modeling aspect-dependent sentiment. During
the inference, although the aspect on which the opinion phrases comment is
determined by its head term h, ARID infers the sentiment for each modifier
term from a coarse sentiment distribution; while ARIM can obtain more find-
grained sentiment using its K x S modifier term distributions. The ¢ in ARIM
fine-tunes the predicting results based on 8 and ¢. Therefore, in terms of Pear-
son correlation metric, ARIM has better performance. In terms of ppotel, all
four approaches have similar scores. On the hotel level, the aspect ratings are
averaged across all reviews, while the goals of these four methods are predicting
the ratings of each individual review. The difference between each method on
predicted aspect ratings for each review is small. Therefore, there is no much
difference on the measure ppotel-

Table 4. Performance of aspect inference

Measure|Baseline LARAM ARID | ARIM
RMSE [0.702 |0.632 0.588 |0.510
Paspect 0.0 0.217 0.176 |0.248
Photel 0.755 |0.755 0.723 |0.758

6 Conclusion

In this paper, we propose two models for aspect and its sentiment inference,
ARID and ARIM. Both of them can employ the overall ratings and the aspect
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ratings in reviews to identify the aspects on which an unrated review comments,
and uncover the corresponding latent aspect ratings. The two models are based
on topic models, but explicitly consider the interdependency between aspect
ratings aspect terms, and sentiment terms. The opinion phrases of head terms
and modifier terms are extracted by using simple POS-Tagging techniques. The
most important contribution is that the two models incorporate the aspect rat-
ings as observed variables into the models, and significantly improve the pre-
diction performance of aspect ratings. The difference between them is whether
the sentiment of modifier terms should be merged with the sentiment of aspects.
Gibbs sampling and MAP is used for estimation and inference, respectively. The
experiments on large hotel reviews show that ARID and ARIM have better per-
formance in terms of RMSE and Pearson correlation. In the future, we would
investigate the methods that can automatically generate ratable aspects from
text, not from the predefined seed words. Another interesting research topic is
to explore the relation between different aspects [5,22]. The different aspects in
one review may share the similar sentiments.
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Abstract. Food recommendation, as well as searching for health-related
information, presents specific characteristics if compared with conven-
tional recommender systems, since it often has educational purposes, to
improve behavioural habits of users. In this paper, we discuss the appli-
cation of Semantic Web technologies in a menu generation system, that
uses a recipe dataset and annotations to recommend menus according to
user’s preferences. Reference prescription schemes are defined to guide
our system for suggesting suitable choices. The recommended menus
are generated through three steps. First, relevant recipes are selected
by content-based filtering, based on comparisons among features used
to annotate both users’ profiles and recipes. Second, menus are gen-
erated using the selected recipes. Third, menus are ranked taking into
account also prescription schemes. The system has been developed within
a regional project, related to the main topics of the 2015 World Exposi-
tion (EXPO2015, Milan, Italy), where the University of Brescia aims at
promoting healthy behavioural habits in nutrition.

1 Introduction

Recommender systems find information of interests, properly customized accord-
ing to the users’ own preferences [1]. This is valid also for specific application
domains, such as health and nutrition, where any choice made upon automat-
ically provided recommendations might have an impact on users’ health and
wellness. Several researches on food recommendation and automatic menu gen-
eration have been carried on or are currently active (e.g., [2—4]), taking into
account different aspects, such as personal and cultural preferences, health and
religion constraints, menu composition and recipe co-occurrence. However, the
problem within food recommender systems is still how to suggest recipes and
menus that not only meet the user’s preferences, but also are compliant with
best food habits. Let’s consider, for example, Jasmine, who is looking for recipe
suggestions to have lunch during her working hours. Jasmine is registered to
a food recommender system and has an associated profile. She prefers to have
pasta and meat during meals. She suffers from long-term diseases, such as dia-
betes and high-blood-pressure, therefore white meat should be more advisable.
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She belongs to the Islamic religion, so recommendations about any food contain-
ing alcohol or pork are not acceptable, since this food is prohibited to Muslims.
These aspects may be represented through features, for example a feature repre-
senting the religion which a recipe is not advisable for, the course type (e.g., first
course, appetizer) and many others. The same features can be used to describe
available recipes and Jasmine’s preferences, associated to her profile. Features
may represent either short-term, immediate preferences (e.g., when they are
explicitly specified in a request for suggestions issued by the user), or long-term
preferences, extracted from the history of past choices made by the user [5].
A food recommender system would be very useful, not only for the high number
of available recipes to be suggested!, but also because it is really difficult to
manually check all the constraints (e.g., religion constraints) and preferences to
generate proper menus. Feature-based matching between profiles and recipes is
the basis for content-based filtering for food recommendation [2,6,7]. However,
some Jasmine’s preferences (e.g., having pasta and meat during meals, all the
days throughout the week) may contrast with best habits, according to up-to-
date medical prescriptions. This means that food recommendations should be
able to improve the behavioural habits of the users.

Taking the opportunity of the 2015 World Exposition (EXP02015, Milan,
Ttaly), the University of Brescia is promoting several projects to incentivate
healthy habits. Among them, within the Smart BREAK regional project, funded
by the Lombardy region, Italy, we are developing PREFer (Prescriptions for
REcommending Food), a menu generation system that uses a recipe dataset
and reference prescription schemes to suggest suitable menus. The recommended
menus are generated through three steps: (i) relevant recipes are selected by
content-based filtering, based on comparisons among features used to anno-
tate recipes and to represent users’ preferences; (ii) candidate menus are gen-
erated using the selected recipes; (iii) candidate menus are ranked also taking
into account reference prescription schemes. As the contribution of this paper,
we present the application of Semantic Web technologies within a food
recommendation scenario, where the recommendation method is education-
oriented, that is, aims at satisfying both user’s preferences and reference
prescriptions.

The paper is organized as follows: in Sect. 2 related approaches for the design
of food recommender systems are presented; Sect. 3 provides detailed definitions
about our ontology-based recommendation model; in Sect.4 we describe the
three steps of the menu generation procedure; Sect.5 discusses implementation
issues and preliminary experimental results; finally, in Sect. 6 we sketch conclu-
sions and future work.

! The http://allrecipes.com web site lists thousands of recipes; for example, just con-
sidering appetizers, we can found more than 7,700 choices (http://allrecipes.com/
recipes/appetizers-and-snacks/).
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2 Related Work

Literature on recommender systems covers several domains and has been devel-
oped in parallel with the Web, to properly suggest movies, books, applications, e-
learning materials, recipes, etc. (a survey on recommender systems can be found
in [1]). Domain-independent categories of recommender systems hold, based on
the filtering algorithm used (e.g., demographic, content-based, collaborative,
knowledge- or ontology-based, context-aware, hybrid) and on the employed tech-
niques (e.g., probabilistic approaches, nearest neighbors techniques, fuzzy mod-
els, similarity metrics). Nevertheless, given the number of domains where rec-
ommender systems have been applied and their specific features, a cross-domain
comparison might be difficult and useless. Therefore, in the following we will
focus on recent approaches on food recommendation domain.

Some existing approaches for recommending food and health-related infor-
mation focus on content-based filtering (considering aspects like personal and
cultural preferences, health and religion constraints) [2,6-8]. In [2] recipes are
modelled as complex aggregations of different features, extracted from ingre-
dients, categories, preparation directions, nutrition facts, and authors propose
a content-driven matrix factorization approach to face the latent dimension of
recipes, users and their features. The HealthFinland project [6] is a portal that
helps the users to find relevant health information using simple keywords instead
of medical vocabularies. Personalized Health Information System (PHIRS) [8] is
a recommender system for health information that matches the user’s profile
against the retrieved health information, also considering culture and religion in
the profile. Similarly, food recommendations are provided in [7].

Teng et al. [9] apply collaborative filtering for recipe recommendation: recipes
taken from the allrecipes.com Web site are suggested on the basis of users’ rat-
ings and reviews and on the basis of co-occurrences of ingredients used to prepare
them. In the paper, an interesting survey is provided on other approaches that
consider ingredients, recipe ratings and cooking directions. The same informa-
tion are used in [10,11], where content-based, collaborative and hybrid filtering
are compared for recipe recommendation purposes.

Other approaches combine content-based and demographic filtering tech-
niques with ontology-based and knowledge-based tools to enhance recommen-
dation results [12,13]. Ontologies are used to model personal and cultural pref-
erences, health and religion constraints, but no educational issues are taken into
account. CarePlan [3] is a semantic representation framework for healthcare
plans, that mixes the patients’ health conditions with personal preferences, but
ignores other aspects, such as personalization coming from educational health
information, user’s culture and religion, that impact on the food choice. In [4]
an ontology containing fuzzy sets is used to sort recommended recipes accord-
ing to prices and users’ ratings, in combination with attributes like sex, age,
weight, physical activity, used to calculate Basal Metabolic Rate (BMR), Activ-
ity Factor (AF) and Body Mass Index (BMI). Authors implement a demographic
filtering algorithm, thus providing common suggestions to people with common
attributes.



A Web-Based Application for Semantic-Driven Food Recommendation 35

This variety of approaches demonstrates that users’ profiling, in particular
for sectors and domains such as the food and health recommendation, is mainly
addressed in an ad-hoc manner, without aiming at providing some educational
effect on the users. The papers described in [14,15] highlighted this open issue.
In particular, [14] presents preliminary research on how to detect bad and cor-
rect food habits by analyzing users’ ratings on allrecipes.com, while in [15]
authors discovered that online food consumption and production are highly sen-
sitive in time. Although these approaches do not provide a recommender system,
their research could be fruitfully exploited for food recommendation purposes.
Other works [16-18] explicitly address the issue of promoting healthful choices,
by suggesting recipes to users based on their past food selections and nutrition
intakes. We will propose a step forward compared to these approaches, promot-
ing healthy behaviour through reference prescriptions, that are based not only
on nutrition intakes, but are specifically modelled considering phenotypes, that
classify ideal users’ nutrition behaviour. A proper domain ontology is used to
model such knowledge and is used with content-based filtering for enhanced food
recommendation.

3 Recommendation Model

Let’s consider the running example introduced above, where Jasmine is looking
for a personalized menu for her meals. Some important aspects should be consid-
ered here. First, recipes can be combined into different menus, but not all aggre-
gations are suitable. Specific combinations of recipes might be due to particular
menu configurations (e.g., appetizer, first course, second course, dessert), accord-
ing to user’s preferences. Second, recommendations might be given according to
reference prescriptions, that should be used as first-class citizens in recommend-
ing recipes to users who present particular profiles. Third, although prescriptions
can be used to improve the habits of users for what concerns food and nutrition,
they cannot be imposed to users, disregarding their own preferences. Prescrip-
tions should gradually move users’ choices towards more healthy recipes.

In this paper we propose a recommendation model that is based on the
ontology shown in Fig.1. Following the rationale presented in [19], we distin-
guish between the ontology and the recipe and menu database, that contains
data such as the ones shown in Fig.2 for the running example. The database
contains specific instances of recipes, menus and prescriptions, that are anno-
tated with concepts taken from the ontology. The adopted ontology extends the
food.owl ontology? with the concepts of CookingStyle (e.g., Asian cuisine),
Health&CulturalConstraint such as Religion (e.g., Islamic) and Pathology
(e.g., diabetes, high-blood pressure), CourseType (e.g., appetizer, first course,
second course, fruits, dessert), PrescriptionType and Phenotype, that will be
presented in the following. The concepts defined within the food.owl ontology
have been considered as specializations of the RecipeType concept. Semantic

2 http://krono.act.uji.es/Links/ontologies/food.owl/view.
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relationships in the ontology are used to provide food recommendation as dis-
cussed in the rest of the paper.

Recipes. Recipes represent the most fine-grained items to be recommended.
A recipe is stored in the database as a record r; = (R;,n;,C;) (Vi =1,...N),
where: R; is the unique identifier of the recipe (we denote with R the overall set
of N recipes available within the dataset); n; is the name of the recipe; C; is a set
of concepts taken from the ontology, used to characterize the recipe. In particu-
lar, in our approach each recipe can be classified through the CourseType, the
CookingStyle, the RecipeType, the Health&CulturalConstraint (for which
the recipe is not advised) and their sub-concepts shown in Fig. 1. In Fig. 2 eight
different recipes are depicted, with concepts extracted from the ontology.

In our approach, semantic annotation is supported using the semantic disam-
biguation techniques we applied in other Semantic Web applications [20]. When
a new recipe is published, a text field is provided to enter concepts to annotate
it. As the user inputs the characters of the concept name he/she wants to use
for annotating the recipe, the system provides an automatic completion mecha-
nism based on the set of concepts contained within the ontology. Starting from
the name specified by the user, the system queries the ontology, retrieves the
concept with the specified names and/or other concepts related to the specified
one through semantic relationships, in order to enable the user to explore the
ontology and refine the annotation. Other candidate concepts are also provided
according to the string distance between concept names and terms contained
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in the recipe name and descriptions. A thesaurus (WordNet) is also used in
this phase to identify candidate concepts for annotation, using lists of synonyms
within WordNet synsets, to face polisemy (that is, the same term refers to differ-
ent concepts) and synonymy (i.e., the same concept is pointed out using different
terms).

Jasmine
features: {Meat and Poultry, pasta, Chinese cuisine, diabetes,

high-blood pressure, Islamic religion}
phenotype: carnivore

template = [secondCourse,

| -
1
—_—

1

template = [firstCourse, template = [firstCourse,

secondCourse]
Menu 1 secondCourse]
Menu 2

v
r 2

Cy ={firstCourse, egg, cream} C, ={Meat, secondCourse, US. cuisine, }

N r_=<R_, InWood Hamburger, C_>
r 6 <R5, Egg cream, Cs> B . 8 =
prep 10 mins Carbohydrates 20 % Prep 25 mins  Carbohydrates 9 %
Cook 1 hr Fat 28% Cook 10 mins  Fat 27%
130 keal Protein 10% 336 keal Protein 31%

r =<R , Baked chicken, C > r =<R , Eggplant, C > r =<R, Pasta with tomato sauce, C >
1 1 2 2 2 3 3 3
Prep 15 mins Carbohydrates 10 % Prep 15 mins  Carbohydrates 1 % Prep 15 mins Carbohydrates 15 %
Cook 30 mins  Fat 4% Cook 30 mins  Fat 6% Cook 10 mins ~ Fat 5%
248 keal protein 494 54 keal Protein 5% 257 keal Protein 20%
C 1 = {Chicken, Italian cuisine, secondCourse, C 5 = {Fruits and Vegetables, sideDish, Italian C 3 ={Pasta and Noodles, firstCourse, Italian cuisine,
baked} cuisine, baked} sauce}

r =<R , Sweet and Sour Chicken, C > r_=<R_, Crunchy Eggplant Parmesan, C > e <R4r Lettuce salad with Pear and Feta, c4>
8 8 8 5 5 5
Prep 30 mins Carbohydrates 18 % prep 1hr Carbohydrates 11 % prep 15 mins Carbohydrates 5 %
Cook20 mins  Fat 28% Cook 55 mins  Fat 29% Cookk//I mins  Fat 24%
639 keal Protein 68% 350 keal Protein 32% 219 keal Protein 11%
Cjg = {Meat, Chicken, secondCourse, Chinese C, = {secondCourse, Fruits and Vegetables, Italian cuisine, C, = {Fruits and Vegetables, salad,lettuce,cheese}
cuisine, sour} eggplant, parmesan}

Fig. 2. Recipes to recommend, menus and prescriptions of the running example.

Menus and Prescriptions. Recipes are aggregated to be proposed in a com-
bined way. In the context of our food recommendation approach, we distinguish
two kinds of aggregations: (a) available menus, that is, combinations of recipes
chosen in the past by the users of the system (these menus are used to extract the
preferences of the users, exploiting them during the recommendation phase, see
for details Sect.4.1); (b) prescriptions, that is, proper combinations of recipes
that are advisable for specific kinds of users. Formally, we define an aggrega-
tion (either a menu or a prescription) a;€A as a; = (ng;, Rla;], 7a;), where:
A denotes the overall set of aggregations; n,; is the name of the aggregation;
R[a;]CR is the set of recipes aggregated in a;; 74, is the template of the aggre-
gation, expressed in terms of values of a specific concept. In our approach, given
an aggregation a;, 7., is identified considering the CourseType concept and
corresponding sub-concepts (e.g., Appetizer, Fruit, sideDish, etc., see Fig. 1).
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Examples of templates may be [Appetizer, FirstCourse, SecondCourse,
Dessert] or [FirstCourse, Fruit]. Templates play an important role for the
formulation of the request for suggestions (see Sect.4.1) and to speed up the
generation of the recommendation output (see Sect.4.4). The way prescriptions
are associated to users depends on the features used to describe users’ profiles.
In our food recommendation approach, Food Frequency Questionnaires (FFQ)
are issued to collect users’ habits and BMI (Body Mass Index), in order to
automatically classify users within specific phenotypes [21]. Given a phenotype,
one or more prescription types are advisable for it, and each prescription type
is composed of a set of recipes types, as specified in the ontology. For exam-
ple, Jasmine’s features identify her phenotype as carnivore (Fig.2). Within the
ontology, one of the prescriptions advisable for this phenotype should contain a
second course based on chicken, fruits and vegetables. Therefore, prescriptionl
in Fig. 2, composed of recipes 71 and rs, is compliant with these constraints. The
prescription and other compliant ones are automatically generated within the
database, given the available recipes. Specification of phenotypes and admissible
prescription types for a given phenotype is supervised by medical doctors, who
participate to the Smart BREAK project (see Sect. 5 on implementation issues).
The point here is that this information is given in the ontology and will be used,
as shown in Sect. 4.5.

Users’ Profiles. Users are profiled according to their preferences and past menu
choices, that are collected to represent the history of recipe and menu selections
made by the user in the past. Formally, we define the profile p(u) of a user ueld
as p(u) = (I Dy, Clu], M[u], P[u]), where: U denotes the overall set of users; 1D,
is used to identify the user u; C[u] is the set of ontological concepts used to
denote the preferences of u; M]u] is the set of menus chosen by the user in the
past, that in turn may represent the preferences of the user v about recipes to be
recommended; P[u] is the set of prescriptions assigned to the user in the system,
given his/her phenotype and corresponding prescription types.

4 Menu Recommendation System

4.1 Formulating a Request for Suggestions

When Jasmine is looking for menu suggestions, she generates a request r,(u)
formulated as r.(u) = (C,,7.), where: C,. is a set of concepts that represent
immediate, short-term preferences of Jasmine; 7,. is the menu template Jasmine is
searching for. The recommender system takes into account the profile p(u) of the
user u (Jasmine), whom the request comes from. To this aim, the request 7, (u)
is expanded with the concepts that are present within the Jasmine’s profile p(u).
We denote with 7, () the expanded version of the request, where 7. (u) = (Cy., 7,.).
The set CAT contains both the concepts specified in C, and the concepts within
p(u). Concepts used to characterize p(u) represent long-term preferences of the
user, that might be collected and updated using traditional techniques from the
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literature [5]. The set C, might also be empty, thus denoting that the system
should exclusively rely on the preferences contained within p(u). Each concept
¢-€C, is weighted by means of a coefficient w,.€[0, 1] such that:

1 if c.€C,
Wr = . (1)
freg(e,)€[0,1] otherwise

The value of w, means that a concept explicitly specified in the request 7, (u)
will be considered the most for identifying candidate recipes. The term freq(c;)
computes the frequency of concept ¢, among all the concepts that annotate the
recipes contained in the profile p(u). Less frequent concepts will be considered as
less important for identifying candidate recipes. If a concept ¢, is present both
in C, and in the profile, then w, = 1. If u is a new user, without a history of past
choices, then 7,.(u) = r,(u) (no expansion). In this case, prescriptions are used
to differentiate the user’s choices, as explained in Sect. 4.5. In future versions of
the PREFer system we aim at integrating here further collaborative filtering
and demographic filtering recommendation techniques [1].

Ezxample 1. Let’s consider the recipes and Jasmine’s profile of the running exam-
ple (Fig.2), and the following request, issued to search for menus and recipes
containing baked poultry, according to [FirstCourse, SecondCourse] tem-
plate: r.(u) = ({poultry,baked}, [FirstCourse, SecondCoursel). The follow-
ing expanded version of the request is generated (frequency values are specified
between parenthesis):

G, = {poultry(1.0), meat(0.5), chicken(0.5), SecondCourse(1.0), Chinesecuisine(0.5),
PastaandNoodles(0.5), FirstCourse(0.5), Italiancuisine(1.0), FruitsandVegetables(0.5)}
7. = {baked(1.0), sour(0.5), cream(0.5), egg(0.5), eggplant(0.5), parmesan(0.5) }

As can be noticed, frequencies are computed on a menu basis, since recipes are
recommended only within aggregations, represented as menus.

4.2 Menu Recommendation Steps

The approach followed here for food recommendation is articulated over a set of
steps, that are summarized in Fig. 3:

— feature-based recipe filtering - the overall set of recipes R is properly pruned
taking into account the menu template 7,., specified in the request (all recipes
that do not present a CourseType that is included within 7, are filtered
out from the set of recommendation results) and the features, using proper
ontology-based similarity metrics; let’s denote with R'CR the set of filtered
recipes;

— candidate menu generation - candidate menus that are compliant with 7, are
generated, only considering the recipes included within R’; let’s denote with
A* the set of generated candidate menus;
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Fig. 3. The three steps of food recommendation approach driven by user’s preferences
and prescriptions.

— menu refinement and ranking - candidate menus contained in A* are prop-
erly ranked according to their average similarity with the past menu choices
made by the user, who is looking for suggestions, and with the prescriptions
advertised for that user.

4.3 Feature-Based Recipe Filtering

The input of this step is the set R of all the available recipes and the request 7. (u).
First, 7, element specified in the request is considered. Recipes such that their
CourseType is not included within 7,. will not pass the feature-based filtering step.
With reference to the running example, only the r1, 73, 5, 76, 77 and rg recipes will
be further considered. To speed up the pre-selection based on CourseType, recipes
are stored in the underlying dataset indexed with respect to the CourseType fea-
ture. Another important aspect to be considered is that not all features can be
exploited in the same way to filter out not relevant recipes. For instance, let’s con-
sider some constraints imposed by the Islamic religion or by some allergies. Recipes
that do not respect these constraints must be excluded before any other kind of
comparison. These constraints, to keep our model as more general as possible, are
defined within the domain ontology and are expressed in terms of other features.
For example, the Islamic religion within the Jasmine’s profile excludes all recipes
that are annotated with pork or alcohol. Modeling of such constraints must be
accurate; this explains why we inserted them within the domain ontology, that is
developed in a controlled way.

After 7. and ontological constraints have been used to pre-select recipes, the
filtering based on remaining features is applied, according to the concept-based
relevance. This metric is computed as follows.
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Concept-Based Relevance. The relevance of a recipe r; = (R;,n;,C;) with
respect to the request 7. (u) = (C,, 7,-) taking into account concepts in C; and C,.,
denoted with Sim(7,.,r;)€[0, 1], is computed as:

23 . ¢, wr - ConceptSim(cy, c;)
ICil

Sim(7.,r;) = €[0,1] (2)
where ¢, ranges over the set (?T, ¢; ranges over the set C;, |C;| denotes the
number of concepts in the set C;, w, denotes the weight of concept creé\r, as
assigned according to Eq. (1), to take into account both short-term and long-term
preferences (see Sect.4.1). ConceptSim(c,, ¢;) represents the concept similarity
between ¢, and c¢;:

2 |erNe;)

ConceptSim(cy,c;) = P
(a T

€[0,1] (3)
In Eq. (3), we consider the two concepts ¢, and ¢; as more similar as the num-
ber of recipes that have been annotated with both the concepts, denoted with
|erNe;], increases with respect to the overall number of recipes annotated with
¢, denoted with |c¢.|, and with ¢;, denoted with |¢;|. The domain ontology
is considered in this case as well: in fact, given two concepts ¢; and c¢; such
that ¢;Cc; (c; is subclassOf ¢;), due to the semantics of the subclassOf
relationship, all recipes annotated with c¢; are considered as annotated with
¢; as well. For example, |Chicken| = [{r1,7s}| = 2, |[Poultry| = |{ri,rs}|
= 2, since Chicken C Poultry, |ChickenNPoultry| = |{ri,rs}| = 2, therefore
ConceptSim(Chicken, Poultry) = 1.0.

Pairs of concepts to be considered in the Sim(7,, ;) computation are selected
according to a maximization function, that relies on the assignment in bipartite
graphs and ensures that each concept in C; participates in at most one pair with
one of the concepts in C, and the pairs are selected in order to maximize the
overall Sim(7,,r;). The rationale behind Eq. (2) is that the closer Sim() to 1.0,
the more concepts in C; are similar to one of the concepts in CAT In the running
example, for computing Sim(7,,r1), the pair (Poultry,Chicken) (w, = 1.0) is
considered instead of (Chicken,Chicken) (w, = 0.5) in order to maximize the
final result, therefore Sim(7,r1) = (1.0 + 1.0 + 1.0)/3 = 1.0.

The recipes included in the set R'CR, as output of the feature-based recipe
filtering, are those whose concept-based relevance with respect to the request
7r(u) is equal or greater than a threshold y€[0, 1] set by the user.

4.4 Candidate Menu Generation

In this step, recipes are aggregated into menus that must be compliant with
the template 7, specified in the request 7,.(u). This significantly reduces the
number of menu configurations to be generated: in fact, a candidate menu can
not contain two recipes 7; and r; annotated with the same CourseType. If we
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consider, for example, m CourseTypes, with an average number of n candidate
recipes for each CourseType, the number of possible menu configurations without
considering the constraint imposed by the menu template would be equal to
fi(n,m) = % (since we have n-m elements from which m elements
must be selected to be composed, without repetitions). In our approach, the
number of possible menu configurations is equal to fa(n,m) = n™. Moreover,
the menu generation in our approach is not performed through a brute force
procedure, where all possible n™ configurations are generated and, only after
generation, properly ranked. The candidate recipes are already sorted, according
to the concept-based similarity Sim(7,.,r;), therefore the candidate menus are
generated as illustrated in Fig. 4 with the running example.

firstCourse secondCourse firstCourse secondCourse firstCourse secondCourse

R1. Baked
chicken

R3. Pasta with
tomato sauce

R1. Baked
chicken

R3. Pasta with
tomato sauce

R1. Baked
chicken

tomato sauce

R3. Pasta with }»

/

R5. Crunchy
Eggplant
Parmesan

R5. Crunchy
Eggplant
Parmesan

R5. Crunchy.
Eggplant
cream Parmesan

cream

R6. Egg
cream

‘ R6. Egg ‘

‘ R6. Egg ‘

g
relevance relevance
R8. Sweet and
Sour Chicken

relevance
R8. Sweet and
Sour Chicken

R8. Sweet and
Sour Chicken

RY. InWood
Hamburgers

RY. InWood
Hamburgers

R7. InWood
Hamburgers

(a) (b) ©

Fig. 4. The menu generation step.

The first candidate menu that is generated is the one where candidate recipes
are the best ranked ones for each CourseType (Fig.4(a)). The next candidate
menus that are generated are the ones shown in Fig. 4(b—c), where, for instance,
Sim(7,.,r5) > Sim(7,,rg). This explains why we choose the combination r5 —rj,
before rg — 1. This procedure does not ensure that the list of generated menus
will be properly ranked as well. The final ranking of menus is performed in the
next step.

4.5 Menu Refinement and Ranking

Menus that have been generated in the previous step are ranked according to
their similarity with: (i) past menu choices made by the user u who is issuing the
request for suggestions, represented by the set MJu]; (ii) prescriptions prepared
for the user u according to his/her profile, represented by the set P[u]. Since both
menus and prescriptions are formally defined as sets of recipes, the building
block in this step is the similarity measure between items aggregations (item
aggregation similarity), that is computed as follows:

2: >, Sim(ri, ;)
[Rlaill + [Rlay]|

€[0,1] (4)

Simagg(ai, a;) =
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where a; and a; represent the two compared aggregations (menus or prescrip-
tions), r; (resp., r;) is a recipe included within a; (resp., within a;), |R[a;]|
(resp., |R[a;]|) denotes the number of recipes included within a, (resp., within
a;). The rationale behind Simgqg4() computation is the same as the one of the
concept-based relevance: we consider two aggregations as more similar as the
number of similar items in the two aggregations increases.

The final ranking of a generated menu ar€A*, recommended to the user u
who issued a request for suggestions, is performed through a ranking function
p: A* — [0,1], computed as follows:

2 alule Mlu) SMagg (i, alu]) e 2 au)ePlu) SMagq(@i, alu]) -
| Mu]| P[]

pla;) = wm -

where wy,, w,€[0, 1], wy, + w, = 1.0, are weights used to balance the impact of
past menu choices and prescriptions on the ranking of recommended menus. We
have chosen w,, < w, (i.e., w,=0.4 and w,=0.6) in order to stimulate users on
improving their food and nutrition habits, without recommending menus and
recipes that are too much distant from users’ preferences. This is one the most
innovative aspects of our approach compared with recent food recommendation
literature (see Sect. 2).

5 Implementation and Experimental Issues

We implemented the PREFer system as a web application, whose functional
architecture is shown in Fig.5. The PREFer Web Interface guides the user
through the registration process, the menu recommendation, the publication
of new recipes, also supporting semantic annotation (through the Sense Disam-
biguation module), both during the publication of new recipes and the formu-
lation of a request for suggestions, using a wizard similar to the one described
in [20]. The Jena reasoner is used to access knowledge stored within the ontol-
ogy, that is formalised using the Web Ontology Language (OWL). Registration
is performed by answering a food frequency survey (FFQ), that is used to col-
lect information about the user in order to compute his/her BMI and identify
his/her phenotype [21], in order to prepare suggested prescriptions. This task
is executed by medical doctors, who participate to the regional project where
PREFer is being developed. The description of this task is out of the scope of this
paper. To just give an idea, medical doctors are supported in the identification
of phenotypes and have a simple web interface at their disposal (Prescription
Manager) to prepare and insert prescription types as sets of recipe types. Specific
instances of prescriptions, that are compliant with prescription types specified in
the ontology, are automatically generated starting from available recipes. These
prescriptions are finally assigned to users classified in the phenotype for which
prescription types have been built in the ontology. FFQ results are also stored to
enable data analysis by doctors for statistical purposes. Menu recommendation
module implements the recommendation process described in Sect. 4. It supports
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Fig. 5. The functional architecture of the PREFer system for food recommendation.

the user throughout the formulation of the request for suggestions through a
proper wizard.

Preliminary Experimentation. Experiments on our food recommendation
approach, that are being carried on within the Smart BREAK project, are
twofold: (a) to demonstrate the performances of the approach in terms of aver-
age precision of the proposed recommendations; (b) to verify the impact of the
approach in improving the users’ habits concerning food and nutrition. With
respect to the former objective, our work has been meant as a complementary
approach to recent food recommendation efforts, where content-based filtering
techniques based on recipes, ingredients, cultural and contextual features have
been implemented. Performance tests are being performed on a dataset that
extends an existing one (http://mslab.csie.ntu.edu.tw/~tim/recipe.zip), contain-
ing about 220k recipes, randomly aggregated into about 100k menus, where the
PREFer system presents comparable average precision with respect to recent
approaches. Main experiments in the scope of the Smart BREAK project are
being focused on the second objective. They are being performed on a population
of about two hundreds students, equally distributed among males and females,
with an age included between 18 and 24. Within the population of students,
we identified users with pathologies directly related with nutrition (e.g., dia-
betes, different grades of obesity or various kinds of intolerances) or having bad
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nutrition behaviour, by submitting Food Frequency Questionnaires. The compli-
ance of users’ choices with reference prescriptions, in order to quantify how much
the system is able to improve their behaviour, is quantified through the average
aggregation similarity between users’ choices and reference prescriptions, start-
ing from Eq. (4). Experiments will be carried on until November 2015. Monthly,
statistics are generated that, with respect to users’ profiles, show the percent-
age of requests and menu choices that are compliant with or closer to reference
prescriptions. Experiments carried on during the first months showed a satisfy-
ing increment of closeness between past preferences and reference prescriptions
(around 24 % on average, but reaching about 43 % if we consider only users with
preferences that are far from the advisable ones, that is, average closeness that is
lower than 0.5). These first results are very encouraging and an online commu-
nity will be created to enabling exchange of food experiences between students
who are participating to the experiment.

6 Conclusion and Future Work

In this paper, we presented PREFer, a menu generation system that uses a
recipe dataset and annotations to recommend menus according to user’s pref-
erences. Compared to recent food recommendation efforts, the PREFer system
takes into account also reference prescriptions schemes, aiming at improving
nutritional habits of users. The system has been developed within a regional
project, related to the main topics of the 2015 World Exposition (EXPO2015,
Milan, Italy), where the University of Brescia aims at promoting healthy behav-
ioural habits in nutrition. The approach will be further extended to refine the
recommendation of recipes: (a) by enhancing variety of food in menu prepara-
tion; (b) in cases where the violation of health and cultural constraints is due to
specific ingredients, by introducing the possibility of suggesting similar recipes,
where only the prohibited ingredients are substituted. A semi-automatic func-
tionality for supporting medical doctors in the generation of prescription types
will be developed as well. Finally, experimentation is being performed on the
approach, but further experiments will be carried on till the end of the Smart
BREAK project in order to check the effectiveness of the proposed approach in
improving nutritional habits and lifestyles.
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Abstract. Keyword search is a popular technique for querying the ever
increasing repositories of RDF graph data because it frees the user from
knowing a formal query language and the structure of the data. However,
the imprecision of keyword queries results in overwhelming numbers of
candidate results making the identification of relevant results challenging
and hindering the scalability of the query evaluation algorithms.

To address these issues, we introduce cohesive keyword queries on RDF
data. Cohesive queries allow the user to flexibly and effortlessly convey
her intention using cohesive keyword groups. A cohesive group of key-
words in a query indicates that the keywords of the group should form
a cohesive unit in the query results. We provide formal semantics of
cohesive queries. We design a query evaluation algorithm which relies on
the structural summary of the RDF graph to generate pattern graphs
that satisfy the cohesiveness constraints. Pattern graphs are structured
queries that can be evaluated over the RDF data to compute the query
results. Our experiments demonstrate the efficiency of our algorithm and
the effectiveness of cohesive keyword queries in improving the result qual-
ity and in pruning the space of pattern graphs compared to flat keyword
queries. Most importantly, these benefits are achieved while retaining the
simplicity and convenience of traditional keyword search.

Keywords: Keyword search - RDF graph - Cohesive query - Pattern
graph

1 Introduction

In recent years, there is a constant increase in the number and volume of RDF
graph data repositories. Keyword search is by far the most popular technique
for querying data on the web including tree and graph data. The reasons of this
success is well known and twofold: (a) the user does not need to know a complex
query language (e.g., SPARQL) to retrieve information, and (b) the user does
not need to know the schema (structure) of the data sources in order to express
a query. In fact, the same keyword query can be used to extract information
from multiple data sources with different schemas. Despite its convenience and
simplicity, keyword search has a drawback: keyword queries are imprecise and
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ambiguous. For this reason, they return a very large number of results. This is
a typical problem in Information Retrieval (IR). However, in the context of tree
and graph data it is exacerbated because the result of a query is not anymore a
whole document but a substructure (e.g., a subtree, or a subgraph). This char-
acteristic exponentially increases the number of candidate results. As a conse-
quence, keyword search on graph data faces two major challenges: (a) effectively
identifying relevant results among a plethora of candidates, and (b) coping with
the performance scalability issue (degradation of the performance when the size
of the input data and the number of keywords increase).

In order to identify relevant results, previous algorithms for keyword search
over graph data compute candidate results in an approximate way by considering
only those which maintain the keyword instances in close proximity [2,6,9,11,
13,14,16,20]. The filtered results are ranked and top-k processed usually by
employing IR-style metrics for flat documents (e.g., tf*idf or PageRank) adapted
to the structural characteristics of the data [7,10,21,22]. Nevertheless, these
probability theory-based metrics cannot disambiguate the results and identify
the intent of the user. As a consequence, the produced rankings are, in general,
of low quality.

Further, despite the size restriction of the candidate results, these algorithms
are still of high complexity and they do not scale satisfactorily. Recognizing
the difficulties of keyword search over semi-structured data, recent approaches
cluster the results usually by leveraging a structural summary of the data [1,3,
12,18,21,22]. Though promising, these approaches require interaction with the
user who has to select clusters of results and possibly navigate in a clustering
hierarchy.

Our approach. In this paper, we claim that existing techniques to keyword
search on RDF data are not sufficient for producing results of high quality with-
out additional information from the user. Current RDF graphs are very large
and integrate data from various application domains. Query keywords on RDF
graphs can have not only numerous instances of the same type, but also numer-
ous instances of different types. For example, the keyword job can be the name
of different people, the name of an employment agency, a relationship between
a person and his occupation, the name of a property of an entity person, the
name of a RDF class etc. These multiple instances generate a multitude of result
graphs corresponding to different interpretations of the user query.

Ezxample 1. Consider the keyword query @@ = (Andrew Job Gordon Network).
With this query the user is looking for an article authored by Andrew Job on
Gordon Network. Figure 1(a) shows a result graph which corresponds to the user
intent. Underlined words in a result graph indicate the instances of the keywords
of Q. However, existing algorithms [3,8,15,21-23] will also compute other result
graphs like those shown in Fig. 1(b), (¢), (d) and (e) which correspond to differ-
ent undesirable interpretations of the query. These result graphs associate the
keywords in a way which is not the one intended by the user. For instance, the
result graph of Fig. 1(b) represents a person named Andrew Gordon who has a
job of a Network analyst.
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Fig. 1. Result graphs of the query ) = (Andrew Job Gordon Network)

Using scoring functions based on statistical information to rank the results
might help but certainly cannot by itself disambiguate the different interpreta-
tions and rank on the top position the result graphs that correspond to the user
intent. Indeed, the result graph that matches the user intent might be one with
low probability which loosely correlates the keyword instances.

To address this problem, we introduce the concept of cohesive group of key-
words in a query. The keywords of a cohesive group are to be interpreted as form-
ing a cohesive whole. That is, the instances of the keywords outside the group
should not “penetrate” the subgraph defined by the instances of the keywords of
the group in the result graph. Cohesive groups of keywords are specified naturally
and effortlessly by the user while formulating the query. For instance, the pre-
vious example query ) can be written as ((Andrew Job) (Gordon Network)),
where parentheses are used to delimit the cohesive groups (Andrew Job) and
(Gordon Network). This cohesive query excludes the graphs of Fig. 1(b), (c),
(d) and (e) from the set of legal result graphs since, as we explain in more detail
later, they breach the cohesiveness of the specified cohesive groups. As an exam-
ple, the keyword instance Job penetrates the subgraph defined by the instances
of the keywords Gordon and Network in the result graph of Fig.1(e). Since
result graphs not intended by the user are excluded, the precision of the answer
improves. Further, the evaluation time of the query is reduced since the system
does not waste time computing unwanted results. These benefits are obtained
thanks to the grouping of the keywords provided effortlessly by the user.

Cohesive groups can be nested within other cohesive groups in a query. An
example is the keyword query (((Person (Andrew Job)) (Gordon Network)).
Further, in contrast to flat keyword queries, cohesive keyword queries can contain
repeated keywords provided they occur in different cohesive groups. For instance,
the keyword query ((Andrew Job) job (Network Analyst)). These features
of cohesive queries increase their expressive power and their capacity to narrow
down the search to relevant results by excluding irrelevant ones. It is important to
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note that the user can naturally specify cohesive groups. In fact, cohesive queries
offer more flexibility to the users and allow them to express queries with a clearer
meaning. For instance, the user who is looking in a bibliographic data source
for a paper authored by John Smith and edited by John Brown can naturally
formulate the query ((author (John Smith)) (editor (John Brown))). In
summary, cohesive queries are intuitive and as simple as flat keyword queries
while retaining both advantages of flat keyword search: the user does not need
to know any query language and he does not need to have knowledge of the
structure of the data sources.

Note that in IR, flat, document-based search engines like Google allow the
user to search for whole phrases (sequence of keywords) by enclosing them
between quotes to improve the accuracy of the search. Cohesiveness queries also
aim at improving the accuracy and execution time but they are different and
more flexible than phrase matching over flat documents since they are designed
for data with some form of structure and they do not impose any order on the
keywords. The user naturally groups the keywords in a cohesive query based on
the associations she wants to express on them and she is not required to know
how these keywords are sequenced in the dataset.

Contribution. The main contributions of the paper are the following:

e We formally define cohesive keyword queries which involve cohesive groups of
keywords and allow keyword group nesting and keyword replication. Cohesive
queries can better express the user intent. They are as simple as flat keyword
queries and they can be formulated naturally and effortlessly by the user.

e We provide semantics for cohesive queries on RDF graphs which interprets
cohesive keyword groups in a query as cohesive units. This means that the
instances of the query keyword occurrences which are not in the cohesive
group cannot penetrate and be part of the subgraph of a query result graph
representing the cohesive group (Sect. 3).

e We design an algorithm to efficiently evaluate cohesive queries. Our algo-
rithm exploits the structural summary of the RDF graph to compute pat-
tern graphs which are r-radius Steiner graphs with a minimal r. The pattern
graphs are structured queries representing alternative interpretations of the
cohesive queries and can be evaluated against the RDF data graph to pro-
duce the query results. The algorithm constructs pattern graphs incrementally
excluding early on graphs under construction which violate the cohesiveness
of keyword groups (Sect. 4).

e We ran experiments to assess the effectiveness of cohesive queries and the effi-
ciency of our algorithm. Our results show that the pattern graphs of cohesive
queries can be computed by our algorithm much faster than the pattern graphs
of flat keyword queries. Cohesive keyword queries considerably improve the
quality of the results compared to flat keyword queries, importantly reducing
the number of patterns graphs returned to the user (Sect.5).
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2 Data Model and Flat Keyword Queries

Data Model. The Resource Description Framework (RDF) provides a frame-
work for representing information about web resources in a graph form. The
RDF vocabulary includes elements that can be broadly classified into Classes,
Properties, Entities and Relationships. All the elements are resources. Our data
model is an RDF graph defined as follows:

Definition 1 (RDF Graph). An RDF graph is a quadruple G = (V, E, L,1):

V is a finite set of vertices, which is the union of three disjoint sets: Vg (repre-
senting entities), Vo (representing classes) and Vi, (representing values).

FE is a finite set of directed edges, which is the union of four disjoint sets: Er
(inter-entity edges called Relationship edges which represent entity relation-
ships), Ep (entity to value edges called Property edges which represent prop-
erty assignments), Fr (entity to class edges called type edges which represent
entity to class membership) and Fg (class to class edges called subclass edges
which represent class-subclass relationship).

L is a finite set of labels that includes the labels “type” and “subclass”.

[ is a function from Vo U Vi, U Egr U Ep to L. That is, [ assigns labels to class
and value vertices and to relationship and property edges.
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Fig. 2. (a) An RDF Graph, (b), (c), (d) and (e) class, relationship, value and property
matching constructs respectively, (f) inter-construct connection and query instance

Entity and class vertex and edge labels are Universal Resource Identifiers
(URIs). Vertices are identified by IDs which in the case of entities and classes
are URIs. Every entity belongs to a class. Figure 2 shows an example RDF graph
which is an excerpt from a large bibliographic RDF database. For simplicity,
vertex and edge identifiers are not shown in the figure.
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Query Instance. A traditional keyword query @ on an RDF graph G is a
set of keywords. An instance in G of a keyword k in @) is an occurrence of
k (in a vertex or edge label) in G. In order to facilitate the interpretation of
the semantics of the keyword instances, every instance of a keyword in @ is
matched against a small subgraph of G which involves this keyword instance
and the corresponding class vertex or vertices. This subgraph is called match-
ing construct. Figure 2(b), (c), (d) and (e) show a class, relationship, value and
property matching construct, respectively, for different keyword instances in the
RDF graph of Fig.2(a). Underlined labels in a matching construct denote the
keyword instances based on which a matching construct is defined. Note that a
matching construct might have more than one underlined keyword instance as it
might be a matching construct for more than one keyword instance. Each match-
ing construct provides information about the semantic context of the keyword
instance under consideration. For example, the matching construct of Fig. 2(d)
shows that Grace is the name of an entity R2 of type Researcher.

A signature of @ is a function that matches every keyword k in Q) to a
matching construct for k£ in G. Given a query signature S, an inter-construct
connection between two distinct matching constructs C; and Cs in S is a simple
path augmented with the class vertices of the intermediate entity vertices in the
path (if not already in the path) such that: (a) one of the terminal vertices in the
path belongs to C; and the other belongs to Cs, and (b) no vertex in the connec-
tion except the terminal vertices belong to a construct in S. Figure 2(f) shows
an inter-construct connection between the matching constructs for keywords
Project and Grace in the RDF graph of Fig.2(a). The matching constructs
are shaded and the inter-construct connection is circumscribed. A subgraph of
G is said to be connection acyclic if there is no cycle in the graph obtained
by viewing its matching constructs as vertices and its inter-construct connec-
tions between them as edges. Given a signature S for @) on G, an instance of S
on G is a connected, connection acyclic subgraph of G which contains only the
matching constructs in S and possibly inter-construct connections between them.
An instance for Q) on G is an instance for a signature of Q on G. Figure 2(f) shows
an instance for the query {Grace, Project} on the RDF graph of Fig. 2(a). The
instances of a flat query @ on G are all considered to be results of @) that together
form the answer of Q on G. As we will see in the next section, if a query Q' has
the same keyword occurrences as () and involves in addition cohesive keyword
groups, only some of these instances are considered to be results that form the
answer of (' on G. The rest of the query instances are excluded as irrelevant.
Therefore, the instances of )" are its candidate results.

3 Keyword Queries with Cohesive Keyword Groups

We define in this section the syntax and semantics of keyword queries with
cohesive keyword groups (called cohesive keyword queries).
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Syntax. We start by providing a recursive definition of the concept of term
which corresponds to a cohesive group of keywords: a term is a set of at least
two keywords and/or terms.

Definition 2 (Cohesive Query). A cohesive query is: (a) a set of a single
keyword, or (b) a term. Notation: sets are delimited in a query using parentheses,
and elements are separated within sets using spaces.

For instance, ()7 =(Publication (Grace Hopper) (Project Semantics
2015)) is a cohesive keyword query and (Grace Hopper) and (Project
Semantics 2015) are two terms in it. Query @2 = (((RDF Project)
publication) (author (TomHopper))) is another cohesive keyword query where
the term (Tom Hopper) 1is mnested within the term (author (Tom
Hopper)) and the term (RDF Project) is nested within the term ((RDF Project)
Publication).

The same keyword may appear multiple times in a query but, of course, the
same keyword or term cannot appear multiple times as an element of a set. For
instance, in the cohesive keyword query Q3 = ((author Grace) Publication
(Conference (Grace Hopper))), the keyword Grace occurs twice: once in the
term (author Grace) and once in the term (Grace Hopper). In the following
unless stated differently, ‘query’ refers to a cohesive keyword query.

Semantics. The queries are matched against a data graph G. An instance I of
a cohesive query @ on G is defined similarly to an instance of the flat query that
involves the same keywords. A difference appears only when @ involves multi-
ple occurrences of the same keyword k. In this case, I might contain multiple
instances of k and the occurrences of k in @) can be matched to the same or
different instances of k in I.

Figure 3(a), (b) and (c¢) show different instances of the query (Publication
(Project (Semantics 2015)) (author (Grace Hopper))) on a bibliography
database. This bibliography database encompasses the one of Fig.2 and is not
shown here for the sake of space.

Grace RDF Network RDF Grace Web
Semantlcs @ Hopper Semantics @ Q Semantlcs
/ Hopper
year editor

title name tltle
name title year name title

author >.< produces ‘ author >.< produces manager >Gﬁar\>®

e type type t pe type n¢e

‘ RESEARCHER H PUBLICATION H PROJECT ‘ ‘ RESEARCHER ‘ ‘ PUBLICATION ‘ l PROJECT‘ l PROJECT “ RESEARCHER H PUBLICATION H JOURNAL‘

(a) (b) ()

Fig. 3. (a) result graph, (b) and (c) query instances which are not result graphs for
the query (Publication (Project (Semantics 2015)) (author (Grace Hopper)))

As mentioned above, a term in a cohesive query contains keywords and/or
other terms. A term expresses a cohesiveness relationship on its elements. Intu-
itively, a term states that the instances of its keyword occurrences in a result of
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the query should form a cohesive unit. That is, in a result graph of a query, they
should form a subgraph where the instances of the keyword occurrences which
are external to the term do not interfere.

More formally, let I be an instance of a query @ on G, and t be a term in Q.
The instancel; oft inl is a minimal connected subgraph of I that comprises the
matching constructs of the keyword occurrences of ¢ in I.

Definition 3 (Query result). A result of Q on G is an instance I of Q on G
such that for every term ¢ in @ and for every keyword occurrence k in @@ which
is not in ¢, the following conditions hold:

(a) The instance of k in I does not occur in I; unless it is a class vertex label,

(b) The instance of k in I is not the label of a property edge or a value of
an entity vertex in I; unless this entity vertex in I; is incident to only one
non-type edge (that is, only one relationship or property edge).

The answer of a query @ on G is the set of the results of @ on G.

Consider again the query and the query instances of Fig. 3. With this query
the user is looking for publications authored by Grace Hopper which were pro-
duced by a project on Semantics that started in 2015. The query instance of
Fig. 3(a) is a result graph for this query as it satisfies the conditions of
Definition 3. In contrast, the query instance of Fig. 3(b) is not a result graph for
the query. Indeed, the instance of the keyword author, which is not in the term
(Grace Hopper), occurs within the instance of this term in the query instance
(condition (a) in Definition 3). Similarly, the query instance of Fig. 3(c) is not
a result graph of the query since the instances of keyword Grace and Hopper,
which are not in the term (Semantics 2015), are values of an entity vertex
(vertex R1) in the instance of this term in the query instance (condition (b) in
Definition 3).

4 An Algorithm for Evaluating Cohesive Queries

In this section, we describe an algorithm for evaluating cohesive keyword queries
over RDF graph data. Our algorithm follows a recent trend which exploits a
structural summary of data to compute pattern graphs [3,21]. These pattern
graphs represent different interpretations of the imprecise keyword query and
are, in fact, structured queries that can be evaluated against the RDF graph
data to compute the keyword query answer. Structural summaries are typically
much smaller than the actual RDF data. Therefore, the pattern graphs can be
generated efficiently. Moreover, this process scales smoothly when the size of
the data increases. Our algorithm computes pattern graphs which are r-radius
Steiner graphs and satisfy the cohesiveness of the terms in the keyword query.
The algorithm proceeds bottom up in the cohesive query hierarchy to prune the
search space of pattern graphs by excluding early on pattern subgraphs that
breach the cohesiveness of terms (cohesive keyword groups) in the query.
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Structural Summary and Pattern Graphs. Roughly speaking, the struc-
tural summary is a graph which summarizes an RDF graph. The details of
structural summary construction are omitted in the interest of space. Figure 4(a)
shows the structural summary for the RDF graph G of Fig.2(a). Similarly to
matching constructs on the data graph, we define matching constructs on the
structural summary. Since the structural summary does not have entity vertices,
a matching construct on a structural summary possesses one distinct entity vari-
able vertex, for every class vertex, labeled by a distinct variable.

Keyword Semantics 2015 Grace Hopper Tom
Network Hopper Tom

title _vear name Ho, RDF
Stace PUBLICATION author — RESEARCHER
subClass I R ESOURCE title
2015

me H
contians produces subclass o author — produces 0
PROJECT tiﬂe
Web T~ s f z
: i funds 2015
itle comprises [Researcrier|  [pusuication | [ projecT |
\-/ it

year HOURNES name ~>1 Organization,

(a) (b)

na
r

Fig. 4. (a) Structural Summary, (b) Query Pattern Graph

Pattern graphs are subgraphs of the structural summary strictly consisting
of one matching construct for every keyword in a query ) and the connections
between them without these connections forming a cycle.

Definition 4 (Pattern Graph). A pattern graph for a keyword query @Q is a
graph similar to an instance of @ with the following two exceptions:

(a) the labels of the entity vertices in the instance, if any, are replaced by distinct
variables in the pattern graph. These variables are called entity variables and
they range over entity vertex labels in the RDF graph.

(b) The labels of the value vertices are replaced by distinct variables whenever
these labels in the query instance do not involve a keyword instance. These
variables are called value variables and they range over keywords in the value
labels of the RDF graph.

Figure4(b) shows an example of a pattern graph for the query Qo =
(((Project RDF) publication) (author (Tom Hopper))) onthe RDF graph
of Fig.4(a).

The pattern graphs of a cohesive query satisfy or violate the cohesiveness
of its terms specified in it in the same way the instances of the query do.
As mentioned above, pattern graphs are structured queries. Those pattern graphs
that satisfy the cohesiveness of the query terms can be used to compute the
results of the query. Interestingly, pattern graphs can be expressed as SPARQL
queries, and all the machinery of query engines and optimization techniques
developed for SPARQL can be leveraged to efficiently compute the results.
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The basic components of the Algorithm. Our algorithm proceeds by first
parsing the cohesive query. Then, it uses the produced query hierarchy to incre-
mentally construct r-radius Steiner pattern graphs. During the process of pattern
graph generation, it checks whether the pattern graph under construction satis-
fies the cohesiveness constraints.

(a) Parsing the query. The parsing of a cohesiveness query produces a parse tree.
The leaf vertices of the parse tree are labeled by the query keyword occurrences.
The root represents the query and the internal vertices represent the query terms.
The level of a vertex in the tree is the number of edges of its path from the root
and the height of the tree is the number of edges in the longest root-to-leaf path.

(b) Computing r-radius Steiner graphs on the structural summary. Given a set
of query keyword matching constructs and/or query term instances on the struc-
tural summary, the algorithm identifies a connecting vertex cv in the structural
summary such that the distance between cv and any one of the vertices in the
matching constructs and term instances is no more than r. The algorithm chooses
the smallest r for the connecting vertex. There can be more than one connecting
vertex connected to the matching constructs and term instances with paths of
length r or less. There can also be different ways of connecting the same con-
necting vertex with all the matching constructs and term instances with paths
of length r or less. All the alternative ways to link the connecting vertices to
the matching constructs and term instances define alternative r-radius Steiner
graphs. Given a term ¢ in a query, we use the algorithm presented in [3] to com-
pute all the r-radius Steiner graphs with minimal r for the matching constructs
and the term instances corresponding to the keywords and nested terms, respec-
tively, of ¢. This algorithm extends the one in [16], which computes r-radius
Steiner graphs on general graphs, to allow for keyword instances on the edges.
Once the r-radius Steiner graphs for a term of a query are computed, they can
be used for computing the r-radius Steiner graphs of the parent term in the tree.

(¢) Checking cohesiveness semantics. Given a set of matching constructs for the
keywords and the term instances for the nested terms of a term ¢, the algorithm
checks whether any two elements of the set overlap in a way that breaches the
cohesiveness of ¢ (Definition 3). If this is the case, the algorithm discards this
set of matching constructs and term instances for term ¢, and does not use it to
construct minimal r-radius Steiner graphs to be propagated to the parent term
of ¢ in the query parse tree.

Algorithm description. Our Algorithm, called CohesivePGGen (Cohesive Pat-
tern Graph Generation), is outlined in Algorithm 1. It takes as input a cohesive
keyword query @, and outputs a set of r-radius Steiner pattern graphs which
satisfy the cohesiveness semantics. We assume that the structural summary of
the RDF data graph is available. Initially, the algorithm computes the matching
constructs for all the keywords in @ over the structural summary (lines 1-2),
parses the query into the parse tree A (line 3), and instantiates a variable [
representing the level of a node in A to the height of A (line 4). The algorithm
constructs pattern graphs incrementally, in a bottom up manner over the parse
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Algorithm 1. CohesivePGGen
Input: Q: a cohesive keyword query.
Output: a set of pattern graphs.

1: for every keyword k € Q do

2: I, < set of matching constructs of k£ on the structural summary;
3: A — ParseQuery(Q);

4: 1 = height(A);

5: while [ > 0 do

6: for every vertex n at level [ of A do

T if n is a leaf node labeled by keyword £k then

8: I, =1I

9: if n is a term or the root of the tree then
10: L— 1T xX...x1I¢e.; > ¢1,...,Cn are the children of n.
11: if n contains a term then
12: for every combination L; € L do
13: if CheckCohessivenessSemantics(L;) = false then
14: L— L— L
15: for every combination L; € L do
16: I, «— I, UrRadiusSteinerGraphs(L;); t> I, is the set of instances

of term n on the structural summary
17: l—1-1
18: Return I,

tree A, starting with the deepest leaf vertices (lines 5-17). For a vertex n, vari-
able I,, represents the set of matching constructs if n is a leaf (keyword) vertex
(lines 7-8), and the set of term instances of n on the structural summary if n
is a term or the root of A (lines 9-16). For a term vertex n, variable L denotes
the Cartesian product of the sets I., for the children ¢; of n (line 10). Every
element of L which violates the cohesiveness of at least one term instance in it is
removed from L (lines 11-14). The rest of the elements of L are used to produce
r-radius Steiner graphs with minimal r which are instances of the term vertex
n (lines 15-16). The process continues until the root vertex is reached. At this
point, I,, represents the pattern graphs of @, which are returned to the user.

5 Experimental Evaluation

We implemented our approach and ran experiments to evaluate: (a) the effec-
tiveness of cohesive keyword queries, and (b) the efficiency of CohesivePGGen.

Datasets and Queries. We used the DBLP and Jamendo' real datasets for
our experiments. DBLP is a bibliography database of 600MB of size, containing
8.5M triples. Jamendo is a repository of Creative Commons licensed music of
85MB of size, containing 1.1M triples. The extracted structural summaries and
the keyword inverted lists for both datasets were stored in a Relational database.

! http://dbtune.org/jamendo/.
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Table 1. Queries on the Jamendo and DBLP datasets

[Dataset[Q#[Cohesive keyword query [#MCs| #Sigs [#PGs]
1 [(document (teenage (text fantasie))) 16 105 162
2 [((Iyrics sweet) recorded_as onTimeLine) 18 64 64
3 [((MusicArtist Cicada) performance (track knees)) 21 405 488
3 4 [((Record (date title)) track (Lyrics good)) 43 [127,008]185,916
g 5 [((MusicArtist Briareus) (cool (girl Reflections))) 27 1,440 | 1,950
% 6 [(time Mako (record (track (down passion)))) 39 39,690 | 49,070
- 7 [(Kouki (electro (record revolution (track good)))) 43 [119,070[172,541
8 [(Nuts track (chillout (record spy4))) 28 1,764 | 2,248
9 [((biography guitarist) (track (title Lemonade))) 25 1,612 [ 2,538
10 [((record (title divergence)) (track obsession)) 27 1,323 | 1,805
1 [((journal design) creator (person (phdthesis CAD))) 49 69,120 [447,086
2 [((name Charles) creator (Proceedings forward)) 33 68,200 | 25,324
3 [((article editor person) creator (inproceedings hybridization))| 32 4,320 [ 12,519
a, 4 [((person name) creator (performance 2002)) 59 [100,800[479,542
= 5 [(Oliver (Article (Linux year)) 21 480 2,960
g 6 [(inproceedings Tolga (mastersthesis warehouses)) 8 5 22
7 |[(((compiler cite) Charles) (creator peephole)) 34 5,280 | 20,660
8 [(creator (decentralized IEEE) (coscheduling 2004)) 51 25,300 [141,531
9 [((Milne 2005) homepage person) 35 1,320 | 3,788
10 [(((name Yahiko) person) (editor (conceptual springer))) 34 18,900 [ 97,512

The experiments were conducted on a standalone machine with an Intel i5-3210M
@2.5 GHz processor and 8 GB memory.

We experimented with a large number of cohesive keyword queries and we
report on 10 of them for each dataset. The queries cover a broad range of cases.
They involve 4 to 6 keywords and 1 to 3 levels of term nesting. Table 1 shows
the queries used and their statistics. #MCs denotes the total number of match-
ing constructs for the keywords of a query, #Sigs denotes the total number of
matching constructs combinations for a query (signatures), and #PGs denotes
the number of pattern graphs of a query on the structural summary ignoring the
cohesiveness semantics.

Effectiveness of the cohesive queries. In order to evaluate the effectiveness
of the cohesive queries, we measured: (a) the reduction in the number of pattern
graphs of a query, and (b) the improvement in the quality of the results of a
query due to the cohesiveness constraints.

(a) Reduction in the space of pattern graphs. We compare, for each cohesive
keyword query, the number of pattern graphs generated with the number of
pattern graphs of the corresponding flat keyword query (i.e., the flat keyword
query obtained by removing cohesiveness constraints and keyword duplicates).
Figure5 reports on the percentage reduction of the number of pattern graphs
for the queries of Tablel on both datasets. As one can see, the cohesiveness
constraints reduce substantially the number of pattern graphs from which the
user has to choose the relevant ones.

(b) Improvement in the quality of results. The number of pattern graphs of a
query can be very large in order to allow an expert user go through them and
select the relevant ones. For instance, observe that in Table 1 some queries have
hundreds of thousands of pattern graphs. Therefore, we adopt the path length and
popularity score metrics introduced in [21] to rank the pattern graphs of a query.
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We then select the top-k pattern graphs and have an expert user identify those
of them which are relevant. In order to measure the quality of the results, we
use the precision@k (p@k) metric. The precision@k is the ratio of the number of
relevant pattern graphs in the first k positions to k. Figure 6 displays the average
p@k over the queries of Table 1, for different values of k, on the two datasets.
For comparison, the figure displays both: the average p@k of the cohesive queries
and the average p@k of their corresponding flat queries. The results show that in
all cases, the quality of the cohesive queries is several times higher than that of
their corresponding flat queries. This is not surprising, since the cohesive queries
benefit from the cohesiveness constraints expressing the user intention.

Efficiency of Algorithm CohesivePGGen. We compare the execution time
of our algorithm on cohesive queries with the computation time of the pattern
graphs of their corresponding flat keyword queries. Figure 7 shows the execution
times of CohesivePGGen for the queries of Table 1 on the two datasets. Note that
the Y axis is in logarithmic scale. Algorithm CohesivePGGen on cohesive queries
is much faster, in some cases by more than one order of magnitude. In fact,
algorithm CohesivePGGen on cohesive queries has to check for the satisfaction of
cohesiveness constraints and this incurs additional cost. However, the algorithm
does not produce all the pattern graphs of the flat version of the query to check
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Fig. 7. Execution time of CohesivePGGen on cohesive and flat queries.

if they satisfy the cohesiveness constraints. Instead, it stops the construction of
a pattern graph as soon as the cohesiveness of a term is violated, and this early
pruning of the search space ultimately pays off.

6 Related Work

Keyword search on graphs tries to compute results which relate the keyword
instances in the data graph in some minimal way. Different keyword search algo-
rithms compute results which are Steiner trees [2,11,13]. However trees cannot
fully capture the nature of graph data. Other keyword search algorithms compute
results which are graphs including r-radius Steiner graphs [16], graphs which min-
imize the lengths between keyword instance pairs [20], and r-cliques [14]. All the
above approaches are proposed for generic graphs, and cannot be used directly
for keyword search over RDF graph data. This is because the edges of an RDF
graph represent predicates, which can also be matched by the keywords of a key-
word query. Traditional keyword search approaches on RDF graphs and their
drawbacks are described in the introduction and are not repeated here. Retain-
ing the expressive power of structured queries while incorporating the flexibility
of flat keyword queries is an issue of great interest [17,19]. In [17] an entity rela-
tionship query language over unstructured document data is introduced. Unlike
our cohesive keyword query language which does not follow a strict structure and
allows a user to group keywords and terms, the query language in [17] follows a
strict structure and allows keywords only to express entity properties and rela-
tionships. [19] presents a keyword-based structured query language to be used
over structured knowledge bases extracted from the web. The main goal of this
work is to extract entities from the knowledge base (possibly in conjunction with
the relevant text documents). Although the desire of trading off flexibility and
convenience for expressivity is common with our work, the structured queries
in [19] are schema dependent: the user needs to characterize some keywords as
relations in order to build nested structured queries beyond flat keyword queries.
In contrast, in our query language, nesting is incorporated in queries based on
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the desire of the user to form cohesive groups irrespectively of any schema infor-
mation. Cohesive queries were also introduced in [5]. However, those queries are
for tree-structured data. Therefore, their semantics is different not involving any
semantic information.

Algorithm CohesivePGGen exploits the structural summary of the RDF
graph to compute pattern graphs. Different variation of this technique have been
adopted in recent years to compute the results of keyword search on RDF graphs
[3,8,15,21-23]. Pattern graphs cluster result graphs with the same structure.
In [3] the user navigates through a clustering hierarchy to select a pattern graph
that better meets her intention. Relaxation techniques that allow broadening
the result set of a pattern graph are presented in [4].

7 Conclusion

In this paper we claim that without additional information from the user, key-
word queries cannot effectively retrieve information from RDF graph data.
Therefore, we introduce a novel keyword query language which allows the user
to better express her intention by permitting the specification of cohesive key-
word groups, keyword group nesting and keyword repetition. We provide formal
semantics for cohesive keyword queries, and we design a query evaluation algo-
rithm, called CohesivePGGen, which exploits the structural summary of the
RDF graph to produce r-radius Steiner pattern graphs. Our algorithm prunes
early on the search space of pattern graphs by retaining only those that sat-
isfy the cohesiveness constraints. Our experiments show that CohesivePGGen
largely outperforms the generation of pattern graphs for flat keyword queries.
They also show that cohesive queries substantially improve the precision@k of
flat keyword queries allowing the search for relevant pattern graphs in a much
smaller set while retaining the simplicity and convenience of flat keyword queries.

We are currently working on refining the cohesiveness semantics in order to
further narrow down the query search space while improving the result quality.
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Abstract. The Database-as-a-Service (DAS) model allowing users to
outsource data to the clouds has been a promising paradigm. Since users’
data may contain private information and the cloud servers may not
be fully trusted, it is desirable to encrypt the data before outsourcing
and as a result, the functionality and efficiency has to be sacrificed.
In this paper, we propose a privacy-enhancing range query processing
scheme by utilizing polynomials and kNN technique. We prove that our
scheme is secure under the widely adopted honest-but-curious model and
the known background model. Since the secure indexes and trapdoors
are indistinguishable and unlinkable, the data privacy can be protected
even when the cloud server possesses additional information, such as the
attribute domain and the distribution of this domain. In addition, results
of experiments validating our proposed scheme are also provided.

Keywords: Database-as-a-Service - Cloud database + Range query

1 Introduction

With the rapid developments of networking and Internet technologies, Database-
as-a-Service (DAS) [1] has been a promising paradigm, such as Amazon Web
Services [2] providing both relational and NoSQL cloud-based database services.
In the DAS model, organizations could outsource their data to service providers
and retrieve data anytime and anywhere, as long as they have access to the
Internet. In other words, the DAS model provides an approach for corporations
to share the hardware and software resources as well as the expertise of data-
base professionals, thereby cutting the cost of maintaining their own DBMSs.
On the other hand, since data is stored at the third-party server and most orga-
nizations view their data as a valuable asset, at least two privacy issues arise.
First, data needs to be protected from thefts from outsiders who may break
into the providers’ websites and scan disks. For instance, in 2014, hackers broke
into the computers of Community Health Systems which operates 206 hospi-
tals across the United States and stole data on 4.5 million patients [3]. Second,
data also needs to be protected against the service providers, if they cannot
© Springer International Publishing Switzerland 2015

J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 63-77, 2015.
DOI: 10.1007/978-3-319-26187-4_5



64 J. Chi et al.

be fully trusted. For example, an engineer in Google’s Seattle offices broke into
the Gmail and Google Voice accounts of several children in 2010 [4]. To guard
data security and privacy, a straightforward solution is to encrypt data before
outsourcing. When performing search, all encrypted data is returned and cor-
porations could execute the query at the client after decrypting it. Obviously,
this naive approach is impractical for incurring high decryption and network
workloads for organizations.

The system model considered in this paper is comprised of three fundamental
parties: the data owner, the data user and the cloud server, as illustrated in
Fig. 1. The data owner outsources his/her data to the clouds in encrypted form,
together with the secure index applied to enable the searching capability of
the cloud server. To search over the encrypted data, the data user obtains the
secure trapdoor from the data owner through search control mechanisms, e.g.,
broadcast encryption [8] and then submits it to the cloud server. Upon receiving
the trapdoor, the cloud server searches the secure index and returns the matching
encrypted data to the data user. Finally, the access control mechanism [5] is used
to manage decryption capabilities. However, the search control and access control
mechanisms are out of the scope of this paper. For a simple example, the data
user can store his/her own data and query his/her own data on the cloud server.
In this architecture, the data owner and the data user are trusted while the cloud
server hosted by service providers cannot be fully trusted.

Secure index

ot
N 33? Cloud server
* ge(“)‘ ‘i@é
| il
<4— — — — — - Search control (secure trapdoors) —— —— — — —)p

4— — — — — Access control (data decryption keys) — — — — —)p Data user

Encrypted

Data owner

Encrypted data

Fig. 1. Architecture of the range query processing over encrypted cloud databases

The problem discussed in this paper is range query which is a major type of
database queries. The data in a relational DBMS are represented as tuples (i.e.,
records or rows) and tuples having the same attributes are organized in a table. For
example, the Member data in Table 1 are personal information tuples of a special
interest group and all tuples are identified by attributes ID, NAME, AGE and
ADDRESS where the underlined attribute ID denotes the key of this table. For
the attribute which can be represented as numerical values (e.g., AGE), consider
a range query specified by an interval (e.g., select * from Member where AGE €
[20, 30)), the matching results are the tuples whose attribute value falls into the
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Table 1. Member

ID NAME |AGE|/ADDRESS

1 |John 25  |Chicago

2 |Eric 21 Miami

3 |Thomas |27 |New York

4 |Franklin 33 San Francisco

5 |Aaron |18 |Boston

Table 2. Enc_Member

Enc_tuple 5o

StahFrwierh3JsejjsdfblklR5fsfWer o
uDmsmdfOwe05u5jgNfjkgkroeRledlct
mcuj48djhg2EdfslFlsfqgjosdjRIsIMd
Ijfgkf8djkfsldDiseem JKI1lfnlfsj8k
osdfnsfklJfsnKdfannlKOnlfjalnn2z

3132 [

interval (e.g., ID € {1,2,3}). In addition, equal query can be viewed as a special
kind of range query. Since computers can handle only inherently finite and discrete
numbers, the attribute values and the lower and upper bounds of range queries can
be assumed as nonnegative integers without loss of generality [25].

To protect the data privacy, there are several granularity choices for encryp-
tion, such as encrypting at the level of individual table, attribute, tuple and
cell. Encrypting at the level of individual table or attribute implies that the
entire table should be returned as the result, although it is more efficient to
encrypt and decrypt the data. On the contrary, encrypting at the level of indi-
vidual cell will incur high encryption and decryption workloads, while providing
more efficient query processing. As in previous works, our proposed scheme per-
forms encryption at the tuple level. To provide cloud servers with the ability to
check whether one tuple matches the range query, we also associate with each
encrypted tuple multiple secure indexes built based on the attribute values to be
queried. Hence, each plaintext table can be stored as a table with one attribute
for the encrypted tuple and several additional attributes for the secure indexes.
More specifically, the plaintext tuple ¢(4q,..., A,) will be mapped onto a new
tuple t%(Enc(t), I, ..., I5) where m < n. The attribute Enc(t) is utilized to
store the encrypted tuple and Iis corresponds to the secure index over some
A;. In addition, the encryption function Enc() is treated like a black box in
this paper. For instance, as shown in Table2, the indexed table Enc_Member
contains the attribute Enc_tuple representing encrypted tuples and I ;Z'G 5 repre-
senting secure indexes over attribute AGE. Here, the I attribute values are
denoted as Greek letters.
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The main challenge in this context is how to enable efficient range query
processing over encrypted cloud databases without sacrificing privacy. In real
situations, the service providers may possess background knowledge (e.g. the
attribute domain and the distribution of this domain) which can be obtained
from similar databases or historical data. So it is desirable that the cloud server
can’t learn more than the secure indexes, the secure trapdoors and the encrypted
results even with such information. However, existing works [17-26] disclose
useful statistical properties of data items through indexes or query processing,
so the cloud server could learn additional information than allowed such as the
exact attribute value of each tuple. Besides, to avoid incurring high decryption
workload and network workload, it is better to reduce the interactions between
server and client as well as the unmatching data items contained in results.

Our Contribution. In this paper, we propose a privacy-enhancing range query
processing scheme. Our approach utilizes canonical ranges and polynomials to
build indexes and trapdoors for attribute values and range queries. Then kNN
technique is applied to encrypt the indexes and trapdoors. We provide thorough
security analysis that the proposed scheme is secure under the honest-but-curious
(HBC) model and the known background model. Since the indexes and trapdoors
built in our scheme are indistinguishable and unlinkable, security and privacy
can be protected even when the cloud servers possess the distribution of the
attribute domain. Furthermore, we evaluate the performance of our scheme.

Organization. The rest of the paper is organized as follows. Section 2 presents
the previous works related to our proposed scheme. The threat model and secu-
rity goals are discussed in Sect. 3. In Sect. 4, we describe our privacy-enhancing
range query processing in detail. Section 5 shows the security analysis and Sect. 6
gives our experimental results. We conclude the paper in Sect. 7.

2 Related Work

Previous works related to our scheme mainly fall into two categories: range queries,
where search conditions are represented as intervals, and keyword queries, where
search conditions are denoted as single or multiple keywords. The first keyword
search scheme is proposed by Song et al. [6]. After this work, many novel schemes
have been designed to improve the functionality and efficiency. Instead of scan-
ning every word, [7,8] build secure indexes based on documents and corresponding
search protocols to improve efficiency. Subsequent works [9-12] propose schemes
to support multi-keyword retrieval, i.e., conjunctive or disjunctive keyword search.
Moreover, [13-16] extend the search capability to fuzzy keyword search which can
tolerate errors in the query to some extent. However, above works are limited and
insufficient in executing range queries over encrypted data.

There are several works designed to enable privacy preserving and yet efficient
range query processing. The bucketization technique proposed in [17] partitions
the attribute domain into multiple buckets (in an equi-depth or equi-width man-
ner) and each bucket is identified by a unique tag which can be realized by a
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collision-free hash function. The bucket tag is maintained on the cloud servers
as an index together with the encrypted tuples in this bucket. The trapdoor of
a range query consists of the tags of buckets that overlap with the search con-
dition and then all the encrypted tuples indexed by these tags will be returned.
As mentioned in [18], the security limitation of data partitioning approaches is
that the cloud servers can statistically estimate the attribute values of tuples
and the lower and upper bounds of queries through domain knowledge and his-
torical results. In addition, since false positives are incurred, i.e., the results
may contain tuples that don’t satisfy the query, users have to decrypt all the
encrypted results and filter the unmatching items. Hence, the bucket size is
positively related to security and negatively related to efficiency. In particular,
increasing the bucket size can help to improve the data security, but will incur
more unmatching results. There are several works focusing on how to trade off
the security and efficiency. In [18], Hore et al. claim an optimal bucketization
algorithm to maximize the efficiency as well as two measures of privacy, and
propose a re-bucketization technique that yields bounded overhead while maxi-
mizing the defined notions of privacy. Subsequently, Wang et al. [19] introduce
new security and efficiency metrics based on probability distribution variance
and overlap ratio respectively, and design a 2-phase local overlap bucket (LOB)
algorithm.

In [20], Agrawal et al. describe the first order preserving encryption app-
roach for range queries over encrypted data, followed by [21] which proposes a
provable secure scheme to achieve the same functionality. The schemes based
on order preserving encryption are deterministic, since ciphertext must keep the
same numerical ordering as plaintext. Hence, the cloud servers can obtain the
relationship between the attribute values of two tuples directly from their corre-
sponding indexes. In addition, these approaches assume that the distribution of
attribute domain remains fixed and the encryption function is conscious of this
distribution. The advantage of order preserving encryption schemes is that all
results returned are matching tuples, so there is no additional workload incurred
to the client.

In [22], damiani et al. design to build encrypted BT-tree by encrypting the
plaintext BT-tree at node level. As the encrypted tree is not visible, interactions
between server and client are required from the root to the leaf, and the num-
ber of interactions is equal to the depth of the tree. Obviously, it will increase
decryption and network workloads for data users. In [23], Lu constructs the
first provably secure logarithmic search mechanism. Pang et al. [24] show that
the privacy of Damiani’s encrypted BT-tree can be defeated by monitoring the
1/0 activities on the server or tracking the sequence of nodes retrieved during
range query processing. So they propose a privacy-enhancing PBT-tree index
which groups the nodes in each index level randomly into buckets, but this app-
roach incurs higher I/O cost and computation overheads on the server. Since the
ciphertexts are sorted in BT -tree, the cloud server who possesses the distribution
of domain can guess the attribute value of each tuple with high probability.
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Besides the schemes based on bucketization technique, order preserving encryp-
tion and BYt-tree, there are also several works relying on other mechanisms. Li
and Omiecinski [25] adapt a prefix-preserving encryption scheme to create index
and this scheme is subject to certain attacks. In [26], Li et al. propose the first
range query processing scheme that achieves index indistinguishability by utilizing
PBtree (where “P” stands for privacy and “B” stands for Bloom filter) which has
the property of node indistinguishability and structure indistinguishability. How-
ever, since the cloud sever can learn the tuples belonging to each prefix during the
query processing, if the distribution of attribute domain is obtained, each plaintext
value and the prefixes in trapdoors will be disclosed. In addition, the results in [26]
may contain unmatching data items because this scheme utilizes Bloom filter to
store each node’s prefix family.

3 Problem Formulation

3.1 Threat Model

In this paper, we only consider attacks from the server providers while the data
owner and the data user are trusted. We assume that the server is honest-but-
curious (HBC) [27]. That means the cloud server will honestly and correctly
follow the protocols, but may attempt to infer and analyze more information
than allowed. Furthermore, we also consider the known background model, i.e.,
the cloud server possesses additional information about the data. For example,
the attribute domain and its statistical information such as the distribution of
this domain which may be obtained from similar databases or historical data.

3.2 Design Goals

Our design bears the following security and performance goals.
Security Goals

Index Confidentiality. The cloud server can’t learn the exact attribute value
of each tuple from its corresponding secure index. In addition, the secure index
generation should be randomized instead of deterministic, i.e., the secure indexes
are indistinguishable. For example, when given two secure indexes, the cloud
server can’t obtain the relationship between their corresponding attribute values.

Trapdoor Confidentiality. The cloud server can’t learn the upper and lower
bounds as well as the size of range query from its corresponding secure trap-
door. In addition, the secure trapdoor generation should be randomized instead
of deterministic, i.e., the secure indexes are unlinkable. For instance, the cloud
server can’t deduce the relationship of any given trapdoors.

Query Processing Confidentiality. During the query processing, the cloud server
can’t obtain more than what can be derived from the results, even with back-
ground knowledge such as the attribute domain and the distribution of this
domain.



Privacy-Enhancing Range Query Processing 69

Usability and Efficiency. For range query processing over clouds, since client
devices mostly have limited storage and computing resources compared with
cloud servers, it is better to process as much of the work as possible at the
server, without having to decrypt the data. Besides, to avoid high decryption
and network workloads, it is desirable to minimize the number of unmatching
data items to be returned and interactions between client and server.

4 Privacy-Enhancing Range Query Processing

4.1 Main Idea

To design a privacy-enhancing and well-functioning method for range query, we
focus on three important and closely inter-related aspects: (1) data structure
utilized to build indexes for tuples and trapdoors for search conditions; (2) effec-
tive and efficient search algorithm that can check whether one tuple matches the
given search condition; (3) privacy mechanisms that can be integrated with the
above two aspects so that the privacy of indexes, trapdoors and query processing
can be protected simultaneously. In this subsection, we describe the key ideas
to realize data structure and search algorithm without privacy mechanisms. The
more detailed scheme will be discussed in the next subsection.

In this paper, we assume the attribute to be queried is A whose value domain
is Zon. Our proposed scheme first converts the attribute value ¢.A of tuple ¢t and
the range query Q = [a,b) into canonical range representation which is also
applied in [29]. Then use polynomials to construct index Z for value t.A and
trapdoor 7 for search condition Q. The detailed steps are explained as follows.

Canonical Range Representation of Value/Query. Consider the range
query with Zsn, a canonical range with level i € Z, is [22¢, (z + 1)2!) for some
integer € Zgn—:. There are 2% canonical ranges in level ¢ and the total number
n—1

of different canonical ranges is Y 2"~% = 27" — 2. Hence, we can identify each
canonical range as a unique inzeger cr € Naont1_o, which can be realized by a
collision-free hash function h : (¢,2) — Ngnt1_5. The corresponding level of cr
is denoted as level(cr).

In particular, given the attribute value t.A € Zgn, for each level i € Z,,, com-
pute z; such that t.A € [x;2%, (z; + 1)2%). The total number of canonical ranges
containing ¢.A is n and there is only one canonical range for each level. Hence the
attribute value ¢.A can be represented as CRA = {crag, cray, ... c¢ra,—1} where
cra; € Ngnt1_g. Given the range query Q = [a,b), for each level i € Z,, find,
if any, the minimum y; such that [y;2¢, (y; + 1)2%) € [a,b) and the maximum
z; such that [2;2%, (2; + 1)2%) € [a,b). If every element of one canonical range
belongs to another canonical range, then the small range should be deleted from
the range set. The total number of canonical ranges inside the given query is not
fixed since it depends on the interval’s upper and lower bounds. Hence the search
condition Q can be represented as CRQ = {¢rqo, crqi, ...} where erg; € Nont1_s.
To check whether ¢ is a matching tuple, i.e., t.A € Q, we only need to compute



70 J. Chi et al.

CRA A CRQ. More specifically, If CRA A CRQ # &, then t.A € Q and t is a
matching tuple; otherwise, t.A ¢ Q and ¢ is an unmatching tuple.

For example, assume n = 4 and h : (i,2) — Nas_5. Given the attribute value
t.A = 9, the canonical ranges containing ¢t.A are {[9,10),[8,10),[8,12),[8,16)}
and CRA = {h(0,9), h(1,4), h(2,2), h(3,1)}. Given the range query Q = [6,11),
the total canonical ranges inside the interval are {[6, 7), [10,11), [6, 8), [8,10) } and
CRQ = {h(0,10),h(1,3),h(1,4)} after deleting h(0,6). Since CRA A CRQ =
{h(1,4)}, we can obtain that ¢.A € Q and ¢ is a matching tuple.

Polynomial Representation of Index/Trapdoor. In this paper, we convert
the canonical range set CRA of attribute value ¢t.A and CRQ of range query
Q = [a,b) into polynomials. Before converting, we first put the n levels into M
buckets randomly where M is an factor of n and each bucket has m = n/M
levels. Levels in the i'" bucket can be denoted as B; = {lio,li1,---,lim-1}
Second, we construct a m + 1-degree polynomial, whose m + 1 roots are denoted
as R = {ag,... am}:

m—+1

Pr(z) = (z—ao)(z —a1) - (& — am) = »_ a;a’ (1)
1=0

Then produce a m-variable polynomial based on Pg(x):

Fr(zo,21,...,Tm—1) = Pr(z0)Pr(21) - - - Pr(Tm_1) (2)

Combine the terms of Fg (g, 21, - . ., Zm—1) only if they have the exact same coef-
ficient. Then we utilize the coefficients Ug to build indexes and the variable parts
Vx to generate trapdoors, where R = {aq, ..., an,} and X = {zq, ..., zm_1}. For
instance, assume m = 2 and construct a 2-variable polynomial F 4 4, ,4s) (1, 22)
based on the 3-degree polynomial P (4 4, 4,)(%). The coefficients and variables
of each term in F (4, 4, 4,)(71,22) are shown in Table 3.

The detailed protocols to construct indexes and trapdoors are described as
follows:

Index. For each bucket i € Zj;, we build a sub-index Z; for attribute value
t.A. First generate a random integer r; ¢ Zon+1_1. The canonical ranges con-
taining ¢.A that fall into the i* bucket together with r; are denoted as CRA; =
{eraio,...,cra; m—1,7:}, where level(cra; ;) € B; and B; = {l;0,li1,. .., lim—1}
stands for the levels in the i*" bucket. Then use the coefficients Ucra, to rep-
resent the sub-index Z;, where the root set {ao,...,an} is replaced by CRA; =
{craio,...,cra;m—1,7;}

Trapdoor. For each bucket ¢ € Z;;, we build two sub-trapdoors 7; o and 7; ; for
the range query Q = [a,b). The canonical ranges inside Q that fall into the 7
bucket are CRQ; = {crq; ;} where level(crg; ;) € B;. Then add zeros to CRQ;
such that |CRQ;| = 2m and split the set into two sets CRQ; , and CRQ; ;, where
|ICRQ; ol = |CRQ; ;| = m. Then we use the variable parts Vcrq, , and Verq, ,
to construct two sub-trapdoors 7; ¢ and 7; 1 respectively, where {zo,...,Tm—1}
is replaced by {crgi0,0,---;¢r¢,0m—1} and {¢rgi1,05---,Crgi1,m—1}-
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Table 3. The coefficients and variables of F (4 a,,a0) (21, 22)

Coefficients Variables
aoai + apaz + aiaz 3T + 20Th
(aoa1 + aoaz + a1a2)2 Tox1
—(aoa1az) xy + a3
(aoa1a2)2 1

—(aga1 + apaz + araz)(aoaiaz) To + X1

(ao + a1 + a2)2 xgx%

—(ao + a1 + a2) zpx? + zia?
1 zdzd

—(ao + a1 + a2)(aoa1 + aoaz + a1az) zjz1 + T
aoaiaz(ao + a1 + az2) 933 + 93%

If there exists one canonical range cr satisfying cr € CRA; A CRQ); 4, and we
assume cr = cra; o = crq; k0. Since cr is a root of Pcra, (), i.e.,

PCRAi (C’l") = 0 (3)
then
LT, = Fcra,(cr,ergik 1, - i km—1)
= Pcra, (cr)Pcra, (ergig,1) - - Pera, (¢ri km—1) (4)

=0

The whole index Z can be denoted as {Zy,...,Zay—1} while the whole trap-
door can be represented as {700,701, -, Zp—1,0, Tar—1,1}-

4.2 Scheme Construction

In this subsection, we introduce the detailed process of our proposed scheme
and pay more attention to the privacy mechanisms. In particular, we adopt the
secure k-nearest neighbor (kNN) scheme proposed by Wong et al. [28] to encrypt
the index 7 and trapdoor 7. The steps are explained as follows:

Setup. In this initialization phase, for each bucket ¢ € Zj;, the data owner
takes a security parameter \; and outputs the secret key SK;, which includes:
(1) a d-bit randomly generated vector S;, (2) two invertible random matrices
M;1,M; 2 € R¥4 where d is the length of Z; and 7;. Hence, SK; can be
denoted as a 3-tuple {S;, M; 1, M, 2}.

BuildIndex. For each sub-index Z;, the data owner encrypts the vector using
the secret key SK;. First, split Z; into two random vectors as {Z},Z/'} following
the rule: for each element Z;[j],0 < j < d — 1, if the j** bit of S; is 1, set
T![j] = Z!'[j] = T:[j]; if the j'* bit of S; is 0, Z![j] and Z!'[j] are set to two



72 J. Chi et al.

random numbers so that their sum is equal to Z;[j]. Finally, the encrypted sub-
index vector Z7 is built as {MITIZ’ MT,I}'}. The entire secure index Z% for
attribute value t.A is {Z5,..., 7%, ;} and then the data user sends it to the
cloud server.

BuildTrapdoor. For each sub-trapdoor 7; i, k € {0, 1}, the data owner encrypts
the vector using the secret key SK;. First, split 7; , into two random vectors as
{7}y, T/} } following the rule: for each element 7; [j], < j < d — 1, if the 4" bit
of S; is 0, set T/ [j] = T/ [7] = Tixlj]; if the j™ bit of S; is 1, T/, [5] and T[4
are set to two random numbers so that their sum is equal to T k[ j]. Finally, the
encrypted sub-trapdoor vector 7,5 % is built as {Ml_ll’fl’ 1’T”k} The entire
secure trapdoor 79 for the search condition is {'ZB*?O, 76’1, e 7TJ\§71,O’TM71,1}
and then the data user sends it to the cloud server.

RangeQuery. With the secure trapdoor 7%, the cloud server computes the
inner product of Iis and ’Z;Sk for each sub-trapdoor and check whether the result
is zero.

5 :{ I/ M QIH} {Mz_llz/ksz_zl/];”k}
— Il T/k + I// // (5)
=T Tix

If there is some Ti that satisfies 72 - 7?;@ = 0, then tuple ¢ is a matching
tuple and should be returned to the data user; otherwise, ¢ is an unmatching
tuple. Then check the next tuple.

Discussion. In above protocols, the number of sub-trapdoors of 7% is 2M, so we
have to compute 2M inner products for each tuple. To improve the performance,
if the number of canonical ranges in the ;" bucket is less than m, we can add
zeros to the set so that |CRQ,;| = m. Then we only need to construct one sub-
trapdoor according to bucket j and hence reduce the computation workload.

5 Security Analysis

In this section, we discuss the security issues of our proposed scheme under the
HBC model and the known background model.

Index Confidentiality. When constructing the secure index Z*° for attribute
value t. A, we insert random integer r; to each canonical range set CRA; used to
generate the sub-index Z;. In addition, each sub-index is also encrypted by using
the secret key SK;. Thus, as long as SK; is kept private by the data owner,
the secure index Z° is a totally obfuscated vector and even two tuples have
the same attribute value, their corresponding secure indexes are different. As a
result, the cloud server can only use the secure index to check whether one tuple
is matching without directly learning any additional information, such as the
exact value and the relationship between two tuples. Then the confidentiality of
index can be protected.
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Trapdoor Confidentiality. When generating the secure trapdoor 7 for range
query Q = [a,b), each sub-trapdoor 7; j is encrypted by the secret key SK; and
then the secure trapdoor is indistinguishable from a random vector. Thus, as
long as SK; is kept private, the cloud server can’t obtain the lower and upper
bounds as well as the size of the query. In addition, the relationship between two
secure trapdoors can’t be determined. Then the confidentiality of trapdoor can
be protected.

Query Processing Confidentiality. During the query processing, the cloud
server only obtains whether a tuple matches the query and which secure sub-
trapdoor is matched. Since there are m levels in a bucket, even two tuples both
match the same sub-trapdoor, the cloud server can’t determine whether they
belong to the same canonical ranges. Thus the relationship between two tuples
won’t be disclosed during the processing. In addition, the more levels in one
bucket, the more secure the scheme is. If there is only one level in one bucket,
the cloud server can obtain that the matching tuples corresponding to the same
sub-trapdoor are close, so m should satisfy m > 2.

Privacy Against Statistics Analysis. In addition to the privacy of index,
trapdoor and query processing, we also consider several certain statistics analy-
ses. Since the adversary model in this paper is honest-but-curious, the cloud
server can store the search history of each tuple ¢ such as history; = {Tagtime,
Tagsubtd }, where Tagiime represents the time when the range query is required
and Tagsyptq denotes which sub-trapdoor is matched. As the history becomes
longer, the cloud server may learn that t.A = t’.A with high probability, if
history; and historyy are the same. In addition, if the number of matching
tuples corresponding to the secure sub-trapdoor ’];S is small, the cloud server
may infer that there may be only one small canonical range used to build ’Z;S
and the attribute values of these tuples are close.

To prevent these certain attacks, we can add dummy integers to the canonical
range set used to build trapdoor, since we have inserted random numbers to the
canonical ranges applied to construct index. In particular, if the canonical range
set CRQ); 5, used to build the sub-trapdoor satisfies Z;T:Ol lergik,j| < 2™ where
|crgi i, ;| represents the size of crq; k ;, then we use dummy integers r to replace
one zero element in the set CRQ, ;. As a result, the tuple ¢ whose sub-index
Z; has been added r will be returned no matter whether its attribute value
t.A satisfies t.A € Q. Because of the random numbers added to indexes, the
similarity between two histories of tuples ¢ and ¢’ has been broken even they
correspond to the same attribute value. The limitation of this method is that
the data user has to decrypt all the tuples received from the server and filter the
unmatching results. The number of unmatching data items in results depends
on the total number of random integers that can be chosen.
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6 Performance Evaluation

We implement our proposed scheme in JAVA on desktop PC running Windows 7
Professional with 3.4 GHz Intel(R) Core(TM) i7-3770 processor and 4 GB RAM
inside. Each data point is averaged over 10 runs.

6.1 Evaluation of Index Construction

In this paper, the secure index generated for tuple ¢ is 7° = {Z§,..., 73 .},
where M = n/m and n is the number of total levels while m is the number of
levels in one bucket. The length of each sub-index |If | depends on m directly.
Thus main impacts that influence the time for generating indexes include m and
n. As shown in Fig.2(a), given n = 12, we set m = 3 and m = 4 respectively.
The time required for m = 4 is higher because |Z7| = 126 * 2 when m = 4 while
|Z7| = 35 x 2 when m = 3. Figure 2(b) illustrates that the time is also evidently
affected by the number of levels n. Given that each bucket has m = 3 levels, the
time for constructing indexes increases as n becomes larger, since the number
of sub-trapdoors increases. When the number of data items is fixed, the ratio of
time required for n; = 15 to ng = 12 approximately equals to 11 /ns. In addition,
to ensure the index indistinguishability, our scheme constructs the secure index
for each tuple and thus the total time is linearly affected by the total number of
data items.

n=12 m=3
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(a) The impact of m. (b) The impact of n.

Fig. 2. Time for building indexes.

6.2 Evaluation of Query Processing

The time for query processing depends on the number of sub-trapdoors and
the length of each sub-trapdoor. Figure 3(a) shows that if we put more levels
in one bucket, the total time will increase since the length of each sub-trapdoor
becomes longer. As illustrated in Fig.3(b), as the number of sub-trapdoors in
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Fig. 3. Time for query processing.

a secure index grows, the total time will increase too. In addition, the time for
query processing is also linearly related to the number of data items as shown
in Fig. 3(a).

7 Conclusion

In this paper, we propose a privacy-enhancing scheme to realize range query
processing over encrypted cloud databases. We first utilize the canonical ranges
and polynomials to represent indexes and trapdoors, and then use kNN technique
to encrypt them. Our scheme is secure under the widely adopted honest-but-
curious model and the known background model. During the query processing,
the data privacy can be protected even when the cloud server possesses the
distribution of the attribute domain, since the indexes are indistinguishable and
the trapdoors are unlinkable. In addition, by evaluating the performance of our
scheme, we show that our system is also efficient.
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Abstract. Imbalanced streaming data is widely existed in real world and has
attracted much attention in recent years. Most studies focus on either imbalance
data or streaming data; however, both imbalance data and streaming data are
always accompanied in practice. In this paper, we propose a multi-window
based ensemble learning (MWEL as short) method for the classification of
imbalanced streaming data. Three types of windows are defined to store the
current batch of instances, the latest minority instances and the ensemble clas-
sifier. The ensemble classifier consists of a set of latest sub-classifiers, and
instances each sub-classifier trained on respectively. All sub-classifiers are
weighted before predicting new arriving instance’s class labels and new
sub-classifiers are trained if a precision is below a threshold. Extensive exper-
iments on synthetic datasets and real world datasets demonstrate that the new
approach can efficiently and efficiently classify imbalanced streaming data and
outperform existing approaches.

Keywords: Streaming data - Class imbalance - Multi-window - Ensemble
learning

1 Introduction

As one of the most important problems in data mining and machine learning area,
classification has attracted much attention in recent years. Traditionally, a classifier is
supposed to be trained on a static dataset, which means the dataset don’t changed over
time. Therefore, the dataset is considered to have all the information needed to learn
underlying concepts. However, in many real world scenarios, including spam filtering
[1], credit card fraud identification [2], intrusion detection [3] and webpage classifi-
cation [4], datasets are not static. New instances may arrive one by one (incremental) or
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batch by batch (batch) in a very high speed. In this case, the incoming instances need to
be classified within a finite time and space. No matter new instances arrive incremental
or in batch, only data before time step ¢ can be used to trained the classifier and predict
the instances arrive at time step ¢ + 1. In other words, the classifier can only be trained
on part of the information other than all the information.

The problem of class imbalance is very common in both static datasets and
streaming datasets. For instance, in spam filtering, the amount of spam is usually much
less than the amount of normal mails; the fraud is usually the minority comparing with
normal customers in credit card fraud identification, and intrusions are not common
compared with normal actions. And thus, class imbalance has become a vital problem
that cannot be ignored when deal with real-word problems. Since we are more inter-
ested in rare class instances, usually, we take minority instances or rare instances as
positive instances and majority instances as negative instances.

In the early stage, classification on streaming data and imbalance problems were
studied separately. But in recent years, more and more attentions were paid to tackle
these two problems together. However, as mentioned in [5], most researches combined
algorithms designed for stream and imbalance data in a simple way, and few works
took an insight look into these two problems together. In this paper, we analyze this
problem in a novel way and propose a method using multi-window ensemble learning
for classification of imbalanced streaming data. Main contributions of this paper are as
follows:

¢ A multi-window framework is proposed to record the current batch of instances,
selected positive instances and the ensemble classifier along with corresponding
instances each sub-classifier trained on. The framework enables us to accumulate
the latest positive instances, enhance the weight of the positive instances accord-
ingly. Furthermore, concept drift in stream can be detected by the error rate together
with similarity between current window and history windows each sub-classifier
trained on.

e A novel ensemble learning mechanism is designed to classify the incoming
instances. The weight of each sub-classifier is determined by the classification error
rate and the window similarity. New instances are classified using weighted
majority voting rule. Adjusting weight according to error rate can improve the
classification accuracy and similarity-based weight adjustment can solve the reoc-
curring concept drift issue [5] to some extent.

o Extensive experiments on both synthetic datasets and real world datasets in different
application domains are carried out, by which we get optimal parameters on each
datasets and demonstrate that the proposed approach outperforms other alternatives.

To simplify the model, we only focus on single-label two-class classification
problem, which means each instance can only belong to one class and there are only
two classes in all. Single-label two-class classification tasks exist in many real-word
applications, for example, emails can be classified into spam and normal; credit card
user can be labeled as fraud and regular customer and the internet behavior can be
divided into intrusion and normal. As to multi-label classification problem, it can be
divided into several single-label two-class classification problems [6]. Multi-class
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problems can also be divided and conquered [7-9]. In addition, we mainly focus on
low dimension problems, as high dimension can always be reduced [10].

The rest of the paper is organized as follows. Related works of imbalanced stream
data classification are presented in Sect. 2. Section 3 proposes a multi-window based
ensemble learning approach and describes it in details. The experiments on both real
world and synthetic datasets, and the discussion of the results are detailed in Sect. 4,
followed by a conclusion and outlook in Sect. 5.

2 Related Work

Classification on streaming data has attracted much attention for a long period and has
been widely studied, especially problems related to concept drift. Meanwhile, many
researchers focused on imbalanced data classification problem. In recent years, an
increasing number of scholars paid their attentions on problems with both class
imbalance and concept drift. We briefly review related works in the following.

Boundary Definition [11] was proposed to build classifier based on boundary
instances which are easier to be misclassified. The approach divides the majority
instances into correctly classified set and misclassified set. Random under-sampling is
done on each set separately to guarantee the distribution consistency. Eleftherios et al.
suggested keeping two windows to record the positive and negative classes separately
for multi-label stream classification [12]. A learning framework for online imbalanced
classification problem, including an imbalance detector, a concept shift detector and an
online learner, was proposed in [13]. They also proposed so called OOB
(Oversampling-based Online Bagging) and UOB (Undersampling-based Online Bag-
ging) to improve classification accuracy. In their work, they simplified the concept drift
to the change of imbalance ratio among classes. Thereafter, the authors proposed SOB
(sampling-based Online Bagging) [14], which aim at maximizing the G-mean and
balanced classes by adjusting the parameter 4 of Poisson distribution in Onling Bag-
ging. Recently, A selective re-train approach based on clustering was proposed in [15].
In this work, a new sub-classifier is trained when new data arrives, and if the overall
classification performance is unsatisfied, the worst one of the existing sub-classifier will
be replaced. Since each time one new instances arrives, a new classifier should be
trained, it is of high computation complex.

3 Method

3.1 Problem Definition

We assume that at time step ¢ the existing data instances forms a data sequence
D = {(Xo, ), (X1,h),...,(X;,1;)} in chronological order, where X; is a d-dimensional
feature vector and corresponds to a class label /;. All class labels constitute a label
sequence L = {l,1,,...,I;}. In two-class classification task, /; € {+,—}, ‘+” and ‘—’
represent positive (minority) and negative (majority) class respectively. Our goal is to
train a single classifier or a set of classifiers on existing instances so that the classifier(s)
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can be used to predicate the incoming instance X; , | at time step #+ 1. And once X,
is predicated, we are aware of the true label of X, , 1, i.e. [; ;. In addition, we take the
dataset as imbalanced if the ratio of the mount of different class instances, i.e. #{(X;, [;)|
I ="+ }#{(X; ,)|l =—hLij=0,1,. ., exceeds a predefined threshold. The task
is to build c13551ﬁer(s) on 1mbalanced steam data and get acceptable results.

In this paper, we adopt a windowing or batching approach, where the window size
is pre-calculated and then fixed. The window move forward once there is window size
instances arrived. Here, the window on stream is no-overlapping and is in chrono-
logical order. Suppose the window size is M}, then at time step #, existing instances are
divided into [¢t/M;] windows or batches. Especially, when M, = 1, the batching
approach turn to incremental learning, which means processing one instance at a time.

3.2 Multi-Window Mechanism

In this section, we describe our algorithm of multi-window ensemble learning in detail.
First of all, we have to determine the size of sliding window WB. A too small window
cannot represent the class characters and may result in a classifier with poor general-
ization. On the other side, too large size will cause much more time and space over-
head, which is restricted in practical application. For instance, a window may not be
fulfilled with instances in a limited time while the prediction is expected to be done
right now. There is scant theoretical guide for determining the optimal window size but
through experiments.

Under imbalanced environment, the positive instances are sparse or even there is no
positive instance in some sliding windows at all, and the classifiers trained on this kind
of windows may not be able to represent the positive class. Therefore, we use a
minority window WM to store those newly incoming minority or positive instances.
The minority window was also utilized in [11] to keep all arrived minority instances.
But it is space and time consuming, moreover, long-ago instances maybe meaningless
in concept drift environment. We adopt a strategy similar to [16] which fix the minority
window size and add minority instances that near to current positive instances into
minority window. However, it is time consuming to select the nearest instances when
the window size is very large and the nearest one may not be of same concept.
Consequently, we choose a simple substitution policy here with fixed size, but add
minority instances into WM before reach its upper size limit; otherwise, the oldest one
will be replaced by the newest one. Thus, the minority window always represents the
up to date positive instances over time.

Moreover, we use a classifier window WC to preserve a certain number of new
trained sub-classifiers and its corresponding weights WC,jgns, as well as windows of
instances WC;,; on which each sub-classifier trained on. The size of WC is determined
in advance through experiments and fixed in upcoming stream instances. New trained
sub-classifiers are added to WC before reach the predefined size; otherwise, the oldest
one will be replaced.
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3.3 Prerequisite to Update WC

As accuracy is not a reliable metric for imbalanced data, for example, if there are 99
normal emails and 1 spam in the dataset, the classifier can treats them all as normal
emails and get an accuracy of 99 % easily, which misses the minority class at all. So, it
is necessary to evaluate the classification result on each class at same time in imbal-
ances environment. In this paper, we use the precision both on minority and majority
class to evaluate the classification performance. If both the precision of majority class
Precision,,,; and precision of minority class Precision,,;, of the new trained classifier
are greater than 0.5, which means better than random guess, we then add it into WC. In
addition, the corresponding weight WC,,;g1; is set as current accuracy and current
window on which new sub-classifier trained is saved as WCj,;. Otherwise, the classifier
is discarded.

3.4 Algorithm

The main procedure of Multi-Window Ensemble Learning (MWEL) is shown in
Algorithm 1. When the first window arriving, WC and WM are initialized empty and
the first classifier is trained on current window. Then, it is decided whether to add the
classifier to the classifier window WC or not by metric described in Sect. 3.3. At the
time, we update WM according to rules described in Sect. 3.2.

When the next window arrives, we need to update the weights of sub-classifiers to
fit the new instances. We firstly compute and normalize the similarity between current
window and each of the existing windows which corresponds to existing sub-classifiers
to modify the weights based on the following observation.

OBSERVATION 1: The greater the similarity between window W1 and window
W2 is, the closer the concept between W1 and W2. Therefore, those sub-classifiers
trained on more similar windows to current window should be given bigger weights.

WC,eighti = WCeighri/ (1 — sim(WB, WCiys.i))i = 1,2,..., M, (1)

Where WC,ign.i is the weight of the ith sub-classifier in WC;. WB is the current
sliding window. WC;,.; is the window of instances corresponding to the ith
sub-classifier in WC;. sim(WB, WCj,;) is the similarity between two windows of
instances. Moreover, it can be used to deal with the reoccurring concept drift [5].
Because when the same concept reoccurred over time, the corresponding existing
classifier apparently can helps to get better result.

For each instance in WB, we use a majority weighted voting method to predicate the
class label.

|we|
Lyewins = WCyeighr-i - WCi(”leWInS) (2)
i=1

WC;(newlns) denotes classifying instance newlns with the ith sub-classifier in WC.
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Algorithm 1. Multi-Window Ensemble Learning

Input: ordered instances D ={(X,,l,),(X,.1,),....(X,,])}
Real class labels L =1l,,1,,...,[;}
Maximum size of batch M,
Maximum size of classifier ensemble M,

Maximum size of minority window M,

Output: Window of Minority instances WM
Window of Classifiers WC
Window of Weight of Classifiers WC,,,,,
Window of instances each classifier trained on WC,
Predicted labels L = {l,,/,...,.[)}

Initialize: Window of batch of instances WB = {}
Window of Minority instances WM = {}

Window of Classifiers WC = {}

WC, i =1 1=0,1,... M,
1: FOR each ordered instance in D
2 WB < getBatchOfInstances(M, )
3: IF [WC|=0 THEN
4 ¢ <« trainClassifier(WB)
5: {precision,, , precision,,, ,errorRate} < classify(WB,c)
6 IF precision;, >0.5&& precision,,, > 0.5 THEN
7 updateClassifier Window(WC,c,WB, errorRate)
8 ELSE
9: WB, < sample(WB)
10: WB. < WB, UWM
11: ¢ <« trainClassifier(WB,)
12: {precision; , precision,, ., errorRate} < classify(WB, c)
13: IF precision,;, > 0.5 && precision,,,, > 0.5 THEN
14: updateClassifierWindow(WC,c ,WB, errorRate)
15: END IF

16: END IF
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17:  ELSE

18: FOR each window instances in WC,

19: sim < getSimScore(WB,WC, )

20: WCweight-i < WCweighr-i /(1= sim)

21: END FOR

22: {precision, , precision,,,.,errorRate} < classify(WB,WC)
23: IF precision,;, <0.5| precision,,, <0.5 THEN

24: WB, < sample(WB)

25: WB, <-WB, WWM

26: ¢ <« trainClassifier(WB,)

27: {precision; , precision,,;,errorRate} < classify(WB, )
28: IF precision;, >0.5&& precision,,, > 0.5 THEN
29: updateClassifierWindow(WC,c')

30: END IF

31: END IF

32: END IF

33: WM < updateMinorityWindow(WM ,WB)

34:END FOR

Then we compare the predicated label with the true label of each instance in current
window. If one or both of the Precision,,,; and Precision,;, is less than 0.5, instances
in current sliding window will be resampled. The sampling procedure is showed in
Algorithm 2. Those rightly classified positive instances remain unchanged because they
are not likely to help much in increasing the precision, while wrongly classified pos-
itive instances should be oversampled to increase their weights when learned by new
sub-classifier. Here, SMOTE [17] is used to oversample minority instances and random
under sample method is applied on correctly classified majority instances to reduce the
size of majority. After several iterations, the imbalance ratio will gradually decrease to
the predefined threshold. Finally, correctly classified minority instances, wrongly
classified majority instances, oversampled wrongly classified minority instances and
under sampled correctly classified majority instances are combined together as the new
training set.
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Algorithm 2. sample

Input: batch of instances WB
Imbalance rate /R

Output: sampled instances WB,

{correctClassifiedMinority, wrongClassifiedMinority,
: correctClassifiedMajority, wrongClassifiedMajority} <— getSubset(WB)
2:WHILE |Minority|/|Majority| < IR
3: sampledMinority < SMOTE (wrongClassifiedMinority)
4: sampledMajority <— randomUnderSample(correctClassifiedMajority)
5:END WHILE
6: WB, = correctClassifiedMinority U sampledMinority U
wrongClassifiedMajority U sampledMajority

Notice that the new classifier will get the greatest weight 1 by default on the basis
of observation below.

OBSERVATION 2: Considering the influence of time factor, the latest classifier is
more likely to accord with the concept of current window, which deserve a higher
weight.

In general, the factors of time, similarity and sub-classifiers’ precision are con-
sidered overall by our methods, which should be more reasonable and comprehensive.

As for ensemble classifier, it is very important to increase its diversity, since it is
essential for its robustness and performance. However, if there is no or little concept
drift occurring in current window, new sub-classifier build on it cannot bring diversity
but result in a huge computational burden. Therefore, we believe there is no need to
build new sub-classifier on each sliding window. Instead, our approach builds new
sub-classifiers only when the precision of majority or minority is less than 0.5, which
assures the diversity, as well as reduces the computation load.

4 Experiment

We evaluate our approach on both real world and synthetic datasets.

4.1 Datasets

As shown in Table 1, we conducted experiments on four kinds of real world datasets,
the first three are public available on MOA datasets':

! http://moa.cs.waikato.ac.nz/datasets/.
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Table 1. Dataset statistics

ID | Name #All #Positive #Negative #Attributes | Positive | Negative | Imbalance

instances | instances instances index index rate
ele | Elec 45,312 19,237 26,075 8 1 2 1:1.35
for | Forest 286,048 2747 283,301 54 4 2 1:103
air | Airlines | 539,383 |240,264 299,119 7 2 1 1:1.24
thl | Thyroidl 6,332 166 6,666 21 1 3 1:40
th2 | Thyroid2 | 7,034 368 6,666 21 2 3 1:18
ged | GCD 100,000 24,652 75,348 20 2 1 1:3
scd | SCD 100,000 25,178 74,822 20 2 1 1:3
red | RCD 100,000 24,280 75,720 20 2 1 1:3

ElecNormNew (ele) was collected from the Australian New South Wales Electricity
Market to predicate the prices rise or fall. In which, prices are affected by demand
and supply of the market and are set every five minutes.

Forest Coverage Type (for) contains the forest cover type for 30*30 meter cells
obtained from US Forest Service and 7 classes in original dataset. We extract the
class 4 and 2 as minority and majority.

Airlines (air) was used to predict whether the flight will delay or not.

Thyroid Disease datasets® (th1, th2) was used to identify whether the patient have
thyroid disease. To obtain imbalanced dataset, we select class 1 and class 3 to form
the first dataset (thl), class 2 and class 3 to form the second dataset (¢th2).

Moreover, three types of synthetic datasets are generated by algorithm provided in

MOA?:

e Gradual Concept Drift (gcd), in which concept drift starts from the 30,000th instance

to 100,000" instance gradually.

Sudden Concept Drift (scd) takes place in the 50,000™ instance suddenly and the
dataset keep the new concept until the 100,000th instance.

Reoccuring Concept Drift (rcd) happened from the 30,000™ instance and begins to
shift back to the original concept around the 50,000™ instance and last until the

100,000 instance (Fig. 1).

GCD

SCD

RCD

Fig. 1. Distribution of synthetic datasets

2 https://archive.ics.uci.edu/ml/datasets/Thyroid+Disease.
3 http://moa.cms.waikato.ac.nz/.
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During the instance generation, we randomly remove some instances from one
class to form imbalanced datasets.

4.2 Evaluation Criterion

We use accuracy, precision, recall, F1 and G-mean to evaluate our method in this
paper. As explained in Sect. 3.3, accuracy may skew to negative class. While G —

mean = \/ Recallyin X Recally,; considers both classes’ recall together and can only be
high when both minority and majority have high recalls, so it is a better choice in
imbalanced circumstance.

When evaluate the classification performance on stream data, we adopt the strategy
mentioned in [11], which evaluate the classifier using the average performance over all
of the batches in the data stream.

B 1 WﬁW y; f,Fe {Accuracy,Precisionmm,Precisionmaj, (3)
[t/My) p ! Recallyin, Recallyygj, Flmin, Fl,g;, G — mean}

In which fis the indicator of each sliding windows and F is the average indicator of
the data stream. We compared all the indicators in our experiments, but limited to the
paper length, only results on accuracy, G-mean, recall of positive class and run time are
show in the paper. In many real world applications, the result is expected in finite time,
at least before next batch arriving. Therefore, the algorithm on stream needs a tradeoff
between efficiency and effectiveness.

4.3 Sliding Window Size Setup

As discussed in Sect. 3.2, there is no widely accepted standard to set up the sliding
window size with regard to different types of datasets. The larger window size means
fewer amounts of windows to a specific length dataset, which result in reducing the
frequency of classifier training, and contrarily, the smaller window size means more
windows to a specific length dataset, increasing the frequency of classifier training.
Moreover, smaller window size also means less training time of each classifier.
Therefore, in this paper, experiments are conducted to find the optimal size for different
datasets.

Figure 2 shows how sliding window size affects the classification results. It can be
seen there is great difference on optimal windows size of different dataset with various
indicators. For instance, in Fig. 2(a), datasets for, thl and th2 are of quite high accuracy
when the window size is 500 and remain stable relatively on datasets for and thl, but
fall slowly on th2when the size growing.

However, in Fig. 2(b), maximum G-mean of dataset for is at window size 1300,
while 100 and 200 of #h/ and th2. By comparing the recall of minority in Fig. 2(c), we
realize that as the window size increasing, the recall of minority of thl and th2, which
lack of positive instances, declined sharply which lead to decrease on G-mean. The
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Fig. 2. Classification performance affected by sliding window size

bigger the window, the sparser the density of the minority instance. Furthermore, we
notice that a bigger window cause a shorter training and classifying time firstly, but
after the size larger than 1500, the time cost shows the trend of slow growth in Fig. 2(d)
on most datasets except for and scd. In case of fixed data stream length, running time is
the product of two parts. One is the training and classifying time of each window, and
another is the number of windows. The early reduction is due to the decrease of
window number, however, longer processing time on each window results in the
general rise in later stages.

4.4 Minority Window Size Setup

We examine the influence of minority window size on classification performance and
the result is show in Fig. 3. We observe that besides thl, th2, for and ele, the accuracy
of other datasets decrease when the window size of minority increases in Fig. 3(a).
While in Fig. 3(b), G-mean in other datasets rise quickly and reach the highest value
around 400 except for and ele. Since the minority window is designed to improve the
probability of identifying positive class in imbalanced context, the results in Fig. 3(c)
demonstrate that it is helpful to raise the recall of minority. However, the for and ele
keep nearly unchanged all the time, because minority instances within these two
datasets are distributed more evenly than other datasets. In addition, ele dataset is of
low imbalance rate (1:1.35) and thus with subtle influence.

From Fig. 3(d), we can find while the minority window size increase, the running
time increases inevitably. The running time of #h/ and th2 remain nearly unchanged
because the total amounts of minority instances within these two datasets are only 166
and 368.
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Fig. 3. Classification performance affected by minority window size

4.5 Comparing with Existing Methods

This subsection compares the proposed methods with two existing approaches, named
BD [11] and CS [15]. The authors all claimed that their approaches are better than
others, but these two methods have not be compared directly with each other under the
same evaluation metrics. In this paper, we compare the performance of our method
MWEL (MW) to BD and CS, and the result is shown in Fig. 4.

The comparison of accuracy in Fig. 4(a) indicates that on most of datasets, MW is
better than CS but comparable to BD. Since MW pay more attention on minority
instances, and thus impact the precision of majority, finally affect the accuracy. At the
same time, we observe in Fig. 4(b) that the G-mean of MW is close to BD and
outperforms CS on all datasets. When analysis G-mean and recall of minority together,
we notice that on th/ and th2, BD has obvious advantages in recall of minority than
MW while with lower G-mean. The reason is that BD accumulates all positive
instances to build successor sub-classifiers and thus get better recall of minority.
However, too much minority instances may overwhelm the majority and thus suffer
from a low G-mean value. For CS, though the accuracy on some datasets is very high,
the G-mean and minority recall of some corresponding datasets present the opposite
trend, since many positive instances were misclassified. In addition, too much minority
instances also means more running time as showed in Fig. 4(d). MW is much more
efficient than BD and CS except for dataset ele which is nearly balanced. Actually, run
time of BD on air is more than twenty hours but we set it to 250 s for display.

Besides the visual diagrams comparison in Fig. 4, we also use Wilcoxon signed
rank test to compare the statistical differences among MW, BD and CS, and the
corresponding p-value is shown in Table 2. There is not statistically significant dif-
ference among three methods in accuracy with a significance level o = 0.05. However,
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Table 2. Wilcoxon signed rank test statistics

p-value

Accuracy | G-mean Recall Time

MW vs. BD
MW vs. CS
BD vs. CS

0.74218750
0.64062500
0.74218750

0.74218750
0.03906250
0.00781250

0.84375000
0.07812500
0.14843750

0.07812500
0.01562500
0.07812500

for G-mean and recall of minority, MW is better than CS. Although BD achieves
higher G-mean and recall of minority than MW in some datasets, the test results show
that there is no significant with o = 0.05. As for running time, MW performs better
than BD at significance level o = 0.05 and when a = 0.10, the running time of MW
outperforms both BD and CS.

5 Conclusions

For the problem of classification on imbalanced stream data, we propose a
multi-window based ensemble learning (MWEL) framework to predicate the class label
of new arrival instances. We utilize multiple windows to preserve the current data batch,
selected positive instances and set of latest sub-classifiers as well as the corresponding
sets of instances each sub-classifier trained on. Moreover, before predicting the label of
incoming instances, we update the weight of each sub-classifier by calculating the
similarity between current window and previous windows each sub-classifier trained on.
And then, a weighed majority voting strategy is used to predict the class label.
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New sub-classifier will be trained only when current ensemble classifier is of low
precision on both classes. When imbalance problem exists, we oversample minority
instances and under sample majority instances at the same time. Extensive experiments
on both real datasets and synthetic datasets demonstrate that our method can deal with
imbalanced stream data efficiently and effectively and outperform existed methods in
some extent, especially in running time. Considering the problem complexity, we only
involve two classes in the paper. However, many applications in real world are of
multi-class or multi-label, so imbalanced multi-class and multi-label stream classifica-
tion is our future direction.
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Abstract. The near real-time processing of continuous data flows in large scale
sensor networks has many applications in risk-critical domains ranging from
emergency management to industrial control systems. The problem is how to
ensure end-to-end security (e.g., integrity, and authenticity) of such data stream
for risk-critical applications. We refer this as an online security verification
problem. Existing security techniques cannot deal with this problem because
they were not designed to deal with high volume, high velocity data in real-time.
Furthermore, they are inefficient as they introduce a significant buffering delay
during security verification, resulting in a requirement of large buffer size for the
stream processing server. To address this problem, we propose a Dynamic Key
Length Based Security Framework (DLSeF) based on the shared key derived
from synchronized prime numbers; the key is dynamically updated in short
intervals to thwart Man in the Middle and other Network attacks. Theoretical
analyses and experimental results of DLSeF framework show that it can sig-
nificantly improve the efficiency of processing stream data by reducing the
security verification time without compromising the security.

Keywords: Security - Sensor networks - Big data stream - Key exchange

1 Introduction

A variety of applications, such as emergency management, SCADA, remote health
monitoring, telecommunication fraud detection, and large scale sensor networks,
require real-time processing of data stream, where the traditional store-and-process
method falls short of addressing the challenge [1]. These applications have been
characterized to produce high speed, real-time, sensitive and large volume data input,
and therefore require a new paradigm of data processing. The data in these applications
falls in the big data category, as its size is beyond the ability of typical database
software tools and applications to capture, store, manage and analyze in real time while
ensuring end-to-end security [6]. More formally, the characteristics of big data are
defined by “4Vs” [10, 11] such as Volume, Velocity, Variety, and Veracity. The
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streaming data from sensing source meets these characteristics. Our focus in this paper
is thus on secure processing of high volume, high velocity data stream.

Big data stream is continuous in nature and it is critical to perform real-time
analysis as: (i) the life time of the data is often very short (i.e., the data can be accessed
only once) [2, 3] and (ii) the data is utilized for detecting events (e.g., flooding of
highways, collapse of railway bridge, etc.) in real-time in many risk-critical applica-
tions (e.g., emergency management). Since big data stream has high volume and
velocity, it is not economically viable to store and then process (as done in the batch
computing model). Hence, stream processing engines (e.g. Spark, Storm, S4) have
evolved in the recent past that have capability to undertake real-time big data pro-
cessing. Stream processing engines offer two significant advantages: firstly, they cir-
cumvent the need to store large volume of data and secondly, they enable real-time
computation over data as needed by emerging applications such as emergency man-
agement and industrial control systems. Further, integration of stream processing
engines with elastic cloud computing resources has further revolutionized the big data
stream computation as the stream processing engines can now be easily scaled [2, 5] in
response to changing volume and velocity.

Though, the stream data processing has been studied in the past several years within
the database research community, the focus has been on query processing [13], dis-
tribution [14] and data integration. Data security related issues, however, have been
largely ignored. Since many emerging risk-critical applications, as discussed above,
need to process big streaming data while ensuring end-to-end security. For example,
consider emergency management applications that collect soil, weather, and water data
through field sensors. Data from these sensors are processed in real-time to detect
emergency events such as sudden flooding and landslides on railways and highways. In
these applications, compromised data can lead to wrong decision making and in some
cases even loss of lives and critical public infrastructure. Hence, the problem is how to
ensure end-to-end security (i.e., integrity, and authenticity) of such data stream in near
real-time processing. We refer this as an online security verification problem.

The problem in processing big data becomes extremely challenging when millions
of small sensors in self-organizing wireless networks are streaming data through
intermediaries to the data stream manager. In these cases, intermediaries as well as the
sensors are prone to different kinds of security attacks such as Man in the Middle
Attack. In addition, these sensors have limited processing power, storage, and energy;
hence, there is a requirement to develop light-weight security verification schemes.
Furthermore, data streams need to be processed on-the-fly in a correct sequence. In this
paper, we address these issues by designing an efficient approach for online security
verification of big data streams.

The most common approach for ensuring data security is to apply the cryptographic
methods. In the literature, there are two most common types of cryptographic
encryption methods: asymmetric and symmetric key encryption. Asymmetric key
encryption methods (e.g., RSA, ElGamal, DSS, YAK, Rabin, etc.) perform a number
of exponential operations over a large finite field. Therefore, they are 1000 times slower
than the symmetric key cryptography [15, 16]. Hence, efficiency become an issue if
asymmetric key such as the Public Key Infrastructure PKI [18] is applied to end-to-end
security of big data streams. Thus, the symmetric key encryption is the most efficient
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cryptographic solution for such applications. However, existing symmetric key meth-
ods (e.g., DES, AES, IDEA, RC,, etc.) fail to meet the requirements of real time
security verification. Hence, there is a need to develop an efficient and scalable
approach for performing the online security verification of big data stream. The main
contributions of the paper can be summarized as follows:

e We have designed and developed a Dynamic Key Length Based Secure Framework
(DLSeF) to provide end-to-end security for big data stream processing. Our
approach is based on a common shared key that is generated by exploiting syn-
chronize prime number. The proposed method avoids excessive communication
between data sources and Data Stream Manager (DSM) for the rekey process.
Hence, this leads to reduction in the overall communication overhead. Due to the
reduced communication overhead, our approach is able to do security verification
on-the-fly (with minimum delay) with minimal computational overhead.

e QOur proposed approach adopts dynamic key length from the set of 128-bit, 64-bit,
and 32-bit. This enables faster security verification at DSM without compromising
the security. Hence, our approach is suitable to process high volume of data without
any delay.

e We compare our proposed approach with the standard symmetric key solution
(AES) in order to evaluate the relative computational efficiency. The results show
that our approach performs better than the standard AES method.

The rest of this paper is organized as follows. Section 2 gives the background
and defines the problem space. Section 3 describes our proposed solution, DLSeF.
Section 4 presents the formal security analysis of our approach. Section 5 evaluates the
performance and efficiency of the approach through extensive experiments. Section 6
concludes our work and points out to potential future directions.

2 Background and the Problem Definition

Data stream management system has been studied in the past several years with the
main focus on query processing, data distribution, and data integrity. The security
aspects have been largely overlooked. Nehme et al. [17] initially highlighted the need
of security framework in streaming data. They divided the security problem into two:
data security problem (also known as data security punctuation) and query security
problem (also known as query security punctuation). Data security punctuation deals
with the data security, whereas query security punctuation deals with the security and
access control during the query processing. They extensively work on access control by
focusing on both data security and query security punctuation in their papers [7, 17].
For example, FENCE, a continuous access control framework in dynamic data stream
environments, deals with both data and query security restrictions [7]. It gives low
overhead which is suitable for data stream environments. Similarly, ASSIST, an
application system based effective and efficient access control framework, is proposed
to protect streaming data from unauthorized access [8]. They have implemented
ASSIST on top of StreamlInsight, a commercial stream processing engine. In this paper,
we are focusing on the data security punctuation, where our approach is to protect the
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data efficiently from potential attacks from/on untrusted intermediaries before the data
reaches to the DSM.

Figure 1 shows an overall architecture for big data stream process from source
sensing devices to the data processing center including our proposed security frame-
work. We refer to [4] for further information on stream data processing in datacenter
cloud. We refer [19] for cloud infrastructure and data processing in cloud. In sensor
networks, data packets from the source are transmitted to the sink (data collector)
through multiple intermediaries hops (e.g. routers and gateways).Collected data at sink
node is forward to the DSM as data stream which may also pass through many
untrusted intermediaries. The number of hops and intermediaries depend on the net-
work architecture designed for a particular application. The intermediaries in the net-
work may behave as a malicious attacker by modifying and/or dropping the data
packets. Hence, the traditional communication security techniques [9, 12] are not
sufficient to provide end-to-end security. In our framework both the queries and data
security related techniques are handled by DSM in coordination with the on-field
deployed sensors. It is important to note that the security verification of streaming data
has to be performed before the query processing phase and in near real time (with
minimal delay) with a fixed (small) buffer size. The processed data is stored in the big
data storage system supported by cloud infrastructure. Queries used in DSM are
defined as “continuous” since they are continuously applied to the streaming data.
Results (e.g. significant events) are pushed to the application user each time the
streaming data satisfies a predefined query predicate.
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Fig. 1. High level of architecture from source sensing device to big data processing center.

The discussion in the above architecture clearly identifies the following most
important features for security verification for big data stream processing. In summary,
they include: (a) security verification needs to be performed in real time (on-the-fly),
(b) framework has to deal with high volume of data at high velocity, (c) data items
should be read once in the prescribed sequence, and (d) original data is not available for
comparisons which is widely available in store-and-process batch processing paradigm.
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These features need to be enabled by the big data stream processing framework in
addition to meeting the end-to-end data security requirements.

Based on the above features of big data stream processing, we categorize existing
data security methods into two classes: communication security [9, 12] and server side
data security [26, 27]. Communication security deals with the data security between
two nodes when it is in motion, and does not deals with the end-to-end security, server
side data security approaches focus on ensuring the security of data when it is at rest in
repository. They are not suitable to use in the big data stream. Furthermore, symmetric
cryptographic based security solutions are either static shared key or centralized
dynamic key. In static shared key, we need to have a long key to defend from potential
attackers. It is well known that length of the key is always proportional to the security
verification time and hence longer keys leading elevated computation time are not
suitable for applications that need to do real-time processing over high volume, high
velocity data. For the dynamic key, centralize processor rekey and distribute keys to all
the sources; this is a time consuming process. Moreover, big data stream is always
continuous in nature and impossible to put data in halt for rekeying process. To address
this problem, we propose a distributed and scalable approach for big data stream
security verification.

Our proposed approach works as follows: we use a common shared key for both
sensors and DSM. The key is updated dynamically by generating synchronize relative
prime numbers without having further communication between them after handshak-
ing. This procedure reduces the communication overhead and increases the efficiency
of the solution, without compromising the security. Due to the reduced communication
overhead, our approach performs the security verification with minimum delay. Based
on the shared key properties, individual source sensor updates their dynamic key and
key length independently.

3 Proposed Approach

Our approach is motivated by the concept of moving target defense. The basic idea is
that if we keep on moving the keys in spatial (dynamic key size) and temporal (same
key size, but different key) dimensions, we can achieve the required efficiency without
compromising the security. Our proposed approach, Dynamic Key Length Based
Security Framework (DLSeF), provides the robust security by changing both key and
key length dynamically. In our approach, if an intruder/attacker eventually hacks the
key, he/she cannot predict the key or its length for the next session. We argue that it is
very difficult for an intruder to guess the appropriate key and its length as our approach
dynamically changes the both across the sessions. Similar to any secret key based
symmetric key cryptography, our DLSeF approach consists of 4 independent compo-
nents and related processes: system setup, handshaking, rekeying, and security veri-
fication. As stream processing is expected to be performed in near real time processing,
we assume that data packets should not take more than few hours to reach DSM, as the
end-to-end delay is an important QoS parameter to measure the performance of sensor
networks [28]. Table 1 provides the notations used in modelling our approach. We next
describe the approach.
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Table 1. Notations used in our approach

Acronym Description

Si i sensor’s ID

K; i™ sensor’s secret key

K, i sensor’s session key

kl Key length

K, /K>/K3 /K, | Initial keys for authentication

Ksy Secret shared key calculated by the sensor and DSM
K- Previous secret shared key maintain at DSM
P,/P,/P3/P4 | Communicated format during authentication
r Random number generated by the sensors

t Interval time to generate the prime number
P; Random prime number

K, Secret key of the DSM

Ip Encrypted data for integrity check

Ap Secret key for authenticity check

E() Encryption function

H() One-way hash function

Prime(P;) Random prime number generation function
KeyGen Key generation procedure

Key-Length () | Key length selection procedure

&) Bitwise X-OR operation

| Concatenation operation

DATA Fresh data at sensor before encryption

3.1 DLSeF System Setup

We have made a number of realistic and practical assumptions while designing and
modelling our approach. First, we assume that DSM has all deployed sensor’s identities
(IDs) and secret keys because the network is untrusted. Sensors and DSM implement
some common primitives such as hash function (H()), and common key (K1), which
are executed during the initial identification and system setup steps.

The proposed authentication process includes five steps. The first three steps are for
the sensors and DSM where they authenticate with each other and the next two steps
are for the generating shared key. The shared key is utilized during the handshaking
process.

Step 1: A sensor (S;) generates a pseudorandom number » and encrypts it along with
its own secret key K;. The encryption process uses the common shared key
(K1), which is initialized during the deployment. The output of encryption
(Eg;(r I K))) is denoted as PI. The output is then sent to DSM: S; — DSM:
Pl

Step 2:  Upon receiving the message, the DSM decrypts Pl (i.e. Dg;(P;)) and
retrieves the corresponding source ID (S; < retrieveKey(K;)). If the source
sensor’s ID matches with its own database, then the DSM computes the hash
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of the key to generate another key for encryption K2 <— H(KI). The DSM
then encrypts the pseudorandom number (r) with the newly generated key as
P, < Eg»(r) and sends it to the sensor for DSM authentication as follows:
S; < DSM: P,

Step 3:  Corresponding sensor receives the encrypted pseudorandom number and
decrypts it to authenticate the DSM, ie. r' <— Dg,(P,). It calculates the
current secret shared key using the hash of existing shared key i.e. K2 < H
(K1). If the received random number is the same as the sensor had before (i.e.
r = r'), the sensor sends an acknowledgement (ACK) to DSM. The ACK is
encrypted with the new key, which is computed using hash of the current key
(K3 <= H(K2)). The encrypted ACK is denoted as P; <— Ex3(ACK), and
sends to DSM as follows: S; — DSM: P3

Step 4:  The DSM decrypts the ACK (ACK <— Dg;3(P3)) to confirm that the sensor is
now ready to establish the session. The current secret key is updated using
the hash of existing secret key i.e. K3 <— H(K2). After the confirmation of
ACK, the DSM generates a random session key i.e. K,; <— randomKey() for
handshaking. The generated session key (Kj;) is encrypted with the hash of
the current key e.g. (K4 <— H(K3)) and then sent to individual sensors as
S; — DSM: {P,}, where P, < Ex4K).

Step 5:  The sensor decrypts P, and extracts the session key for handshaking
(K,; <= Dg4(P4)). It follows the same procedure as before, i.e., the current
shared key is updated with the hash value of existing shared key (K4 < H
(K3)). We update the shared key in every transaction to ensure the strength of
security for handshaking.

3.2 DLSeF Handshaking

In the handshaking process, the DSM sends the key generation and synchronization
properties to sensors based on their individual session key (Kj;) established earlier.
Generally, a larger prime number is used to strengthen security process. However, a
larger prime number requires greater computation time. In order to make the rekeying
process efficient (lighter and faster), we recommend reducing the prime number size.
The challenge is how to maintain the security while avoiding large prime number size.
We achieve this by dynamically changing the key size as described next.

The dynamic prime number generation function is defined in Algorithm II. We
calculate the prime number and shared key on both sensing sources and DSM ends to
reduce communication overhead and minimize the chances of disclosing the shared
key. The computed shared keys have of multiple lengths (32 bit, 64 bit, and 128 bit)
which are varied across the sessions. Initial key length is set to 64 bit and is dynam-
ically updated as per the logic depicted in Algorithm I. After a certain time interval, the
next shared key is generated by applying Algorithm II where the size is determined by
Algorithm I as follows.

Prime(P;) periodically computes the relative prime number at both the sensor and
DSM ends after a time interval #, which are updated based on function KeyLength().
The shared secret key (Ksy) generation process needs K, and P;. In the handshaking



100 D. Puthal et al.

process, DSM transmits all properties required to generate shared key to sensors
(Ka,t, Pi, Prime(), KeyLength(), Ksu, KeyGen) as follows: S; — DSM : {Ky;(Ky,t, P;,
Prime(), KeyLength(), Ksi, KeyGen)}.

All of these above transferred information are stored in the trusted part of source for
future rekeying process (e.g., TPM) [25]).

3.3 DLSeF Rekeying

Our proposed approach not only calculates the dynamic prime number to update the
shared key without further communication after handshaking, but also proposes a novel
way of dynamically changing key length at source and DSM following the steps
described in Algorithm I. We change the key periodically in DLSeF Rekeying process to
ensure that the protocol remains secured. If there are any types of key or data compromise
at a source, the corresponding sensor is desynchronized with DSM instantly. Following
that the source sensor need to reinitialize and synchronize with DSM as described above.
We assume that the secret information is stored in the trusted part of the sensor (e.g. TPM)
and it is sent by the sensor to DSM for synchronization. In some cases, data packet can
arrive at DSM after shared key is updated. Such data packets are encrypted using pre-
vious shared key. We add a time stamp field to individual data packet to identify the
encrypted shared key. If the data is encrypted using previous key then the DSM uses Ky~
key for the security verification; otherwise, it follows the normal process.

The above defined DLSeF Handshaking process makes sensors aware about the
Prime (Pi), KeyLength, and KeyGen. We now describe the complete secure data
transmission and verification process using those functions and keys. As mentioned
above, our approach uses the synchronized dynamic prime number generation Prime
(Pi) on both sides, i.e., sensors and DSM as shown in Fig. 1. At the end of the
handshaking process, sensors have their own secret keys, initial prime number and
initial shared key generated by the DSM. The next prime generation process is based
on the current prime number and the time interval as described in Algorithm II. The
prime number generation process (Algorithm II) always calls Algorithm I to fetch
shared key length information and associated time interval. Sensors generate the shared
key Ky = (E(P;, K;)) using the prime number P;, and DSM’s secret key (E(P;, K,)).
We use the secret key of DSM to improve the robustness of the security verification
process. Each data block is associated with the authentication and integration tag and
contains two different parts. One is encrypted DATA based on shared key Kgy for
integrity checking (i.e., Ip = DATA @ Kspy), and the other part is for the authenticity
checking (i.e., Ap = S; @ Kgp). The resulting data block (DATA @ Ksp) || (S; D Ksn))
is sent to DSM as follows: Si — DSM: {(Ip||Ap)}.

3.4 DLSeF Security Verification

In this step, the DSM first checks the authenticity in each individual data block A, and
then the integrity with randomly selected data blocks /. The random value is calcu-
lated based on the corresponding prime number i.e. j = P;% 5, when the key length is
32; j = P;% 9 when the key length is 64; and there is no integrity verification when the
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key length is 128. DSM also checks the time stamp of each individual data block to
find the shared key used for encryption. For the authenticity check, the DSM decrypts
Ap with shared key S; = Ap @ Kgy. Once Si is obtained, the DSM checks its source
database and extracts the corresponding secret key K; (K; < retrieveKey(S;)). In the
integrity check process, the DSM decrypts the selected data such as DATA = I, ® Kgy
to get the original data and checks MAC for the data integrity.

4 Security Analysis of DLSeF

In this section, we provide a theoretical analysis on our approach. We made the
following assumptions: (a) any participant in our scheme cannot decrypt the data that
was encrypted by DLSeF algorithm unless it has the shared key which was used to
encrypt the data; (b) as DSM is located at the big data processing system side, we
assume that DSM is fully trusted and no one can attack it; and (c) sensors’ secret key,
Prime (P;) and secret key calculation procedures reside inside the trusted part of the
sensor (such as the TPM) so that they are not accessible to the intruders.

Similar to most security analyses of communication protocols, we now define the
attack models for the purpose of verifying the authenticity and integrity.

Definition 1 (attack on authentication). A malicious attacker M, can attack on the
authenticity if it is capable to monitor, intercept, and introduce itself as an authenticated
source node to send data in the data stream.

Definition 2 (attack on integrity). A malicious attacker M; can attack on the integrity of
the data if it is an adversary capable to monitor the data stream regularly and try to
access and modify the data blocks before it reaches to DSM.

Theorem 1: The data security of data streams is not compromised by changing the
size of shared key (Ksp).

Proof: The dynamic prime number generation generates and updates the key on both
source and DSM. The dynamic shared key length is either 32 bit or 64 bit or 128 bit.
The ECRYPT II recommendations on key length say that a 128-bit symmetric key
provides the same strength of protection as a 3,248-bit asymmetric key [16]. Even
smaller symmetric key provides more security as it is never shared publicly. Advanced
processor (Intel i7 Processor) took about 1.7 ns to try out one key from one block.
With this speed it would take about 1.3 x 10"? x the age of the universe to check all the
keys from the possible key set [16]. By reducing the size of the prime number, we vary
the key length to confuse the adversary, but achieve faster security verification at DSM
using the data reported in Table 2. Further, Table 2 shows that 128 bit symmetric key
takes 3136e +19 ns (more than a month), 64 bit symmetric key takes 3136e +19 ns
(more than a week), and so on. We fixed the time interval (7) to generate prime number
and updated the shared key as follows: # = 720 h for 128-bit key length, t = 168 h for
64-bit length, and # = 20 h for 32 bit length key (see Algorithm I). Dynamic shared key
is computed based on the calculated prime number and associated properties initialized
accordingly (See Algorithm II). Based on these calculation, we conclude that an
attacker cannot intercept within the interval time 7. The key has been already changed
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four times before an attacker knows the key and this knowledge is not known to the
attackers. Data blocks arrived after 20 h are discarded as they might be compromised.

ALGORITHM I. SYNCHRONIZATION OF DYNAMIC KEY LENGTH GENERATION
Key-Length (x,,_41)
: Xp_1< 64 ( For First Iteration)
Xp € Xp_q + Xp_1 COSXp_4
i—x,%3
If i = 0 then
Set kl « 128
t < 720 hours (1 month)
J < no checking
Else If i = I then
9:  Setkl «— 64
10: t < 168 hours (1 week)
11: j—Pi%9
12: Else
13:  Setkl «— 32
14: t < 20 hours (1 day)
15: J—Pi%5
16: End If
17: End If
18: Return (x,) // use to initialize x,,_, for next iteration.

PRIL AP

Table 2. Time taken by symmetric key (AES) algorithm to get all possible keys using the most
advanced Intel i7 processor.

Key Length 8 16 32 64 128

Key domain size 256 65536 |4.295¢ + 09 | 1.845e +19 | 3.4028¢e + 38

Time (in nanoseconds) | 1435.2 | 1e + 05| 7.301e + 09 | 3136e +19 |5.7848e + 35

Theorem 2: Relative prime number P; is calculated in Algorithm II is always syn-
chronized between the source sensors (S;) and DSM.

Proof: The normal method to check the prime number is 6k + 1, Vk€ N* (an integer).
Here, we first initialize the value of k based on this primary test formula stated above.
Our prime number generation method is based on the nth prime number generation
concept and from the extended idea of [24]. In our approach, the input P; is the
currently used prime number (initialized by DSM) and the return P; is the calculated
new prime number. Intially P; is intianized by DSM at DLSeF Handshaking process
and the interval time is 7 (see Algorithm I).

By applying the Algorithm II, we calculate the new prime number P; based on the
previous one P;_;. The complete process of the prime number calculation and gener-
ation is based on the value of m, where m is initialized from k. The value of k is kept
constant at source because it is calculated from the current prime number. This is
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initialized during DLSeF Handshaking. Since k is constant the procedure Prime (P;)
returns identical values at both seniors and DSM. In Algorithm II, the value of S(x) is
computed as follows, if the computed value is 1 then x is a prime; otherwise it is not a
prime.

ALGORITHM II. DYNAMIC PRIME NUMBER GENERATION
Prime (P;)

Py =P .

Set k := [171]

Setm :=6k + 1

If m > 107 then

ke=K/105
GO TO: 14
If S(m) = 1 then
GO TO: 13
Setm := 6k +5
: If S(m) = 1 then
GO TO: 13
: k= |k* +Vk| mod 17 + k
: GOTO: 3
:Pb=m
. Return (P;) // calculated new prime number

e AN A S e

— ek e = = \O

(-1) [ 4] +1 x x
SI(X)ZW "{‘ JH61<+1J_61<+1J’

_ VEL L x X
Sy(x) = ﬁ k{i’lj Uac — 1J Tk — 1J
S

If S(x) = 1 then x is prime, otherwise x is not a prime.
xZ0modiV'1 <i<x — 1, if x is prime.
Put the value of x as a prime number, then derivations as follows:

= | |== i
ok+1| 6k+1|

Same as Uﬁkx——lJ —6](%: —IJ

Vk within the specified range i.e. 107, then
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Same S;(x) is also 1 and then S(x) = w =1
Hence, the property of S(x) is proved.

Theorem 3: An attacker M, cannot read the secret information from a sensor node (S;)
or introduce itself as an authenticated node in DLSeF.

Proof: Following Definition 1 and considering the computational hardness of secure
module (such as TPM), we know that M, cannot get the secret information for P;
generation, K; and KeyGen. So there are no possibilities for the malicious node to trap
sensor, but M, can introduce him/herself as an authenticated node to send its infor-
mation. In our approach, a sensor (S;) sends ((Ip) || (Ap)), where the second part of the
data block (S; @ Ky ) is used for authentication check. DSM decrypts this part of the
data block for authentication check. DSM retrieves S; after decryption and matches
corresponding S; within its database. If the calculated S; matches with the DSM
database, it accepts; otherwise it rejects the node as source and it is not an authenticated
sensor node. Hence, we conclude that an atfacker M, cannot attack on big data stream.

Theorem 4: An attacker M; cannot read the shared key Ky within the time interval ¢ in
DLSeF model.

Proof: Following Definition 2, we know that an attacker M; has full access to the
network to read the shared key Ky, but M; cannot get correct secret information such
as Kgpy. Considering the method described in Theorem 1, we know that M; cannot get
the currently used Kgy within the time interval ¢ (see Table 2), because our proposed
approach calculates P; randomly after time 7 and then uses the value P; to generate Ky
as described in Theorems 1 and 2.

5 Experimental Evaluation

The proposed DLSeF security approach though deployed in big sensor data stream in
this paper is a generic approach and can be used in other application domains. In order
to evaluate the efficiency and effectiveness of the proposed architecture and protocol,
even under the adverse conditions, we experimented with two different approaches in
two different simulation environments. We first verify the security approach using
Scyther [22], and then measure the efficiency of the approach using JCE (Java Cryp-
tographic Environment) [23].

5.1 Security Verification

The protocols in our proposed approach is written in Scyther simulation environment
using Security Protocol Description Language (.spdl). According to the features of
Scyther, we define the role of S and D, where S is the sender (i.e., sensor nodes) and D
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is the recipient (i.e., DSM). In our scenario, S and D have all the required information
that are exchanged during the handshake process. This enables S and D to update their
own shared key. S sends the data packets to D and D performs the security verification.
In our simulation, we introduce two types of attacks by adversaries. In the first type of
attacks, a malicious attacker change the data while it is being transmitted from S to D
through intermediaries (integrity attack). In the second type of attacks (authentication
attack), an adversary acquires the property of S and sends the data packets to D
pretending that it is from S. We experimented with 100 runs for each claim and found
out no attacks at D as shown in Fig. 2(a).

-+AES (256) -=-AES (128) =-DLSeF

Fod
@

Claim Status Comments
4
DLSeF S DLSeFS2 SecretPi ok No attacks within bounds.
.3 35
DLSeF,S3 SKRKsh ok No attacks within bounds. <}
243
DLSeFS4  Niagree ok No attacks within bounds. | 3
S25
DLSeFSS  Nisynch ok No attacks withinbounds. | S
(= 2
D DLSeFD2 SecretPi ok No attacks within bounds. |'c
o 15
DLSeF,D3 SKRKsh ok No attacks withinbounds. | £
= 1
DLSeF,D4 CommitSKsh Ok No attacks within bounds. |
0.5
DLSeF,DS  Niagree ok No attacks within bounds.
0
DLSeF,D6  Nisynch ok No attacks within bounds,
S I T T T I T N N
[ N & S N RN RO T A S
Done. .
- Data in Bytes
(@

Fig. 2. (a) Scyther simulation result of successful security verification at DSM. (b) Performance
of our approach compared in efficiency to 128 bit AES and 256 bit AES.

Experiment model: In practice, attacks may be more sophisticated and efficient than
brute force attacks. However, this does not affect the validity of the proposed DLSeF
approach as we are interested in efficient security verification without periodic key
exchanges and successful attacks. Here, we model the process as described in the
previous section and vary the key size between 32 bits, 64 bits, and 128 bits (see
Table 2). We used Scyther, an automatic security protocols verification tool to verify
our proposed model.

Results: We did our simulation using a different number of data blocks in each run. Our
experiment ranged from 10 to 100 instances with 10 intervals. We checked authenti-
cation for each data block, whereas the integrity check is performed on the selected
data blocks. As the key generation process is saved in the trusted part of the sensors, no
one can get access to those information except the corresponding sensor. Hence, we did
not find any authentication attacks. For integrity attacks, it is hard to get shared key
(Ksg), as we are frequently changing the shared key (Kgz) and its length based on the
dynamic prime number P; on both source sensor (S;) and DSM. In the experiment, we
did not encounter any integrity attacks. Figure 2(a) shows the result of security veri-
fication experiments in Scyther environment. This shows that our approach is secured
from integrity and authentication attacks.
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5.2 Performance Comparison

Experiment model: It is clear that the actual efficiency improvement brought by our
approach highly depends on the size of the key and rekeying without further com-
munication between sensor and DSM. We have performed experiments with different
size of data blocks. The results of our experiments are given below.

We compare the performance of our proposed approach DLSeF with advanced
encryption standard (AES), the standard symmetric key encryption algorithm [20, 21].
Our approach is efficient compared with two standard symmetric key algorithm such as
128-bit AES and 256-bit AES. This performance comparison experiment was carried
out in JCE (Java Cryptographic Environment). We compared the processing time with
different data block size. This comparison is based on the features of JCE in java virtual
machine version 1.6 64 bit. JCE is the standard extension to the java platform which
provides a framework implementation for cryptographic method. We experimented
with many-to-one communication. All sensors node communicate to the single node
(DSM). All sensors have the similar properties whereas the destination node is more
powerful to initialize the process (DSM). The rekey process is executed at all the nodes
without any intercommunication. Processing time of data verification is measured at
DSM node. Our experimental results are shown in Fig. 2(b).

Results: The performance of our approach is better than the standard AES algorithm
when different sizes of the data blocks are considered. Figure 2(b) shows the processing
time of the DLSeF approach in comparison with base 128-bit AES, and 256-bit AES
for different size of the data blocks. The performance comparison shows that our
proposed approach is efficient and faster than the baseline AES protocols.

From the above two experiments, we conclude that our proposed DLSeF approach
is secured (from both authenticity and integrity attacks), and efficient (compare to
standard symmetric algorithms such as 128-bit AES and 256-bit AES).

6 Conclusion and Future Works

In this paper, we have proposed a novel authenticated key exchange approach, namely
Dynamic Key Length Based Security Framework (DLSeF), which aims to provide
real-time security verification approach for big sensing data stream. Our approach has
been designed based on the symmetric key cryptography, dynamic key length and
dynamic prime number generation. We proved our proposed DLSeF approach sig-
nificantly improve the security verification time without compromising the security by
theoretical analysis and experimental evaluation. In this proof we shown that our
approach prevent malicious attacks on authenticity and integrity. In our approach,
dynamic key initialization at both sensor and DSM reduce the communication and
computation overhead. We plan to pursue a number of research avenues in future to
perform importance for better security of big data stream. We will further investigate
the technique to develop a moving target defense strategy for the Internet of Things.
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Abstract. Online social networks are popular communication tools for
billions of users. Unfortunately, they are also effective tools for hidden
paid posters (or Internet water army in some literatures) to propagate
spam or mendacious messages. Paid posters are typically organized in
groups to post with specific purposes and have flooded the communi-
ties of microblogging websites. Typical traditional methods only utilize
individual characteristics in detecting them. In this paper, we study the
group characteristics of paid posters and find that group characteristics
are also very important in detecting them comparing to individual char-
acteristics. We construct a classifier based on both the individual and
group characteristics to detect paid posters. Extensive experiments show
that our method is better than existing methods.

Keywords: Paid posters - Internet water army - Microblogging * Social
network

1 Introduction

Nowadays, social networks like Twitter, SINA Weibo and Facebook are becoming
popular information sources for billions of people. Due to the ease of forwarding
messages, information can disseminate to a large number of interested people
via their social network. For example, if a user posts a tweet in Twitter, all its
followers can read the tweet immediately. Some users like famous people even
have millions of followers. As one of the major social networks, microblogging
differs from a traditional blog and allows users to exchange small elements of con-
tent such as short sentences, individual images, or video links. There are several
famous microblogging platforms like Twitter, SINA Weibo and Yammer. Users
can post about topics ranging from the daily chats to the thematic like national
policies. The microblogging platforms have significantly influenced people’s daily
life and brought considerable opportunities to business.

Paid posters [8] are typical employed to promulgate spam or mendacious
information to increase normal users’ awareness of their targets in a campaign.
If there are large number of mendacious messages, normal users can not know the
© Springer International Publishing Switzerland 2015
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actual state of affairs. This maybe lead some bad consequences if large number
of normal users are misled. For example, the CEO of Smartisan Technology
corporation named Luo Yong-hao announced that their new product “Smartisan
T1” was attacked by paid posters and publicly offered a reword of CNY 200,000
to find the paid posters'. There are many slanderous comments for their new
product and the sales of the product are decreased. To reduce the negative effect,
it’s crucial for us to detect paid posters.

Paid posters are different from traditional spammers. First, paid posters are
typical a group of users with group characteristics while spammers (except opin-
ion spam) are usually considered to be individuals. Second, some paid poster
groups go far away than posting spam message, the behaviors of them some-
times can hurt others. Third, paid posters are either controlled by a program
through platform APT or human beings. They are different from Twitter bot [9]
which is a program used to produce automated posts or to automatically fol-
low Twitter users. As they can also be human beings which are more covert and
complex than Twitter bot. Fourth, paid posters are more covert than spammers.
They are normal users at ordinary times, but they become paid posters when
they try to promote a campaign. Even Some famous users with high influence
can be paid to be paid posters temporarily when they are needed in a promoting
campaign. Opinion spam is a kind of paid posters [16,20], but existing researches
focused on detect them in electronic-commerce websites like Amason.com and
hotel booking website TripAdvisor, rather than social network platforms like
microblogging websites.

Spammers have been appearing in many applications like blogs [17,24], email
[2,6], Web search engine [12] and videos websites [3,5]. There are a large amount
of methods which have been proposed to detect them [11,15] in these platforms.
They mainly employ individual statistical characteristics for detecting spam.
Our study finds that group characteristics are also important for detecting paid
posters. Traditional methods which only utilize individual statistical character-
istics are not good enough for detecting paid posters. For example, in a promo-
tional campaign to promote an URL, many paid posters retweet the advertising
tweet to their communities to make large number of users see it. Typically most
of them do not follow the author of the advertising tweet, so it is important to
use group characteristic “retweeting without following” to detect paid posters.

In this paper, we study six group characteristics for detecting paid posters.
The group characteristics are discussed in Sect. 3. Some individual characteristics
used in traditional spam detecting methods are also utilized in our method. User
influence which is calculated by users’ multi-relational networks [10] is employed
to detect paid posters. We employ the SVM model to combine the individual
characteristics and group characteristics to detect paid posters. Experimental
results on three real datasets show that our method is better than existing
methods.

The main contributions of this paper can be summarized as follows:

! http://digi.163.com/14/0919/15/A6H2KS8H001620UT . html.
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— We study several useful group characteristics for detecting paid posters and
find that group characteristics are also very important in detecting paid
posters comparing to traditional individual features.

— We propose a method named “IGCSVM” combining both user’s individual
and group characteristics for detecting paid posters.

— Extensive experiments have been done on three real datasets of SINA Weibo.
Experimental results show that our IGCSVM method is more effective than
existing methods in detecting paid posters.

The rest of this paper is organized as follows: Sect. 2 discusses some impor-
tant related works. Section 3 introduces our method for detecting paid posters.
Experimental results are shown in Sect.4. Finally, conclusion and future work
are provided in Sect. 5.

2 Related Works

Spammers have been appearing in a lot of applications, such as blogs [17,24],
email [2,6], Web search engine [12] and videos [3,5]. And there are a large amount
of methods which have been proposed to detect them [11,15]. Zhang et al. [26]
analyze the characteristics of the spam users in two campaigns in Twitter. They
explored the mention network to find the characteristics of outdegree and inde-
gree, neighborhood connectivity and burstiness in order to find their relation-
ships with spam users. They also analysis the online social network to get the
features of followers/friends and response time. They try to find useful features
for spam detection. They also investigate the benefit-cost analysis of spammers
based on epidemic model. Yang et al. [27] presented a case study of analyz-
ing inner social relationships of criminal users and proposed a new algorithm
named Mr.SPA to detect users that have close relationship with criminal users.
They also designed an algorithm named CIA to detect more criminal users based
on a seed set by analyzing the social and semantic relationships among users.
Gao et al. [13] proposed a method to detect malicious users and posts based on
URL and text clustering. They also analysis the characteristics of the malicious
users and posts. Thomas et al. [23] characterized the behaviors of 1.1 million
spammers on Twitter by analyzing the text of the tweets sent by the suspended
users. They also found there was a market providing spam users services. They
also explored five spam campaigns and find the tools employed by spammers
and the approaches they used in spam activities. Lee et al. [18] analyzed the
profile features of spammers and developed a classifier to classify spam users
to different categories: promoters, legitimate users and so on. Grier et al. [14]
studied spam on Twitter and found that clickthrough rate of spam URLs was
much lower than email. The analyze also showed that 84 % spam users are orga-
nized by few number of controllers. M. McCord and M. Chuah [19] studied user
based and content based features and find that they are different between spam-
mers and legitimate users. They also utilize the features for detecting spammers.
Chu et al. [9] build a classifier to determine an account to be a human, bot or
cyborg.
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There are also some researches about paid posters. Opinion spam is a kind
of paid poster. Jindal and Liu [16] found that opinion spam is widespread and
in electronic-commerce websites. They trained their models using features like
review text, reviewer and product to detect duplicate opinions in Amazon.com.
Ott et al. [20] proposed a n-gram based text categorization to detect deceptive
opinion spam in hotel booking website TripAdvisor. Chen et al. [8] investigated
the behavioral pattern of paid posters and designed a detection mechanism to
identify potential paid posters based on user comments in social network. We
utilize not only user comments but also user posts, user social friendships and
group characteristics for detecting paid posters in this paper. Wang et al. [25]
studied five features for detecting paid posters. Zeng et al. [28] investigated the
behavior patterns of paid posters in online forums.

3 Detecting Organized Posters

3.1 Typical Organization Structure

To promote a campaign, the organizers of the campaign will typically employ
three teams working for them: resource team, poster team and observation and
evaluation team. The typical organization structure for paid posters is shown
in Fig. 1. The organizers ask the resource team to prepare content of tweets for
posting. The content can be not only text content, but also image, audio and
even video. There are writers, graphic designers, video makers and so on in the
resource team. Poster team is responsible for publishing the content manufac-
tured by the resource team in popular websites like SINA Weibo. The observation
and evaluation team is responsible for observing and evaluating the effect of the
whole promoting activities and competitors’ activities.

Report
1
()= & &5 il
) Task Observation and
Organizers Evaluation Team

T

Observe and
Evaluate

askﬂ ask
o & 3 wor

Resource Team Poster Team

Fig. 1. Typical structure for the paid posters

The poster team mainly comes from two sources. First, some companies
and organizations control large number of paid posters directly. These paid
posters either controlled through open API of the platforms such as SINA Weibo
Open Platform or employees in the company or organization. Second, some paid
posters come from temporary recruitment. There are some platforms for hiring
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part-time posters, such as Shuijunwang.com and 51shuijun.net. A company or
organization can quickly employ a large number of paid posters from these plat-
forms. The paid posters can be hired to attract public attention to their targets,
enhance the strength of their viewpoints to something or even perturb public
perspective. Some messages we see sometimes can not be trustworthy due to
many rumors posted by them.

3.2 Framework for Detecting Organized Posters

Our framework for detecting paid posters is shown in Fig. 2 based on the indi-
vidual and group characteristics using SVM model (IGCSVM). Given a user,
we first study its individual statistical characteristics and group characteris-
tics. The four individual characteristics and six group characteristics form a
10-dimensional vector. The features in the 10-dimensional vector are normalized
to be between 0 and 1. Then we build a classification model from the training
dataset to classify a user to be a paid poster or a legitimate user. A record in
the training data is represented as the 10-dimensional vector and a class label
(1 or —1). Class label 1 represents user u to be a paid poster and —1 represents
it to be a legitimate user.

P & IS

/7 ndividual  \ - ,
l ) Characteristics & Paid Poster
User N\, ( : / - - N\
N (gl ¥ SVM Classifier «
3 AA Y
—

Group Legitimate User
Characteristics

Fig. 2. Framework for detecting paid posters

Individual Statistical Characteristics. The four individual statistical char-
acteristics are discussed in this section.

The Ratio of Friends to Followers. Some paid posters are not likely to be
followed by normal users since they always do not post high quality contents.
So they can not get many followers. The ratio of friends to followers (RFF) of a

paid poster is always larger than normal users. We define the ratio of friends to
followers Prpp in Eq. 1.

% (1)
Nrr+ Nro

where Ngg is the number of friends of a user and Ngo is the number of followers
of the user.

Prpr =
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The Ratio of Tweets that Contain URLs to User’s All tweets. Since
the length of a tweet is not allowed to exceed 140 characters in microblogging
websites like Twitter and SINA Weibo, there is always an URL in paid posters’
tweets to promote a campaign. The ratio of tweets that contain URLs to user’s all
tweets (URL) for paid posters is probably higher than normal users. Equation 2
is defined to be the ratio of tweets that contain URLs to all tweets Pygry.
NuRrL

Pypr = —— (2)
where Ny gp is the number of tweets that contain URLs and N4y is the total
number of tweets of a user.

The Ratio of Replied/Retweeted Tweets to User’s All Tweets. Paid
posters’ tweets are less likely to be replied or retweeted than normal users’ tweets.
The first reason is that paid posters tend to post low quality tweets. The second
one is that there are probably fewer normal users following them. Then the ratio
of replied /retweeted tweets to user’s all tweets (RRE) can be used distinguish
paid posters and normal users. Equation 3 shows how to calculate the ratio of
replied /retweeted tweets to user’s all tweets Prrpy.

|TS€treply UTSetretweet ‘ (3)
Nay

where T'Setepry and T'Set,epweer are the set of tweets that have been replied or
retweeted. N4 is the total number of tweets for a user.

Prre =

Influence. Ding et al. [10] compute a user’s influence based on the multi-
relational network. They perform multi random walks on the retweet, reply,
reintroduce, and read networks which are constructed by the retweet, reply,
reintroduce, and read relations between users. We implement their method on a
multi-relational network that is constructed from the retweet and notify (Quser-
name) relations. There are more than 30 million users and a parallel distributed
framework MapReduce? is used to compute the influence of users on a Hadoop®
cluster which contains 32 nodes. The influence of a user (IN) Py (0 < Pry <1)
is defined to be a feature for detecting paid posters.

Group Characteristics. The six group characteristics are discussed in this
section.

Original Tweet Posting. Paid posters tend to post copied tweets (sometimes
changing few words) from the resource team which is described in Sect. 3.1 We call
this feature “original tweet copying” (OTCopy). This observation has been widely
studied in some existing researches [13,27] for detecting spam. To find the copied
tweets, we first segment tweets to process Chinese words using ICTCLAS which is

2 MapReduce: http://en.wikipedia.org/wiki/MapReduce.
3 Apache Hadoop: http://en.wikipedia.org/wiki/Apache_Hadoop.
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developed by Institute of Computing Technology, Chinese Academy of Sciences?.

Then stopwords are removed and TF-IDF weighting schema is used to calculate
weights of words. Finally we use vector space model (VSM) [21] to compute the
similarity of two tweets. The threshold in our experiment is set to be 0.85, which
is an empirical value, to determine whether two original posts (not a retweet) are
the same. For a tweet tweet;, we think it is copied from tweet; if the similarity
between tweet; and tweet; is beyond the threshold and the posting time of tweet;
is after tweet;. We compared all tweets in our experiments to find copied tweets.
Suppose a user u posts a total of Nor tweets in a campaign, there are Norcopy
tweets that are copied from others in a campaign. Then group characteristics “orig-
inal tweets posting” Por for building classification model is obtained from the ratio
of Norcopy and Nor as shown in Eq. 4.

Norco
_TiTony (4)

Porcopy =
PY N
or

Retweeting. A retweet is a reposting of someone else’s tweet. It is common
to retweet its friends’ tweets which can be seen in its timeline in SINA Weibo
and add some comments on them. But for paid posters, they always retweet
from someone who they do not follow and add the same comments that come
from the resource team as other paid posters. Suppose a user u retweets a total
of Nrr tweets, there are NrrNonFriends tweets that are retweeted from users
who are not its friends, then the feature PrrnonFriends Of group characteristic
“retweeting without following (RTNonFriends)” for building classification model
is obtained from the ratio of NgrnonFriends and Nrr as shown in Eq. 5.

NRTNonFriends (5)

PRTNonFriends =
Ngr

Suppose there are Ngrrcopy tweets that have the same comments with others,
then the feature “retweeting copy (RTCopy)” Prrcopy for building classification
model is obtained from the ratio of Nrrcopy and Nrr as shown in Eq. 6. The
VSM model is used to measure if two comments are the same one like what has
been done in measuring if two original tweets are the same ones.

PRTCOpy = N?\?C()py (6)
RT
Replying. Everyone can reply tweets in SINA Weibo. Like posting a new tweet,
paid posters tend to get the comments from the resource team and they post
the same comments (sometimes changing few words) on the target tweets. VSM
model is also used to measure the similarity between two comments in a dataset.
Paid posters are more likely to comment on users’ tweets and the users are not
their friends (non-friends). Given a user u who replies Ngg times in all tweets of
a special campaign, there are NggnonFriends comments replied to non-friends’

4 ICTCLAS: http://ictclas.org/index.html.
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tweets, then the feature PrpnonFriends Of group characteristic “replying without
following (RENonFriends)” for building classification model is obtained from the
ratio of NrENonFriends and Nrg as shown in Eq. 7.

NRENonFriends (7)

PRENonFMends = N
RE

If there are Nrrcopy comments are the same as others, the feature Precopy
of group characteristic “replying copy (RECopy)” is obtained from the ratio of
NRrECopy and Ngrg as shown in Eq. 8.

Precopy = % (8)
RE

Mentioning. Mentioning someone enables the mentioned user to receive a noti-
fication. It’s also a convenient way for normal users to communicate with friends,
but paid posters utilize the way to spread messages to the users they want. It’s
an usual way for paid posters to make others to see their tweets. This feature is
also used to detect spammers in many studies [14,26,27]. If a user posts, retweets,
replies the same tweet and mentions someone in its tweet, but the mentioned users
are neither talked in the tweet nor followed by the poster, then it will be consid-
ered to be an abnormal action. Posting, retweeting and replying the same tweet
has been studied in this section, we only consider the retweeting action with no
comments but mentioning un-followed and un-related users in this paper. Given
a user © who mentions un-followed and un-related users Nyoroliow times in all
NrE tweets of a campaign and we call this feature” mentioning without following
(NoFollow)”, then the feature “mentioning without following (NoFollow)” Pyg
can be obtained from the ratio of Nyoroiow and Nysg as shown in Eq. 9.

NNoFollow
Pyp=——7—. 9
= e ©)

4 Experiments and Evaluation

4.1 Dataset

SINA Weibo®, which is a microblogging website like Twitter, is one of the most
popular websites in China with over 500 million registered users [1]. We col-
lected public tweets via API in Sina Weibo. We obtained three datasets which
are “Sina Campaign”, “The Continent” and “Sangfor Tournament”. The “Sina
Campaign” dataset is conducted to promote a campaign in SINA Weibo. We
collected all tweets about “Sina Campaign”. To protect privacy, we do not show
details in this dataset. We also collect two open public datasets “The Conti-
nent” and “Sangfor Tournament”. We show the details about how we collected
the two datasets. We extracted tweets that contain hashtag “#The Continent#"

5 SINA Weibo: http://www.weibo.com/.
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for dataset “The Continent”. We collected 79,075 tweets from 72,064 users and
42,325 comments for the tweets between June 25 and July 25, 2014. Dataset
for topic “Sangfor Tournament” was collected from tweets that contain keyword
“Sangfor Tournament” from Jun 27 to Aug 27, 2014. There are 57,474 tweets
from 16,364 users and 1,021 comments in the dataset. The follower/friend rela-
tionship and the most recent 200 tweets of all users in the three datasets were
crawled.

Since it is hard to know who is exactly a paid poster or a legitimate user, to
construct test datasets from topic ‘The Continent” and “Sangfor Tournament”,
we randomly selected 450 users from each dataset and estimated them manually
by three volunteers. They were asked to carefully check the content, the client,
content of comments, retweeters of the top-100 posts of each user to evaluate
whether a user was a paid poster or not. We also asked them to check other
features like the user influence, the ratio of friends to followers, the ratio of
replied /retweeted tweets to user’s all tweets, the ratio of tweets that contain urls
to user’s all tweets and so on. For example, a user posts a tweet and the content
of the tweet is the same as others (We set the number of persons to be 3in our
evaluation), and the client for posting the tweet is not coming from a sharing
source like news website. Furthermore, the influence of the user, the ratio of
friends to followers, the ratio of replied /retweeted tweets to user’s all tweets are
low, and the ratio of tweets that contain urls to user’s all tweets is very high,
then the user is probably a paid poster. If two or all of the three volunteers
think the user is a paid posters, then it is. Otherwise, it is a legitimate user.
There are 171 paid posters and 279 legitimate users in the “The Continent”
dataset, comparing to 351 paid posters and 99 legitimate users in the “Sangfor
Tournament” dataset.

For dataset “Sina Campaign”, we totally control the dataset and know who
are the paid posters. We also randomly select 450 users like the datasets “The
Continent” and “Sangfor Tournament”. There are 294 paid posters and 156
legitimate accounts.

4.2 Experiments

To evaluate the performance of our methods for detecting paid posters, we com-
pare them with two baseline methods: SpamSVM method [4,18] and Chen2013
method [8]. 10-fold cross-validation is performed to analyze the performance of
these methods in all experiments. Details of these methods are described below:

IGCSVM Method. Our IGCSVM method is based on both the individual sta-
tistical characteristics and group characteristics discussed in Sect. 3.2. Support
Vector Machine (SVM) with a linear kernel was used to learn the classifica-
tion model from the 10 features in Sect.3.2. The values of the 10 features are
computed by the equations in Sect. 3 like Eq. 1 and so on.

Individual method. Individual method is like the IGCSVM method, but it
is only based on the four individual statistical characteristics of paid posters in
Sect. 3.2.
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Fig. 3. Performance of the five methods

Group Method. Group method is like the IGCSVM method, but it is only
based on the six group characteristics of paid posters in Sect. 3.2.

SpamSVM Method. Methods for detecting spammers can also be used to
detect paid posters. Some researches [4,18] employ profile-based features and
user’s tweets to build an effective supervised learning model. A classifier is used
to learn the model. And then the model is applied on unseen data to filter
social spammers. In our experiments, profile-based features which are statistical
features in Sect. 3.2 and semantic features which are original tweet copying and
replying copy in Sect. 3.2 are employed.

Chen2013 Method. Chen et al. [8] proposed a method to detect paid posters
using users’ comments. Their method is based on users’ comments rather than
user’s posts. The features they use in their method are ratio of replies, average
interval time of posts, active days, the number of news reports and replying copy.
LIBSVM [7] is also used in our experiments.

Support Vector Machine (SVM) with a linear kernel is used in all our exper-
iments to learn classification models as it can get state of the art results [22].
SVM is a supervised learning model for classification and regression analysis.
An open source implementation of SVM named LIBSVM [7] was used in all
our experiments. LIBSVM is an integrated software for support vector classifi-
cation and the main features of LIBSVM include different SVM formulations,
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efficient multi-class classification, cross validation for model selection, various
kernels (including precomputed kernel matrix) and so on.

We compare the five methods in the datasets “The Continent”, “Sangfor
Tournament” and “Sina Campaign” with accuracy, and F1 score. Figure3(a)
and (b) show the performance results of the five methods in the three datasets.
We can find that our ISCSVM method achieves the best performance on F1 score
and accuracy in all the three datasets. It’s significantly better than traditional
spam detection method SpamSVM on F1 score and accuracy. The Group method
is also better than traditional spam detection method SpamSVM and Individual
method on F1 score and accuracy in all the three datasets. It shows that group
features are more discriminative than traditional individual features for detecting
spam in detecting paid posters. Chen2013 method is not good enough partly
because there are only 1021 comments in the dataset “Sangfor Tournament”.

We compare the accuracy of the five methods with the change of the threshold
value which is used to distinguish ranges of values for detecting paid poster.
If the value of the model predicting the probability of a user to be a paid poster
is below the threshold, then it will considered to be a paid posters. Otherwise, it
will be considered to be a legitimate user. The results on the three datasets are
shown in Fig.4. We can find that IGCSVM method gets the best performance
when the threshold is between 0.3 and 0.7.
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Fig. 5. Features comparison

A Receiver Operating Characteristics (ROC) curve is constructed to measure
the discrimination power of individual and group characteristics shown in Sect. 3.
ROC curve is plotting true positive rate to false positive rate with the change of
different threshold value. The four individual characteristics which are “RFF”,
“RRE”, “URL” and “IN” and six group characteristics which are “OTCopy”,
“RTCopy”, “RTNonFriends”, “RECopy”, “RENonFriends” and “NoFollow” are
compared. Figure 5 shows the discrimination power of the ten features.

For the “The Continent” dataset shown in Fig. 5(a), we can find that “RTNon-
Friends” is the most discriminative feature in detecting paid posters. Features
“NoFollow”, “RECopy”, “RENonFriends” and “OTCopy” are the least discrim-
inative features. In the dataset “Sangfor Tournament” shown in Fig. 5(b), group
feature “OTCopy” and individual feature “RRE” and “IN” are the most discrimi-
native features in detecting paid posters. For the “Sina Campaign” dataset shown
in Fig. 5(c), we can find that group feature “RTCopy”, “RTNonFriends” and indi-
vidual feature “RFF”, “RRE” are the most discriminative feature in detecting
paid posters. It shows that group features and individual features are both impor-
tant to detect paid posters in dataset “Sina Campaign”. It is the reason that our
IGCSVM using both group and individual features gets better performance than
Group method and Individual method which is based on only group or individual
features.
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We detect paid posters in the three datasets using IGCSVM method which
gets the best accuracy and F1 score. The number of paid posters detected by
IGCSVM method is shown in Fig.6. IGCSVM method detects 14,514 paid
posters in dataset “The Continent” which contains 16,364 users totally. It is
88.69 % of all users. It finds 28,139 paid posters in dataset “Sangfor Tourna-
ment”, which is 39.05% of all users. In “Sina Campaign” dataset, IGCSVM
method detects 13,984 paid posters of totally 53,062 users, which is 26.35 % of
all users.

5 Conclusion and Future Work

In this paper, we study a special type of online users named paid posters who are
organized to post for purposes like advertising and so on in SINA Weibo. Our
study is main related to online spam detection in social network. Our method
utilizes the group characteristics of paid posters to detect them. Traditional indi-
vidual statistics characteristics for detecting spam are also used to improve the
performance. Our experimental results on the three datasets “Sangfor Tourna-
ment”, “The Continent” and “Sina Campaign” show that group characteristics
are also important in detecting paid posters comparing to traditional individual
features. Our IGCSVM method which combines the two types of characteristics
is effective in detecting paid posters and better than exiting approaches.

Our method in choosing features for detecting paid posters is empirical. It’s
better to learn effective features automatically to adapt to the change of paid
posters. We will also try to improve the efficiency of our methods in future. For
example, our methods based on the bag of words model have to compare all
tweets in a dataset, it is not efficient enough. In future, we will try fingerprint
based method and construct an index like B-tree to reduce the computational
complexity.
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Abstract. Clustering methods aim to find clusters or groups of similar
objects in a given set of data. Common soft subspace clustering methods
for text data find different clusters in subspaces using a weighted dis-
tance measure. The weighting scheme heavily affects the clustering per-
formance and requires special consideration. Since text data has semantic
information along with syntactic information, a weighting scheme, which
uses semantic information, is more likely to generate a better clustering
solution.

This paper introduces a novel soft subspace clustering method that
uses a probabilistic model to extract semantic information from docu-
ments for weighting features. We created a feature weight matrix from the
probability distribution of terms in subspaces and developed a weighted
distance measure for finding similar documents in relevant subspaces.
Our experiment results on synthetic and real-world datasets show that
our newly developed method outperforms other state-of-the-art soft
subspace clustering methods.

Keywords: Clustering algorithms - Soft subspace clustering - Latent
dirichlet allocation

1 Introduction

Clustering methods try to find similar documents and group them together in
clusters. Documents are generally represented in a Vector Space Model, where
each distinct term is treated as a feature. Hence the feature space becomes very
large. Traditional clustering methods such as k-means, consider all features at
the same time to cluster the data and are only suitable for data with a small
number of features.

Subspace clustering methods are widely applied when the number of features
is very large. They try to group similar objects using a subset of features (i.e.
subspace) instead of all features. In subspace clustering, each cluster represents
a set of objects clustered according to a subspace of features. The problem
© Springer International Publishing Switzerland 2015
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of subspace clustering is often divided into two sub-problems: determining the
subspaces and clustering the data. Based on how these problems are addressed,
there are two main categories of subspace clustering methods: hard subspace
clustering and soft subspace clustering. In hard subspace clustering, a feature in
a subspace is either present or not present (1 or 0), whereas in soft subspace
clustering, a feature in a subspace is determined by its degree of presence (i.e. a
weight between 0-1). A feature is considered relevant (i.e. present) if its weight
is high in a subspace and considered irrelevant if its weight is low in a subspace.

Subspace Clustering
Hard Subspace Soft Subspace
Clustering Clustering

Common approach Our new approach

Randomly Assign
feature weights

Semantic information

Feature Initial cluster
weighting estimation

Randomly assign
documents to clusters

Refine feature
weights

Refine clusters
using feature
weights

S

Refine clusters

________________________________________________________

Fig. 1. Differences between of subspace clustering approaches and our new approach

In text datasets, some features can be considered to be partially presented
in subspaces. Therefore, soft subspace clustering methods, which assign weights
to features instead of determining the exact presence of features in a subspace,
are becoming more popular in text clustering.

The most popular soft subspace clustering methods are FWKM [20], EWKM
[19] and FGKM [9]. These methods use modified version of k-means to cluster the
data in different subspaces according to feature weights. These methods mainly
differ in terms of how they compute the feature weights. The main issue with
these methods is that they ignore the semantic information of the documents,
which might be helpful in improving the clustering process.

Latent Dirichlet Allocation (LDA) is a popular topic modeling method which
can be used to extract semantic information from a collection of documents. LDA
is based on a generative model, where a document is assumed to be generated
from the distribution of terms which form a special theme or topic. The main
idea of our method is to treat topics generated from the LDA model as subspaces
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because each topic specifies a soft subset of related terms (features). Subspaces
generated by the LDA were utilized in initializing the clusters in our method.

We use LDA model to compute a probability that a term is relevant in a
subspace (topic/subset of terms). These probabilities can represent the semantic
information and is used as term or feature weightings in our soft subspace clus-
tering to improve the clustering process. Figure 1 shows the difference between
existing clustering methods and our new method. The common existing soft
subspace clustering methods use a random approach to initialize weightings and
randomly assign objects to clusters. Then the feature weightings and clusters
are refined iteratively. In our method, we first use LDA to assign the feature
weights and assign objects to the initial clusters. Then we iteratively refine the
clusters according to the feature weights.

The main contribution of this paper is a new soft subspace clustering algo-
rithm for documents using semantically weighted terms for different subspaces
that are derived from the LDA model. The main novelty of the method is the
development of a new weighted distance measure from the LDA probability
matrices to compute the distances between the documents in different subspaces.

The paper is organized as follows: Sect. 2 discusses the related work; Sect. 3
describes our proposed method; Sect.4 explains the experimental design and
Sect. 5 presents results along with discussion; and Sect. 6 provides a conclusion
of the paper along with the future directions.

2 Related Work

2.1 Hard Subspace Clustering

Hard subspace clustering methods divide the feature space into different sub-
spaces where each feature is either present or absent in a subspace. Hard sub-
space clustering methods can be further categorized by their search approaches
i.e. bottom-up and top-down. The examples of bottom-up hard subspace clus-
tering methods are CLIQUE [3], ENCLUS [10], MAFIA [18] and FINDIT [29].
The examples of top-down hard subspace clustering methods are PROCLUS [1],
ORCLUS [2] and d-Clusters [30]. Our method differs from these methods because
it belongs to soft subspace clustering methods.

2.2 Soft Subspace Clustering

In soft subspace clustering, each feature is assigned different weights for differ-
ent subspaces. Hence some proportion of a feature is present in all subspaces. In
clustering process, the features that have higher weight values in a subspace con-
tribute more to form a cluster than the features that have lower weights. Gener-
ally the soft subspace clustering methods employ variable weighting scheme and
iteratively update the feature weights in the clustering process.

Variable weighting schemes are widely applied in data mining [11-13,21,22].
Some of the variable weighting methods can be extended, especially k-means type
variable weighting, to develop soft subspace clustering algorithms [7,14-17,20].
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Recent approaches such as FWKM [20], EWKM [19] and FGKM [8,9] use
k-means type variable weighting algorithms and formulate a minimization prob-
lem for data clustering. FWKM uses Lagrange multiplier and forms a polyno-
mial weighting formula to compute the feature weights and iteratively refines
the clusters using the following objective function.

m

min J(U, W, A) Zzuljz)\zt it — jt) + 0] (1)

=1 j=1
where

— wu is a k X n binary matrix representing the assignment of objects to clusters.
u;; = 1 iff object j is in cluster 7, u;; = 0 otherwise.

— A is k x m feature weight matrix. It represents k subspaces in rows and m
features in columns. The value in a cell is a weight of the feature to its corre-
sponding subspace and the value ranges from 0-1. The sum of the weights of
all features in a subspace is 1. i.e. Zf;l Aie =11 <i<Ek0<A; <1

— w is a k X m matrix representing the mean value of a feature in a cluster.

— dj; represents a feature ¢ of the j'* object!.

— o is an average spread/variance of all the features in a dataset.

EWKM clusters the data in a similar fashion but uses the exponential weight-
ing formula to compute the feature weights. Its objective function is similar to
Eq. 1, but instead of using o, it uses Shanon entropy to control the weights.
FGKM has a slightly different approach, it not only uses the individual feature
weightings but also uses the feature group weightings scheme. The feature group
weightings is computed by combining features into different groups and then
assigning weights to those groups.

The above soft subspace clustering methods ignore the semantic information
of the documents in a clustering process. The main motivation of our research
work is to investigate the use of semantic information (e.g. topics) of documents
in soft subspace clustering process.

2.3 Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) [6] extracts topics/themes from documents,
which have semantic information. It is widely used in other domains such as
topic modeling [5] and Entity Resolution [4]. The topics generated by LDA can
be considered as subspaces and for each subspace, LDA facilitates to compute
a term weight. Our soft subspace clustering method is related to FWKM and
EWKM, however our method uses LDA based weighting scheme to utilize the
semantic information of the documents.

LDA is a probabilistic model with an assumption that a document is a ran-
dom mixture over latent topics and each topic is a distribution over terms.
The two main parameters in this model are topic-document distributions 6 and
topic-term distributions ¢.

! For clustering a collection of documents, d;; is often the term-frequency of a term
in a document.
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Fig. 2. A common LDA graphical model using plate notation.

Figure 22 represents a graphical model for LDA. Arrows represent conditional
dependencies between two variables and plates/rectangles represent loop or rep-
etition of the variable mentioned in the corner of the plate. The shaded circle
represents the observed variable while unshaded represent unobserved variables.
Hyperparameter « is a prior on topic distribution. High value of « favors topic
distributions with more topics and low value (<1) of « favors topic distribution
with a few topics. Hyperparameter 3 is a prior on term distribution in every
topic, which controls the number of times terms are sampled from a topic. The
LDA model infers three latent variables 6, ¢ and z (topics) while observing ¢
(terms) in a document set D.

In Fig. 2, the inner plate (z and t) denotes the continuous sampling of topics
and terms until Ny terms are created from document d. The out plate (which
is surrounding #) denotes the continuous sampling of a topic distribution for
each document d in a document set D. The plate surrounding ¢ denotes the
continuous sampling of a term distribution over each topic z until a total of
7 topics are generated. More details of LDA can be found in [5].

To the best of our knowledge, our research work is the first attempt that
applies LDA to assign weights and use it in text soft subspace clustering.

3 Our LDA Weighted K-Means Model

This section presents our new subspace clustering method which builds on LDA
for document clustering®. Figure 3 shows the overall design of our method. The
documents are pre-processed by implementing stop words filtration, low fre-
quency words filtration and WordNet lemmatization. Then we use LDA based
on Gibbs sampling to generate two matrices: topic-document matrix 6 and topic-
term matrix ¢. 6 is then used for initializing the clusters and ¢ is used as feature
weights for refining the clusters.

3.1 Gibbs Sampling

We implemented LDA model in an unsupervised way (without using training
datasets) using Gibbs sampling algorithm explained in [24]. The Gibbs sampling

2 This figure is created by the author. However, similar figures are commonly used in
literature to describe LDA.
3 The code of our method was implemented using lingpipe toolkit (http://alias-i.com/

lingpipe/).
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iteratively computes the conditional probability of assigning an occurrence of
a term (token of a term) to each topic. The common Gibbs sampling method
provides the estimates of the posterior distribution over z (topics) but does
not provides 6 and ¢. However, we can use the Gibbs sampling technique to
approximate 6 and ¢ from posterior estimates of z.

For each token i (an occurrence of a term), let v;, d;, z; denote the term for
the token, the document for the token and the topic of the token respectively in
a document collection. The Gibbs sampling iteratively processes each term token
in the document collection and estimates the conditional probability of assigning
the current term token to an individual topic, based on the topic assignments to
all other term tokens. The conditional distribution is formalized as:

Prb(z; =r|z—4,...) (2)

where z; = r is the assignment of i*" token to topic 7. z_; denotes the topic
assignment of all the tokens excluding the i*" token. Other variables for Eq.2
represented by (...) are v;, d;, v_;, d_;, a and (. v_; represents all terms tokens
except the i*" term token and d_; represents document tokens except the "
document token. Griffiths and Steyvers [24] provided a simple way to compute
Eq.2 as:

2
N cl) + 8 Cﬁdi +a ()
St vmp? ¢+ za

rl

Pro(z; =rlz—, ...)

where C(V) and C® are Z x m and Z x D matrices respectively and Z, m, D are
the number of topics, terms and documents respectively. The cell values of these
matrices represent the frequency of the term/document for the corresponding
topics. Cy(qu)l denotes the number of times the term v; is assigned to the topic r
excluding the i*" instance and Cizz denotes the number of times a term token in
document d is assigned to the topic 7 excluding the ‘" instance.

3.2 Generating 0 and ¢

After applying the Gibbs sampling algorithm, we create two matrices: (1) ¢ topic-
term matrix and (2) 0 topic-document matrix. These matrices are generated from
the two count matrices C(") and C? according to [24] as follows:

s ¢ +a
~ —m A1 I A 2
D=1 C7(~l) +mp h D Cij) + Zo

¢ corresponds to the probability that a term ¢ is assigned to topic r and 6
corresponds to the probability that a document j is assigned to topic r.

The rows of topic-document matrix 8 represent topics and the columns repre-
sent documents. The cells of 8 represent the probability that a document has the
corresponding topic. We use this matrix to form the initial clusters. One should

¢rt (4)
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note that LDA naturally provides a simple way for clustering the documents.
However, this clustering is not soft subspace clustering. Following is a way to
improve the clusters generated from LDA by utilizing the information from LDA
and forming soft subspace clustering method.

In LDA model, each term is a feature and each topic corresponds to a sub-
space, therefore topic-term matrix ¢ can be considered of a feature weight matrix
for different subspaces where each feature or term has a degree of presence in all
subspaces or topics. We used the values of topic-term matrix ¢ for determining
relevant subspaces and developed a new weighted distance measure, which finds
similar documents in relevant subspaces.

- o Assign Initial
oo = = Clusters
. Gibbs L
o Assign
Weights

Fig. 3. System diagram of our new method. 6 and ¢ are the topic-document and topic-
term matrices respectively.

3.3 Objective Function

We perform clustering by formulating the clustering as a minimization problem
and our objective is to minimize the sum of squared distances between documents
and the nearest cluster centers weighted by different subspaces. The objective
function is similar to the objective functions (Eq. 1) of the FWKM or EWKM,
however, we do not include o or Shanon entropy because we are already control-
ling the feature weighting using two hyper parameters of LDA model (« and g).
Moreover, the objective function uses previously computed LDA based feature
weights instead of computing the feature weights in iterative manner.

Let D = {dy,d2,d3, ...,d,} be a set of n documents and T' = {t1, ta, t3, ..., tm }
represents m terms in the documents. Then the objective function for clustering
the n documents into k clusters can be defined as:

Z ZZ zy¢zt it — )2 (5)

i=1 \j=1t=1
where

— ¢ is a kxn binary matrix representing the assignment of documents to clusters.
d;; = 1 iff document j is in cluster 4, d;; = 0 otherwise.

— ¢ is k x m topic-term matrix generated from LDA model. It represents
k subspaces in rows and m terms in columns. The value in a cell is a weight
of the term to its corresponding subspace and the value ranges from 0-1. The
sum of the weights of all terms in a subspace is 1. i.e. > " ¢y = 1,1 <4 <
k0 < i <1
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— uis a k X m matrix representing the mean value of a term in a cluster. It is
calculated as: .
= 21 0ijdjt (©)
it = ~n 5
Zj:l 0ij
— dj; represents a term ¢ (a feature) of the j" document, which is the term-
frequency of the term in the document.

We iteratively assign documents to their nearest cluster centers until the
algorithm converges. We minimize the objective function by updating § using
the following;:
5= {(51] =1, if i = argminz dZSt(,U/:u d]) (7)
di; = 0, otherwise

where dist(uy,d;) is defined as

dist(pz, d;) = Z Gt (Hat — dj1)? (8)
=1

Equation 8 defines our distance measure. Unlike k-means, our distance mea-
sure computes the distance of a document from the cluster centers by using a
LDA parameter ¢, which provides a semantic based feature weighting to differ-
ent subspaces. Higher value of the probability that a term is assigned to a topic
indicates that the term has a higher degree of presence in a subspace. There-
fore the difference between a term in the document and the mean value of the
term in the cluster for that particular term is more important. The use of LDA
differentiates our method from other soft subspace clustering methods.

3.4 Our Algorithm: DWKM

Our Dirichlet Weighted K-mean algorithm is a modified version of k-means
algorithm. The details are shown in Algorithm 1.

Algorithm 1. DWKM

Input: document set D and number of clusters k
Output: Clustering solution C

1: Preprocess document set D
Initialize the LDA model and assign all term tokens to Z Topics according to Egs. 2
and 3
Perform Gibbs sampling and generate 6 and ¢ from LDA model using Eq. 4
Initialize § using 6. §;; = 1, if i = argmax_ 6,
repeat
Update clusters means according to Eq. 6
Assign documents to § according to Eq.7
until Convergence

N
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Algorithm 1 takes two arguments: a document set and the number of clus-
ters and outputs the clustering solution. The algorithm performs preprocessing
step on the documents, which includes stop word removal, lemmatization and
tokenization of words. Then the algorithm randomly assigns all term tokens to
Z topics and performs Gibbs sampling. Once ¢ and 6 matrices are generated,
line 4 of the algorithm groups documents to different clusters according to their
highest probability using 8. The algorithm then, fine tunes the clusters by repeat-
ing the update and assignment steps according to Egs. 6 and 7 until convergence
criteria is met. The convergence criterion terminates the loop if there are no more
documents to relocate to any clusters or the total number of specified iterations
exceeds the predefined limit.

4 Experimental Setup

Our experiments are designed based on two recent papers [9,19]. Our method
DWKM was evaluated on four synthetic and six real world datasets, and com-
pared with five clustering methods using different cluster quality measures. Four
synthetic datasets were generated by following the same process described in [9]
and six real-world datasets were generated as described in [19].

4.1 Datasets

The synthetic datasets SD1, SD2, SD3, SD4 were generated according to [9)].
Each consists of 6000 objects, 200 features, three subspaces and three clusters.
The noise level in SD1, SD2, SD3 and SD4 are 0, 0.2, 0 and 0.2 respectively (as
described in [9]). The percentage of missing values in DS1, DS2, DS3 and DS4
are 0, 0, 0.12, 0.12 respectively. Detailed information about how to reproduce
the synthetic datasets can be found in [9].

The six real-word datasets with two or more clusters from 20-Newsgroup? are
the same as [19]. Table 1 shows the details of these six datasets. The dataset D1,
D2 and D3 are easier than datasets D4, D5 and D6. D1 and D2 have semantically
different clusters whereas D4 and D5 have semantically related clusters. D3 and
D6 have unbalanced clusters (as shown in Table1).

4.2 Evaluation Measures

In order to compare our method with other methods, we used two evaluation
measures: Cluster Accuracy [23] and F-measure [19,25-27] for synthetic dataset
and three evaluation measures: F-measure, Normal Mutual Information(NMI)
[32] and Entropy [31] for the real-world datasets. These measures are chosen
based on [19] and [9] The lower entropy value of a clustering solution indicates
the clustering solution has a better quality, whereas higher values of all other
evaluation measures indicate a better cluster quality.

* http://qwone.com/~jason/20Newsgroups,.
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Table 1. Six real world datasets created from 20-Newsgroup dataset

Dataset | Clusters # of docs | Dataset | Clusters # of docs
D1 alt.atheism 100 D4 talk.politics.mideast | 100
comp.graphics 100 talk.politics.misc 100
D2 comp.graphics 100 D5 comp.graphics 100
rec.sport.baseball 100 comp.os.ms-windows | 100
sci.space 100 rec.autos 100
talk.politics.mideast | 100 sci.electronics 100
D3 comp.graphics 120 D6 comp.graphics 120
rec.sport.baseball 100 comp.os.ms-windows | 100
sci.space 59 rec.autos 59
talk.politics.mideast | 20 sci.electronics 20

The evaluation measures can be computed as follows:

Cluster Accuracy =

k
F-measure = E
i=1

NMI =
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where d; is correctly identified documents in cluster i, k is total number of clus-
ters and n is the total number of documents in a dataset. n; and n; represent the
number of documents in class i of the original dataset and cluster j in our com-
puted clustering solution respectively, n;; represents the number of documents
that are common in both class ¢ and cluster j.

5 Results

We compared our method DWKM with k-means, LDA based simple clustering,
FWKM [20], EWKM [19] and FGKM [9].
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Table 2. Comparison of clustering methods on synthetic dataset using Accuracy (AC)
and F-measure (FM). The values on left are the mean values of 100 runs and the values
in parenthesis are standard deviation of 100 runs.

Datasets | Metric | k-means |LDA FWKM EWKM FGKM DWKM
SD1 AC 0.65 (0.09) |0.66 (0.11)|0.77 (0.14) 0.69 (0.10) |0.82 (0.16) |0.87 (0.15)
FM  |0.63 (0.13)]0.65 (0.09)0.73 (0.19)|0.59 (0.13) 0.75 (0.22) |0.81 (0.20)
SD2 AC  |0.63 (0.04)]0.68 (0.06)|0.76 (0.10)|0.72 (0.13) 0.87 (0.16) |0.92 (0.15)
FM  |0.64 (0.05)]0.69 (0.09)|0.75 (0.12)|0.63 (0.17) 0.82 (0.22) |0.88 (0.21)
SD3 AC  0.62 (0.04) 0.64 (0.07)|0.67 (0.07)|0.70 (0.09)| 0.94 (0.13) 0.94 (0.12)
FM  |0.62 (0.06)]0.63 (0.13)]0.64 (0.11)|0.59 (0.11) 0.91 (0.18) |0.92 (0.17)
SD4 AC  0.60 (0.04) 0.61 (0.15)]0.61 (0.06)|0.69 (0.08)0.91 (0.13) |0.93 (0.13)
FM  |0.59 (0.05)]0.60 (0.16)|0.60 (0.07)|0.58 (0.11) 0.88 (0.18) |0.90 (0.19)
5.1 Comparison

K-means and LDA based simple clustering algorithm were implemented in ling-
pipe. We provided predefined number of clusters as a parameter for both
algorithms. The simple LDA clustering algorithm uses the same initial steps
described in our method without the cluster refinement step. We treated initial
clusters as final clusters and skipped the loop which refines the cluster using fea-
ture weights. The parameters for LDA are number of topics = number of clusters
in ground truth, number of clusters = number of clusters in ground truth, « = 0.1
and = 0.01. We tuned the parameter a and 3 for the best performance. FWKM,
EWKM and FGKM clustering algorithm were implemented in Weka® and we used
standard parameters as described by the authors.

The performance of all six clustering algorithms for synthetic dataset is shown
in Table 2 and for real-world dataset is shown in Table 3.

Table 2 shows the comparison of clustering methods in terms of Accuracy
and F-measure on four synthetic datasets. The values in bold represent the best
results. In general, DWKM performs better than other clustering methods in
terms of both Accuracy and F-measure on the synthetic datasets. The Accuracy
and F-measure values on datasets SD1 and SD2 for DWKM and FGKM have
large gaps, whereas the differences of the values on datasets SD3 and SD4 are
relatively smaller. The LDA based simple clustering performed better than stan-
dard k-means, but performed worse than soft subspace clustering algorithms.

Table 3 shows the mean values of F-measure, NMI and Entropy for k-means,
FWKM, FGKM and DWKM clustering methods on six real-world datasets. In gen-
eral, on the six real-world data set DWKM performed better than other clustering
methods in terms of F-measure, NMI and Entropy values. The D1 dataset is the
easiest dataset. K-means, EWKM, FGKM and DWKM have the same F-measure
value 0.96 on D1 dataset, which means these clustering methods produced equally
good clustering solutions. However, if we consider the NMI and Entropy values

5 The code for FWKM, EWKM and FGKM was provided by the authors.
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Table 3. A comparison of clustering methods in terms of F-measure, NMI and Entropy
on six real-world datasets created from 20-Newsgroup dataset. The values listed in the
table are the mean values of 100 runs of five clustering methods on six real-world

datasets
Datasets|Metric k-means LDA|FWKM | EWKM | FGKM DWKM
D1 F-measure|0.96 0.96/0.95 0.96 0.96 |0.96
NMI 0.78 0.78 10.79 0.83 0.85 |0.86
Entropy |0.21 0.21 /0.20 0.16 0.15 |0.13
D2 F-measure|0.93 0.92 10.90 0.91 0.94 |0.96
NMI 0.80 0.78 10.75 0.76 0.78 |0.80
Entropy [0.19 0.24 |0.25 0.23 0.17 |0.15
D3 F-measure|0.89 0.90 {0.95 0.95 0.95 0.96
NMI 0.71 0.72 10.84 0.86 0.87 |0.88
Entropy |0.28 0.20 |0.15 0.11 0.10 |0.08
D4 F-measure|0.88 0.90 0.90 0.94 0.95 0.96
NMI 0.47 0.55 [0.60 0.72 0.75 ]0.78
Entropy [0.52 0.30 |0.40 0.28 0.27 |0.20
D5 F-measure|0.70 0.75 10.86 0.89 0.90 |0.92
NMI 0.38 0.48 |0.64 0.68 0.70 |0.73
Entropy |0.61 0.41 |0.35 0.31 0.30 |0.29
D6 F-measure|0.65 0.81 [0.92 0.92 0.93 |0.94
NMI 0.37 0.68 |0.73 0.75 0.76 |0.78
Entropy [0.53 0.28 |0.23 0.23 0.22 |0.19

Table 4. Percentage improvement
of DWKM over FGKM in terms
of Accuracy(AC) and F-measure
(FM) on synthetic datasets

AC % (IMP)|FM % (IMP)
SD1/5.75 7.41
SD25.43 6.82
SD3/0.00 1.09
SD4 2.15 2.22

Table 5. Percentage improvement of DWKM
over FGKM in terms of F-measure (FM), NMI
and Entropy (EN) on real datasets

FM % (IMP)|NMI % (IMP)|EN % (IMP)
D1/0.000 1.163 2.299
D2/2.083 2.500 2.353
D3/ 1.042 1.136 2.174
D4 1.042 3.846 8.750
D5 4.255 4110 1.408
D6 2.105 2.564 3.704

along with F-measure value of the D1 dataset, we can see that DWKM performed
slightly better than other clustering methods. The LDA based simple clustering
followed the same trend as in synthetic datasets and performed better than stan-
dard k-means, but worse than soft subspace clustering algorithms.
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Table 6. P-values of unpaired ttest of DWKM and FGKM on synthetic datasets

SD1 SD2 SD3 SD4
Accuracy |F-measure| Accuracy|F-measure| Accuracy | F-measure| Accuracy | F-measure
0.0237 0.0449 0.0237 0.0449 1 0.6867 0.278 0.4457

It was also observed from the results that DWKM performed well on data
with different level of difficulties (data without noise, with noise, with balanced
clusters and with unbalanced clusters). This shows that our semantic weight-
ing of subspaces derived from LDA is reasonably effective for finding clusters
in different types of data. Moreover the LDA based simple clustering algorithm
performed much better than k-means algorithm when datasets had semanti-
cally related clusters (results of D4 and D5). It was also noted that the use
cluster refinement step based on feature weighting of LDA model boosted the
performance of clustering solution. The DWKM algorithm without the cluster
refinement step, performed better than k-means algorithm and slightly worse
than other clustering methods.

Tables4 and 5 provide percentage improvement of DWKM over FGKM on
synthetic datasets and real datasets respectively. The results in all tables suggest
that DWKM is a better clustering method. We further investigate the perfor-
mance of all clustering methods by conducting a statistical analysis.

5.2 Statistical Analysis

We performed two types of statistical tests: (1) unpaired t-test and (2) paired
Wilcoxon statistical significance test [28] by considering DWKM as the con-
trol group. The unpaired ttest was performed using the standard deviation and
mean values of evaluation measures listed in Table 2. In general the results from
unpaired ttest showed that DWKM achieved statistically significant improve-
ment over three methods k-means, FWKM and EWKM on all synthetic datasets
with p-value less then 0.05. The p-values of unpaired ttest computed for FGKM
on SD1 and SD2 synthetic datasets are less than 0.05, which indicates that our
method DWKM has statistical significant improvement on SD1 and SD2 over
FGKM. The performance of our method on other SD3 and SD4 synthetic dataset
was found to be comparable over FGKM.

For the six real-world dataset we used paired Wilcoxon statistical signifi-
cance test. The p-values of F-measure, NMI and Entropy values for FGKM were
0.0305, 0.0028 and 0.0228 respectively. In general the p-values for all five
clustering methods were found to be less than 0.05, which suggested that our
method DWKM shows a better performance and significant improvement over
five clustering methods (Table6).

6 Conclusion

In this paper, we introduced a new soft subspace clustering method which uses
LDA model to weight the features in the subspaces for clustering documents.
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The LDA model was implemented using a standard Gibbs sampling algorithm,
and it generated two matrices: topic-term and topic-documents. We used the
topic-term matrix to develop a new weighted distance measure, where topics
are used as subspaces. We developed a k-mean based soft subspace clustering
method based on our new weighted distance measure. The algorithm is initialized
using the topic-document matrix, where topics are considered as initial clusters.

Our new method DWKM, was found to achieve a statistically significant
improvement over recently developed soft subspace clustering methods on
synthetic and real-world datasets.

Currently the method requires users to input the number of topics to initialize
the LDA model. In future we will remedy this by investigating non-parametric
LDA models and will try to reduce the computational complexity of the overall
method. Another direction for the future work is to investigate the use of LDA to
generate different candidate clustering solutions for clustering ensemble methods.
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Abstract. This paper describes the construction of a technological and
collaborative infrastructure for the creation of physical learning objects.
The solution uses a social network, digital fabrication lab and wiki page
as an way to propose, build and publish educational objects. The idea is
to create an innovative solution to get together a multidisciplinary team
of students, teachers, professors and researchers that can propose, define,
coordinate, build and publish these objects. The structure is presented
and also the first objects and results.

Keywords: Digital fabrication - Social networks - Learning objects

1 Introduction

The reduction of the costs and consequent popularization of electronic equipments
allows the creation of new technological solutions outside of the mainstream devel-
opment industries. This new scenario creates a new generation of people motivated
by the do-it-yourself culture, also known as the maker generation.

The expansion of the maker community results in the creation of collaborative
spaces named: makerspaces - to develop any kind of object, technological or not;
hackerspaces - with a more technological approach; and fablabs - a global network
of collaborative digital fabrication labs created by the Center of Bits and Atoms
of MIT [1].

Collaborative spaces for digital fabrication has a fundamental role in the
creation of new objects because, despise of the reduced cost of the fabrication
equipment (like 3D printers and laser cutters), the makers use the collaboration
in order to increase the knowledge needed to make something. In these spaces, the
users share specialized knowledge and techniques like design, software modeling,
machine use, electronics, etc., in order to build new complete solutions. The
users normally depend on each other and they grow in knowledge with the
collaborative process.

© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 139-148, 2015.
DOI: 10.1007/978-3-319-26187-4_10
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This paper presents the description of a collaborative web based technological
infrastructure capable of produce a collection of educational tools in a digital
fabrication lab. This collection is composed by physical objects coupled with
sensor, actuators and network capabilities to be used in educational experiments.
The propose and definition of the objects are made through a collaborative
virtual social network and, after the definition process, the fabrication is made
in the lab. At the end of the process, the final object is published in the web to
be reproduced by anyone.

With this structure, we can use the object in classroom experiments, allowing
the students to construct the relation between theory and practice, experiment-
ing collaboration through the fabrication of the object and creativity to use and
modify the object.

The authors intend to share the objects so that they can be recreated,
used and modified in collaborative educational spaces by students, teachers,
researchers and professors in educational and creative activities.

This project aims to build the needed infrastructure so that the collaborative
learning process can occur, in a multidisciplinary fashion, through the creation
of new physical learning objects.

2 Digital Fabrication and Education

The use of creation/fabrication spaces and the concept of “learning by doing” is
aligned with the constructivist theories of Piaget. To Piaget, the “...use of active
methods which give broad scope to the spontaneous research of the child or
adolescent and requires that every new truth to be learned, be rediscovered, or at
least reconstructed by the student and not simply imported to him.” [2] apud [3].
To Piaget, teachers at the university and secondary levels should known their
subjects and also make an interdisciplinary approach.

To researcher Seymour Papert: “In our image of a school computation labo-
ratory, an important role is played by numerous controller ports which allow any
student to plug any device into the computer... The laboratory will have a sup-
ply of motors, solenoids, relays, sense devices of various kids, etc. Using them,
the students will be able to invent and build an endless variety of cybernetic
systems.” [2] apud [4].

The use of new technologies in education environments is not something new.
The use of low costs electronics, sensors and controllers started with Papert,
Michel Resnick and Fred Martin in the 90’s using the Lego Mindstorm Kit [5].
Starting from these initial experiments, the increase in the availability of new
low cost technologies normally brings new studies in how to use them in learning
activities.

The specification and design of new objects normally takes place inside edu-
cational institutions, with the teacher acting as the starter of the process. The
students engage in the fabrication and experimentation in local labs. Our goal
is to expand this process making the specification step more embracing and
allowing the share of the creations.
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In order to achieve this goal the implemented infrastructure should allow
that anyone with basic technological resources (internet connection, some form
of fabrication and basic electronics) can study and build the available learning
objects. Anyone should be able to add, recreate and modify the objects.

3 Creation and Publication of the Objects

The creation process follows three phases which are presented in Fig. 1.

In the first phase we have the proposer of the object, which describes the
objectives of some learning experiment. He/she describes these objectives, pub-
lish this information for a community of teachers, students and researchers and
invites some other specialist users.

All the people involved in this first definition phase create a micro-community
inside our infrastructure. This micro-community collaborates through an “object
space” created by the proposer, inside a virtual social network environment. They
use this space to post comments, files and ideas in order to make the specification
of the proposed object.

The objectives of the new learning object should consider: the theory involved;
some initial ideas about the design; if electronic components should be used; and
some initial ideas about the educational experiments that can be performed with
this object.

Starting from this initial description, the micro-community collaborate through
posts and files, discussing and presenting ideas about the object. In this phase, the
micro-community should define the design attributes that the new object should
have such as [6]:

specialist 1
- helps in the design

- propose educational activities
~ o specialist 2
Coordinator: -includes electronics .
- propose the object - propose tests ‘ Collaboration

-
| Virtual Social Network l

n Collaboration

‘T < gigib;l electronics l
i abrication . .
..:{:, - Fabrication

WIKI page

Publishing
N

Fig. 1. Creation and publishing process
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— Affordances - the shape of the object regarding the way that it should be
used. The right shape leads the user to the right use of the object;

— Signifiers - signals in the object to lead the user like icons, buttons, colors,
text, etc.;

— Discoverability and Feedback - the user should figure it out how to use
the object and have the right feedback to each action performed.

The same process happens with the electronic parts needed in the object.
The electronic specialists should interfere in the design process, indicating the
restrictions and considerations regarding the electronic aspects of the object.

The construction of the educational aspects and the global/abstract develop-
ment of the new object happens through collaboration inside this object space.
All the creative process will be available and public to the community, serving
as a new case for other object spaces.

We used the HumHub system as our virtual social network [7]. This system
has a familiar user interface (similar to other social networks, like facebook) and
allows the creation of discussion “spaces” among users. Each user can create a
new space, publish it and invite other users to participate in that space. Each
new object is proposed in a new space and the users collaborate in the space,
forming the micro-community.

The Fig. 2 presents a object space in the social network interface. The users
can publish posts and files, create wiki pages (through HumHub plugins), create
collaborative text files, etc. In Fig. 2 the object space defines an eolic turbine to
be used in environmental classes.

The object proposer is responsible for the coordination of the object space,
guidance and allowing the collaborative process among the micro-community.
Whenever necessary, the proposer can schedule meetings (virtual or face
meetings).

Fig. 2. Object space in the project social network
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When the object is defined in its design, functionality, use and electronic
requirements, we start the second phase: the fabrication.

In the fabrication phase, the team responsible for the fabrication of the object
meets up at the digital fabrication lab. At this point, the collaboration is made
in the lab and all the work is documented in the object space at the social
network. Also, all the files generated in the softwares used to the design of the
object (vector files, 3d files, computer code, etc.) are also stored in the object
space.

The fabrication lab that we used has: three simple 3D printers (RepRap
based); 1 vinyl cutter; 1 laser cutter; 1 cnc precision mill; arduino boards, sensors
and other electronic equipment.

The object space is now used to post questions about the fabrication process,
register use cases and to post proposition about modifications in the object.

When the object presents a positive history of use within the community,
the final layout and files are published in an external repository in the internet.
This publication is the third phase of the project.

For the third phase, we choose to use a wiki page to store the description,
specifications, instructions and files of the objects that presents a positive history
in the community. We used the MediaWiki system [8].

The wiki page serves as a repository for the files, and also as a way for users
outside of our social network to interact with the objects designs. Anyone can
edit the wiki, modify the pages and even create new pages (with new objects).

Each object should have published: its description and objectives; the list of
electronic components needed; the electronic circuit description and schematics;
images/photos; digital fabrication files; code; and examples of use in educational
activities.

The Fig. 3 presents a wiki page that describes how to create the eolic turbine.
In the page there is the description of: all the parts needed; how to change
a computer fan in order to make a turbine; the 3D printer files to make the
tower and helices of the turbine; code files to connect the turbine to an Arduino
board [9]; and some PHP code to present the generated energy to an end user
through the web.

4 First Results

The fabricated objects serve as a base for educational activities in different fields
of knowledge. We present the first five objects in the next subsections.

4.1 Electromagnetic Sensor

The Electromagnetic Sensor object was proposed by one of our students based
on the similar project published in [10]. The definition and design was made by
2 students in the social network.

The object goal was to be used in physics educational experiments, detecting
the intensity of electromagnetic emissions and displaying this information in the
computer screen.
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IFRS eolic/solar energy monitoring

Project: eolic/solar energy

Fig. 3. Project wiki page

The electromagnetic interference is caused by the electron propagation in a
conductor. The electric current in this conductor generates the electromagnetic
field around it.

The sensor node quantifies the intensity of the electromagnetic field received
by an antenna and plot this value in a graphic interface. In order to do so, the
antenna is connected to an Arduino Uno board and the data received is send to
a computer through the Arduino’s USB interface. The computer generates the
graphic interface in real time.

This object can be used to demonstrate the concepts of induction, interfer-
ence and electromagnetism. The Fig.4 presents the object, circuit layout and
graphic interface.

(A) (B) (©)

Fig. 4. (A) Electromagnetic measurement object (B) Circuit and (C) User interface
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4.2 Water Conductivity Sensor

Similar to the Electromagnetic Sensor, the Water Conductivity Sensor also was
proposed by 2 students based on [10]. After proposing the object, the students
contact researchers from the Environmental courses in our institution. They
contribute to the development of the object and in the lab tests.

The electrical conductivity is used to measure a material’s ability to con-
duct an electric current. In aquatic environments it can be used to identify the
presence of extra volume of ions (in polluted water with inorganic matter, for
instance).

The authors of this paper has already worked with the Environmental
researchers in a water quality project [11]. This new sensor aims to reduce costs
in this type of environmental monitoring.

In this object we used an Arduino Uno board and connected two cables in
2 analog ports. We measure the conductivity in water sending 5V to one of the
cables and analyzing the current received by the other cable. With this values
we can determine the resistance of the water.

In the same way as the Electromagnetic Sensor, we connected the Arduino
board to a computer and generate a real time graphic with the values obtained
by the sensor. The Fig. 5 presents the object, circuit layout and graphic interface.

(®]

Fig. 5. (A) Water conductivity sensor object (B) Circuit and (C) User Interface

4.3 Greenhouse Monitoring and Control

Getting together researchers from Computer, Biotechnology and Environmen-
tal area, the Greenhouse monitoring and control is a web system developed to
control a small greenhouse in the institution.

The object was proposed by one computer science student as its final project
and evaluated by one computer science and one environmental professors.

This object controls the humidity, light and temperature of the greenhouse
and has the ability to change these parameters by turning on led lights, water
pump and fans.

The humidity, luminosity and temperature influence in every stage in the
agriculture production. The construction of greenhouses helps in the control
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of these parameters and, the use of automatic resources increases the efficiency
of the production.

It was developed a computer system capable of monitoring and controlling
these factors using sensors and actuators connected to an Arduino board. The
Arduino has an ethernet shield that allows the remote communication. The board
collects data from sensors and send the data to a remote database through the
Internet. The system has a defined policy regarding the expected humidity, light
and temperature based on the specific plant needs.

The user can remotely monitor and interact with the board and the data is
kept in the database for historic proposes.

The greenhouse is used by the environmental researchers in order to monitor
the soil and make experiments with it, and by the biotechnology researchers to
study plants reaction to specific chemicals. The automation of the greenhouse
allows a better control over the plants which reflects in the quality in the results
(the assurance that the results are not compromised by mistakes in the culture
of the plants).

The Fig. 6 presents the arduino board, the sensors and the graphic monitoring
interface.
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Fig. 6. (A) Arduino controller (B) Object sensors and (C) User interface

4.4 Air Quality Monitorining

Another final project proposed by one of the computer science students was the
construction of a node for air quality monitoring. This object was evaluated by
one computer science and one environmental professor.

It was created an object that is able to obtain data about the air quality
using sensors and publishing it in order to be used in educational activities.
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The object uses the National Council of Environment (CONAMA - Conselho
Nacional do Meio Ambiente) air quality reference data in order to indicate the
air quality.

The collected data is stored in a database and published as: raw data for
scientific use; geographic data presenting a map with the sensor location and
the air quality digest information; and in an educational interface, displaying the
physiological effects of concentrations of obtained compounds data in humans.

The collected compounds are: Methane Gas Sensor - MQ-4, Carbon Monoxide
Sensor - MQ-7, Hydrogen Gas Sensor - MQ-8, LPG Gas Sensor - MQ-6 and Optical
Dust Sensor.

4.5 Eolic Turbine and Solar Panel

An eolic turbine was proposed by one computer science professor together with
one environmental professor. The environmental course has an electric generation
lab that is used by its students in order to understand the energy generation.

The lab has some energy generation kits capable of demonstrate how battery
and solar panels works. Other objects were created by students using alternative
materials.

Using the lab objects as a starting point, the professors proposed the con-
struction of an eolic turbine made with a computer fan, connected to an arduino
board. The computer fan was modified in order to generate energy. The arduino
board monitors the amount of generated energy and sends this information to
an raspberry-pi board through the USB port. The raspberry-pi has an LAMP
(Linux, Apache, Mysql and PHP) environment and plots the received data in to
a graph.

It was also connected to the arduino board one solar panel. The graph plotted
by the raspbberry-pi shows both graphs - the eolic turbine and solar panel.

The eolic turbine tower and solar panel base was fabricated using an 3D
printer. The Fig.7 presents the object, the circuit and the web interface
generated by the raspberry-pi.

(A) (B) (©)

Fig. 7. (A) Eolic turbine and solar panel object (B) Circuit (C) User interface
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5 Conclusions

This project put together a set of technological solutions in order to allow a
better interaction and collaboration among students, professors, teachers and
researchers in the development of new objects that can be used in educational
activities.

We created this infrastructure with: social networking as a platform for
proposition, definition, coordination and collaboration in the construction of
innovative educational objects; a digital fabrication lab to construct the pro-
posed object and be a place to meet and talk about the objects; and a publication
platform in a wiki page, that can publish all the objects created together with
their files, photos and description, allowing anyone to build, modify, increment
or adapt the objects.

We consider that the collaboration process was successful during the propos-
ing and fabrication of the first objects. Also, the authors consider that this first
objects can serve as a base for the expansion of the infrastructure through the
inclusion of new collaboration mechanisms in the social network and the increase
in the number of its users.

Acknowledgment. The authors would like to thank CNP-q and CAPES/LIFE for
sponsoring this project.
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Abstract. Web automation applications are widely used for different purposes
such as B2B integration and automated testing of web applications. Most current
systems build the automatic web navigation component by using the APIs of
conventional browsers. This approach suffers performance problems for inten-
sive web automation tasks which require real time responses and/or a high
degree of parallelism. Other systems use the approach of creating custom
browsers to avoid some of the tasks of conventional browsers, but they work
like them, when building the internal representation of the web pages. In this
paper, we present a complete architecture for a custom browser able to effi-
ciently execute web navigation sequences. The proposed architecture supports
some novel automatic optimization techniques that can be applied when loading
and building the internal representation of the pages. The tests performed using
real web sources show that the reference implementation of the proposed
architecture runs significantly faster than other navigation components.

Keywords: Web automation - Optimization - Browser architecture

1 Introduction

Most today’s web sources do not provide suitable interfaces for software programs.
That is why a growing interest has arisen in so-called web automation applications that
are able to automatically navigate through websites simulating the behavior of a human
user. Web automation applications are widely used for different purposes such as B2B
integration, web mashups, automated testing of web applications, Internet meta-search
or business watch. For example, a technology watch application can use web
automation to automatically search in the different websites and daily retrieve new
patents and articles of a predefined area of knowledge.

A crucial part of web automation technologies is the ability to execute automatic
web navigation sequences. An automatic web navigation sequence consists in a
sequence of steps representing the actions to be performed by a human user over a web
browser to reach a target web page. Figure 1 illustrates an example of a web navigation
sequence that retrieves the list of patents matching the search term “World Wide Web”
in the European Patent Office website (www.epo.org).

© Springer International Publishing Switzerland 2015
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NAVIGATE (www.epo.org) JR—
FINDELEMENT (//A[text ('Patent Search')])
FIREEVENT (onclick)

FINDELEMENT (//INPUT [@name="search’])
SETVALUE (World Wide Web)
FIREEVENT (onclick) Custom Browser

System navigates to www.epo.org
@ website and automatically clicks on
the link "Patent Search".
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»l,

A
i Tite: (3] . System returns the HTML that
3 o contains the list of patents
System navigates to "Advanced patent matching the search terms.
@ search" page, automatically fills the
search form with the term "World Wide S
Web" and clicks on the "Search" button. =

Fig. 1. Navigation sequence example.

The approach followed by most of the current web automation systems [2, 9, 11,
15-17] consists in using the APIs of conventional web browsers to automate the
execution of navigation sequences. This approach does not require developing a cus-
tom navigation component, and guarantees that the accessed pages will behave the
same as when they are accessed by a human user. While this approach is adequate to
some web automation applications, it presents performance problems for intensive web
automation tasks which require real time responses (because web browsers are
client-side applications and they consume a significant amount of resources).

There exist other systems which use the approach of creating custom browsers to
execute web navigation sequences [5, 8, 10]. Since they are not oriented to be used by
humans, they can avoid some of the tasks of conventional browsers (e.g. page ren-
dering). Nevertheless, they work like conventional browsers when building the internal
representation of the web pages. Since this is the most important part in terms of the use
of computational resources, their performance enhancements are not very significant.

In this work, we present a custom browser architecture oriented to the efficient
execution of web navigation sequences. This architecture is influenced by a set of
optimizations that we have designed to be automatically applied during the process of
loading and building the internal representation of the web pages. Some of these
optimizations are based on the fact that, in the web automation systems, navigation
sequences are defined ‘a priori’ and executed multiple times. Using this peculiarity, the
navigation component can extract some useful information during the first execution of
the sequence (at definition time) and use that information in the next executions of the
same sequence, to minimize the use of resources (CPU, memory, bandwidth and
execution time). To support these optimizations, the proposed architecture includes
some novel components not present in any other web navigation systems.

The rest of the paper is organized as follows. Section 2 briefly describes the models
our approach relies on. Section 3 presents an overview of the architecture and func-
tioning of the conventional and custom browsers, and introduces a set of automatic
optimizations that can be applied in custom browsers. Section 4 explains in detail the
proposed architecture. Section 5 describes the experimental evaluation of the approach.
Section 6 discusses related work. Finally, Sect. 7 summarizes our conclusions.
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2 Background

2.1 Document Object Model

The main model we rely on is the Document Object Model (DOM) [4]. This model
describes how browsers internally represent the HTML web page currently loaded and
how they respond to user performed actions on it. An HTML page is modelled as a
tree, where each HTML element is represented by an appropriate type of node. An
important type of nodes are the script nodes, used to execute a script code typically
written in a scripting language such as JavaScript.

In addition, every node in the tree can receive events produced (directly or indirectly)
by the user actions. Event types exist for actions such as clicking on an element (click),
or moving the mouse cursor over it (mouseover), to name but a few. Each node can
register a set of listeners for different types of events. An event listener executes arbitrary
script code that has the entire page DOM tree accessible and can perform actions such as
modifying existing nodes, creating new ones or even launching new events.

2.2 Dependencies Between Nodes

In our previous work [12], we introduced the concept of dependency between nodes of
the DOM. This is a key concept in the custom browser architecture proposed in this
work. We can summarize the idea with the following definitions:

Definition 1. We say the node n/ depends on node n2 when n2 is necessary for the
correct execution of nl. We say that n2 is a dependency of nl and denote it as
nl — n2. The following rules define this type of dependencies:

1. If the script code of a node s/ uses an element (e.g. a function or a variable)
declared or modified in a previous script node s2, then s/ — s2. Rationale: to be
able to execute the script code of s/, the node s2 must be executed previously.

2. If the script code of a node s uses a node n, then s — n. Rationale: to be able to
execute the script code of s, the node n must be loaded previously, e.g., if s obtains a
reference to an anchor node (e.g. using the function getElementByld) and navigates
to the URL specified by its href attribute, then it will not be possible to execute
s unless the anchor node is loaded.

3. If the script code of a node s makes a modification in a node n, then n — s. Ratio-
nale: the action performed by s may be needed to allow n to be used later, e.g., if
s modifies the action attribute of a form node to set the target URL, then it will not
be possible to submit the form unless s is executed previously.

Definition 2. We say that there exists a dependency conditioned to the event e being
fired over the node n, between two nodes n/ and n2, when the node n2 is necessary for the
correct execution of the node n1, when the event e is fired over the node n. We denote this
as nl — ° n2. For example, suppose n is a node with a listener for the onMouseOver
event. The listener uses a function defined in s. Then n — °"™euseOvern ¢ Anajogous rules
to the ones explained before define this type of dependencies, which, in this case, involve
nodes containing event listeners.
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<script id="s1"> P P
<link id="11" function £() { O Pt
=n " if (£().type=="text/css"){
type="text/css return document a4 ST Tt b
rel="stylesheet" .getElementById("11") ; n OSument. : ;
href="theme.css"> }
if (£() .href = null) ... || </seript>

</script>

Fig. 2. Example of dependencies between nodes.

Figure 2 illustrates an example of dependencies between nodes. In the example, the
script s/ defines the function f. This function access the link node /7 (using the function
getElementByld), so sI — l1. In addition, the script s2 uses the function f, so s2 — s1.

3 Overview

This section presents an overview about the architecture and functioning of the con-
ventional browsers (Sect. 3.1), custom browsers (Sect. 3.2), and introduces a set of
automatic optimizations that can be applied in custom browsers (Sect. 3.3).

3.1 Conventional Web Browsers

A web browser is a software application used for retrieving and presenting resources
downloaded from the WWW. The architecture of the modern web browsers (Fig. 3a)
[6] includes the high level components: Graphical User Interface, Browser Engine and
Rendering Engine; and the auxiliary subsystems: JavaScript Interpreter, Networking,
Display Backend, HTML Parser and Data Persistence.

1. The Graphical User Interface includes the browser display area except the main
window where the response page is rendered (address bar, toolbars, main menu, etc.).

2. The Browser Engine is a high level interface for querying and manipulating the
rendering engine. It provides methods for high level browser actions, e.g., initiate
the loading of a URL, go back to the previous page, etc.

3. The Rendering Engine represents the core of the browser. It is the responsible for
processing and painting the HTML contents. The page loading process fires a set of
events in cascade and most of them are processed sequentially by this component.

Due to the semantics of JavaScript, web browsers execute scripts in a sequential
form. Nevertheless, there are some special cases where they can execute JavaScript in
parallel. First, the scripts containing the attribute async can be executed asynchronously
with the rest of the page loading. This feature has been introduced in HTMLS5 [18]. The
other scenario where JavaScript can be executed in parallel is using Web Workers (also
introduced in HTML5). A Web Worker can execute JavaScript in background but have
the major limitation that the code cannot access the DOM tree objects.
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Fig. 3. Web browsers reference architecture and rendering engine (Color figure online).

Figure 3b shows the processing steps of the rendering engine in the web browsers:

. Download and Decode: the HTML contents are downloaded and decompressed.

. Processing: the DOM tree is built. For efficiency purposes, this is an incremental
process in most of the browsers. When new resources are discovered, they are
downloaded and processed (style sheets, scripts, etc.). Style sheets contain presen-
tation information, used to build the page layout. Script nodes contain scripting code.

3. Layout and Rendering: the layout tree contains rectangles with visual attributes like

dimensions and colors (this structure is different from the DOM tree). The rendering

process paints the layout on the browser window using the display backend layer.

N —

3.2 Custom Browsers

Custom browsers are navigation components, used in web automation systems, spe-
cialized in the execution of navigation sequences. Custom browsers usually simulate
the behavior of a real browser and they are designed with two main goals: the perfect
emulation of a conventional browser (if the custom browser does not behave just the
same as a real browser, the sequence execution could lead to wrong web pages) and
efficiency in the execution of the navigation sequences.

Custom browsers are not human-oriented and the visualization of the pages is not
necessary. This will increase the efficiency because there is no need for building and
render the page layout. In the custom browsers architecture, the Browser Engine is also
the entry point for accessing the Rendering Engine, but it does not receive commands
from the user interface. Instead, the Browser Engine receives the list of commands of
the navigation sequence to be executed. These commands will represent events pro-
duced by a human user in a real web browser, e.g., navigations to URLSs or user events
over the DOM elements of the loaded page.

3.3 Automated Optimizations in Custom Browsers

As we have commented, in custom browsers, the rendering of the page layout is not
required, because the visualization of the web page is not necessary for the correct
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execution of the navigation sequence. A first optimization we have considered consists
in avoiding the CSS styling of the DOM elements when it is not necessary. Note that
CSS styling is necessary only when the style attributes of a node are used during the
JavaScript evaluation. Therefore, the styling information can be calculated on-demand
only for the required DOM nodes. In our approach, each node will contain an internal
structure with the visualization attributes, initially set to null. During the JavaScript
evaluation, when the style attributes of a DOM node are accessed, the visualization
information is generated on-demand only for that node.

A second issue to be considered is that, in web automation environments, navi-
gation sequences are known ‘a priori’ and executed multiple times. This peculiarity can
be used to extract some useful information during a first execution of each navigation
sequence, at definition time, with the goal to use that information in the following
executions and improve its efficiency. We will focus in two points:

1. Load minimized DOM trees. As described in our previous work [12], there are a lot
of fragments of the web pages that are not necessary for the correct execution of the
navigation sequences. For example, if the navigation sequence fills a form and fires
a click event on the submit button, in most of the cases, many fragments of the page
will not be involved in this sequence execution (for example, ads, banners, iframes,
menus, etc.). These irrelevant fragments can be ignored (not added to the DOM
tree), without affecting to the correct execution of the navigation sequence.

2. Parallelize the execution of script nodes. Web browsers execute the scripts con-
tained in the web pages sequentially (except some particular exceptions explained in
Sect. 3.1), even when scripts have no dependencies between them. Script elements
that are not dependent could be executed in parallel without affecting to the correct
execution of the navigation sequence.

To achieve these two objectives, in our approach, the custom browser will work in
two phases: optimization and execution. The optimization phase requires one execution
of the navigation sequence. In this execution, the navigation component automatically
calculates some optimization information and saves it. More in detail, it calculates:

1. Which nodes of the DOM tree are necessary for the correct execution of the
sequence, and which ones can be discarded (irrelevant nodes). To do so, the script
evaluation is monitored to collect all dependencies between the nodes in the DOM
tree (following the rules cited in the Sect. 2.2). Using this dependencies, the
irrelevant nodes are identified and represented using XPath-like [19] expressions.
This process is deeply described in [12].

2. A script dependency graph, which contains, for each script S in the page, the list of
other scripts that must be executed before, because they contain dependencies
necessary for the correct execution of the script S. The script dependency graph is
also calculated using the dependencies between the nodes obtained during the
JavaScript evaluation. The scripts contained in this graph are also represented using
XPath-like expressions. This process is deeply described in [13].

The execution phase involves the next executions of the same navigation sequence.
In this phase, the rendering engine uses the information previously generated to execute
the sequence more efficiently. When each page is loaded, a reduced DOM tree is built,
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discarding the irrelevant nodes, and the scripts of the page are evaluated in parallel
according to the script dependencies graph.

4 Proposed Architecture

In this section, we describe the proposed architecture for a custom browser able to
support the previously described optimization techniques.

1. To support the on-demand CSS simulation technique, the custom browser archi-
tecture should take into account that:
(a) The visualization information will be stored in the DOM nodes directly.
(b) The CSS Subsystem will be accessed only from the JavaScript Engine.
2. To support the minimized DOM optimization technique, the designed architecture
should include the following elements:
(a) A module able to interact with the JavaScript Engine during the optimization
phase to collect the dependencies between the nodes.
(b) A module able to interact with the HTML Subsystem during the execution
phase, to detect and discard the irrelevant nodes previously identified.
(c) The Data Persistent Layer should be extended to provide a mechanism for
saving and retrieving the irrelevant nodes of each web page.
3. To support the parallel JavaScript execution technique, the custom browser archi-
tecture should include the following elements:
(a) A module able to calculate the graph with the dependencies between scripts.
(b) The Data Persistent Layer should be extended to provide a mechanism for
saving and retrieving the script dependency graph.
(c) A pool of reusable threads to execute scripts in parallel.
(d) A component able to detect available scripts and execute them in parallel using
the pool of reusable threads.

4.1 Architecture Core Components

Figure 4 shows the components of the custom browser architecture: Browser Engine,
Rendering Engine, Data Persistence Layer and Browser Core Objects; the Rendering
Engine subsystems: Main Thread, Event Queue, Dispatcher Thread, Thread Pool
(for the parallel script execution); and the auxiliary subsystems: HTML Engine,
JavaScript Engine, CSS Subsystem, Networking Layer, and Optimizer.

The Browser Engine receives the list of commands from the navigation sequence
and translates them into events that are placed in the Event Queue. The Event Queue
contains the sorted list of events pending for its execution. Each event execution can
produce new events (child events) that are also placed in this queue.

The Dispatcher Thread is the responsible for assigning events to execution threads.
When the custom browser is executed as a regular browser (without using the opti-
mization information), all events are executed in the Main Thread one by one, until
the queue is empty. When the custom browser is executed using the optimization
information previously collected during the optimization phase, the Dispatcher Thread
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Fig. 4. Browser architecture core components.

analyzes the event queue, looking for scripts ready for its execution that could be eval-
uated in parallel. A script is parallelizable when all other scripts that depends on, have
already finished its execution. The Thread Pool (containing reusable threads) is used to
evaluate these scripts in parallel. Other events are executed in the Main Thread. If all
threads of the pool are busy evaluating scripts, the Main Thread can also execute scripts.

During the optimization phase, the Optimizer is the responsible for the calculation
of the dependencies between the nodes, the set of irrelevant nodes (not required for the
correct execution of the sequence) and the script dependency graph. It is also the
responsible for saving the optimization information using the Data Persistence Layer.
During this phase, when the scripts are evaluated, the JavaScript Engine invokes the
Optimizer to collect the dependencies between the nodes. Then, after the page loading,
when all scripts finished its execution, the Optimizer analyzes these dependencies and
generates the optimization information using XPath-like expressions to represent the
nodes. In the execution phase, the Dispatcher also uses the Optimizer to detect the
scripts that could be executed in parallel. When a script finishes its execution, the
Optimizer updates the script dependency graph and the Dispatcher is notified. If there
are new scripts ready for execution that could be evaluated in parallel, the Dispatcher
places them in the available threads of the pool.

The CSS Subsystem parses and stores the CSS snippets. The JavaScript Engine
uses the CSS Subsystem to dynamically calculate the CSS style attributes on-demand
(during the script evaluation). If the JavaScript code does not reference the style
attributes, these calculations can be omitted, saving the corresponding processing time.
Figure 5 illustrates an example of on-demand CSS styling and also outlines the
pseudo-code of the algorithm that calculates the structure with the CSS properties.
In the example, the CSS attributes are calculated only for two nodes (html and body).
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Fig. 5. On-demand CSS styling.

The HTML Engine is responsible for parsing the HTML and XML streams. It uses
the Optimizer (during the DOM building stage) to identify the irrelevant fragments, and
build a minimized version of the DOM tree containing only the relevant nodes.

The Networking Layer is responsible for the execution of HTTP requests. Mul-
tiple downloads can be executed in parallel. A cache of downloaded files is provided to
increase the performance and prevent unnecessary downloads.

All the subsystems can access to the Browser Core Objects, including the windows
and the documents with the DOM tree of each loaded page. Windows and frames can be
accessed thought the window manager object. Each window contains the currently
loaded document object (and also the history with previously loaded documents).
Each node can contain an additional structure with the visualization information. This
structure is generated only if the style attributes are required during the script evaluation.

The Data Persistence Layer provides a mechanism for accessing the persistent
information, including the cache of downloaded JavaScript and CSS files, the cache of
compiled scripts, cookies, optimization information (irrelevant nodes and the script
dependency graph) and browser configuration parameters.

4.2 Event Execution Model

The event execution model considers different types of events (e.g. DOM load, script
execution, user actions, etc.) and each event stores information about its execution
state. Figure 6 shows the supported event states and the transitions between them.

- N

'\ Created ) ] JavasScript timer events

Download not finished

\ Events in the queue

Event paused
JavasScript periodic timer events

" Download failed |
Event with children

Event failed Event without children

Event child failed Event children finished

Failed

Fig. 6. Event transition states.
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Created: initial state, before adding the event to the queue. Most events imme-
diately switch to Ready state when they are inserted in the queue. If the event depends
on other actions (e.g. download a file), it will be placed in the queue as Not Ready
(Locking). If the event requires a delay (e.g. using setTimeout function), it will be
placed in the queue as Not Ready (Unlocking).

Not Ready: the event is in the queue but it cannot be executed because there are
unfinished pending actions associated to the event. Not Ready (Locking) events block
the queue and no other events can be executed until this event finishes (except par-
allelizable scripts). Not Ready (Unlocking) events does not block the queue and other
events can be executed in the meantime.

Ready: the event is ready to be executed. If it is a script event and it is paral-
lelizable, then it can be executed, in the Main Thread or in a thread of the pool, when
all its dependencies (according to the script dependency graph) are in Completed state.
In other case, it will be executed in the Main Thread following the queue order.

Running: the event is out of the queue and it is being executed. This running event
can generate new events that must be executed immediately (even before finishing its
own execution). In that case, this running event pauses its execution and returns to the
queue. For example, if a style sheet is discovered during the HTML parsing, a CSS
event is created and placed in the queue; the HTML parsing stops its execution, returns
to the queue (in a position higher than the CSS event), and it will continue just after
finishing the CSS processing.

If the event is a periodic timer event (e.g. using setlnterval function), it will be
placed in the queue again, just after finishing its execution.

Finished: the event finished its execution but has unfinished child events. This state
is used to correctly detect when a script has completely finished (necessary to evaluate
the scripts in parallel). If a script S, produces JavaScript child events, other scripts in the
page detected as dependent of S cannot be executed until the child events of S end its
execution (at that moment, S switch to Completed state and the script dependency
graph is updated).

Completed: the event and its child events have finished (this is a recursive
process).

Failed: the event (or one associated preload action) has finished with errors.

4.3 Rendering Engine Processing Steps and Thread Model

Figure 7a shows the processing steps of the rendering engine of a custom browser
designed according to the proposed architecture (using its automatic optimization
capabilities at execution time). We can summarize the differences with other navigation
systems as follows: the Layout and Render steps are not necessary; CSS rules are
applied on-demand only to the required nodes; when building the page, irrelevant
fragments are identified and not added to the tree; and finally, the scripts are evaluated
in parallel, following the script dependency graph.

Figure 7b illustrates the multi-thread model used in the browser architecture.

Browser Engine Thread: using a separated thread for the Browser Engine allows
a better control on the rendering engine. In addition, the navigation sequence com-
mands can be placed in the queue asynchronously.
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Fig. 7. Rendering engine processing steps and thread model.

Dispatcher Thread: responsible for selecting events from the queue and assigning
these events to the execution threads. Events can be selected in queue order (pop method) to
be executed in the Main Thread (note that, the pop method does not always return the first
event in the queue, due to the state Not Ready (Unlocking)), or not following the queue
order (get method) if they are script events that can be executed in a thread of the pool.

Main Thread: executes all kind of events. This thread can access to the event
queue to place new events generated during the execution of the running event.

Parallel Scripts Thread Pool: execute JavaScript events in parallel. These threads
can also place new events in the queue.

Network Thread Pool: executes HTTP requests in parallel.

The inter-thread communication is managed through the Event Queue and the events
inserted in it. The Browser Engine will keep a reference to the events added to the queue
(when the navigation sequence commands are translated to browser events). Using this
reference, the Browser Engine will be able to know the execution progress because each
event stores information about its current state, previous transitions between states, child
events generated, etc. The Browser Engine will place in the queue special types of
events for actions such as stop the execution after a predefined timeout, etc.

5 Evaluation

To evaluate the validity of the proposed architecture, we developed a reference
implementation that emulates Microsoft Internet Explorer. This navigation component
was implemented in Java using open source libraries. In the experiments, we selected
websites from different domains and different countries, included in the top 500 sites on
the web according to Alexa [1]. The test machine was a quad-core with 16 GB of RAM.
The thread pool size (for parallel script evaluation) was limited to a maximum of 3.
In the first experiment, we tested the architecture performance comparing the
execution time of our custom browser using its automatic optimization capabilities with
the custom browser without using the optimization techniques, and also with other
representative navigation components. On one hand, we used a navigation component
based on HtmlUnit [8] because it is a popular open source project with JavaScript and
CSS support. On the other hand, we used a navigation component developed using the
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APIs of Microsoft Internet Explorer (MSIE from now). The three navigation compo-
nents (the reference implementation, HtmlUnit and MSIE) were configured to use its
caching capabilities. In addition, MSIE was configured to prevent image downloading
and plugin execution (e.g. to avoid showing banner videos). In each website we
recorded a navigation sequence representative of its main function (e.g. a product
search in an e-commerce website). Every sequence executed events to fill and submit
forms, to navigate through hyperlinks, etc.

Table 1 shows the average execution time of 30 consecutive executions of each
navigation sequence used in the tests, discarding those executions that do not fit in the
range of the standard deviation. The table also shows, between brackets (in the second,
third and fourth columns), the percentage of the execution time in comparison with the
custom browser using the automatic optimization capabilities (first column).

Table 1. Execution times.

OPTIMIZED (MS)  NOT OPTIMIZED (MS)  HTMLUNIT (MS) MSIE (MS)

360.CN 2613 5274 (219%) 6116 (234%) 7974 (305%)
ALIBABA.COM 2759 6249 (226%) 13350 (483%) 12025 (435%)
ALLEGRO.PL 1027 5142 (500%) 9372 (912%) 11185 (1089%)
AMAZONWS.COM 2093 3455 (165%) 9802 (468%) 9722 (464%)
BBC.COM 1220 4194 (343%) 7901 (647%) 6898 (565%)
BET365.COM 1092 1787 (163%) 3195 (292%) 10922 (1000%)
BILD.DE 3450 18003 (521%) 21207 (614%) 15161 (439%)
BLOGGER.COM 1004 4033 (401%) 4409 (439%) 7750 (771%)
BLOOMBERG.COM 2880 5738 (199%) 11149 (387%) 11874 (412%)
BOOKING.COM 5105 6731 (131%) 11378 (222%) 12649 (247%)
CNET.COM 1298 2586 (199%) 3360 (258%) 11586 (892%)
ENGADGET.COM 496 1890 (381%) 5843 (1178%) 9198 (1854%)
FORBES.COM 754 3420 (453%) 3846 (510%) 6706 (889%)
GITHUB.COM 1183 3587 (303%) 3001 (253%) 7254 (613%)
GIZMODO.COM 607 1752 (288%) 2124 (349%) 9109 (1500%)
GSMARENA.COM 1388 8172 (588%) 9084 (654%) 10706 (771%)
IGN.COM 2269 4768 (210%) 4834 (213%) 9135 (402%)
IKEA.COM 199 1105 (555%) 1494 (750%) 5470 (2748%)
IMGUR.COM 2048 14556 (710%) 17402 (849%) 13343 (651%)
INDIATIMES.COM 1517 7732 (509%) 6512 (429%) 7930 (522%)
INSTAGRAM.COM 1367 2419 (176%) 1969 (144%) 7867 (575%)
LEMONDE.FR 405 1950 (481%) 7996 (1974%) 8679 (2142%)
LIBERO.IT 852 2605 (305%) 1930 (226%) 4386 (514%)
LIFEHACKER.COM 1162 1862 (160%) 4298 (369%) 8702 (748%)
LINKEDIN.COM 1507 4405 (292%) 6685 (443%) 5754 (381%)
LIVEJOURNAL.COM 1350 10655 (789%) 19849 (1470%) 17942 (1329%)
MARCA.COM 899 8007 (890%) 10026 (1115%) 9741 (1083%)
MASHABLE.COM 666 1879 (282%) 3089 (463%) 6742 (1012%)
MEDIAFIRE.COM 4271 5935 (125%) 6409 (135%) 7832 (165%)
PETFLOW.COM 1283 5433 (423%) 5853 (456%) 6673 (520%)
PINTEREST.COM 5263 6877 (130%) 6463 (122%) 8310 (157%)
REDIFF.COM 1799 5024 (279%) 5865 (326%) 7531 (418%)
REUTERS.COM 7021 18125 (258%) 20031 (285%) 16620 (236%)
RT.COM 2566 7064 (275%) 12033 (468%) 9913 (386%)
SCRIPBD.COM 8005 9673 (120%) 11923 (148%) 14817 (185%)
SOFTONIC.COM 933 3524 (377%) 4821 (516%) 6403 (686%)
SOURCEFORGE.NET 4868 10593 (217%) 12828 (263%) 18260 (375%)
SPEEDTEST.NET 2139 4932 (230%) 6386 (298%) 10823 (505%)
STACKEXCHANGE.COM 2097 5008 (238%) 5541 (264%) 9312 (444%)
TAOBAO.COM 1588 2472 (155%) 8051 (506%) 11610 (731%)
TARINGA.NET 5249 10886 (207%) 8734 (166%) 9695 (184%)
TECHCRUNCH.COM 604 2095 (346%) 5868 (971%) 8551 (1415%)
THEFREEDICTIONARY.COM 915 6307 (689%) 6539 (714%) 7112 (777%)
TIME.COM 4092 6243 (152%) 12103 (295%) 11676 (285%)
TRIPADVISOR.COM 1050 2281 (217%) 6561 (624%) 6997 (666%)
TUMBLR.COM 3469 5054 (145%) 5805 (167%) 7858 (226%)
UPLOADED.NET 1496 3321(221%) 3682 (246%) 9558 (638%)
UPS.COM 2232 4016 (179%) 3057 (136%) 5846 (261%)
USATODAY.COM 335 1280 (382%) 2161 (645%) 4478 (1336%)
WARRIORFORUM.COM 1540 3091 (200%) 3396 (220%) 7913 (513%)
WEATHER.COM 2045 4457 (217%) 11260 (550%) 10407 (508%)
WIX.com 1655 3097 (186%) 4024 (241%) 4908 (294%)
WORDPRESS.COM 1975 2770 (140%) 2848 (144%) 10793 (546%)
WORDREFERENCE.COM 832 5086 (611%) 7778 (934%) 6507 (782%)
XDA-DEVELOPERS.COM 3175 5966 (187%) 9793 (308%) 10585 (333%)
YAHOO.COM 3680 5483 (148%) 6590 (179%) 8734 (237%)
YOUTUBE.COM 664 1872 (281%) 2730 (411%) 6334 (953%)
ZIPPYSHARE.COM 1049 2680 (255%) 2228 (212%) 5867 (559%)
AVERAGE 310% 470% 684%
AVERAGE + STDEV 240% 349% 544%
MEDIAN 246% 378% 534%
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The execution of the custom browser using its optimization capabilities always got
best results (first column). Calculating the average of the percentages, the execution
time of the custom browser without using its automatic optimization capabilities is 3.1
times slower (310 %). Discarding the results that do not fit in the range of the aver-
age =+ standard deviation it is 2.4 times slower, and the median value indicates that it is
2.46 times slower. Regarding the other two browsers, HtmlUnit is the one that got
better results. It is, in average, 4.7 times slower (470 %). Discarding the results that do
not fit in the range of the average + standard deviation it is 3.49 times slower, and the
median value indicates that it is 3.78 times slower. The navigation component based on
MSIE is, in average, 6.84 times slower (684 %). Discarding the results that do not fit in
the range of the average + standard deviation it is 5.44 times slower, and the median
value indicates that it is 5.34 times slower.

In the second experiment, we executed a load test benchmark using multiple
browsers executing the same navigation sequence in parallel. This experiment was not
executed using the real websites because most of them do not allow the level of
concurrency required for the parallel load testing. Instead, we simulated the real web
site saving the contents of the downloaded pages (including the JavaScript files, CSS
files, etc.) in a local web server, and modifying HTML contents and JavaScript files to
emulate the form submission and the AJAX requests (this simulation forbade HTTP
requests outside the local web server). In this experiment, 30 different instances of the
same type of browser (e.g. 30 custom browser instances, 30 MSIE instances and 30
HtmlUnit instances) executed the same navigation sequence in parallel during 5 min.

Table 2 shows the number of finished executions of the navigation sequence using
the custom browser (with and without using its optimization capabilities), and also using
HtmlUnit and MSIE. The custom browser when uses its optimization capabilities
always got best results (first column). Compared with the custom browser without using
optimization capabilities, it completed, in average, 4.89 times more executions (489 %).
Discarding the results that do not fit in the range of the average + standard deviation, it
completed 3.5 times more executions, and the median value indicates that it completed
3.6 times more executions. Compared with HtmlUnit, the custom browser using its
automatic optimization capabilities completed, in average, 14.25 times more executions
(1425 %). Discarding the results that do not fit in the range of the average + standard
deviation, it completed 9.29 times more executions and the median value indicates that it
completed 9.68 times more executions. Compared with MSIE, it completed, in average,

Table 2. Load tests benchmark.

OPTIMIZED NOT OPTIMIZED HTMLUNIT MSIE
AMAZON.COM 16520 1728 (956%) 552 (2992%) 345 (4788%)
APPLE.COM 6570 3986 (164%) 654 (1004%) 858 (765%)
EBAY.COM 6171 3504 (176%) 1026 (601%) 492 (1254%)
FLICKR.COM 34792 6244 (557%) 909 (3827%) 588 (5917%)
GOOGLE.COM 19719 1737 (1135%) 2413 (817%) 1823 (1081%)
IMDB.COM 6048 2007 (301%) 519 (1165%) 633 (955%)
LINKEDIN.COM 28364 11483 (247%) 4495 (631%) 2110 (1344%)
WALMART.COM 3342 870 (384%) 240 (1392%) 189 (1768%)
WIKIPEDIA.COM 12722 3779 (336%) 1430 (889%) 669 (1901%)
WSJ.COM 4146 651 (636%) 444 (933%) 516 (803%)
AVERAGE 489% 1425% 2057%
AVERAGE # STDEV 350% 929% 1233%
MEDIAN 360% 968% 1299%
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20.57 times more executions (2057 %). Discarding the results that do not fit in the range
of the average + standard deviation, it completed 12.33 times more executions, and the
median value indicates that it completed 12.99 times more executions.

6 Related Work

Most of the current web automation systems (Smart Bookmarks [9], Wargo [15], Selenium
[17], Kapow [11], WebVCR [2], WebMacros [16]) use the APIs of conventional browsers
to automate the execution of navigation sequences. This approach has two important
advantages: it does not require to develop a new browser (which is costly), and it is
guaranteed that the page will behave in the same way as when a human user access it with
her browser. Nevertheless, it presents performance problems for intensive web automation
tasks which require real time responses. This is because web browsers are designed to be
client-side applications and they consume a significant amount of resources.

Other systems use the approach of creating simplified custom browsers. For
example, Jaunt [10] lacks the ability to execute JavaScript. HtmlUnit [8] and EnvJS [5]
use their own custom browser with support for advanced JavaScript features. They are
more efficient than conventional web browsers, because they are not oriented to be used
by humans and can avoid some tasks (e.g. rendering). Nevertheless, they work like
conventional browsers when building the internal representation of the web pages.
Since this is the most important part in terms of the use of computational resources,
their performance enhancements are smaller than the ones achieved with our approach.

Traditional web browsers (Firefox, Chrome, etc.) implement some optimizations,
(e.g., Mozilla Firefox uses the speculative parsing [13] to early discover resources and
start preload actions), but they always calculate the CSS visualization information of all
the DOM nodes, evaluate scripts in a sequential form, and load the pages completely.

Other browsers exploit different levels of optimization and parallelism. For
example, ZOOMM [3] is a parallel browser engine that exploits HTML pre-scanning
with resource prefetching, concurrent CSS styling and parallel script compilation, and
Adrenaline [7] speeds up page processing by splitting the original page in mini-pages,
rendering each of these mini-pages in a separate process.

7 Conclusions

In this paper we presented a complete architecture for a headless custom browser
specialized in the execution of web navigation sequences. The architecture supports a
set of novel automatic optimization techniques not implemented in any other navigation
component and includes some elements not present in any other navigation system.

This architecture design, exploits some peculiarities of web automation environ-
ments. First, custom browsers do not require some operations that are unconditionally
executed in conventional browsers (e.g. build page layout and rendering), and second,
the fact that, in the web automation systems, the same navigation sequences are exe-
cuted multiple times. This peculiarity is used to extract some useful information during
a first execution of each navigation sequence, with the goal to use that information in
the following executions and improve the efficiency.
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To evaluate the validity of the proposed architecture, we developed a reference

implementation following the architecture principles. In the experiments, we analyzed
the performance of the architecture comparing our custom browser with other navi-
gation components. The reference implementation, using optimization techniques, got
the best results, followed by the same reference implementation without using those
optimization capabilities, and, at a greater distance, by the other navigation components.

We can conclude that a custom browser built according to the proposed architecture

is able to execute the navigation sequences faster, consuming fewer resources than
other existing navigation components.
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Abstract. The rapid development of malicious software programs has
posed severe threats to Computer and Internet security. Therefore, it
motivates anti-malware industry to develop novel methods which are
capable of protecting users against new threats. Existing malware detec-
tors mostly treat the file samples separately using supervised learning
algorithms. However, ignoring of relationship among file samples lim-
its the capability of malware detectors. In this paper, we present a
new malware detection method based on file relation graph to detect
newly developed malware samples. When constructing file relation graph,
k-nearest neighbors are chosen as adjacent nodes for each file node. Files
are connected with edges which represent the similarity between the cor-
responding nodes. Label propagation algorithm, which propagates label
information from labeled file samples to unlabeled files, is used to learn
the probability that one unknown file is classified as malicious or benign.
We evaluate the effectiveness of our proposed method on a real and
large dataset. Experimental results demonstrate that the accuracy of
our method outperforms other existing detection approaches in classify-
ing file samples.

Keywords: Malware detection - File relation graph - kNN - Label prop-
agation

1 Introduction

With the rapid development of Computer and Internet technology, computer
security becomes more and more prevalent over past decades. Malware (short for
malicious software), including Viruses, Backdoors, Spyware, Trojans, Worms
and Botnets, is software that spread and infect computers for malicious intent of
an attacker [5]. In the form of executable code, scripts, active content, and other
softwares, malware samples can be used to disrupt computer operation, gather
sensitive information, or gain access to private computer systems, and may cause
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serious damages and financial losses to computers and users. Malware detection
is thus becoming more and more important due to its damage to the security
and the economic loss of people.

Currently, the main approach of protecting against malware is signature-
based method which is widely adopted by most anti-malware companies [6,7].
Signature is a particular piece of code which is obtained after being analyzed
manually by computer security experts and expressed in the form of byte or
instruction sequences and is unique for each known malware [8]. However, due
to the rapid development of malware techniques, a huge number of malware sam-
ples are being generated or mutated every day. Meanwhile, malware writers have
employed advanced development toolkit, including encryption, polymorphism,
and metamorphism to make malware samples be immune to signature-based
detection. It poses a big threat to signature-based detection. Human experts
cannot analyze each new file manually, and the required responding time is
limited. This issue has motivated anti-malware industry to redesign their secu-
rity systems for detecting malware samples. Recently, many research efforts have
been conducted on malware detection using data mining techniques. Researchers
have shifted from traditional signature-based method to file-content-analysis
based approaches to detect and classify malware with static or dynamic fea-
tures [1,2,10-13,19,21,22]. These techniques applied data mining algorithms for
malware detection based on content features, such as instructions, control flow
extracted from binary codes and API call sequences tracked from runtime envi-
ronments.

In this paper, instead of using the content information of file samples, we
investigate how file relations can be used to detect malware samples and employ
a Label Propagation method for classifying file samples based on the constructed
file relation graphs. A real and large scale file relation dataset from an anti-
malware industry company is used in the experiments. The scale of this dataset
is representative including 69,165 file samples (3,095 malware, 22,583 benign
files, and 43,487 unknown files) on 3,793 clients.

This paper makes the following contributions:

1. Unlike classic classifiers based on only the file content information, we make
use of the relationships among file samples and apply graph mining algorithm
for malware detection. Relations with other known files are used to identify
the unknown file samples.

2. We use the k-nearest neighbors of each file sample to construct a file relation
graph for inferring each file’s probability of being malicious or benign.

3. A label propagation algorithm is used to propagate the label information from
labeled files to unlabeled files.

4. The empirical evaluation on a real and large data collection from an anti-
malware industry company is performed and demonstrates the performance
of our method.

The remainder of this paper is organized as follows. Section 2 presents the
background and discuss the related work. Details of the dataset is described in
Sect. 3. We discuss how file relations and the Label Propagation algorithm can
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be used to perform malware detection in Sect. 4. Experiments are conducted to
evaluate the effectiveness and efficiency of our proposed method by comparing
with the baselines in Sect. 5. Finally, we state the conclusions and future studies
in Sect. 6.

2 Background and Related Work

In recent years, an increasing number of studies have been conducted on develop-
ing efficient algorithms to detect malware by data mining and machine learning
techniques [1,8,9,13,16-19,21,22]. In [8], Jeffrey et al. developed a statistical
method to extract virus signatures automatically, it is the first major work
applying data mining techniques to detect malware. Schultz et al. [12] used
DLL information, strings and n-grams to train RIPPER, Naive Bayes and Multi
Naive Bayes to classify malware. Assaleh et al. [1] created class profiles of various
lengths according to the number of most frequent n-grams within the class with
different n-gram sizes. Kolter et al. [9] selected the most relevant n-grams on
1971 benign and 1651 malicious file samples, then different classification meth-
ods including Naive Bayes, Support Vector Machine (SVM), and Decision Tree
(DT), were compared based on these n-grams for malware detection. In [21],
Ye et al. developed an Intelligent Malware Detection System (IMDS) which
uses Objective-Oriented Association classification based on Windows API call
sequences. An OOA Fast FP-Growth algorithm was developed. Their experi-
ments showed that OOA-based method outperforms the Apriori algorithm for
association rule generation.

The aforementioned methods are all based on the file contents, including
Application Programming Interface calls and program code strings. Besides file
contents, relations among file samples can also be used to extract invaluable
information about the properties of file samples. In recent years, some research
efforts have been conducted on detecting malware based on file relation graphs
[3,4,14,15,20]. Chau et al. [3] presented a novel method based on Belief Prop-
agation algorithm to infer file reputation using file-machine relations. In [20],
Ye et al. built a semi-parametric classifier model that combines file-to-file rela-
tionship with file contents information for malware detection. Tamersoy et al.
proposed AESOP, a scalable algorithm, which leverages locality-sensitive hash-
ing to measure similarity between files and employs a tuned BP algorithm on
the file-bucket graph based on LSH [14].

3 Data Description

In this section, we describe the dataset used in our work. We obtain the dataset
from an anti-malware industry which contains 69,165 file samples (3,095 mal-
ware, 22,583 benign files, and 43,487 unknown files) and relations between these
file samples [20]. Figure 1 shows the structure of the file relation database includ-
ing 8 fields: file id, file label (“1” is for benign file, “—1” denotes malicious file,
and “0” represents unknown file), file name, number of malware that the file
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co-exists, malware ids that the file co-exists, the number of benign files that the
file co-exists, benign file ids that the file co-exists, number of clients in which
the file exists.

| id file_sort file_mdScrc ref_black_count ref_black_ids ref_white_cour ref;white_ids ref_file_count
1 -1 58414817dbd783... 10 19821:1,19822:1,19837:1,... 14 138:1,140:1,141:1,14535:1,3177:1,32... 00000000002
2 1 c3baafsafadcbas... 9 1:1,13980:1,18575:1,1857... 313 10198:1,10927:1,10930:1,11:1,11276... 00000000010
3 1 6b967b59d4d6ad... 441 1002:2,1003:1,10243:1,10... 6047 10:121,1000:4,1001:1,10029:3,10031... 00000000351
4 1 b786825902bd49... 78 13939:1,14811:1,16171:1,... 456 10:15,10183:1,10198:1,10268:1,1142... 00000000034
5 1 38dc6cc4115¢c0dS... 47 11906:1,14340:1,15381:1,... 538 10:9,10055:1,10198:1,1028:1,10282:... 00000000027
6 1 41d5501224adae... 594 1002:1,10064:1,10189:1,1... 6420 10:159,1000:1,10022:1,10024:1,1002... 00000000334
7 1 | 0043chcf44106b3... [ENRS 10505:2,10634:3,10635:1,... 3666 10:55,10022:1,10025:1,10056:1,1018... 00000000141
8 1 6929foff15a83b0... 1069 1002:1,10033:1,10062:1,1... 10644 10:382,1000:6,10020:7,10021:1,1002... 00000001276
9 1 90b16c00d94e7f7... 581 1002:1,10062:1,10063:1,1... 6790 10:196,1000:4,10020:2,10023:2,1002... 00000000644
10511 7763b669cdab51... 913 1002:1,1003:1,10064:1,10... 8671 1000:5,1001:1,10020:2,10022:1,1002... 00000000897
11 d0cb8fadf3fabl... 64 11029:1,12305:1,14573:1,... 1359 10:16,10023:1,10024:1,10027:1,1003... 00000000040
125 0020553f141dbS1... 285 10505:2,10634:3,10635:1,... 3428 10:59,10022:1,10056:1,10186:2,1023... 00000000134
131 a8c7a7cObcales... 29 11029:1,12728:1,15471:1,... 695 10:24,10029:1,10183:1,10241:1,1024... 00000000030

Fig. 1. Sample File Relation Database

Usually, the number of benign files is much larger than that of malware
samples. It leads to the imbalanced data distribution which can be seen from
the dataset. Both the number and the relations are imbalanced. Figures 2 and 3
show the distribution of the co-occurrence between malware samples and the
co-occurrence between malware samples and benign files respectively.
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Fig. 2. Co-occurrence between Malware Samples

Note that the file lists were collected from users’ clients. It is unnecessary and
unpractical for the clients to collect all the file samples from users’ machines, the
clients only submit the suspicious file samples to the server for further analy-
sis. So that, only the associations with labeled file samples are recorded in the
database, the relationship between unknown file samples is missing. We will
use the co-occurrence information for each unknown file sample to calculate the
similarity between unknown file samples, which will be described in next section.
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Fig. 3. Co-occurrence between Malware Samples and Benign Files

4 Graph-Based Malware Detection Using Label
Propagation

4.1 File Relation Graph Construction

Based on the structure property of the dataset described in Sect. 3, an undirected
weighted graph is constructed to represent the relations among file samples. The
graph is defined as G = (V, E, W), where V is set of nodes corresponding to the
file samples, E represents the relations among the nodes, and W corresponds to
the weights of each edge. Here, we define the similarity between file f; and f;
as the co-occurrence strength. Let C; and C; denote the set of clients in which
the file f; and f; exists respectively. The Jaccard similarity measure is used to
calculate the co-occurrence strength as follows.

_lgingl

=i 1

szm(f“ fj)

where |C| is the size of set C. The value of this measure is between 0 and 1;

“0” indicates no co-occurrence relationship, “1” indicates a full co-occurrence
relationship.

As mentioned earlier, the relationship between unknown file samples is

missing. Here, we use the relationship with labeled file samples of each unknown
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file to measure the similarity between unknown file samples. Let M; represent
the set of file samples which co-exist with unknown file sample f;. The similarity
between two unknown file samples f; and f; is:

sim(fi, f;) = Z sim(m,1) * stm(m, j). (2)

meM;NM;

In order to filter out the noisy data, we choose the k-nearest neighbors of
each file by applying the kNN based method. If file f; is in k-nearest neighbor
of file f;, then there is an edge between them. The weight of the edge is the
similarity between file f; and f;.

To further illustrate, a file relation dataset sample is given as Table1, in
which 6(3) means that the file co-exists with file No.6 in three clients. Based
on the given relations, an undirected weighted graph is constructed as shown in
Fig. 4. The figure shows the relations among the files in the case of k = 3, and
the number on each edge indicates the weight. The key idea of our problem can
be described as: An unlabeled file sample can be labeled as malware or benign
based on their co-occurrence with labeled files.

Table 1. File Relation Dataset Sample

ID | Label | Co-exists with Malware | Co-exists with Benign File | Count of Clients
110 7(1),8(1),10(1) 6(1) 2
2 |0 4(1) 3(2),6(2) 2
3 |1 4(1),8(1) 5(2),6(3) 4
4 | -1 8(1),10(1) 3(1),6(1) 2
5 |1 8(1) 3(2),6(1) 2
6 |1 4(1),8(1) 3(3),5(1) 4
7 -1 10(1) — 1
8 |—1 4(1),10(1) 3(1),5(1),6(1 3
9 |0 — 3(1),5(1),6(1) 1
10 | -1 4(1),7(1),8(1) — 2

4.2 Label Propagation

Label Propagation is a graph-based semi-supervised learning method, which lets
every labeled data spread its label information to the whole graph until all
unlabeled data have a stable label states [23].

Let (21,y1)...(x;,y;) denote labeled data, where y;...y; are class labels, and
(141, Y141)---(Tigu, Yi+u) be unlabeled data. The key idea of label propagation
is that data points with high similarity tend to have the same labels. Label
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Fig. 4. Constructed Graph based on Table 1

information of labeled nodes need to be propagated to all nodes through the
edges.

Define Y as a (I + u) x C label matrix, where Y;; represents the probability
of node x; being labeled as y; and C' is the number of classes. In other words,
Y represents the label probability distribution of each node. T is a probabilistic
transition matrix defined as

Ty =P =) = <ri— 3)
k=1 Wij

where T;; denotes the probability of jumping from node j to ¢. Algorithm 1
presents the method proposed by Zhu in [23].

Algorithm 1. Label Propagation

1. Initialization. Set Y be the initial labels attached to each node, where Y;; = 1 if

x; is labeled as y;.

repeat
(1). Propagate labels of any node to its neighbors by Y « TY, where T is row-
normalized matrix of T', i.e. Ti; = Ti;/ >, Ti.
(2). Clamp the labeled data.

until Y converges

2. Assign z; with a label using y; = argmax;Yj;.

Define Y7, as the top [ rows of Y which are labeled data and Yy as the
remaining u rows standing for unlabeled data. Due to the clamping operation,
Y7, never changes, so we only need to focus on Y. It is shown that the algorithm
converges to a unique fixed point and the solution is Yy = (I — Tyu) ' T Yz
Here, T, and T, are sub-matrices obtained by splitting 7 after the I-th row
and the [-th column.
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4.3 Malware Detection Using Label Propagation

Based on the constructed file relation graph as well as the label propagation
algorithm described in previous subsection, the whole process of our proposed
method is described in Algorithm 2.

Algorithm 2. Algorithm for malware detection

Input: Raw file lists data

Output: Class label of each file sample
1. Calculate the similarity for each pair of associated files;
2. Calculate the similarity for each pair of unlabeled files based on their co-
occurrence;

3. Choose k nearest neighbors for each file as neighbors in the graph;
4. Initialize graph G = (V, E,W);

5. Perform the Label Propagation algorithm described in Algorithm 1;
6. Assign labels(i.e., malicious or benign) to unlabeled file samples.

5 Experiment

In this section, we conduct two sets of experiments: (1) In the first set of exper-
iments, we evaluate the effectiveness of kNN method applied for neighbor selec-
tion and choose the best value of k for the rest experiments. (2) In the second
set of experiments, we evaluate the effectiveness of our proposed method for
malware detection by comparing with baseline methods. All algorithms are eval-
uated with the dataset described in Sect. 3.

5.1 Experiments Setting

All algorithms in following subsections are implemented on a laptop of Windows
8 OS with Intel Core i7 2.7 GHz Duo CPU and 8 GB RAM using JAVA 1.7. The
evaluation metrics are described below.

— True Positive(TP): Number of samples labeled as malicious correctly.
— True Negative(TN): Number of samples labeled as benign correctly.

— False Positive(FP): Number of samples labeled as malicious incorrectly.
— False Negative(FN) Number of samples labeled as benign incorrectly.
— TP Rate(TPR): TP+FN

- FP Rate(FPR): TN+FP

TP+TN
~ Accuracy(ACC): 7p7rv i rpiFn
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5.2 Performance Evaluation of Neighbor Selection Using kNN

When constructing the file relation graph, we choose the k-nearest neighbors of
each file samples to filter out the noisy data and keep the most similar neighbors.
In this section, we evaluate the effectiveness of applying kNN method. We run
the algorithm without applying kNN method, and 5 times with £ = 10, k£ = 30,
k = 50, k = 70 and k = 100 respectively. From Table2 and Fig.5, we saw
an improvement of about 13% on TP (True Positive) and 10% on TN (True
Negative) after applying kNN by setting k& = 50.

Table 2. Effectiveness of Applying kNN

Method |TP |FP |TN |FN|ACC
Non-ENN | 110 | 301 | 3,396 | 179 | 0.8796
k=10 109 | 224 | 3,473 | 180 | 0.8986
k=30 113179 |3,518 | 176 | 0.9109
k=50 155 | 673,630 | 134 |0.9496
k=170 126 | 139 | 3,558 | 163 | 0.9242
k=100 |122{199 3,498 167 |0.9082

5.3 Comparisons of Label Propagation with Other Methods

In this subsection, we compare the effectiveness of our proposed method with
other methods including both graph-based and content-based classification
approaches. Four baseline methods were compared: AESOP in [14], Malware
Distributor Detector (MDD) in [15], Support Vector Machine (SVM), and Ran-
dom Forest (RF).

Cross Validation: We use 10-fold cross validation scheme to evaluate the per-
formance of our proposed method. At each round, we set the labels of files in
the test set to 0 and the probabilities of being malicious and benign both to 0.5.
For each fold, we run our proposed algorithm with baseline methods and record
the ACC (Accuracy). Quantitative results on the 10-fold validation are shown in
Fig. 6. The notch marks the 95 % confidence interval for the medians. The figure
demonstrates that our proposed method makes an significant improvement on

accuracy compared to the best performance among the baseline methods, with
k = 50.

Prediction: 3,986 files with ground truth (includes 289 malware, 3,697 benign
files) were selected at random as the test data for evaluation, and the rest data
were used as the training data. Here we set k = 50. Table 3 and Fig. 7 present the
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Fig. 5. Effectiveness of Applying kNN
results of our proposed method along with the four baseline methods. The com-

parison results illustrate that our proposed algorithm outperforms other methods
in malware detection on the large and real datasets.
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Table 3. Quantitative comparisons of our proposed method with baseline methods on
large and real data

4000

3500

3000

2500

2000

1500

1000

500

Method TP |[FP |TN |FN |ACC
Label Propagation | 155 | 67 3,630 | 134 | 0.9496
AESOP 198 | 3,385 | 312 91]0.1279
MDD 982,493 | 1,204 | 191 | 0.3266
SVM 81461 3,236 | 208 |0.8321
RF 69398 | 3,299 220 0.8449

Comparison of Proposed Method with Baseline Methods

Label AESOP MDD
Propagation

SVM

uTP
mFP
=N
FN
RF

Fig. 7. Comparisons of Proposed Method with Baseline Methods
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6 Conclusion and Future Work

In this paper, we study how to use file relations for malware detection. The
associations between file samples are used to compute the file similarity values
to construct file-relation graph by KNN method. A Label Propagation algo-
rithm is applied for classifying file samples based on the constructed file-relation
graph. We use a real and large dataset consisting of file co-occurrence records
from users’ clients. Comprehensive experiments are performed to compare our
proposed method with other existing malware detection approaches. The exper-
imental results demonstrate that the accuracy of our proposed method outper-
form other malware detection methods using data mining techniques. For the
future work, we plan to further explore the combination of file relation informa-
tion and file contents to reduce the false positive and negative rates.
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Abstract. With the rapid development of information society, the era
of big data is coming. Various recommendation systems are developed to
make recommendations by mining useful knowledge from massive data.
The big data is often multi-source and heterogeneous, which challenges
the recommendation seriously. Collaborative filtering is the widely used
recommendation method, but the data sparseness is its major bottleneck.
Transfer learning can overcome this problem by transferring the learned
knowledge from the auxiliary data to the target data for cross-domain
recommendation. Many traditional transfer learning models for cross-
domain collaborative recommendation assume that multiple domains
share a latent common rating pattern which may lead to the negative
transfer, and only apply to the homogeneous feedbacks. To address such
problems, we propose a new transfer learning model. We do the collective
factorization to rating matrices of the target data and its auxiliary data
to transfer the rating information among heterogeneous feedbacks, and
get the initial latent factors of users and items, based on which we con-
struct the similarity graphs. Further, we predict the missing ratings by
the twin bridge transfer learning of latent factors and similarity graphs.
Experiments show that our proposed model outperforms the state-of-
the-art models for cross-domain recommendation.

Keywords: Cross-domain - Transfer learning - Collaborative filtering -
Sparseness - Heterogeneous feedbacks

1 Introduction

With the rapid development of computer and network technologies, especially
the mobile internet, people can easily acquire all kinds of information from the
internet. Under the big data environment of web, massive information often
makes people dazzling and unable to get valuable information rapidly and effec-
tively. In order to solve this problem of information overload, personalized rec-
ommendation systems are developed. For example, the famous personalized
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recommendation platforms of Amazon, Movielens, Alibaba and so on. They help
users obtain the required service quickly and accurately and make huge bene-
fits for the relevant manufacturers. Collaborative Filtering (CF) is an excellent
recommendation algorithm which is widely used at present. CF in recommender
systems is designed to predict the missing ratings for a user or an item based on
the collected ratings from like-minded users or similar items [1,2]. CF is simple,
which doesn’t need the configuration information of users and has no special
requirements to the recommendation objects. CF is effective, which can make
multiple recommendations. Although CF has such advantageous properties, the
recommendation performance would be degraded seriously when the observed
data is very sparse.

To address the sparseness problem, many improved CF methods based on
the single domain have been proposed. But these methods are subject to the
data quality of the target domain. They may be invalid when the target data is
extremely sparse. In reality, especially in the current era of big data, we often
have many data in the associated domains of the target domain. Why not try
to make use of them? So we research the cross-domain recommendation which
combines relevant data from different domains with the original target data to
improve the recommendation. Transfer learning [3] can be used for cross-domain
CF recommendation particularly. During the transfer learning, useful knowledge
will be learned from the auxiliary data and transferred to the target data so that
the sparseness problem of the target data can be addressed effectively. However,
traditional transfer learning models for cross-domain CF recommendation have
some issues as follows:

— They are often limited to the transfer of homogeneous user feedbacks. How-
ever, the heterogeneous user feedbacks are common in reality, especially in
the current big data era.

— They usually suppose that different domains share a common latent rating
pattern based on the user-item co-clustering. In fact, however, the associated
domains do not necessarily share such a common latent rating pattern, and
the diversity among associated domains may outweigh the advantages of this
common latent rating pattern [4], which may degrade the recommendation
performance.

— Since the target data is extremely sparse, it is expected that more useful
common knowledge is transferred from the auxiliary data to the target data.
Only using the latent factors extracted from the auxiliary data may result in
that the positive information transferred to the target data is insufficient.

To solve these problems, we propose a new model of cross-domain CF rec-
ommendation based on the twin bridge transfer learning of heterogeneous user
feedbacks. Our contributions are summarized as follows:

— To transfer the rating information of heterogeneous user feedbacks, the initial
data are preprocessed to be homogenous. Then we do the collective factoriza-
tion to rating matrices of the target data and its auxiliary data, and get the
initial latent factors of uses and items respectively, when we consider both the
common and domain-specific latent rating patterns.
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— Based on the initial latent factors, the similarity graphs are constructed. The
model can be formulated as an optimization problem based on the graph
regularized weighted nonnegative matrix tri-factorization [5]. In the process
of optimization, latent factors and similarity graphs are regarded as a implicit
bridge and a explicit bridge for transfer respectively to learn more useful
knowledge.

— An efficient gradient descent method is executed to optimize the objective
function with convergence guarantee. Extensive experiments on several real-
world data sets suggest that our proposed model outperforms the state-of-
the-art models for the cross-domain recommendation.

2 Related Work

CF is widely used due to its simpleness and high-efficiency. However, since CF
method fully depends on the observed rating data, the sparseness issue has
become its major bottleneck [6]. In real life, we may easily find some related CF
domains with the similar recommendation as the target domain. A question was
then asked in [7]: Can we establish a bridge between related CF domains and
transfer useful knowledge from one another to improve the performance?, which
is an emerging research topic about cross-domain CF [8].

Transfer learning is used for cross-domain CF recommendation in particu-
lar. Liu bin [9] gives a brief survey of the pilot studies on cross-domain CF in
CF domains and knowledge transfer styles. Chungyi Li et al. [10] try to match
users and items across domains for transfer learning to improve the recommenda-
tion quality. Weiqing Wang et al. [11] research cross-domain CF by tag transfer
learning. Zhongqi Lu et al. [12] explore selective transfer learning for cross-
domain recommendation. Pan et al. [13-15] propose the models to transform
knowledge from domains which have heterogeneous forms of user feedbacks.

The majority of the existing transfer learning models for cross-domain recom-
mendation assumes that the target domain and its auxiliary domains are related
but doesnt suggest ways to compute the relatedness across multiple domains.
The usual way of the existing models is to exploit the common latent structure
shared among multiple domains as the information bridge to transfer the useful
knowledge. For example, Shi, Y. et al. [16] propose a generalized cross domain
CF model by tag transfer learning. They use user-generated tags as the com-
mon features to connect multiple domains together and perform transfer learning
across different domains for knowledge transfer. Traditional cross-domain recom-
mendation models assume that all the domains share the common latent rating
pattern, which is inconsistent with the reality and may cause the recommenda-
tion performance of a hard decline. Gao et al. [4] propose a cluster-level latent
factor model, which can not only learn the common rating pattern shared across
domains with the flexibility in controlling the optimal level of sharing, but also
learn the domain-specific rating patterns of users in each domain that involve the
discriminative information propitious to performance improvement. This model
is referred to as GAO model by us.
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Liu bin et al. propose Codebook Based Transfer (CBT) model [7] and Rat-
ing Matrix Generative model [17] to transfer the cluster-level codebook to the
target data, which are novel and influential. However, because the dimension
of codebook is limited, the codebook cannot transfer enough useful knowledge
when the observed data are quite sparse. To overcome this problem, Transfer by
Collective Factorization (TCF) [15,18], Coordinate System Transfer (CST) [19],
and Transfer by Integrative Factorization (TIF) [12] extract both latent tastes of
users and latent features of items in forms of latent factor matrices, and transfer
the useful knowledge they contain from the auxiliary data to the sparse target
data. However, these models do not take full account of the negative trans-
fer. In addition, they only employ a single information bridge to transfer the
knowledge. In Graph Regularized Weighted Nonnegative Matrix Factorization
(GMF) [5] model, the neighborhood information is integrated into the factor-
ization. The associated information among users or items can be utilized with
the help of the similarity of user tastes or item features. But it requires dense
ratings to calculate the neighborhood structure. When the data are very sparse,
the neighborhood structure may be rather inaccurate so that the recommenda-
tion can’t be performed effectively. Different from these methods, Shi et al. [20]
explore the twin bridge of latent factors and their similarity graphs for the pur-
pose of transferring more useful knowledge to the target data, which is referred
to as SHI model by us. SHI model can enhance efficient transfer by transferring
more knowledge, while alleviate negative transfer by regularizing the learning
model with latent factors and similarity graphs, which can naturally filter out
the negative information contained in the latent factors.

3 Problem Definition

Suppose that multiple domain-related rating matrices are given. Let 1 be the
domain index, R, € RM»*No(y € [1,1],t € NT) is the rating matrix of the 7-th
domain, where M,, and N,, represent the numbers of users and items, respectively.
A binary weighting matrix Z, with the same size as R, is used to mark the
missing ratings, where [Z,];; = 1 if [R,];; is observed and [Z,];; = 0 otherwise.
The rating matrix in which missing ratings are to be predicted is deemed as the
target data, and other rating matrices related to the target data are deemed as
the auxiliary data. The goal is to predict missing ratings in the target data by
transferring useful knowledge from the auxiliary data.

Without loss of generality, we prepare to solve a concrete problem which is
the same as SHI model. Suppose that R € RM*V is the rating matrix of the
target data, Z € {0,1} is the indicator matrix, Z;; = 1 if user ¢ has rated item
j and Z;; = 0 otherwise. R; and R, are rating matrices of two auxiliary data
sets respectively. R; shares the common set of users with R, while Rs shares
the common set of items with R. We try to predict the missing ratings of R
by transfer learning from R; and Rs. Of course, when neither the users nor the
items in the ratings matrices across multiple domains such as R, R; and R, are
overlapping, our proposed model will be still effective.



Cross-Domain Collaborative Recommendation by Transfer Learning 181

4 Related Models

4.1 GAO Model [4]

In GAO model, the cluster level structures hidden across domains are extracted
to learn the rating pattern of user groups on the item clusters for knowledge
transfer, and to clearly demonstrate the co-clusters of users and items. The co-
clustering of the data matrix in domain 7 can be performed by the orthogonal
non-negative matrix tri-factorization, and the integrated objective function is

: _ T 2
8y o] = DMy = Uil SV 0 2] 1)

where © is the entry-wise product, U, /V,, denotes the user/item latent factor
matrix, Sy denotes the share rating pattern matrix, .S, denotes the specific rating
pattern matrix of domain 7. In order to make the factorization more accurate,
some prior knowledge can be imposed on the latent factors during the optimiza-
tion, such as the L1 norm constraint: U,1 =1 and V1 = 1.

4.2 SHI Model [20]

Shi et al. extract latent factors Uy and Vj from R; and Ry by GMF [5] and
construct similarity graphs Wy and Wy based on Uy and Uy, respectively. Wy
and Wy, are defined as follows:

If uf EN(
vaz* Np(v

)oru? € N,(u ?*), (Wuv)ij = 1; Otherwise (Wy);; =0

e
i), (Wy )i = 1; Otherwise (Wy);; =0

0
wy,
?)oer*ENp( g

Where ) is the i th row of Uy denoting the latent taste of user i, v is the
i th row of Vj denoting the latent feature of item 4, N,(u} ) and N,(v5 ) are
the sets of p-nearest neighbors of u?* and vio* respectively. Latent factors and
similarity graphs are integrated into a unified optimization framework for twin
bridge transfer learning:

. _ _ V)12 _ 2
uio @ 7 12O OBVl AU = tolle s

MV = Vollz + wGu + wGy

where Gy = tr(UT LyU), Gy = tr(VT Ly V) (tr refers to the trace of matrix),
Ly and Ly are the graph Laplacian matrices for the similarity graphs Wy and
Wy respectively. Ay and Ay are regularization parameters indicating the confi-
dence on the latent factors. 7y and 7y are regularization parameters indicating
the confidence on the similarity graphs, U/V denotes the user/item latent fac-
tor matrix, B denotes the latent pattern matrix of ratings. Ly = Dy — Wy,

LV = DV — Wv, Du = diag(z (WU)ij; Dv = dz'ag(z (WV)ij-
J J
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5 HFT Model

Inspired from the related models above, we propose a novel model of cross-
domain CF recommendation based on twin bridge transfer learning of hetero-
geneous user feedbacks named HFT. At first the data is preprocessed for our
proposed HFT model.

In a user-item rating matrix, the observed ratings such as the 5-star ratings
are often extremely sparse, so over-fitting may easily happen when we predict
the missing ratings. However, we observe that some auxiliary data in the form
of like/dislike may be more easily obtained. For example, we can easily collect
the favored/disfavored data in Moviepilot, the love/ban data in Last.fm and the
Want to see/Not Interested data in Flixster, which are implicit feedbacks and
heterogeneous to the numerical ratings [15]. Moreover, the implicit feedbacks
can be collected from the user behaviors and formalized to be binary ratings.
For example, if the user browses, forwards or collects some information, we set
the rating as 1, and 0 otherwise. It is more frequently for users to express such
implicit tastes than to mark numerical ratings. We can make use of implicit feed-
backs to alleviate the sparseness problem in explicit feedbacks. For the explicit
feedbacks, such as the numerical rating matrix R = (Ry;), Rui € {1,2,3,4,5},
let R = (R,,), R, = R T R’ is the preprocessed rating matrix of R. R,; can
be restored by R,; = 4R;i +1 at the end of prediction. To alleviate the data het-
erogeneity between different kinds of feedbacks, such as {0,1} and % ,
let o(z) = W, x € {0,1} is the implicit feedback, o(x) is a logistic link
function to revise the implicit feedbacks. So the heterogeneous rating data are
normalized to be homogeneous for the collective factorization. Then HFT model
is mainly divided into the following three steps.

5.1 Extraction of Latent Factors

To extract latent factors, we do the flowing two collective factorizations respec-
tively. Each factorization is learning from the GAO model.

min f1=|l[R - Uo[So,SIVT| ® Z||*+

Ug,S0,S1,5,V,V1 >0 3

[[R1 — Uo[So, S1]Vi"] ® Z1 )2

min  fo=|[R-UISy, ST ® 2|+
Us.U,S),.52,5 Vo0 (4)

I[R2 — Us[Sg, S2]Vo™] © Zs|?

We solve Egs. (3) and (4) by the gradient descent method, and get the latent
factors Uy and Vj, respectively.
Solving Equation (3)

Let V = [Vib, VL] € RVN*E vy = [VE, V] € RV*E1 where ViE = V(;,1 :
D), VE =V(,(D+1): L), Vb = Vi(:,1: D), V¥ = Vi(:,(D +1) : Ly), D is
the dimension of shared common rating pattern. Here L — D is the dimension
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of domain-specific rating pattern of R, L; — D is the dimension of domain-
specific rating pattern of Ry, So € RE*P § ¢ REX(L=D) g ¢ REx(IL1=D)
Uy € RM*KE 7 ¢ RMXN UIUy=1,VIVi =1, VIV =1.

Taking the learning of latent factor S as an example, we will show how to
optimize S by deriving its updating rule while fixing other latent factors. For
this purpose we can rewrite the objective function in Eq. (3) as follows:

min f1(S) = || R — UoSoVoo — UoSVou] © Z|*+ -
I[R1 — UpSoVip — UpS1Vi1] ® Z4||?
The derivative of f1(5) with respect to S is

of1(S
% =2(Uo" ([UoSoVoo] @ Z)Voh — Up” (R® Z)Vih) + 2Uo " ([UoS1Vo1] © Z)Vih.

We use the Karush-Kuhn-Tucker complementary condition for the nonneg-
ativity of S and let %és) = 0, then can get the following updating rule for

learning S:

Ug (R® Z)Vgy
S =8y =7 T T T
U ([UoSoVoo] © Z)Vgy + Uy ([UoSVor] © Z) Vi

Similarly, we can get the updating rules for learning other latent factors as
follows:

(6)

UT(Rl ) Zl)qulw
S — 51\/Ug([U()S()V1o] © Z?)Vﬁ” + UT([UgS1Vh1] ® Z1)VE (7)
. (RO Z)V[S,,S]"
. UO\/([Uo[So,S]VT@Z)@V[SO,S}T )
Vv ¢ 50, ST 0" (R0 2) o
[So, ST Us™ ([Uo[So, S)VT] @ 2)

- [So, Sl]TUoT(Rl ® Zy)
. Vl\/[SmSl]TUoT([UO[SO, st e zy) (10)

UT'(Re Z2)VE+UT (R Z)\ VL
So<—50\/ h (RO )0(}3‘:5( 1O Z1)Vig

where
P =Ug ([UsSoVoo] © Z)Vgo + Uy ([UoSVin] © Z) Vi
Q = Ug ([UsSoVi0] ® Z1)Vig + Ug ([UpS1Vi1] © Z1) Vi

Based on the above updating rules for learning different latent factors, it can
be proved that the objective function in Eq. (3) will decrease monotonically and
the learning algorithm demonstrated above is convergent [4]. At last, we can
extract latent factor Uy by enough iterations. In the same way, we can extract
latent factor Vg by solving Eq. (4).
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5.2 Similarity Graph Construction

When the observed user-item rating data is very sparse, two users may rate the
common item with a fairly low probability though they have the same taste, so
the neighborhood information of users or items can not be effectively utilized.
To overcome this problem, the similarity graphs from dense auxiliary data are
constructed since the auxiliary data is closely related to the target data. Because
Up and V|, are denser than R; and Rs, they can better represent the neighbor-
hood information. We construct the user-side similarity graph Wy and item-side
similarity graph Wy based on the extracted Uy and Vj, respectively [20]. In SHI
model, the distance is simply defined by the concept of p-nearest neighbors with
binary values of 0 and 1, so Wy and Wy may be inaccurate to be the weight
matrices for the similarity graphs. Here we adopt the PCC (Pearson Correlation
Coefficient) to measure the similarity:

> (up, - U?)(uO —179*)

Y ST R

zm—@@:@>
" ¢z o =00 VS @, — )

is the i th row of Uy denoting the latent taste of user i, UQ is the 7 th

(Wor)is = p(uf, uf,)

(Wv)ij = p(v). v

where u
.

row of V; denoting the latent feature of item 4, UT)*/% is the mean of uf /vf .

5.3 Predicting of Missing Ratings

We predict missing ratings by the graph regularized weighted nonnegative matrix
tri-factorization. The optimization function is

; _ _ T2
U,\%E:oo =1Zo(R-UBV' )|y +wGu +wGv (12)

where Gy = tr(UT LyU), Gy = tr(VT Ly V), Ly and Ly are the graph Lapla-
cian matrices for the similarity graphs Wy and Wy, respectively. vy and ~yy are
regularization parameters indicating our confidence on the similarity graphs.

We solve the optimization problem in Eq.(12) by the gradient descent
method [20]. The derivative of O with respect to U is

20
55 =220 RVBT + 27 o (UBVT) VBT + 2yy Ly U.

We use the Karush-Kuhn-Tucker (KKT) complementary condition for the
nonnegativity of U and let % =0, then get

[-ZoRVBT + 2o (UBVTYBT + vy LyU] 0 U =0
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Because Ly may take any signs, we decompose it as Ly = Lﬁ — L;, where
Ly = 3(|Lul+Lu), Ly = (|Lu|—Lu). L{; and Ly; are positive-valued matrices.
We get the following updating rule for learning U:

Z ®» RVBT LU
UeUo © LT (13)
Z® (UBVT)VBT + 4y LEU

Similarly, we can obtain the updating rules for learning V' and B as follows:

T _
Ve ve (ZOR) U§+WLVU+ (14
(Z® (UBVT) UB + v LV
UT(Z® R)V
BB 1
—re \/UT(Z@ (UBVT)V (15)

According to [5], the objective function in Eq.(12) will monotonically
decrease until convergence when updating U, V and B sequentially and iter-
atively by Egs. (13-15). R can be calculated by UBVT, so the missing ratings
can be predicted.

6 Experiments

6.1 Data Sets

MovieLens10M!. It contains 10000054 ratings and 95580 tags applied to 10681
movies by 71567 users of the online movie recommender service MovieLens. The
preference of the user for a movie is rated on a 5-star scale, with half-star incre-
ments. If the movie is not rated by any user, the rating is marked as 0.
Epinions?. It contains 2,372,198 ratings given by 44,157 users to 50,682 prod-
ucts. Users can mark products with integer ratings ranging from 1 to 5.
Book-Crossing®. It contains 278,858 users providing 1,149,780 ratings
expressed on a scale from 0 to 10 about 271,379 books.

6.2 Compared Models

* GMF (Graph Regularized Weighted Nonnegative Matrix Factorization) [5]:
A good single-domain model which constructs two graphs on user side and
item side to exploit the internal and external information. In this model, the
missing ratings are predicted by the graph regularized weighted nonnegative
matrix tri-factorization.

* SHI [20].

* CBT (Codebook Based Transfer) [7]: a classical model for cross-domain CF
recommendation which can only make use of the common rating pattern via
the codebook information among different domains.

* HPT:our proposed new model.

! www.grouplens.org/node/73/.
2 www.epinions.com.
3 http://www2.informatik.uni-freiburg.de/~cziegler/BX /.
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6.3 Evaluation Metrics

Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) are the two
widely used evaluation metrics for evaluating CF algorithms. We adopt MAE
to measure the prediction accuracy of multiple recommendation models. It is
defined as follows:

> | Rij — R

MAE = 22
|TE|

where R;; is the rating that user i gives to item j in test set, while Rfj is the
predicted value of R;;, |Tk| is the number of ratings in test set. The smaller the
value of MAE is, the better the recommendation model performs.

6.4 Experimental Results

To simulate the heterogeneous feedbacks, we reference to Weike Pan’s method [14].
When the observed ratings range from 1 to 5, we set the ratings to 1 if they are
4 or 5 and set the ratings to 0 otherwise. When the observed ratings range from
1 to 10, we set the ratings to 1 if the ratings are 7, 8, 9 or 10 and set the ratings
to 0 otherwise.

The data sets used in our experiments are constructed by the same strategy
as [19]. Take the Book-Crossing data set as an example, we first randomly sample
a 2N x 2N(N € N1) dense rating matrix X, then take the submatrix R =
Xi~nN1~N as the target rating matrix, the submatrix Ry = X1 on (v11)~2n a8
the user-side auxiliary data matrix and the submatrix Ry = X(ny11)~2n,1~onN 38
the item-side auxiliary data matrix. In this way, R and R; share common users,
while R and Ry share common items. And we apply the same construction
strategy to Epinions data set and MovieLens10M data set.

The target ratings matrix R is randomly split into a training set and a test set,
with the proportion of 60 % and 40 % respectively. Let | be the sparseness level
of the data set. To evaluate the performance of each model in different sparse
data, we sample the target training set randomly with various sparseness levels
ranging from 0.01 % to 1%. The utilized auxiliary data is always much denser
than the target data. Different dimensions of latent factors such as {10, 20, 50,
100, 150, 200, 300, 500, 800} and different values of regularization parameters
such as {0.01, 0.1, 0.5, 1, 5, 10, 50, 80} of each model are tried, the best of which
are selected for comparisons. Given that the major algorithms in the models are
iterative, we run each model 5 repeated times and report the average results of
MAE. In different data sets with various sparseness levels [, varies of the values
of MAE in different models with respect to N are as follows:
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Fig. 3. Book-Crossing

In each one of Figs. 1, 2 and 3, the data sparseness level [ in the left subgraph
is smaller than that in the right subgraph, which means the sampled data in the
left subgraph are sparser than that in the right subgraph. The above experi-
mental results show that the values of MAE in our proposed HFT model are
almost always smaller than those in other models in all cases, which is more
significant when the data is sparser in each data set. So it is demonstrated that
HFT model is more effective than others, especially when the data is sparser.
Also it performs well in the case of heterogeneous user feedbacks.
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Let T be the dimension of the share latent rating pattern between MovieLens
and Book-Crossing. MovieLens is the target data with the sparse level of 0.5 %,
and Book-Crossing is the auxiliary data with the sparse level of 8 %. Varies of
the values of MAE in different models with respect to T" are as follows:

N-2000

MAE
MAE

Fig. 4. MovieLens and Book-Crossing

From Fig. 4, we can see that the values of MAE in HFT model are almost
always smaller than those in other methods, in which the values of MAE are
fixed with respect to T. Specially we can get the optimal value of T by adjusting
it freely, thereby significantly improve the accuracy of prediction. The results
show that the HFT model we proposed is effective and flexible.

6.5 Theoretical Analysis

HFT model considers both the common latent rating pattern and domain-specific
latent rating pattern so that it can get more accurate initial latent factors, based
on which the similarity graphs are constructed more accurately too. Given this,
latent factors can be used as an implicit bridge together with the similarity
graphs to perform the twin bridge transfer learning. Since the latent factors are
adopted as an implicit bridge for knowledge transfer, the transfer in HF'T model
is simpler than the explicit twin-bridge transfer in SHI model. Moreover, we
adopt the PCC to measure the weight matrices for the similarity graphs, which
is time-saving and more accurate than the way based on the p-nearest neighbors
in SHI model. So HFT model owns a lower time complexity but higher recom-
mendation accuracy than SHI model. By the twin bridge transfer learning, HF'T
model can transfer more useful knowledge, while alleviate negative transfer by
regularizing the learning model with the similarity graphs, which can effectively
filter out the negative information contained in the latent factors. So it is easy
to understand that HF'T model has higher recommendation accuracy than GMF
model and CBT model, which not only are based on the single bridge transfer
learning, but also don’t consider the domain-specific latent rating patterns. In
addition, HFT model applies to the transfer of heterogeneous user feedbacks
across multiple domains by data normalization and the collective factorization,



Cross-Domain Collaborative Recommendation by Transfer Learning 189

which makes the advantages of it more significant in the multi-source and het-
erogeneous environment of big data.

7 Conclusions and Future Work

We propose a novel HF'T model of transfer learning for cross-domain CF recom-
mendation, which not only performs well in the case of heterogeneous feedbacks,
but also improves the recommendation by transferring more useful knowledge
considering both the common latent rating pattern and domain-specific latent
rating pattern and learning knowledge from the twin bridge of latent factors and
similarity graphs. In addition, in HF'T model the latent factors of users and items
can be extracted by the collective factorization, so HFT model can be flexible
to data quality across multiple domains. Extensive experiments show that our
proposed HFT model is more efficient in sparse data and more flexible across
domains than other three excellent models.

In the future, we try to exploit more auxiliary information for transfer. Social
information, topic information and context information can be used for regular-
ization fitting in the process of optimization. Moreover, given that recommen-
dation tasks are often diverse, we intent to research multi-view and multi-task
cross-domain transfer learning [21,22] for the cross-domain recommendation.
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Abstract. The main means to obtain information from Deep Web is
submitting query condition through the provided query interfaces, so it
is the first problem that needs to be solved for Deep Web data integration
system. At present, most researchers think of query interface is merely
defined within the form html tag. This paper firstly proposes the concept
of interface block, then designs the interface block location method based
on page and vision information, and finally takes the judgment of whether
interface block is a query interface or not as the special multi-class clas-
sification problems and by applying classification algorithm combining
C4.5 decision tree and SVM. The experiment adopts TEL-8 data sets of
UIUC, and the findings indicate that the method in this paper get an
accuracy of 97.30%, and has good feasibility and practicability.

Keywords: Deep Web - Query interface - Interface block + Multi-class
classification

1 Introduction

According to the distribution of information that the website carries, it can be
divided into two parts: one is called the Surface Web, which the users can directly
perceive from web pages; the other is called the Deep Web, which information
is stored in back database [1]. The research of Michael K. Bergman [2] and
others show that data volume stored in Deep Web is 500 times that of Surface
Web, and these data cannot only serve as the source of good data, but also its
structure and semantic features can help us to carry out more effective knowledge
discovery. The main means to obtain data from the Deep Web is submitting a
query condition through the provided query interfaces, therefore the first step
to access Deep Web’s resources is effectively discover query interface. However,
due to the web page contains a lot of non-query interface and the structure of
those is similar to the query interface, which makes it very difficult to automate
discovery of query interface.

At present, many researchers have conducted study in this field [3-13]. Cope
and others [3] adopt the method of C4.5 decision tree to realize the identifica-
tion of query interface. The accuracy of this method is only 85%. Barbosa and
© Springer International Publishing Switzerland 2015
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others [4] improve the defects existing in the methods conducted by Cope and
extract a total of 14 characteristics in the form. This improved method raises
classification accuracy to 90.95%, but this method doesn’t differentiate between
query interface and search engine satisfactorily. Wang and others [6] built some
rules to identify query interface, but this is not always true because a simple
query interface having only one or two attributes. Marin-Castro and others [7]
propose an algorithm of automatically discovering query interfaces based on
machine learning. But this method assumes that query interface only designed
by form html tag. Xu and others [13] put forward the idea that the page can be
divided into several segments, and then build a mode for a specific domain, but
the accuracy is low for forms with complex structure.

This paper proposes a new method of discovering interfaces. This method
firstly transforms a web page to a DOM tree, and then transverses the nodes
in the DOM tree to determine whether the content contained by this node in
the web page needs judging or not by analyzing the CSS style information and
the DOM tree structure. Secondly, it takes the judging process as a particular
multi-type classification problem. This paper proposes an interface block clas-
sification algorithm based on the C4.5 decision tree and SVM. Among them,
the essence of adopting the classification based on the C4.5 decision tree is
to transform the query interface judgment issue into several issues of two-type
classifications and finally adopting the SVM algorithm to further classify each
of these two-type classification issues. Through the above methods, Deep Web
search interface is enabled to get independence from the form html tag. Resul-
tantly, the unique characteristics of various types in the non-query interface are
fully utilized, improving the accuracy of classification.

2 The Interface Location Method

Some researches have been conducted on how to locate contents in Deep Web
page, but these researches are about the location of the search result [14-16].
But through these researches, we find that DOM tree structure and CSS style
information could reflect the page and visual information. The following content
will have a detailed explanation of the method.

2.1 Related Definitions

Definition 1. An interface block is a segment of HTML code in a Web page P
delimited by HTML tags. This segment contains a set of control elements C =
{ci]1 < i < n} that can be described using the S-tuple <name, label, domain>,
where name corresponds to the name of the field associated to this element, label
s a string that describes this element and the domain is the set of valid values
that the field can take. Some examples of HTML control elements must be C =
{input, button, select, option, option group and textarea}.

Definition 2. A Query Interface (QI) is defined as a HTML searchable form
that is intended for users that want to query a Hidden-Web database. Qls have a
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heterogeneous schema of design, semantic and value; they may change frequently
and without notice. Moreover, each QI may have a limited query capability.

Definition 3. Let T; be a node in the DOM tree Ty, then a node density:

D(T}) = Count(Tagspecial)
Y Count(Tagan)

(1)

The numerator represents the number of leaf nodes which are label input,
select, button and the textarea. The denominator represents the number of all
leaf nodes.

Definition 4. Let T; and T for the DOM tree T two nodes, the similarity of
T; and T} ’s visual information is defined as:

sumsi + sums — p

Simm‘sual (Tzu Tb) = (2)

sumi + sums

Sumy which represents the number of CSS style information contained Tj,
sumsg represent the number of CSS style information contained T, p represents
the number of different CSS style information contained in both.

Definition 5. Let T; and T for the DOM tree T two nodes, the similarity of
T; and T}’s page information is defined as:

SiMpage (Ti’Tj) = SimXpath(Ti,Tj) « 9(1=Simenua(T:,T;)) 3)

Simgpa:n represents the similarity of T; and T;’s Xpath and Simcpsq repre-
sents the similarity of Ti and Tj’s child node. Both use the calculation formula
4 in Yue K’s paper [14]. We can extend Simyisyqr and Simpqge formula to find
the similarity between a plurality of nodes, The expansion formula is defined as:

> Sim(T;,Tj)
multiSim (Ty ... T,) = 21— (4)
CN

2.2 The Interface Location Algorithm

Next, we give the description of interface block location algorithm. As is shown
in Algorithm I, this algorithm uses the root node of the DOM tree of the current
page as input and the output is the corresponding tag containing the interface
block content.

Algorithm I is mainly composed of a recursive function FindInterFace-
Block( ). Among them, «, 3, v are the control parameters of the algorithm,
and its value is determined by the experiment, which mainly completes the cal-
culation of node density, similarity of page information and visual information.
If all similarity greater than threshold, it means that the content contained by
this node is the interface block; otherwise we can search the child node of this
node.
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Algorithm I. The interface location

Input: Node Na, The number of the current node Level;

Output: the corresponding Tag containing the interface block content

1 FindInterfaceBlock(Level , Nd){

2 nds[n] <— getChildNodes(Nd)

3 for each node k from nds[n] do

4 density = Density(k)

Simcss = multiSimess (getChildNodes(k))

Simpage = multiSimpage (getChildNodes(k))

if (density> « && Simcess > 8 && Simpage > )
return k

else FindInterfaceBlock(Level + 1, k)}

© 00 g O Gt

3 The Classification Method Based on C4.5 Decision
Tree and SVM

We have found that it is much easier to judge whether an interface is of query
interface or login interface than to directly judge whether an interface of query
interface or non-query interface. Based on the considerations above, this paper
transformed the problem into classifying between query interface and other non-
query interfaces like register, mail or login. Moreover, as long as we confirm that
an interface is of non-query interface, we do not need to further classify it within
the range of non-query interface.

3.1 Feature Selection of Interface Block

In this period, we choose that seven common non-query interface, register, login,
feedback, Newsletters, vote, mail and comment types, because they are often
wrong as the query interface. Among them, query interface must hold the control
of text, but comment interface and vote interface do not have such control, also
mail interface must have the control of email, whereas query interface do not
have such control, so it is very easy to distinguish query interface from mail, vote
and comment types. In this paper, in order to choose some better features, we
collect a total of 420 interface, of which there are 210 query interface, register(62),
login(82), feedback(42), newsletters (24), and we can draw following conclusions
from further analysis in the number of occurrences of HTML elements:

1. A total number of Cy = {hidden, image, reset, submit, a, button} controls
appears in the login interface must be less than or equal to 3

2. A total number of C, controls appears in the newsletters interface must be
equal to 1

3. A total number of C2 controls appears in the feedback interface must be
more than

4. A total number of C2 controls appears in the registration interface must be
more than

5. Query interface must not contain C; = {textarea, password, Email} controls.
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6. The WordList; = {email, password, phone, register, login, forgot, comment,
message, feedback, newsletters, subscribe} must not appear in the query inter-
face

7. The WordListy = {search, sort, keyword, category} must appear in the query
interface. While the search word appears in the types of non-query interface,
the page must include some words will appear in the non-query interface.

3.2 Classification Methods

C4.5 can handle well the differences among data sets brought by different
attribute selection methods; and it has a low time complexity. SVM is a two-
class classifier in essence. As for two-class classification, its time complexity is
linear, and it can find out the globally optimal solution. Therefore, this paper
combines the above two kinds of classification algorithms to solve the multi-class
classification problem. The classification algorithm is described as follows.

Algorithm II. Automatic Identification of Deep Web interface
Input: InterfaceHtml, WordList1, WordListz, C1, C2, Cs: {checkbox, hidden, image,
radio, reset, submit, text, a, button, select}, Cy4: {clear, title, address, button, a, go,
submit}
Output: The type of interface block

1 TextCount = SearchTextTag(InterfaceHtml)

2 if (TextCont > 0)

3 ControlCount = C4.5_DecisionTree (InterfaceHtml, C1, Cs)

4 if (ControlCount > 3)

5 type:1 = Registration-Query-SVM (InterfaceHtml, Cs)
6 types = Feedback-Query-SVM (InterfaceHtml, Cs)
7
8

if (typer == query && types == query)
type = SetQuerylInterface(InterfaceHtml)

9 else type = SetNoQuerylInterface (InterfaceHtml)

10 else if (ControlCount > 1)

11 type = Login-Query-SVM (InterfaceHtml, Cs)

12 else type = Newsletters-Query-SVM (InterfaceHtml, Cy)

13 else SetNoQueryInterface (InterfaceHtml)
14 return type

In algorithm II, First, we count the number of text tags. Then through the
C4.5 decision tree, part of the query interface and non-query interface are dis-
covered first, and the decision problem is then transformed into two two-class
classification problems and one three-class classification problem. In C4.5 deci-
sion tree, we first judge whether or not the word is contained in WordList;. Sec-
ond, we judge whether or not the control elements are contained in C;. Third,
we judge whether or not the word is contained within WordLists. Fourth, we
count the number of controls that not are contained in Cs. Finally, with the
SVM, further classification is carried out and the parameters of SVM being the
number of controls in Cs or Cy. As for three-class classification problem, only
when the two classifiers both set the interface block into query interface at the
same time, can we confirm it as a query interface.
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4 Experimental Results

To prove the validity of the method, which is, automatically finding query inter-
face, we use TEL-8 as the test set, and two experiments are conducted to assess
the validity of the method: (1) the first experiment assesses the validity of
interface block location algorithm that we proposed; (2) the second experiment
assesses the validity of the interface block classification algorithm.

4.1 Experiment 1

We extracted 400 pages from TEL-8 data set, in which query interfaces have
been classified artificially, and then recall rate of interfaces was calculated. To
confirm the controlling parameters «, § and v and their optimal combination
in algorithm I, we use orthogonal experiment to determine the approximate
optimal combination of the three parameters. Table 1 gives the experiment level
and factor, and Table 2 gives the experiment results.

Table 1. Experiment level and factor

Level | Factor 1 | Factor 2 | Factor 3
o &) 8l
1 0.32 0.42 0.52
0.35 0.38 0.54
0.38 0.35 0.57

Table 2. Experiment results

No | Factor 1 | Factor 2 | Factor 3 | Results No | Factor 1 Factor 2 | Factor 3 | Results

(Recall) (Recall)
a B Y a B R

1 1 1 1 79% 6 2 3 1 82%

2 1 2 2 85% 7 3 1 2 78%

3 1 3 3 75% 8 3 2 1 80%

4 2 1 2 73% 9 3 3 3 65%

5 2 2 3 69% Optimal combination | 1 2 2

Based on preliminary experiments and experience, we first determine the
approximate value scope of the three parameters, among which the value of «
is between 0.30-0.40; the value of 3 is between 0.35-0.45; and the value of  is
between 0.50-0.60. Orthogonal table of Lg (3%) is chosen, that is, with 3 levels
and 4 factors, which means at most 9 separate experiments can be carried out,
so as to confirm the optimal combination of parameters. As for this paper, we
only choose 3 factors. Table 2 shows that the optimal parameters are (o, 3,7) =
(0.32, 0.38, 0.54).
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4.2 Experiment 2

In the experiment, we divide the 425 classified and marked query interfaces into
a training set of 209 interfaces and a test set of 216 interfaces. Then we extracted
212 non-query interfaces as counterexamples of the training set, and 229 non-
query interfaces as counterexamples of the test set. The experiment results are
shown in Table 3.

Table 3. Experiment results

Interface | Predicted Query | Predicted Non-query
Query 209 7
Non-query | 5 224

From Table3, we can see our method attains high accuracy when distin-
guishing between query interface and non-query interface. Then we compare the
experiment results in Table 3 with Barbosa’s method [4] and Marin-Castro [7]’s
method, and the results of comparison are shown in Fig. 1.

100.00%
95.00%
90.00%
85.00%
80.00%

75.00%
Barbosa-C4.5 Barbosa-SVM  Marin-C4.5 Marin-SVM  our-C4.5+SVM

Fig. 1. Comparison of accuracy.

From Fig.1, we can see that the rate of correct classification through our
method is almost the same with the optimal result in Marin-Castro’s method.
However, in Marin-Castro’s method, the discovery of query interfaces is depen-
dent upon the tag of “<form></form>”. Compared with that, our method
therefore has witnessed a better result.

5 Conclusion and Future Work

The problem of discovering query interface automatically is the first problem that
needs to be solved for Deep Web data integration system. This paper firstly pro-
poses the concept of interface block, then designs the interface location method
based on page and vision information, and finally applying classification algo-
rithm combining C4.5 decision tree and SVM to obtain the query interface with
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Deep Web. The results reported in this work give evidence of the effectiveness
and usefulness of the proposed strategy. The simple query interface cannot be
correctly distinguished only by extracting structural features, so we can incor-
porate semantic information into the words in interface to further enhance the
efficiency and accuracy of determining query interfaces.
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Abstract. The issue of discovering FDs has received a great deal of
attention in the database research community. However, as the problem
is exponential in the number of attributes, existing approaches can only
be applied on small centralized datasets. It is challenging to discover
FDs from big data, especially if data is distributed. We present a new
algorithm DFDD for discovering all functional dependencies in parallel in
vertically distributed big data following a breadth-first traversal strategy
of the attribute lattice that combines efficient pruning. We verify exper-
imentally that our approach can 