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Preface

Welcome to the proceedings of the 16th International Conference on Web Information
Systems Engineering (WISE 2015), held in Miami, Florida, USA, in November 2015.
The series of WISE conferences aims to provide an international forum for researchers,
professionals, and industrial practitioners to share their knowledge in the rapidly
growing area of Web technologies, methodologies, and applications. The first WISE
event took place in Hong Kong, China (2000). Then the trip continued to Kyoto, Japan
(2001); Singapore (2002); Rome, Italy (2003); Brisbane, Australia (2004); New York,
USA (2005); Wuhan, China (2006); Nancy, France (2007); Auckland, New Zealand
(2008); Poznan, Poland (2009); Hong Kong, China (2010); Sydney, Australia (2011);
Paphos, Cyprus (2012); Nanjing, China (2013); and Thessaloniki, Greece (2014). This
year, for a second time, WISE was held in North America, in Miami, supported by
Florida International University (FIU).

WISE 2015 hosted several well-known keynote and invited speakers. Moreover,
two tutorials were presented on the topics of building secure Web systems and
accessing the Princeton Wordnet.

A total of 171 research papers were submitted to the conference for consideration,
and each paper was reviewed by at least two reviewers. Finally, 53 submissions were
selected as full papers (with an acceptance rate of 31 % approximately), plus 17 as
short papers. The research papers cover the areas of big data techniques and applica-
tions, deep/hidden Web, integration of Web and Internet, linked open data, the
Semantic Web, social network computing, social Web and applications, social Web
models, analysis and mining, Web-based applications, Web-based business processes
and Web services, Web data Integration and mashups, Web data models, Web infor-
mation retrieval, Web privacy and security, Web-based recommendations, and Web
search.

In addition to regular and short papers, the WISE 2015 program also featured three
special sessions, including a special session on Data Quality and Trust in Big Data
(QUAT 2015), a special session on Decentralized Social Networks (DeSN 2015), and
an invited session.

QUAT is a qualified forum for presenting and discussing novel ideas and solutions
related to the problems of exploring, assessing, monitoring, improving, and main-
taining the quality of data and trust for “big data.” It provides a forum for researchers in
the areas of Web technology, e-services, social networking, big data, data processing,
trust, and information systems and GIS to discuss and exchange their recent research
findings and achievements. This year, the QUAT 2015 program featured six accepted
papers on data cleansing, data quality analytics, reliability assessment, and quality of
service for domain applications. QUAT 2015 was organized by Prof. Deren Chen, Prof.
William Song, Dr. Xiaolin Zheng, and Dr. Johan Håkansson.

The goal of DeSN 2015 was to serve as a forum for researchers or professionals
from both academia and industry to exchange new ideas, discuss new solutions, and



share their experience in the design, implementation, analysis, experimentation, or
measurement related to decentralized social networks. The DeSN 2015 program
included two invited speakers, Dr. Sarunas Girdzijauskas and Dr. Bogdan Carbunar,
and three accepted papers. The DESN 2015 co-chairs included Dr. Antoine Boutet, Dr.
Sarunas Girdzijauskas, and Dr. Frederique Laforest.

The invited session included five research papers from leading research groups.
Each invited paper featured a specific domain, with five papers covering recommender
systems, demand trend prediction in cloud computing, deep learning, database security,
and social network privacy.

We wish to take this opportunity to thank the honorary co-chairs, Prof. S.S. Iyengar
and Prof. Marek Rusinkiewicz; the tutorial and panel co-chairs, Prof. Guandong Xu
and Prof. Mitsunori Ogihara; the WISE challenge program co-chairs, Prof. Weining
Qian and Qiulin Yu; the workshop co-chairs, Prof. Hill Zhu and Prof. Yicheng Tu; the
publication chair, Prof. Hua Wang; the Local Organizing Committee co-chairs, Mr.
Carlos Cabrera and Ms. Catherine Hernandez; the publicity co-chairs, Prof. Mark
Finlayson, Prof. Giovanni Pilato, and Prof. Yanfang Ye; the registration chair, Mr.
Steve Luis; the financial co-chairs, Ms. Lian Zhang and Ms. Donaley Dorsett; and the
WISE society representative, Prof. Xiaofang Zhou. The editors and chairs are grateful
to the website and social media masters, Mr. Steve Luis and Mr. Bin Xia, for their
continuous active support and commitment, and Dr. Rui Zhou and Ms. Sudha
Subramani for their effort in preparing the proceedings.

In addition, special thanks are due to the members of the International Program
Committee and the external reviewers for a rigorous and robust reviewing process. We
are also grateful to the School of Computing and Information Sciences of Florida
International University and the International WISE Society for supporting this Con-
ference. The WISE Organizing Committee is also grateful to the special session
organizers for their great efforts to help promote Web information system research to
broader domains.

We expect that the ideas that have emerged in WISE 2015 will result in the
development of further innovations for the benefit of scientific, industrial, and societal
communities.

November 2015 Jianyong Wang
Wojciech Cellary
Dingding Wang

Hua Wang
Shu-Ching Chen

Tao Li
Yanchun Zhang
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Abstract. Modern web users have access to a wide and diverse range of
client platforms to browse the web. While it is anecdotally believed that
the same URL may result in a different web page across different client
platforms, the extent to which this occurs is not known. In this work, we
systematically study the impact of different client platforms (browsers,
operating systems, devices, and vantage points) on the content of base
HTML pages. We collect and analyze the base HTML page downloaded
for 3876 web pages composed of the top 250 web sites using 32 different
client platforms for a period of 30 days — our dataset includes over 3.5
million web page downloads. We find that client platforms have a statis-
tically significant influence on web page downloads in both expected and
unexpected ways. We discuss the impact that these results will have in sev-
eral application domains including web archiving, user experience, social
interactions and information sharing, and web content sentiment analysis.

Keywords: Web page measurement · Mobile web · Content analysis

1 Introduction

Users have many choices of client platforms — browsers, operating systems,
devices, and vantage points — that can be used to request web-based data.
Although, it is known that certain client platforms such as device type (e.g.,
smartphones or laptops) and vantage point can have an influence on the base
HTML page that is downloaded [14,26], the extent to which this occurs has
not been studied before. Any difference in base HTML pages that is due to
client platform can result in data that is incomplete or view-specific. This can
present issues for several web-related applications, such as web archival [13,21],
document summarization [9,22], and information sharing, because additional
care must be taken when (i) designing experiments that yield complete and/or
unbiased data and (ii) developing processing scripts that are robust to different
web-page designs — the need for understanding these differences has also been
recently discussed in [2].

In this paper, we ask the question — to what extent do different client
platforms influence the content of a base HTML web page for the same URL
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 1–16, 2015.
DOI: 10.1007/978-3-319-26187-4 1
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request? We perform the first measurement study that aims to understand this
influence. Our methodology includes collecting measurements across different
browsers (Opera, Internet Explorer, Google Chrome, Firefox, and Safari), oper-
ating systems (Mac OSX, Windows, Linux, iOS, and Android), devices (laptops,
tablets, and smartphones), and vantage points (13 planetLab nodes located in 8
different countries) — this includes over 3.5 million measurements obtained from
3876 unique URLs composed of the top 250 web sites collected over a period of
30 days. We extract both HTML tag-based and content-based features from this
data and find differences in web pages across different client types that are both
practically and statistically significant. Our key findings are:

– Expected and Unexpected Results:
1. As expected, device type (smartphones, tablets, and laptops) has a sig-

nificant impact on web page content, with smaller devices being returned
leaner pages. However, there is no consensus among current web design-
ers and content providers on which type of page should be designed for
tablets (i.e., should tablets simply return default laptop pages, mobile
optimized pages, or have a special type of page altogether). An unex-
pected result is that, surprisingly, the manufacturer of a device, say an
iPad Tablet or a Galaxy Tablet, may impact the type of page that is
downloaded, say a default laptop or mobile optimized page.

2. The differences that we find across different browsers are largely unex-
pected. For example, we find that different browsers may provide differ-
ent default number of comments to be shown in a comment section for
news articles and social media sites. We also find that content providers
handle outdated browsers in multiple ways including: (1) fail to fulfill
the web page request; and (2) fulfill the web page request by sending
a similar, but different, web page that is likely more compatible with
the user’s browser version (e.g., sending a mobile-optimized page to an
outdated laptop browser).

3. As expected, we find that vantage point has a modest influence on web
pages. For example, some content providers provide international ver-
sions of web pages that is dependent on the country of a user’s vantage
point while others provide the same content irrespective of vantage point.
An unexpected result is that search results are highly influenced by van-
tage point, even for search queries where vantage point is not an obvious
contributing factor to the result set.

– Implications of Results on Web-related Applications: Differences in web pages
across different client type have implications in several web-related application
domains including web archival [23], document summarization [9,22], senti-
ment analysis [16,22], and web browsing/systems design [14]. Some examples
include: (1) the number of default comments and/or product reviews pro-
vided on a page is influenced by client platform— this may impact document
summarization and sentiment analysis techniques that leverage this informa-
tion; (2) web page designs may be client platform-specific which influences the
type of content that is available and the effectiveness of parsing scripts that
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is targeted for a specific page design. This can also be problematic for shar-
ing information on social media because hyperlinks may be client platform
specific (hence users may be referring to different content and/or formatting
context).

The remainder of this paper is organized as follows. We present our methodol-
ogy in Sect. 2. The results and implications of our analysis is provided in Sect. 3.
Related work is presented in Sect. 4 and a summary of our study along with
intended future work is provided in Sect. 5.

2 Methodology

Our methodology consists of two components: (1) Data collection and (2) Sta-
tistical analysis. We describe these two aspects in this section.

2.1 Data Collection

Selection of Web Pages to Study: In this study, we target web pages that
are comprised from the top 250 web sites of the world according to Alexa [1]
— a recent study shows that 99 % of web requests comprise the top 250 web
domains [6]. We manually browse each of these 250 web sites to obtain a diverse
sample of URLs from each. Our web page sample includes landing pages, video
streaming pages, search result pages (e.g., web, image, and news search), mobile
web pages, clickable content, audio streaming pages, and social networking pages.
We do this manual browsing for URL collection instead of leveraging a web
crawler in order to better control the diversity and representativeness of our
dataset. In total, we collect a list of 3876 unique URLs that are used to drive
our data collection procedure.

Client Platforms Used: We next select a diverse set of client platforms, that
are used to download the web pages we previously identified. As noted before,
we intend to study the impact that browsers, operating systems, devices, and
vantage points have on base HTML pages. We control for these different client
platforms by requesting web pages using an User-Agent string that corresponds
to the appropriate client platform of interest. User-Agent strings encapsulate the
operating system, browser type, browser version, and even hardware information
about client platforms — content providers use this information when responding
to web requests [14]. User-Agent strings can be easily set by using scripts (we use
python for this) to download base HTML pages. Table 1 lists the 32 User-Agents
used for our study1.

Our definition of “client platform” also includes location (vantage point).
Thus, we also download web pages from different vantage points around the
world — we use the PlanetLab network for this [8]. The 13 planetLab nodes

1 Please note that each of the User-agents we use in this study were obtained from
deep packet inspection of web traffic as generated using known client platforms.
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Table 1. Overview of user-agents used for web page requests

Operating system Browser(s) Device

Windows 7 Chrome 38.0.2125.122 - Chrome 33.0.1750.154 Laptop

Windows 7 Firefox 33.0 - Firefox 26.0 Laptop

Windows 7 Internet Explorer 11.0 - Internet Explorer 9.0 Laptop

Windows 7 Opera 25.0.1614.68 - Opera 12.16 Laptop

Windows 7 Safari 5.1.7 Laptop

Windows 8 Chrome 39.0.2171.95 - Firefox 32.0 Laptop

Windows 8 Internet Explorer 11.0 - Opera 24.0.1558.61 Laptop

MacOSX 10.6.8 Chrome 39.0.2171.65 -Firefox 33.0 Laptop

MacOSX 10.6.8 Safari 5.1.9-Opera 25.0.1614.71 Laptop

MacOSX 10.9.4 Chrome 38.0.2125.122-Firefox 33.0 Laptop

MacOSX 10.9.4 Safari 7.0.5-Opera 25.0.1614.68 Laptop

Ubuntu Firefox 34.0 Laptop

Solaris Firefox 17.0 Laptop

Fedora Firefox 2.0.0.19 Laptop

Android 4.4.4 Chrome 37.0.2062.117 Motorola Smartphone

Android 4.4.2 Samsung SM-T230NU-Chrome 35.0.1916.141 Samsung GalaxyTablet

Android 4.4.2 Amazon Silk 3.37 Fire Tablet

iOS 7 Safari 8.0 Mobile/12B41 iPhone Smartphone

iOS 7 Safari 7.0 Mobile/11A501 iPad Tablet

iOS 7 Safari 8.0 Mobile/12A405 iPod Touch

iOS 3 Safari 4.0 Mobile/7D11 iPod Touch

that we use are located in Australia, China, Japan, Brazil, Poland, Canada, and
the United States (7 nodes — Oregon, Rhode Island, California, Florida, New
Mexico, Kentucky, and Ohio).

Repeated Measurements: Modern web content is highly dynamic and may
change multiple times a day [11]. We take repeated measurements of each web
page across each client platform to eliminate differences in web page content
observed across client platform, that are likely simply due to variation over time.
Specifically we take 30 repeated measurements over a period between Decem-
ber 18, 2014 and January 18, 2015. Thus, our dataset includes 3,771,348 page
downloads.

2.2 Statistical Analysis

Overview of Features: We extract different types of quantitative features from
our HTML data to describe the properties of the downloaded web pages. A brief
overview of the types of features that we extract are provided below:

HTML Tag-based features are used primarily for the analysis of page format-
ting — these have commonly been used in other HTML-based analysis [3,7].
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In particular, we count the occurrence of several HTML tags/attributes that are
present on a given web page. These tags represent different established categories
of HTML information [3]2. Our feature set includes:

1. Flow content: Used within the body of HTML documents (e.g., “table”,
“form”, “option”, “text area”, and “menu” tags)

2. Sectioning content: Used to partition HTML documents (e.g., “area”, “arti-
cle”, “body”, “div”, and “section” tags)

3. Heading content: Used for header-level markup (e.g., “header”, “title”, and
“meta” tags)

4. Phrasing content: Used for text-level markup (e.g.,“abbr”,“b”, “p”, “strong”,
and “span” tags)

5. Embedded content: Used for elements that load external resources into the
HTML document (e.g., “script”, “image”, “audio”, “embed”, “param”, and
“iframe” tags).

Count statistics that are derived from tags that represent (i) hyperlink-level
information (e.g., “a” and “link” tags) and (ii) the extensions of embedded
objects that is referenced by a page (e.g., .jpeg, .gif, and .png extensions for
embedded image objects) are used for Object-based features and analysis. We
also derive Content-based features from our HTML data. We use a simple bag-
of-words model to count the frequency of all the words that are present in a docu-
ment — bag-of-words models are commonly used in natural language processing,
machine learning, and computer vision [25]. A word in this model is defined as
any sequence of characters that is present in an HTML document that is delim-
ited by >, <, ”, newline, or whitespace characters. This model allows us to
derive features that can measure the overall text-related differences between two
documents. We derive features such as (i) the number of words that are shared
between two documents (i.e., a baseline document and a test document), and
(ii) the number of words that are different between two documents to compactly
represent these content-related differences. We use these features simply as a
measure to flag significant differences in text for further analysis.

While we are able to obtain a lot of information from base HTML files we
are unable to collect all of the information that is referenced by a particular
web page. This is because modern web pages make significant use of AJAX and
scripting technology. It is nontrivial to extract features that are derived from this
information using base HTML pages alone. An analysis of the network traffic
generated by web page downloads is needed to obtain this data. Such traffic
analysis is beyond the scope of this paper.

Statistical Analysis Procedure: In order to determine which of our 134
features differ significantly across web pages downloaded using different client
platforms, we use a standard non-parametric statistical test. The use of a non-
parametric test allows us to make minimal assumptions about the distribution of
these features. In particular, we use the Kruskal-Wallis test to determine whether
2 Please refer to [3] for a complete list of these features.
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there is a statistically significant difference between the measured web page sam-
ples across multiple appropriate groups of client platforms for each feature. The
Kruskal-Wallis test yields p-values that represent the statistical significance of
each feature for different client platforms. Here, lower p-values correspond to
results that have greater statistical significance. We then use these results to dig
deeper into our dataset to (i) determine the source of any significant difference
and (ii) discuss the practical significance of our findings.

3 Results

Impact of Browser Platform. We first investigate the impact that different
browser platforms have on web page content. We initially focus on the influence of
different browser platforms installed on the same operating system. In particular,
we compare the latest versions of the Internet Explorer, Chrome, Firefox, and
Opera browsers that correspond to the Windows 7 operating system — refer to
Table 1 for more details about these browsers. The Kruskal-Wallis test for this
feature group yields 8 features that have p-value <.05 across browser platforms
— in fact, these p-values are generally less than 10−3. These 8 statistically
significant features are: the number of “label” tags, the number of “tr” tags, the
number of “table” tags, the number of “td” tags, the number of “style” tags, the
number of “legend” tags, javascript length (i.e., the number of characters present
in script tags), and the number of different words present. Upon further analysis
of our data, we find that these statistically significant features correspond to the
following trends:

– Differences in javascript: We find that many content providers such as
soundcloud.com and bing.com (particularly image search results) use differ-
ent javascript code that is suited for particular browsers — these javascript
related differences were identified by the number of different words feature.
We find that different javascript methods are implemented differently across
browser platforms and/or have conditional statements that branch for differ-
ent client browser platforms. For example, soundcloud.com uses conditional
statements that takes the client platform into account during javascript exe-
cution to determine whether HLS (HTTP Live Streaming) is supported by the
client platform. Alternatively, Fig. 1 shows an example where a Youtube.com
page has javascript that is browser-specific — here the Chrome javascript
for loading a video appears to be HTML5-based while the Firefox javascript
appears to be flash-based (This is identified by the “swf” references in Fig. 1).
It is known that if different client platforms are not taken into account, ren-
dering differences across browsers can occur when the same source HTML is
processed — for example, target.com has differences in rendered tables across
browsers despite having rendering the same source code that renders that
portion of the page.

– Ads: We also observe “ads” that attempt to get a user to download a par-
ticular browser or app that is browser dependent. For example, yahoo.com

https://www.soundcloud.com
https://www.bing.com
https://www.soundcloud.com
https://www.Youtube.com
https://www.target.com
https://www.yahoo.com
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recommends that users update to the latest version of firefox for non-firefox
client platforms, whereas target.com recommends that users on the Chrome
browser to download their custom app. These ads seem to be attempts to get
users to utilize software that is fully supported by the content provider.

– Reduced comment and recommendation sections: Our data also shows that
cbssports.com and yelp.com do not provide the same number of comments,
recommendations, news feeds, or search results for each browser. The limited
information provided by certain browser platforms provides inconsistent data
for document summarization and sentiment analysis applications [9,16,22]
which can yield misleading and/or incomplete results, depending on the spe-
cific choice of browser platform. This limited information also impacts user
experience because it may require users to take additional actions, such as a
click, to view additional content that may be more readily available (already
loaded) on a different browser.

Fig. 1. Example where javascript is different for different browsers (Chrome vs Firefox).

Impact of Browser Version. We next compare the impact that browser ver-
sion may have on base HTML pages. Our statistical test yields 13 statistically
significant features. The most notable features that are not also influenced by
browser platform, say Safari vs Firefox, are the number of script tags and the
number of HTML5 tags. With respect to the number of script tags, we observe
similar differences in scripting behavior as we did with the differences in browser
platform. With respect to the number of HTML5 tags, we observe that there
tends to be more HTML5-related tags for the latest browser versions as com-
pared to the older versions — we believe this to be a compatibility-related issue.

We also observe cases where content providers treat outdated or unsupported
browsers in the following 2 ways. First, the content provider can fulfill the web
request, but provide a warning to the user that their browser needs to be updated
(zillow.com, soundcloud.com) — this may also result in failed web requests.
Second, the content provider can fulfill the web request by responding with a
web page that is compatible with the user’s browser. This is explained in detail
next.

We find multiple instances when browser version has an impact on page
content. For example, Fig. 2 shows that a Google search result that is rendered

https://www.target.com
https://www.cbssports.com
https://www.yelp.com
https://www.zillow.com
https://www.soundcloud.com


8 S. Sanders et al.

(a) (b)

Fig. 2. Different HTML pages are returned when an old version of Opera is used (a)
in place of a current version of Opera (b).

using an outdated Opera browser (Fig. 2(a)), and an up-to-date Chromium-based
Opera browser can be displayed differently (Fig. 2(b)) — though these observed
differences are almost purely stylistic with respect to image size and visibility
of URLs on images. Figure 3 shows a different example of when a web server
responds with a web page for an outdated browser. Here, the web request is for
a mobile web page of a product on Amazon.com. Figure 3(a) shows that when
a mobile web page is requested using an up to date mobile device and browser
(an iPhone in particular), the request is satisfied as expected. When we make
the same request for a mobile web page using an outdated Firefox browser on
a laptop we also get the same mobile web page — though we do not observe
an ad for downloading an app. Figure 3(b) shows that when the same request
is made to Amazon using an up-to-date Firefox browser on a laptop we get a
different mobile web page that is clearly representing the same product shown
in Fig. 3(a). It is clear that these downloaded web pages are both (i) mobile-
optimized web pages and (ii) different, where the version of the page shown in
Fig. 3(b) appears to be an older mobile web page design than the page shown in
Fig. 3(a). We conclude two things from these observations: (1) mobile web pages
may sometimes be used to fulfill web requests to outdated browsers (we observe
similar behavior for yahoo.com and att.com); and (2) interesting and unexpected
quirks exist for some web page requests that are influenced by browsers3. The
impact that browser version has on web page downloads is important for web
crawling tools because (i) web crawlers may be used for years without receiving
any significant upgrades and (ii) content providers may respond to known web-
crawler User-Agents in a manner that results in errors or downloading data that
is limited (in a manner similar to mobile web pages) [21].

Impact of Operating System. For the purposes of analyzing any implications
that operating systems may have on base HTML pages, we compare all laptop-
3 Please note that the significant differences discussed here are primarily true for

browser version analysis for Opera and Firefox. This is because we have the largest
range in release dates for these two browsers.

https://www.Amazon.com
https://www.yahoo.com
https://www.att.com
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(a) (b)

Fig. 3. Content providers can return different pages to account for different browser
versions — (a) current mobile browser and (b) current desktop browser.

based browsers across each operating system that also has the same version of
that particular browser. For example, Firefox 33.0 is compared across MacOSX
10.9.4 and Windows 7. We do this for all combinations of browsers where this
is valid according to the User-Agents we tested in Table 1. We do not find any
statistically significant features that occur for the same browser across different
operating systems. We conclude that browser version and browser type has a
much bigger impact on web page downloads than operating systems.
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Fig. 4. Device type has a significant impact on HTML features.

Impact of Device Type. We next study the impact that different devices have
on web page downloads. We start by focusing on comparing the iOS 7 iPhone
smartphone, iOS 7 iPad tablet, and the MacOSX 10.9.4 laptop where each device
runs a version of Safari. We find that:
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1. Device type has a statistically significant impact on web page downloads: As
can be expected, devices have a statistically significant impact on many fea-
tures (67 total) by design intent — pages designed for the small screens of
mobile devices are likely to have simpler and smaller content. The most promi-
nent features that differ across phones, tablets, and laptops are embedded
object-related features such as the number of images, scripts, and CSS ref-
erences found in an HTML source, content-related features such as the total
number of words present on a page, and the total number of links — all of
these features have p-values that are on the order of 10−10 or less.

2. Lack of consensus on the design of tablet-specific web pages: Fig. 4(a) shows
the cumulative distributions of the number of images and Fig. 4(b) shows the
number of link tags stratified by device type. The smartphone and laptop
devices tend to exhibit the fewest and largest number of features respec-
tively. Tablet devices behaves in the middle, where it is similar to a mobile
device in some cases, and then slowly transitions to be similar to the lap-
top device in other cases. This behavior of tablet devices is attributed to the
lack of a consensus among content providers on the design of web pages for
tablets. Content providers tend to either (i) have a unique web page design for
each device type (e.g., 163.com) (ii) leverage the similar web page design for
both laptop and tablet devices (e.g., imdb.com), or (iii) leverage the similar
web page design for both tablet and smartphone devices (e.g., twitter.com).
We also find that different tablet manufacturers may receive different web
pages. For example, android devices may receive ads to download android
apps where iOS devices will receive ads to downloads apps on the Apple
store. More interestingly, we find that the Amazon Fire Tablet will receive
a smartphone version of a web page (espn.com) where the iPad Tablet will
receive the desktop version of the page — this suggests that screen size is a
more important factor in the page that is downloaded than simply referring
to the device as a Tablet or smartphone.

3. Inconsistent redirect behavior that is based on device type across content
providers: We also find that there is a lack of consistency in the device-
triggered redirect behavior across content providers. For example, some con-
tent providers will redirect mobile web page requests made by laptop clients
to its corresponding laptop-based web page, while other content providers will
not redirect requests in such a manner. This observed redirect behavior for
devices is similar to the redirect behavior we observed for browser versions.
This behavior can be problematic for a number of web-related applications.
For instance, web crawlers may be redirected from the mobile view of a web
page to the laptop view of a web page (in an undesired manner). This has
an impact for web page archival because undesirable or even less informative
views of a page (mobile or desktop) may be archived instead of the desired
page. This also raises concerns for information sharing across social media
(e.g., search engines and social networking) because users can be referring
to different views of information, or, at times, entirely different information
altogether, via the same hyperlink. For example, if a user shares a link on a
social media site, say Facebook.com, and a friend uses a different client plat-

https://www.163.com
https://www.imdb.com
https://www.twitter.com
https://www.espn.com
https://www.Facebook.com
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form to view it, the two users could be observing different content (especially
comments and recommendations listed on a page). This can be particularly
difficult if one user is referring to a particular comment or review on a page
that is not immediately viewable by another user.

4. Different search result sets for web search queries: Device type is taken into
account by web search engines such as bing.com and google.com when return-
ing search results. We find that generally, smartphones tend to have more
mobile optimized web pages included in a search result set than tablet and
laptop devices — this is because search providers take into account the mobile-
friendliness of a web page when providing search results [4]. We also find that
the search result set may have different meaning on different devices — this
is mainly because search engines are increasingly providing web content to
users instead of simply links to pages. For example, the search result set for
the “nba standings” search query yields a different order of the basketball
team rankings for a smartphone and a laptop (division rankings vs confer-
ence standings). This further underscores the impact that device type can
have on information sharing and other applications because a user may refer
to portions of a page, say the rank of a basketball team, where a friend does
not immediately see the same ranking that is being referenced.

Impact of Vantage Point. We next discuss the impact of vantage point on
base HTML pages. We find that:

1. Our statistical analysis shows that none of the HTML tag-based features
are significantly impacted by vantage point. This result shows that web page
design and formatting is not significantly influenced by location. This includes
locations across different continents, which is surprising given cultural pref-
erences in content layout and appearance.

2. Vantage point has a significant impact on content-related features. Figure 5(a)
shows that the average number of different words for each vantage point in
the U.S is roughly 200–250 words, while Fig. 5(b) shows that the average
number of different words for each vantage point that are outside of the U.S
is over 5004 — Fig. 5(a) and (b) both include 95 % confidence interval bars
around the average. Most of these differences across all vantage points (both
U.S-based and world) correspond to (i) differences in topics of local interests,
(ii) differences in search result sets, and (iii) temporal changes (discussed
later). We observe a larger difference for vantage points around the world
mainly because content providers have international versions of content that
is likely to be of interest to the local population (cnn.com and yahoo.com does
this). We also find that international web pages may include notes concerning
(i) privacy awareness about the use of cookies on web sites and (ii) options
to view the U.S version of web pages.

3. Bing search results, whether it is web, news, or image search, may yield dif-
ferent links, ads, and images across different vantage points — please note

4 Please note that while we study the top 250 web sites in the world, many of these
sites are served by content providers that are in the U.S.

https://www.bing.com
https://www.google.com
https://www.cnn.com
https://www.yahoo.com
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that we verified that this is not primarily a consequence of time5. Some of
these differences are obvious due to location-based searches, say when a user
is searching for McDonalds, and the search engine returns the address of
the nearest McDonalds. Other differences are more complex, such as when
more generic and random search queries such as “a hello berry” and “golden”
yield different search results. The impact of vantage point on search results
is important to note because search engines are a primary tool for various
applications including web page scraping [17] and web security [19]. Vantage
point driven search results also impact users because location can be mislead-
ing for users who access the web via 3G or 4G services — thus, the wrong
location can be used to target search results.
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Fig. 5. Impact of vantage point on number of different words (U.S. (a) and World(b)).
The baseline for comparison located in California.

Impact of Time. Lastly, we investigate the impact that time has on base HTML
source files. We perform many univariate Kruskal-Wallis tests between our first
measurement (i.e., baseline measurement) and each subsequent measurement.
Figure 6(a) shows a time series plot of the p-values for these statistical tests for
different tag-based HTML features for the Chrome browser. Figure 6(a) shows
that the tag-based features that were statistically significant for some of our
prior analysis (e.g., number of images and number of script tags) do not vary
significantly (i.e., p-value below .05) over time. In fact, all of the tag-based
features that we examine do not change significantly over time. These results
imply that the differences across browser and devices that we observe are not
significantly influenced by time. This further validates our tag-based findings
because it shows that our results are not likely to be due to randomness. We do
find rare cases where web page design has changed over time. For example, Fig. 7
5 We discuss results pertaining to bing.com because other search engines such as

google.com are blocked in some countries.

https://www.bing.com
https://www.google.com
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Fig. 6. Impact of time on various HTML features (tag-based features (a) and content-
based features (b)).

shows that the format for CNN web pages changed during our data collection
procedure. We observe the new format for the CNN page (Fig. 7(b)) for all
browsers and devices and conclude that CNN made this format change in order
to serve a single web page that adapts to various screen sizes instead of serving
multiple web pages to different device types. We also find that Overstock.com will
display different versions of a page, one that includes product recommendations
and another that does not, at different points in time (we find similar results for
zillow.com with respect to content recommendations and imdb.com with respect
to ads that completely change the layout of a page). We observe these differences
over several browsers and believe that product recommendations are missing at
certain instances in time for performance reasons — dynamically generating
pages with up-to-date recommendations or ads may be costly. It is important
to note these dynamic changes in web page design because it will impact the
effectiveness of web page parsing tools that are optimized for a particular page
design. This may also impact web crawling procedures because some pages may
have links to related/recommended pages while others do not.

Figure 6(b) shows that time has a large influence on content-based features
— this is shown by the increasing shift between the CDF plots for the number of
different words feature when comparing our day 2, 12, 22, and 30 samples without
our initial day 1 sample. This observed difference over time for content-based fea-
tures is statistically significant, where the pages that are the most heavily influ-
enced tend to correspond news, social networking, homepages in general (e.g.,
dailymail.com, weather.com, msnmoney.com, and twitter.com) and the pages
that are least influenced tend to correspond to business/e-commerce and refer-
ence sites (e.g., target.com, dictionary.com, wikipedia.org, and webmd.com).

https://www.Overstock.com
https://www.zillow.com
https://www.imdb.com
https://www.dailymail.com
https://www.weather.com
https://www.msnmoney.com
https://www.twitter.com
https://www.target.com
https://www.dictionary.com
https://www.wikipedia.org
https://www.webmd.com
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(a) (b)

Fig. 7. Web page layout and design can be changed over time — (a) Day 1 sample and
(b) Day 11 sample.

4 Related Work

Past work has, to some degree, studied the influence that different type of client
platforms may have on mostly performance-related applications. This includes
studies that discuss the usability and design trade-offs between mobile web pages
and traditional web pages [18,27] and understanding the energy-efficiency and
performance-related impact of using mobile browsers and devices for web brows-
ing [15,24]. There has also been recent work that studies (i) the diversity of web
page downloads with respect to a single browser [5] and (ii) the impact that
different web browsers have on the accuracy of in-browser load time measure-
ments [12]. Time is a factor that is generally accounted for when performing web
page measurement studies to ensure that the results are repeatable [5]. [10,11]
are examples of measurement studies that thoroughly investigates the influence
that time has on the frequency in which web page content changes — these
studies also provide insight on the impact that time-related changes have on
web crawling. [20] studied the impact that vantage-point has on web page con-
tent with respect to price discrimination and found the vantage point has a large
influence on the price of goods on many major e-commerce sites.

Our work is different from this prior work because we explicitly study the
impact that client platforms have on web page content. In particular, our work
(i) investigates the general influence that client platforms have on web page
content without considering performance and (ii) we explicitly consider client
platforms that are typically not considered in prior studies including different
operating systems, browser types and versions, and tablets.

5 Concluding Remarks

In this paper, we address the question — to what extent does a client platform
influence the content of a base HTML web page for the same URL request? We
download base HTML-source files in a manner that controls for the influence
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of over 30 different client platforms. We extract quantitative HTML-based fea-
tures and perform a comprehensive analysis of the differences that are present
across different client platforms. We find differences in web page downloads
across client platforms in both expected and unexpected ways. In addition, these
observed differences have practical significance in a number of important web-
related applications including web archival, mobile web development, document
summarization, information sharing, and user experience. While there are many
other differences that we find that are due to client platform, such as fonts and
colors, we do not discuss them in detail because they have minimal utility in
current popular web-related applications. In future work, we intend to (i) study
the impact that user personalization (without regard for client platform) has on
web page downloads, and (ii) study the influence that client platforms have on
the traffic generated by web page downloads.

Acknowledgements. This material is based upon work supported by the National
Science Foundation Graduate Research Fellowship Program under Grant No. DGE-
1144081 as well as by NSF under Grant CNS-1526268.
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Abstract. Today, a large volume of hotel reviews is available on many
websites, such as TripAdvisor (http://www.tripadvisor.com) and Orb-
itz (http://www.orbitz.com). A typical review contains an overall rating
and several aspect ratings along with text. The rating is perceived as
an abstraction of reviewers’ satisfaction in terms of points. Although the
amount of reviews having aspect ratings is growing, there are plenty of
reviews including only an overall rating. Extracting aspect-specific opin-
ions hidden in these reviews can help users quickly digest them without
actually reading through them. The task mainly consists of two parts:
aspect identification and rating inference. Most existing studies cannot
utilize aspect ratings which are becoming abundant in the last few years.
In this paper, we propose two topic models which explicitly model aspect
ratings as observed variables to improve the performance of aspect rating
inference over unrated reviews. Specifically, we consider sentiment distri-
butions in the aspect level, which generate sentiment words and aspect
ratings. The experiment results show our approaches outperform other
existing methods on the data set crawled from TripAdvisor.

Keywords: Sentiment analysis · Information retrieval · Topic model

1 Introduction

The trend that people browse hotel reviews on websites before booking encour-
ages researchers to focus on the analysis of the social media data. Users write
down their own experience, and rate hotels with an overall score and/or along
with several scores on aspects predefined by websites such as room, service,
and location. Overall ratings express a general impression of reviewers which
is more abstract than text, but they also hide aspect-specific sentiments. To
this end, overall ratings are not informative enough. Although more and more
reviews with aspect ratings are available on-line, there is a lot of reviews associ-
ated with only an overall rating. Therefore identifying aspect and learning more
informative aspect ratings is an attractive topic in opinion mining, which helps
users gain more details of each aspect.
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 17–31, 2015.
DOI: 10.1007/978-3-319-26187-4 2
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Many approaches have been proposed towards simultaneous aspect identifi-
cation and sentiment inference. A comprehensive survey [13,14] indicated that
when using opinion phases, topic model based methods perform better than
other bag-of-words based models. Specifically, the vocabulary of a set of reviews
is decomposed into two categories: head terms and modifier terms after POS
Tagging processing. Each review consists of several pairs of head and modifier.
For example, the phrase “nice service” is parsed into a pair of the head term
“service” and the modifier term “nice”. The words in modifier category can effec-
tively infer the sentiment associated with the aspect implied by the correspond-
ing head terms. While head terms are only responsible for aspect identification,
and do not have to express any positive or negative sentiment. Moreover, it is
straightforward to consider the dependence between the rating variables gen-
erating modifier terms and the topic variables producing head terms. Because
reviews usually have different preferences across different aspects.

However, most existing topic models [20,21] cannot gain any benefit from
the aspect ratings associated with reviews. For example, given two reviews both
of which giving 3 stars overall, it is reasonable to assume on some aspects the
reviewer is disappointed. But this information is generally difficult to infer these
aspects from text. Even though we use bag-of-phrases and overall ratings, we
still cannot tell whether modifier terms are expressing negative or positive views,
because the detailed sentiment is mixed into the general overall rating. Motivated
by this observation, we propose two new topic models which can simultaneously
learn aspects and their ratings of reviews by utilizing aspect ratings and overall
ratings. Aspect ratings are now very easy to obtain from websites like TripAd-
visor1 and Orbitz2 website. TripAdvisor website provides the largest volume of
reviews among review host websites. It holds 225 million reviews, most of which
are associated with aspect ratings. None of review is without an overall rating.
The problem we would like to address is predicting aspect ratings given overall
ratings and text. Therefore, our model can be applied to any review data set
without aspect ratings. The aspect ratings are only needed for training. Specifi-
cally, our model is based on opinion phrases which are pairs of head and modifier
terms. The dependences between latent aspects and their ratings are captured
by their latent variables. The aspect identification and rating inference is mod-
eled simultaneously. We use Gibbs sampling to estimate the parameters of our
models on the training data set, and maximizing a posteriori (MAP) method to
predict aspect ratings on unrated reviews.

The rest of paper is organized as follows. Section 2 formulates the problem and
notation we use. Section 3 proposes our model and describes the inference meth-
ods. Section 4 shows the data, the experiments and discuss experiment results.
Finally we draw the conclusion in Sect. 5.
1 http://www.tripadvisor.com.
2 http://www.orbitz.com.

http://www.tripadvisor.com
http://www.orbitz.com
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2 Related Work

The problem of review sentiment mining has been an attractive research topic in
recent years. There are several lines of research. The early work focuses on the
overall polarity detection, i.e., detecting whether a document expresses positive or
negative. The author of [16] found that the standard machine learning techniques
outperform human on the sentiment detection. Later, the problem of determining
the reviewers sentiment with respect to a multi-point scale (ratings) was proposed
in [15], where the problem was transformed into a multi-class text classification
problem. Hidden Markov Model (HMM) is specially adapted to identify aspects
and their polarity in Topic Sentiment Mixture model (TSM) [12]. Ranking meth-
ods are also used to produce numerical aspect scores [17].

In the literature, Latent Dirichlet Allocation (LDA) [3] based methods play
a major role, because the ability of topic detection of LDA is very suitable
for multi-facet sentiment analysis on reviews. MG-LDA [18,19] (Multi-Grain
Latent Dirichlet Allocation) considers a review as a mixture of global topics
and local topics. The global topics capture the properties of reviewed entities,
while the local topics vary across documents to capture ratable aspects. Each
word is generated from one of these topics. In their later work, the authors
model the aspect rating as the outputs of linear regressions, and combine them
into the model to aggregate relevant words in the corresponding aspect. Joint
sentiment/topic model (JST) [9,10] focuses on aspect identification and its rat-
ings prediction without any rating information available. In JST, the words of
reviews are determined by the latent variables of topic and sentiment. Aspect
and Sentiment Unification model (ASUM) [6] further assumes all the words in
one sentence are sampled from one topic and one sentiment. CFACTS model [7]
combines HMM with LDA to capture the syntactic dependencies between opin-
ion words on sentence level. Given overall ratings, Latent Aspect Rating Analysis
(LARA) [20,21] uses a probabilistic latent regression approach to model the rela-
tionship between latent aspect ratings and overall ratings. On the other hand,
POS-Tagging technique is also frequently used in the detection of aspect and
sentiment. The authors of [11] categorize the words in reviews into head terms
and modifier terms with simple POS-Tagging methods and propose a PLSI based
model to discover aspects and predict their ratings. Interdependent LDA model
[13] captures the bi-direction influence between latent aspects and ratings based
on the preprocessing of head terms and modifier terms. Senti-Topic model with
Decomposed Prior (STDP) [8] learns different distributions for topic words and
sentiment words with the help of basic POS-Tagging. Similar ideas are applied
to separate aspects, sentiments, and background words from the text [23].

Our models are based on opinion phrases [11], but overcome the drawback
of previous models that cannot take advantage of aspect ratings. We consider
the relationship between several factors, such as overall ratings, aspect ratings,
head terms and modifier terms.
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3 Problem Formulation

In this section, we first introduce the problem and list notations we use in the
models.

Formally, we define a data corpus of N review documents, denoted by D =
{x1, x2, . . . , xD}. Each review document xd in the corpus is made of a sequence
of tokens. Each review xd is associated with an overall rating rd, which takes
an integer value from 1 to S(S = 5). An aspect is a frequently commented
attribute of a hotel, such as “value”, “room”, “location” and “service”. A review
consists of some text paragraphs that express the reviewers’ opinions on aspects.
For example, the occurrence of word “price” indicates the review comments on
aspect “value”. Each review is also associated with several integer aspect ratings
{l1, l2, . . . , lK}, where K is the number of aspects.

Phrase: We assume each review is a set of some opinion phrases f which are
pairs of head and modifier terms, i.e., f = < h, m >. In most cases, the head
term h describes an aspect, and the modifier term m expresses the sentiment of
the phrase. The POS-Tagging and basic NLP techniques can be used to extract
phrases from raw text for each review.

Aspect: An aspect is a predefined attribute that reviewers may comment on.
It also corresponds a probabilistic word distribution in topic models, which can
be learned from data.

Rating: Each review contains an overall rating and may contain several aspect
ratings. The rating of each review is an integer from 1 to 5. We assume that the
overall ratings are available for each review, but the aspect ratings are available
only in the reviews used for training. We assume that the rating is equivalent to
the sentiment.

Review: A review is represented as a bag of phrases, i.e., xd = {f1, f2, . . . , fM}.

Problem Definition: Given a collection of reviews with overall ratings and aspect
ratings, the main problem is to (1) identify aspects of reviews, and (2) infer aspect
ratings on the unrated reviews without aspect rating.

4 Models

In this section, we apply two generative models to identify aspects and learn
their ratings by incorporating observed aspect ratings. We list the notations of
the models in Table 1. We assume reviews are already decomposed into head
terms and modifier terms using NLP techniques [13]. We propose two different
models incorporating the aspect ratings as observed random variables.

One strong motivation is that existing topic models do not require aspect rat-
ings of reviews during model training and consider it as an advantage. It may be
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true in the past few years, since there are not many reviews containing aspect rat-
ings. However, more and more review hosts, such as TripAdvisor and Orbitz, let
reviewers to rate on predefined attribute as an option. The volume of such reviews
is growing rapidly nowadays. It is reasonable to leverage the valuable information
to build more precise and accurate models. To our best of knowledge, this study is
the first work using aspect ratings.

Table 1. The table of notations

D the number of reviews

K the number of aspects

M the number of opinion phrases

S the number of distinct integers of ratings

U the number of head terms

V the number of modifier terms

z the aspect/topic switcher

l the aspect rating

h the head term

m the modifier term

r the overall rating

θ the topic distribution in a review

π the aspect rating distribution for each topic

α the parameter of the Dirichlet distribution for θ

β the global aspect sentiment distribution

λ the parameter of the Dirichlet distribution for β

δ the parameter of the Dirichlet distribution for φ and ψ

φ the head term distribution for each topic

ψ the modifier term distribution for each sentiment

4.1 The Assumptions

We discuss some helpful assumptions for modeling. First, our models presume a
flow of generating ratings and text. The reviewer gives an overall rating based
on his impression and experience, then rates it on some aspects and writes some
paragraphs. In the model of bag-of-phrases, the reviewer chooses a head term for
an aspect on which he would like to comment, and a modifier term to express
his opinion. This generation process is captured by our models.

Second, there is an interdependency between overall ratings and aspect rat-
ings, and it varies with the numerical value of the overall rating. For example,
when a user gives 5 star overall rating, it is extremely unlikely that the user
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gives low ratings on any of the aspects. On the other hand, however, when a
hotel receives a low overall rating, it does not necessarily get low ratings on all
aspects. It is possible that the hotel still get positive feedbacks on some aspects.
This usually occurs when the traveler is disappointed by a conflict, such as extra
charges for unnecessary services. Inspired by this observation, we model this
dependency with a multinomial distribution P (π|r) and a global aspect senti-
ment distribution β conditioned on the overall rating in the following models.

Third, aspect ratings imply another interdependency, the one between aspects
and sentiments [14]. Basically, it considers that different aspects have different
sentiments. We explicitly introduce sentiment variables for modifier terms which
are conditioned on aspect variables, so that meaningful aspects and sentiments
can be learned from head and modifier terms respectively, but it avoids gener-
ating too many non-aspects.

We present two different supervised generative models. They both take aspect
ratings as probabilistic variables. The aspect ratings π are merely K scores in the
review on K aspects. They are observed in the training data and hence treating
them as switchers is quite straightforward. An interesting observation is the
distinction between the aspect rating and the phrase sentiment. They are both
sentiment switchers and could be conditioned on the overall rating variable r.
One is for aspects, the other is for phrases. If we assume they are both necessary
and generated from the aspect sentiment distribution β and the overall rating r,
then we have ARID model (Aspect and Rating Inference with the Discrimination
of aspect sentiment and phrase sentiment) in Fig. 1. The interaction between π
and r is through the global aspect sentiment distribution β and the overall
rating r. It saves the direct dependency between them. If we assume in given
the aspect k, the reviewer holds the same sentiment for all the modifier terms,
the discrimination between aspect sentiment and phrase sentiment is redundant.
It leads to our second model ARIM (Aspect and Rating Inference with Merging
aspect sentiments and phrase sentiments).

4.2 The ARID Model

The ARID model, in Fig. 1, captures the review generation process and the
interdependency between aspects and sentiments. Following conventional topic
models for review analysis, we use random variables z and l to simulate the
generating process of head and modifier terms respectively. The topic selection
variable z is governed by a multinomial topic distribution θ. The sentiment vari-
able l for each opinion phrase is also determined by aspect sentiment distribution
β, the overall rating r, and the aspect switcher z.

Specifically, in ARID model, the variables π representing aspect ratings are
shaded in the graphical representation since they are observed in the training
dataset, but become latent variables for prediction over unrated reviews. The
latent sentiment variable l is sampled from βk where k is determined by the
value of z. The overall rating variable r is also introduced to serve a switcher for
both the aspect rating π and the phrase sentiment l. We would like to estimate
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Fig. 1. Graphical Representation of ARID model. The outer box represents D reviews,
while the inner box contains M phrases

the aspect rating distribution given the overall aspect sentiment distribution
p(π|r), and the latent distribution p(l) and p(z).

The formal generative process of our model is as follows:

– For each aspect k and each overall rating value of r
• Sample the aspect sentiment distribution βr,k ∼ Dir(λ)

– For each review xd,
• Sample latent topic distribution variable θd ∼ Dir(α)
• For each aspect k from 1 to K in the review,

∗ Sample aspect rating πd,k ∼ Mult(βrd,k)
• For each phase i from 1 to M in the review,

∗ Sample aspect indicator zi ∼ Mult(θd)
∗ Sample sentiment indicator li ∼ Mult(βrd,zi

)
∗ Sample head term hi ∼ Mult(zi, φ)
∗ Sample modifier term mi ∼ Mult(li, ψ)

Estimation. Two parameter estimation methods are widely used for topic mod-
els, i.e., Gibbs sampling [4] and variational inference [3]. Since Gibbs sampling
updating equations is relatively easy to derive and implement, for this reason,
we adopt collapsed Gibbs sampling which integrates out intermediate random
variables θ, φ, β, and ψ. For prediction, we learn the head term and the modi-
fier term distribution φ, ψ, and the global aspect sentiment distribution β from
z and l. The Gibbs sampling repeatedly samples latent variables za,b and la,b

conditioned on all other latent z and l, in document a for phrase b.
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The joint probability is

p(z, l, h,m|α, λ, δ, π, r) =
∫

p(θ|α)p(z|θ)×
p(h|z, φ)p(φ|δ)×
p(π|β, r)p(l|β, r, z)p(β|λ)×
p(m|l, ψ)p(ψ|δ) dθ dβ dφ dψ,

(1)

where we integrate out θ, ψ, β and ψ respectively.
We define two counters Nd,r,k,s,u,v and Cd,r,k,s to count the number of occur-

rence of opinion phrases fd,i =< hd,i = u, md,i = v > and the aspect rating
πd,k. Specifically, fd,i =< hd,i = u, md,i = v > is the phrase i of document d
which has the head term u and the modifier term v. Nd,r,k,s,u,v is the number
of times that the pair of head term u and modifier term v is assigned to aspect
k and sentiment s in document d, whose overall rating of the document is r.
Cd,r,k,s is the indicator of the document d that gives aspect rating s on aspect
k when the overall rating of the document is r. Although given document d,
its overall rating rd is determined, we use the overall rating as a subscript for
convenience.

Nd,r,k,s,u,v =
M∑
i=1

I[rd = r, zd,i = k, ld,i = s, hd,i = u, md,i = v], (2)

Cd,r,k,s = I[rd = r, πd,k = s] (3)

where the function I is the identify function. Summing out various indices results
in the replacement of subscripts of N by ∗. For example,

Nd,r,∗,s,u,v =
K∑

k=1

Nd,r,k,s,u,v. (4)

We sample za,b and la,b simultaneously

p(za,b|z−(a,b), α, δ, λ, h,m, r, π) ∝ (N−(a,b)
a,ra,za,b,∗,∗,∗ + α)×

N
−(a,b)
∗,∗,za,b,∗,ha,b,∗ + δ

N
−(a,b)
∗,∗,za,b,∗,∗,∗ + Uδ

×

N
−(a,b)
∗,ra,za,b,la,b,∗,∗ + C∗,ra,za,b,la,b

+ λ

N
−(a,b)
∗,ra,za,b,∗,∗,∗ + C∗,ra,za,b,∗ + Sλ

×

N
−(a,b)
∗,∗,∗,la,b,∗,ma,b

+ δ

N
−(a,b)
∗,∗,∗,la,b,∗,∗ + V δ

.

(5)

It turns out that the aspect ratings π could be considered as pre-observed
phrase sentiment counts for the global aspect sentiment distribution β. We drop
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the prior parameter λ, and estimate the aspect sentiment distribution β with
aspect ratings π and overall ratings r of the training data before Gibbs sampling
using Eq. (6).

βr,k,s =
C∗,r,k,s

C∗,r,k,∗
. (6)

The third term of the right hand of Eq. 5 is replaced by

N
−(a,b)
∗,rd,za,b,la,b,∗,∗ + λ̃βrd,za,b,la,b

N
−(a,b)
∗,rd,za,b,∗,∗,∗ + λ̃

, (7)

where λ̃ is the scaling factor for β. The parameters of AIRD ψ, φ, θ are estimated
by

φk,u =
N∗,∗,k,∗,u,∗ + δ

N∗,∗,k,∗,∗,∗ + Uδ
, ψs,v =

N∗,∗,∗,s,∗,v + δ

N∗,∗,∗,s,∗,∗ + V δ
, θd,k =

Nd,rd,k,∗,∗,∗ + α

Nd,rd,∗,∗,∗,∗ + Kα
.

(8)

Incorporating Prior Knowledge. We use a small set of seed words to ini-
tialize the aspect term distribution φ [20]. Learning the head term distribution
for each aspect is difficult to converge without any prior knowledge, since each
review use similar set of words for commenting on hotels. We consider the seed
words as the pseudo-count which means the amount of δ words are added to
φk,u by before Gibbs sampling.

Prediction. The focus of applying our model is the prediction on the unrated
reviews without aspect ratings. Given an opinion phrase fd,i =< hd,i, md,i >
and the overall rating rd in a new document d, we identify which aspect ẑd,i

does that phrase belongs to, and predict the aspect rating l̂d,i. We drop the two
subscripts d and i for simplicity. we first predict ẑ by maximizing the poste-
rior probability p(z|h,m, r, α, β, φ, ψ). Using Bayes theorem, it is equivalent to
maximize

p(z, h,m, r|α, β, φ, ψ) =
∫

p(θ|α)p(z|θ)p(h|z, φ)p(l|z, r, β)p(m|l, ψ) dθdl, (9)

then we predict l̂ with

E[p(l|ẑ, h,m, r, β, φ, ψ, α)]. (10)

The reason to consider the expectation of l is that the aspect rating is actually
a numerical value, rather than a discrete category label. The importance of each
possible value l is measured by its probability. The aspect weight for a new
document could be learned again via Gibbs sampling, but we simply assume θ
is a uniform distribution, because a review on hotel should probably comment
on all the most concerned aspects. The terms in Eq. (9) we need to compute are
p(h|z, φ) = φz,h, p(l|z, r, β) = βr,k,l, and p(m|l, ψ) = ψl,m.
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4.3 The ARIM Model

In this model, we assume the aspect sentiment is equivalent to the phrase sen-
timent. In other words, if all the modifier terms are categorized into the same
aspect k, they share the same sentiment, i.e., the aspect sentiment. Therefore, we
could just use only one sentiment indicator for both the aspect and the phrase.
ARIM (Aspect and Rating Inference Merging aspect sentiments and phrase sen-
timents) is illustrated in Fig. 2.

α θ z h

mπβ

φ

ψ

r

δ

λ

MKS × K

D

K

K × S

Fig. 2. Graphical Representation of the ARIM model

ARIM models aspect ratings as π like in ARID, but π is also used for phrase
sentiment. The aspect ratings are available in the training data, the influence
from β to m is blocked by π by d-separation theory [2] of graphical models. There-
fore, the modifier term is directly determined by the aspect ratings π instead of
β. In the generative procedure of ARIM, the modifier term mi is sampled from
ψzi,πzi

, and π follows a multinomial distribution with parameter β.
We still use Gibbs sampling to estimate z and β. The iterative updating

function is

p(za,b|z−(a,b), α, δ, λ, h,m, r, π) ∝ (N−(a,b)
a,ra,za,b,∗,∗,∗ + α)×

N
−(a,b)
∗,∗,za,b,∗,ha,b,∗ + δ

N
−(a,b)
∗,∗,za,b,∗,∗,∗ + Uδ

×

N
−(a,b)
∗,∗,za,b,πa,za,b

,∗,ma,b + δ

N
−(a,b)
∗,∗,za,b,πa,za,b

,∗,∗ + V δ

. (11)

The parameters of ARIM model φ, θ and β is estimated by Eqs. (8) and (6). But
the number of ψ is K × S. It is estimated by

ψk,s,v =
N∗,∗,k,s,∗,v + δ

N∗,∗,k,s,∗,∗ + V δ
. (12)
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When ARIM is applied on the reviews without aspect ratings, we integrate out
the latent aspect rating variable π to compute MAP ẑ of p(z|h,m, r, α, β, φ, ψ),
which equals to

p(z, h,m, r|α, β, φ, ψ) =
∫

p(θ|α)p(z|θ)p(h|z, φ)p(m|z, ψ, π)p(π|β, r) dπdθ .

(13)
Like Eq. (9), we again assume θ is a uniform distribution, and the terms in
Eq. (13) p(h|z, φ) = φz,h, p(m|z, r, β, ψ) =

∑5
s=1 φz,s,mβr,z,s by integrating out

π. The estimated aspect rating E[p(πk|ẑ, h,m, r, β, φ, ψ, α)] is computed by all
the opinion phrase whose ẑ = k.

5 Experiments

In this section, we describe the review data we use and evaluate the performance
of our models.

5.1 Data

The data set we use for performance evaluation is crawled from TripAdvisor [20].
Each of review in the data set is associated with an overall rating and 7 aspect
ratings all within the range from 1 to 5. However some aspects such as Cleanli-
ness, Check in/front desk are rarely rated. To better train and evaluate methods,
we use only four mostly commented aspects, Value, Room, Location and Service.
We only keep reviews with all four aspect ratings to evaluate and compare dif-
ferent models. We use NLTK [1] to tokenize the review text, remove stop words,
remove infrequent words, apply POS-Tagging technique [13] to extract opinion
phrases, and filter out short reviews which contains less than 10 phrases. The
final data set contains 1,814 hotels and 31,013 reviews. We randomly take 80 %
data as the training data set, the rest is the testing data set. The seed words
used to initialize the head term distribution φ is in Table 2, which form a very
small set of words.

5.2 Aspect Identification

In this section, we demonstrate that ARID and AIRM can identify meaningful
aspects. In Table 3, we present top 3 frequentest head terms for each aspect

Table 2. Seed words

Aspect Seed words

Value value, fee, price, rating

Room windows, room, bed, bath

Location transportation, walk, traffic, shop

Service waiter, breakfast, staff, reservation
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Table 3. Frequentest head terms and modifier terms by ARIM

Aspect Head terms Modifier terms

Value deal, price, charge good, great, reasonable

Room house, mattress, view comfortable, clean, nice

Location parking, street, bus great, good, short

Service manager, check-in, frontdesk friendly, good, great

learned by ARIM. In other words, they have highest values in φk. We also list top
3 frequentest modifier terms for each aspect. As we can see, ARIM successfully
extracted ratable aspects from reviews, and learned aspect-specific sentiment
words as well. For example, “comfortable” is frequently used to describe aspect
“Room”, but not for other aspects. We also observe that people also like to use
vague sentiment words for all aspects, such as “good”, “great”.

5.3 Metric

We use RMSE(Root-mean-square error)3 to measure the performance of predict-
ing aspect ratings for each hotel in the testing set. Letting the predicted aspect
rating for hotel d on aspect k be π̂d,k with ground-truth being πd,k, the RMSE
can be represented as Eq. (14).

RMSE(π̂d,k, πd,k) =

√√√√ 1
DK

D∑
d=1

K∑
k=1

(π̂d,k − πd,k)2 (14)

RMSE measure shows how accurate one model could predicate aspect ratings.
We also use Pearson correlation to describe the linear relationship between the
predicted and the ground-truth aspect ratings, which is Eq. 15. πd is the vector
of the aspect ratings of document d.

ρaspect =
1
D

D∑
d=1

ρ(πd, π̂d) (15)

Since the rating is merely an ordinal variable, whose value does not have the
meaning as the numerical value. But its value has a clear ordering. Therefore,
we adopt Pearson linear correlation ρaspect on the aspect ratings within each
review to evaluate how a model keeps the aspect order in terms of ratings. For
each aspect, it is reasonable to compute the linear correlation across hotels ρhotel
as in Eq. (16). The measure is used to test whether the model could predict the
order of hotels in teams of an aspect rating. πk consists of all the aspect ratings
of all the hotels on the aspect k,

ρhotel =
1
K

K∑
k=1

ρ(πk, π̂k) . (16)

3 http://en.wikipedia.org/wiki/RMSE.

http://en.wikipedia.org/wiki/RMSE
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5.4 Aspect Rating Prediction

In this section, we present the experiment results on the reviews without any
aspect rating in Table 4. We compared three different models and one baseline.
The baseline predicts all the aspect ratings of each review with the given overall
rating. Since the baseline predicts the aspect ratings of a review with a constant
value, ρaspect = 0. From the results, we observe that ARID and ARIM have close
performance, but both of them outperform the baseline and LARAM [21]. The
main reason is that ARID and ARIM can capture the interdependency between
aspects, their ratings and modifier terms, thanks to the aspect ratings in the
training data set.

Moreover, ARIM is better than ARID, which confirms our observation. The
sentiment of aspect and modifier terms is not so different from each other.
Reviewers hold similar attitude with different modifier terms when comment-
ing on one aspect. Therefore, merging aspect sentiment with modifier sentiment
does not deteriorate the power of the models. The information learned from the
training data in ARID and ARIS is stored in β, φ, ψ, which are used to pre-
dict the aspect ratings in both models. ARID model has K kinds of modifier
term distributions ψ; while ARIS has K ×S, since the modifier term m in ARIS
is dependent on the aspect switcher z and the sentiment l. ARID estimates a
general sentiment distribution across all aspects, but ARIM could learn aspect-
specific sentiment distribution by modeling aspect-dependent sentiment. During
the inference, although the aspect on which the opinion phrases comment is
determined by its head term h, ARID infers the sentiment for each modifier
term from a coarse sentiment distribution; while ARIM can obtain more find-
grained sentiment using its K × S modifier term distributions. The ψ in ARIM
fine-tunes the predicting results based on β and φ. Therefore, in terms of Pear-
son correlation metric, ARIM has better performance. In terms of ρhotel, all
four approaches have similar scores. On the hotel level, the aspect ratings are
averaged across all reviews, while the goals of these four methods are predicting
the ratings of each individual review. The difference between each method on
predicted aspect ratings for each review is small. Therefore, there is no much
difference on the measure ρhotel.

Table 4. Performance of aspect inference

Measure Baseline LARAM ARID ARIM

RMSE 0.702 0.632 0.588 0.510

ρaspect 0.0 0.217 0.176 0.248

ρhotel 0.755 0.755 0.723 0.758

6 Conclusion

In this paper, we propose two models for aspect and its sentiment inference,
ARID and ARIM. Both of them can employ the overall ratings and the aspect
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ratings in reviews to identify the aspects on which an unrated review comments,
and uncover the corresponding latent aspect ratings. The two models are based
on topic models, but explicitly consider the interdependency between aspect
ratings aspect terms, and sentiment terms. The opinion phrases of head terms
and modifier terms are extracted by using simple POS-Tagging techniques. The
most important contribution is that the two models incorporate the aspect rat-
ings as observed variables into the models, and significantly improve the pre-
diction performance of aspect ratings. The difference between them is whether
the sentiment of modifier terms should be merged with the sentiment of aspects.
Gibbs sampling and MAP is used for estimation and inference, respectively. The
experiments on large hotel reviews show that ARID and ARIM have better per-
formance in terms of RMSE and Pearson correlation. In the future, we would
investigate the methods that can automatically generate ratable aspects from
text, not from the predefined seed words. Another interesting research topic is
to explore the relation between different aspects [5,22]. The different aspects in
one review may share the similar sentiments.
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Abstract. Food recommendation, as well as searching for health-related
information, presents specific characteristics if compared with conven-
tional recommender systems, since it often has educational purposes, to
improve behavioural habits of users. In this paper, we discuss the appli-
cation of Semantic Web technologies in a menu generation system, that
uses a recipe dataset and annotations to recommend menus according to
user’s preferences. Reference prescription schemes are defined to guide
our system for suggesting suitable choices. The recommended menus
are generated through three steps. First, relevant recipes are selected
by content-based filtering, based on comparisons among features used
to annotate both users’ profiles and recipes. Second, menus are gen-
erated using the selected recipes. Third, menus are ranked taking into
account also prescription schemes. The system has been developed within
a regional project, related to the main topics of the 2015 World Exposi-
tion (EXPO2015, Milan, Italy), where the University of Brescia aims at
promoting healthy behavioural habits in nutrition.

1 Introduction

Recommender systems find information of interests, properly customized accord-
ing to the users’ own preferences [1]. This is valid also for specific application
domains, such as health and nutrition, where any choice made upon automat-
ically provided recommendations might have an impact on users’ health and
wellness. Several researches on food recommendation and automatic menu gen-
eration have been carried on or are currently active (e.g., [2–4]), taking into
account different aspects, such as personal and cultural preferences, health and
religion constraints, menu composition and recipe co-occurrence. However, the
problem within food recommender systems is still how to suggest recipes and
menus that not only meet the user’s preferences, but also are compliant with
best food habits. Let’s consider, for example, Jasmine, who is looking for recipe
suggestions to have lunch during her working hours. Jasmine is registered to
a food recommender system and has an associated profile. She prefers to have
pasta and meat during meals. She suffers from long-term diseases, such as dia-
betes and high-blood-pressure, therefore white meat should be more advisable.
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 32–46, 2015.
DOI: 10.1007/978-3-319-26187-4 3
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She belongs to the Islamic religion, so recommendations about any food contain-
ing alcohol or pork are not acceptable, since this food is prohibited to Muslims.
These aspects may be represented through features, for example a feature repre-
senting the religion which a recipe is not advisable for, the course type (e.g., first
course, appetizer) and many others. The same features can be used to describe
available recipes and Jasmine’s preferences, associated to her profile. Features
may represent either short-term, immediate preferences (e.g., when they are
explicitly specified in a request for suggestions issued by the user), or long-term
preferences, extracted from the history of past choices made by the user [5].
A food recommender system would be very useful, not only for the high number
of available recipes to be suggested1, but also because it is really difficult to
manually check all the constraints (e.g., religion constraints) and preferences to
generate proper menus. Feature-based matching between profiles and recipes is
the basis for content-based filtering for food recommendation [2,6,7]. However,
some Jasmine’s preferences (e.g., having pasta and meat during meals, all the
days throughout the week) may contrast with best habits, according to up-to-
date medical prescriptions. This means that food recommendations should be
able to improve the behavioural habits of the users.

Taking the opportunity of the 2015 World Exposition (EXPO2015, Milan,
Italy), the University of Brescia is promoting several projects to incentivate
healthy habits. Among them, within the Smart BREAK regional project, funded
by the Lombardy region, Italy, we are developing PREFer (Prescriptions for
REcommending Food), a menu generation system that uses a recipe dataset
and reference prescription schemes to suggest suitable menus. The recommended
menus are generated through three steps: (i) relevant recipes are selected by
content-based filtering, based on comparisons among features used to anno-
tate recipes and to represent users’ preferences; (ii) candidate menus are gen-
erated using the selected recipes; (iii) candidate menus are ranked also taking
into account reference prescription schemes. As the contribution of this paper,
we present the application of Semantic Web technologies within a food
recommendation scenario, where the recommendation method is education-
oriented, that is, aims at satisfying both user’s preferences and reference
prescriptions.

The paper is organized as follows: in Sect. 2 related approaches for the design
of food recommender systems are presented; Sect. 3 provides detailed definitions
about our ontology-based recommendation model; in Sect. 4 we describe the
three steps of the menu generation procedure; Sect. 5 discusses implementation
issues and preliminary experimental results; finally, in Sect. 6 we sketch conclu-
sions and future work.
1 The http://allrecipes.com web site lists thousands of recipes; for example, just con-

sidering appetizers, we can found more than 7,700 choices (http://allrecipes.com/
recipes/appetizers-and-snacks/).

http://allrecipes.com
http://allrecipes.com/recipes/appetizers-and-snacks/
http://allrecipes.com/recipes/appetizers-and-snacks/


34 D. Bianchini et al.

2 Related Work

Literature on recommender systems covers several domains and has been devel-
oped in parallel with the Web, to properly suggest movies, books, applications, e-
learning materials, recipes, etc. (a survey on recommender systems can be found
in [1]). Domain-independent categories of recommender systems hold, based on
the filtering algorithm used (e.g., demographic, content-based, collaborative,
knowledge- or ontology-based, context-aware, hybrid) and on the employed tech-
niques (e.g., probabilistic approaches, nearest neighbors techniques, fuzzy mod-
els, similarity metrics). Nevertheless, given the number of domains where rec-
ommender systems have been applied and their specific features, a cross-domain
comparison might be difficult and useless. Therefore, in the following we will
focus on recent approaches on food recommendation domain.

Some existing approaches for recommending food and health-related infor-
mation focus on content-based filtering (considering aspects like personal and
cultural preferences, health and religion constraints) [2,6–8]. In [2] recipes are
modelled as complex aggregations of different features, extracted from ingre-
dients, categories, preparation directions, nutrition facts, and authors propose
a content-driven matrix factorization approach to face the latent dimension of
recipes, users and their features. The HealthFinland project [6] is a portal that
helps the users to find relevant health information using simple keywords instead
of medical vocabularies. Personalized Health Information System (PHIRS) [8] is
a recommender system for health information that matches the user’s profile
against the retrieved health information, also considering culture and religion in
the profile. Similarly, food recommendations are provided in [7].

Teng et al. [9] apply collaborative filtering for recipe recommendation: recipes
taken from the allrecipes.com Web site are suggested on the basis of users’ rat-
ings and reviews and on the basis of co-occurrences of ingredients used to prepare
them. In the paper, an interesting survey is provided on other approaches that
consider ingredients, recipe ratings and cooking directions. The same informa-
tion are used in [10,11], where content-based, collaborative and hybrid filtering
are compared for recipe recommendation purposes.

Other approaches combine content-based and demographic filtering tech-
niques with ontology-based and knowledge-based tools to enhance recommen-
dation results [12,13]. Ontologies are used to model personal and cultural pref-
erences, health and religion constraints, but no educational issues are taken into
account. CarePlan [3] is a semantic representation framework for healthcare
plans, that mixes the patients’ health conditions with personal preferences, but
ignores other aspects, such as personalization coming from educational health
information, user’s culture and religion, that impact on the food choice. In [4]
an ontology containing fuzzy sets is used to sort recommended recipes accord-
ing to prices and users’ ratings, in combination with attributes like sex, age,
weight, physical activity, used to calculate Basal Metabolic Rate (BMR), Activ-
ity Factor (AF) and Body Mass Index (BMI). Authors implement a demographic
filtering algorithm, thus providing common suggestions to people with common
attributes.
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This variety of approaches demonstrates that users’ profiling, in particular
for sectors and domains such as the food and health recommendation, is mainly
addressed in an ad-hoc manner, without aiming at providing some educational
effect on the users. The papers described in [14,15] highlighted this open issue.
In particular, [14] presents preliminary research on how to detect bad and cor-
rect food habits by analyzing users’ ratings on allrecipes.com, while in [15]
authors discovered that online food consumption and production are highly sen-
sitive in time. Although these approaches do not provide a recommender system,
their research could be fruitfully exploited for food recommendation purposes.
Other works [16–18] explicitly address the issue of promoting healthful choices,
by suggesting recipes to users based on their past food selections and nutrition
intakes. We will propose a step forward compared to these approaches, promot-
ing healthy behaviour through reference prescriptions, that are based not only
on nutrition intakes, but are specifically modelled considering phenotypes, that
classify ideal users’ nutrition behaviour. A proper domain ontology is used to
model such knowledge and is used with content-based filtering for enhanced food
recommendation.

3 Recommendation Model

Let’s consider the running example introduced above, where Jasmine is looking
for a personalized menu for her meals. Some important aspects should be consid-
ered here. First, recipes can be combined into different menus, but not all aggre-
gations are suitable. Specific combinations of recipes might be due to particular
menu configurations (e.g., appetizer, first course, second course, dessert), accord-
ing to user’s preferences. Second, recommendations might be given according to
reference prescriptions, that should be used as first-class citizens in recommend-
ing recipes to users who present particular profiles. Third, although prescriptions
can be used to improve the habits of users for what concerns food and nutrition,
they cannot be imposed to users, disregarding their own preferences. Prescrip-
tions should gradually move users’ choices towards more healthy recipes.

In this paper we propose a recommendation model that is based on the
ontology shown in Fig. 1. Following the rationale presented in [19], we distin-
guish between the ontology and the recipe and menu database, that contains
data such as the ones shown in Fig. 2 for the running example. The database
contains specific instances of recipes, menus and prescriptions, that are anno-
tated with concepts taken from the ontology. The adopted ontology extends the
food.owl ontology2 with the concepts of CookingStyle (e.g., Asian cuisine),
Health&CulturalConstraint such as Religion (e.g., Islamic) and Pathology
(e.g., diabetes, high-blood pressure), CourseType (e.g., appetizer, first course,
second course, fruits, dessert), PrescriptionType and Phenotype, that will be
presented in the following. The concepts defined within the food.owl ontology
have been considered as specializations of the RecipeType concept. Semantic
2 http://krono.act.uji.es/Links/ontologies/food.owl/view.

http://krono.act.uji.es/Links/ontologies/food.owl/view
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Fig. 1. Main concepts of the ontology adopted for food recommendation.

relationships in the ontology are used to provide food recommendation as dis-
cussed in the rest of the paper.

Recipes. Recipes represent the most fine-grained items to be recommended.
A recipe is stored in the database as a record ri = 〈Ri, ni, Ci〉 (∀i = 1, . . . N),
where: Ri is the unique identifier of the recipe (we denote with R the overall set
of N recipes available within the dataset); ni is the name of the recipe; Ci is a set
of concepts taken from the ontology, used to characterize the recipe. In particu-
lar, in our approach each recipe can be classified through the CourseType, the
CookingStyle, the RecipeType, the Health&CulturalConstraint (for which
the recipe is not advised) and their sub-concepts shown in Fig. 1. In Fig. 2 eight
different recipes are depicted, with concepts extracted from the ontology.

In our approach, semantic annotation is supported using the semantic disam-
biguation techniques we applied in other Semantic Web applications [20]. When
a new recipe is published, a text field is provided to enter concepts to annotate
it. As the user inputs the characters of the concept name he/she wants to use
for annotating the recipe, the system provides an automatic completion mecha-
nism based on the set of concepts contained within the ontology. Starting from
the name specified by the user, the system queries the ontology, retrieves the
concept with the specified names and/or other concepts related to the specified
one through semantic relationships, in order to enable the user to explore the
ontology and refine the annotation. Other candidate concepts are also provided
according to the string distance between concept names and terms contained
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in the recipe name and descriptions. A thesaurus (WordNet) is also used in
this phase to identify candidate concepts for annotation, using lists of synonyms
within WordNet synsets, to face polisemy (that is, the same term refers to differ-
ent concepts) and synonymy (i.e., the same concept is pointed out using different
terms).

Fig. 2. Recipes to recommend, menus and prescriptions of the running example.

Menus and Prescriptions. Recipes are aggregated to be proposed in a com-
bined way. In the context of our food recommendation approach, we distinguish
two kinds of aggregations: (a) available menus, that is, combinations of recipes
chosen in the past by the users of the system (these menus are used to extract the
preferences of the users, exploiting them during the recommendation phase, see
for details Sect. 4.1); (b) prescriptions, that is, proper combinations of recipes
that are advisable for specific kinds of users. Formally, we define an aggrega-
tion (either a menu or a prescription) aj∈A as aj = 〈naj

,R[aj ], τaj
〉, where:

A denotes the overall set of aggregations; naj
is the name of the aggregation;

R[aj ]⊆R is the set of recipes aggregated in aj ; τaj
is the template of the aggre-

gation, expressed in terms of values of a specific concept. In our approach, given
an aggregation aj , τaj

is identified considering the CourseType concept and
corresponding sub-concepts (e.g., Appetizer, Fruit, sideDish, etc., see Fig. 1).
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Examples of templates may be [Appetizer, FirstCourse, SecondCourse,
Dessert] or [FirstCourse, Fruit]. Templates play an important role for the
formulation of the request for suggestions (see Sect. 4.1) and to speed up the
generation of the recommendation output (see Sect. 4.4). The way prescriptions
are associated to users depends on the features used to describe users’ profiles.
In our food recommendation approach, Food Frequency Questionnaires (FFQ)
are issued to collect users’ habits and BMI (Body Mass Index), in order to
automatically classify users within specific phenotypes [21]. Given a phenotype,
one or more prescription types are advisable for it, and each prescription type
is composed of a set of recipes types, as specified in the ontology. For exam-
ple, Jasmine’s features identify her phenotype as carnivore (Fig. 2). Within the
ontology, one of the prescriptions advisable for this phenotype should contain a
second course based on chicken, fruits and vegetables. Therefore, prescription1
in Fig. 2, composed of recipes r1 and r2, is compliant with these constraints. The
prescription and other compliant ones are automatically generated within the
database, given the available recipes. Specification of phenotypes and admissible
prescription types for a given phenotype is supervised by medical doctors, who
participate to the Smart BREAK project (see Sect. 5 on implementation issues).
The point here is that this information is given in the ontology and will be used,
as shown in Sect. 4.5.

Users’ Profiles. Users are profiled according to their preferences and past menu
choices, that are collected to represent the history of recipe and menu selections
made by the user in the past. Formally, we define the profile p(u) of a user u∈U
as p(u) = 〈IDu, C[u],M[u],P[u]〉, where: U denotes the overall set of users; IDu

is used to identify the user u; C[u] is the set of ontological concepts used to
denote the preferences of u; M[u] is the set of menus chosen by the user in the
past, that in turn may represent the preferences of the user u about recipes to be
recommended; P[u] is the set of prescriptions assigned to the user in the system,
given his/her phenotype and corresponding prescription types.

4 Menu Recommendation System

4.1 Formulating a Request for Suggestions

When Jasmine is looking for menu suggestions, she generates a request rr(u)
formulated as rr(u) = 〈Cr, τr〉, where: Cr is a set of concepts that represent
immediate, short-term preferences of Jasmine; τr is the menu template Jasmine is
searching for. The recommender system takes into account the profile p(u) of the
user u (Jasmine), whom the request comes from. To this aim, the request rr(u)
is expanded with the concepts that are present within the Jasmine’s profile p(u).
We denote with r̂r(u) the expanded version of the request, where r̂r(u) = 〈Ĉr, τr〉.
The set Ĉr contains both the concepts specified in Cr and the concepts within
p(u). Concepts used to characterize p(u) represent long-term preferences of the
user, that might be collected and updated using traditional techniques from the
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literature [5]. The set Cr might also be empty, thus denoting that the system
should exclusively rely on the preferences contained within p(u). Each concept
cr∈Ĉr is weighted by means of a coefficient ωr∈[0, 1] such that:

ωr =

{
1 if cr∈Cr

freq(cr)∈[0, 1] otherwise
(1)

The value of ωr means that a concept explicitly specified in the request rr(u)
will be considered the most for identifying candidate recipes. The term freq(cr)
computes the frequency of concept cr among all the concepts that annotate the
recipes contained in the profile p(u). Less frequent concepts will be considered as
less important for identifying candidate recipes. If a concept cr is present both
in Cr and in the profile, then ωr = 1. If u is a new user, without a history of past
choices, then r̂r(u) = rr(u) (no expansion). In this case, prescriptions are used
to differentiate the user’s choices, as explained in Sect. 4.5. In future versions of
the PREFer system we aim at integrating here further collaborative filtering
and demographic filtering recommendation techniques [1].

Example 1. Let’s consider the recipes and Jasmine’s profile of the running exam-
ple (Fig. 2), and the following request, issued to search for menus and recipes
containing baked poultry, according to [FirstCourse, SecondCourse] tem-
plate: rr(u) = 〈{poultry, baked}, [FirstCourse, SecondCourse]〉. The follow-
ing expanded version of the request is generated (frequency values are specified
between parenthesis):

̂Cr = {poultry(1.0), meat(0.5), chicken(0.5), SecondCourse(1.0), Chinesecuisine(0.5),
PastaandNoodles(0.5), FirstCourse(0.5), Italiancuisine(1.0), FruitsandVegetables(0.5)}

̂Tr = {baked(1.0), sour(0.5), cream(0.5), egg(0.5), eggplant(0.5), parmesan(0.5)}

As can be noticed, frequencies are computed on a menu basis, since recipes are
recommended only within aggregations, represented as menus.

4.2 Menu Recommendation Steps

The approach followed here for food recommendation is articulated over a set of
steps, that are summarized in Fig. 3:

– feature-based recipe filtering - the overall set of recipes R is properly pruned
taking into account the menu template τr, specified in the request (all recipes
that do not present a CourseType that is included within τr are filtered
out from the set of recommendation results) and the features, using proper
ontology-based similarity metrics; let’s denote with R′⊆R the set of filtered
recipes;

– candidate menu generation - candidate menus that are compliant with τr are
generated, only considering the recipes included within R′; let’s denote with
A∗ the set of generated candidate menus;
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Fig. 3. The three steps of food recommendation approach driven by user’s preferences
and prescriptions.

– menu refinement and ranking - candidate menus contained in A∗ are prop-
erly ranked according to their average similarity with the past menu choices
made by the user, who is looking for suggestions, and with the prescriptions
advertised for that user.

4.3 Feature-Based Recipe Filtering

The input of this step is the set R of all the available recipes and the request r̂r(u).
First, τr element specified in the request is considered. Recipes such that their
CourseType is not included within τr will not pass the feature-based filtering step.
With reference to the running example, only the r1, r3, r5, r6, r7 and r8 recipes will
be further considered. To speed up the pre-selection based on CourseType, recipes
are stored in the underlying dataset indexed with respect to the CourseType fea-
ture. Another important aspect to be considered is that not all features can be
exploited in the same way to filter out not relevant recipes. For instance, let’s con-
sider some constraints imposed by the Islamic religion or by some allergies. Recipes
that do not respect these constraints must be excluded before any other kind of
comparison. These constraints, to keep our model as more general as possible, are
defined within the domain ontology and are expressed in terms of other features.
For example, the Islamic religion within the Jasmine’s profile excludes all recipes
that are annotated with pork or alcohol. Modeling of such constraints must be
accurate; this explains why we inserted them within the domain ontology, that is
developed in a controlled way.

After τr and ontological constraints have been used to pre-select recipes, the
filtering based on remaining features is applied, according to the concept-based
relevance. This metric is computed as follows.
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Concept-Based Relevance. The relevance of a recipe ri = 〈Ri, ni, Ci〉 with
respect to the request r̂r(u) = 〈Ĉr, τr〉 taking into account concepts in Ci and Ĉr,
denoted with Sim(r̂r, ri)∈[0, 1], is computed as:

Sim(r̂r, ri) =
2 · ∑

cr,ci
ωr · ConceptSim(cr, ci)

|Ci| ∈[0, 1] (2)

where cr ranges over the set Ĉr, ci ranges over the set Ci, |Ci| denotes the
number of concepts in the set Ci, ωr denotes the weight of concept cr∈Ĉr, as
assigned according to Eq. (1), to take into account both short-term and long-term
preferences (see Sect. 4.1). ConceptSim(cr, ci) represents the concept similarity
between cr and ci:

ConceptSim(cr, ci) =
2 · |cr∩ci|
|cr| + |ci| ∈[0, 1] (3)

In Eq. (3), we consider the two concepts cr and ci as more similar as the num-
ber of recipes that have been annotated with both the concepts, denoted with
|cr∩ci|, increases with respect to the overall number of recipes annotated with
cr, denoted with |cr|, and with ci, denoted with |ci|. The domain ontology
is considered in this case as well: in fact, given two concepts ci and cj such
that ci�cj (ci is subclassOf cj), due to the semantics of the subclassOf
relationship, all recipes annotated with ci are considered as annotated with
cj as well. For example, |Chicken| = |{r1, r8}| = 2, |Poultry| = |{r1, r8}|
= 2, since Chicken � Poultry, |Chicken∩Poultry| = |{r1, r8}| = 2, therefore
ConceptSim(Chicken, Poultry) = 1.0.

Pairs of concepts to be considered in the Sim(r̂r, ri) computation are selected
according to a maximization function, that relies on the assignment in bipartite
graphs and ensures that each concept in Ci participates in at most one pair with
one of the concepts in Ĉr and the pairs are selected in order to maximize the
overall Sim(r̂r, ri). The rationale behind Eq. (2) is that the closer Sim() to 1.0,
the more concepts in Ci are similar to one of the concepts in Ĉr. In the running
example, for computing Sim(r̂r, r1), the pair 〈Poultry, Chicken〉 (ωr = 1.0) is
considered instead of 〈Chicken, Chicken〉 (ωr = 0.5) in order to maximize the
final result, therefore Sim(r̂r, r1) = (1.0 + 1.0 + 1.0)/3 = 1.0.

The recipes included in the set R′⊆R, as output of the feature-based recipe
filtering, are those whose concept-based relevance with respect to the request
r̂r(u) is equal or greater than a threshold γ∈[0, 1] set by the user.

4.4 Candidate Menu Generation

In this step, recipes are aggregated into menus that must be compliant with
the template τr specified in the request r̂r(u). This significantly reduces the
number of menu configurations to be generated: in fact, a candidate menu can
not contain two recipes ri and rj annotated with the same CourseType. If we
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consider, for example, m CourseTypes, with an average number of n candidate
recipes for each CourseType, the number of possible menu configurations without
considering the constraint imposed by the menu template would be equal to
f1(n,m) = (n·m!)

m!(n·m−m)! (since we have n·m elements from which m elements
must be selected to be composed, without repetitions). In our approach, the
number of possible menu configurations is equal to f2(n,m) = nm. Moreover,
the menu generation in our approach is not performed through a brute force
procedure, where all possible nm configurations are generated and, only after
generation, properly ranked. The candidate recipes are already sorted, according
to the concept-based similarity Sim(r̂r, ri), therefore the candidate menus are
generated as illustrated in Fig. 4 with the running example.
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Fig. 4. The menu generation step.

The first candidate menu that is generated is the one where candidate recipes
are the best ranked ones for each CourseType (Fig. 4(a)). The next candidate
menus that are generated are the ones shown in Fig. 4(b–c), where, for instance,
Sim(r̂r, r5) > Sim(r̂r, r6). This explains why we choose the combination r3−r5,
before r6 − r1. This procedure does not ensure that the list of generated menus
will be properly ranked as well. The final ranking of menus is performed in the
next step.

4.5 Menu Refinement and Ranking

Menus that have been generated in the previous step are ranked according to
their similarity with: (i) past menu choices made by the user u who is issuing the
request for suggestions, represented by the set M[u]; (ii) prescriptions prepared
for the user u according to his/her profile, represented by the set P[u]. Since both
menus and prescriptions are formally defined as sets of recipes, the building
block in this step is the similarity measure between items aggregations (item
aggregation similarity), that is computed as follows:

Simagg(ai, aj) =
2 · ∑

ri,rj
Sim(ri, rj)

|R[ai]| + |R[aj ]| ∈[0, 1] (4)
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where ai and aj represent the two compared aggregations (menus or prescrip-
tions), ri (resp., rj) is a recipe included within ai (resp., within aj), |R[ai]|
(resp., |R[aj ]|) denotes the number of recipes included within ai (resp., within
aj). The rationale behind Simagg() computation is the same as the one of the
concept-based relevance: we consider two aggregations as more similar as the
number of similar items in the two aggregations increases.

The final ranking of a generated menu ak∈A∗, recommended to the user u
who issued a request for suggestions, is performed through a ranking function
ρ : A∗ 	→ [0, 1], computed as follows:

ρ(ai) = ωm ·
∑

a[u]∈M[u] Simagg(ai, a[u])

|M[u]| + ωs ·
∑

â[u]∈P[u] Simagg(ai, â[u])

|P[u]| (5)

where ωm, ωp∈[0, 1], ωm + ωp = 1.0, are weights used to balance the impact of
past menu choices and prescriptions on the ranking of recommended menus. We
have chosen ωm < ωp (i.e., ωm

∼=0.4 and ωp
∼=0.6) in order to stimulate users on

improving their food and nutrition habits, without recommending menus and
recipes that are too much distant from users’ preferences. This is one the most
innovative aspects of our approach compared with recent food recommendation
literature (see Sect. 2).

5 Implementation and Experimental Issues

We implemented the PREFer system as a web application, whose functional
architecture is shown in Fig. 5. The PREFer Web Interface guides the user
through the registration process, the menu recommendation, the publication
of new recipes, also supporting semantic annotation (through the Sense Disam-
biguation module), both during the publication of new recipes and the formu-
lation of a request for suggestions, using a wizard similar to the one described
in [20]. The Jena reasoner is used to access knowledge stored within the ontol-
ogy, that is formalised using the Web Ontology Language (OWL). Registration
is performed by answering a food frequency survey (FFQ), that is used to col-
lect information about the user in order to compute his/her BMI and identify
his/her phenotype [21], in order to prepare suggested prescriptions. This task
is executed by medical doctors, who participate to the regional project where
PREFer is being developed. The description of this task is out of the scope of this
paper. To just give an idea, medical doctors are supported in the identification
of phenotypes and have a simple web interface at their disposal (Prescription
Manager) to prepare and insert prescription types as sets of recipe types. Specific
instances of prescriptions, that are compliant with prescription types specified in
the ontology, are automatically generated starting from available recipes. These
prescriptions are finally assigned to users classified in the phenotype for which
prescription types have been built in the ontology. FFQ results are also stored to
enable data analysis by doctors for statistical purposes. Menu recommendation
module implements the recommendation process described in Sect. 4. It supports
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Fig. 5. The functional architecture of the PREFer system for food recommendation.

the user throughout the formulation of the request for suggestions through a
proper wizard.

Preliminary Experimentation. Experiments on our food recommendation
approach, that are being carried on within the Smart BREAK project, are
twofold: (a) to demonstrate the performances of the approach in terms of aver-
age precision of the proposed recommendations; (b) to verify the impact of the
approach in improving the users’ habits concerning food and nutrition. With
respect to the former objective, our work has been meant as a complementary
approach to recent food recommendation efforts, where content-based filtering
techniques based on recipes, ingredients, cultural and contextual features have
been implemented. Performance tests are being performed on a dataset that
extends an existing one (http://mslab.csie.ntu.edu.tw/∼tim/recipe.zip), contain-
ing about 220k recipes, randomly aggregated into about 100k menus, where the
PREFer system presents comparable average precision with respect to recent
approaches. Main experiments in the scope of the Smart BREAK project are
being focused on the second objective. They are being performed on a population
of about two hundreds students, equally distributed among males and females,
with an age included between 18 and 24. Within the population of students,
we identified users with pathologies directly related with nutrition (e.g., dia-
betes, different grades of obesity or various kinds of intolerances) or having bad

http://mslab.csie.ntu.edu.tw/~tim/recipe.zip
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nutrition behaviour, by submitting Food Frequency Questionnaires. The compli-
ance of users’ choices with reference prescriptions, in order to quantify how much
the system is able to improve their behaviour, is quantified through the average
aggregation similarity between users’ choices and reference prescriptions, start-
ing from Eq. (4). Experiments will be carried on until November 2015. Monthly,
statistics are generated that, with respect to users’ profiles, show the percent-
age of requests and menu choices that are compliant with or closer to reference
prescriptions. Experiments carried on during the first months showed a satisfy-
ing increment of closeness between past preferences and reference prescriptions
(around 24 % on average, but reaching about 43 % if we consider only users with
preferences that are far from the advisable ones, that is, average closeness that is
lower than 0.5). These first results are very encouraging and an online commu-
nity will be created to enabling exchange of food experiences between students
who are participating to the experiment.

6 Conclusion and Future Work

In this paper, we presented PREFer, a menu generation system that uses a
recipe dataset and annotations to recommend menus according to user’s pref-
erences. Compared to recent food recommendation efforts, the PREFer system
takes into account also reference prescriptions schemes, aiming at improving
nutritional habits of users. The system has been developed within a regional
project, related to the main topics of the 2015 World Exposition (EXPO2015,
Milan, Italy), where the University of Brescia aims at promoting healthy behav-
ioural habits in nutrition. The approach will be further extended to refine the
recommendation of recipes: (a) by enhancing variety of food in menu prepara-
tion; (b) in cases where the violation of health and cultural constraints is due to
specific ingredients, by introducing the possibility of suggesting similar recipes,
where only the prohibited ingredients are substituted. A semi-automatic func-
tionality for supporting medical doctors in the generation of prescription types
will be developed as well. Finally, experimentation is being performed on the
approach, but further experiments will be carried on till the end of the Smart
BREAK project in order to check the effectiveness of the proposed approach in
improving nutritional habits and lifestyles.
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Abstract. Keyword search is a popular technique for querying the ever
increasing repositories of RDF graph data because it frees the user from
knowing a formal query language and the structure of the data. However,
the imprecision of keyword queries results in overwhelming numbers of
candidate results making the identification of relevant results challenging
and hindering the scalability of the query evaluation algorithms.
To address these issues, we introduce cohesive keyword queries on RDF
data. Cohesive queries allow the user to flexibly and effortlessly convey
her intention using cohesive keyword groups. A cohesive group of key-
words in a query indicates that the keywords of the group should form
a cohesive unit in the query results. We provide formal semantics of
cohesive queries. We design a query evaluation algorithm which relies on
the structural summary of the RDF graph to generate pattern graphs
that satisfy the cohesiveness constraints. Pattern graphs are structured
queries that can be evaluated over the RDF data to compute the query
results. Our experiments demonstrate the efficiency of our algorithm and
the effectiveness of cohesive keyword queries in improving the result qual-
ity and in pruning the space of pattern graphs compared to flat keyword
queries. Most importantly, these benefits are achieved while retaining the
simplicity and convenience of traditional keyword search.

Keywords: Keyword search · RDF graph · Cohesive query · Pattern
graph

1 Introduction

In recent years, there is a constant increase in the number and volume of RDF
graph data repositories. Keyword search is by far the most popular technique
for querying data on the web including tree and graph data. The reasons of this
success is well known and twofold: (a) the user does not need to know a complex
query language (e.g., SPARQL) to retrieve information, and (b) the user does
not need to know the schema (structure) of the data sources in order to express
a query. In fact, the same keyword query can be used to extract information
from multiple data sources with different schemas. Despite its convenience and
simplicity, keyword search has a drawback: keyword queries are imprecise and
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 47–62, 2015.
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ambiguous. For this reason, they return a very large number of results. This is
a typical problem in Information Retrieval (IR). However, in the context of tree
and graph data it is exacerbated because the result of a query is not anymore a
whole document but a substructure (e.g., a subtree, or a subgraph). This char-
acteristic exponentially increases the number of candidate results. As a conse-
quence, keyword search on graph data faces two major challenges: (a) effectively
identifying relevant results among a plethora of candidates, and (b) coping with
the performance scalability issue (degradation of the performance when the size
of the input data and the number of keywords increase).

In order to identify relevant results, previous algorithms for keyword search
over graph data compute candidate results in an approximate way by considering
only those which maintain the keyword instances in close proximity [2,6,9,11,
13,14,16,20]. The filtered results are ranked and top-k processed usually by
employing IR-style metrics for flat documents (e.g., tf*idf or PageRank) adapted
to the structural characteristics of the data [7,10,21,22]. Nevertheless, these
probability theory-based metrics cannot disambiguate the results and identify
the intent of the user. As a consequence, the produced rankings are, in general,
of low quality.

Further, despite the size restriction of the candidate results, these algorithms
are still of high complexity and they do not scale satisfactorily. Recognizing
the difficulties of keyword search over semi-structured data, recent approaches
cluster the results usually by leveraging a structural summary of the data [1,3,
12,18,21,22]. Though promising, these approaches require interaction with the
user who has to select clusters of results and possibly navigate in a clustering
hierarchy.

Our approach. In this paper, we claim that existing techniques to keyword
search on RDF data are not sufficient for producing results of high quality with-
out additional information from the user. Current RDF graphs are very large
and integrate data from various application domains. Query keywords on RDF
graphs can have not only numerous instances of the same type, but also numer-
ous instances of different types. For example, the keyword job can be the name
of different people, the name of an employment agency, a relationship between
a person and his occupation, the name of a property of an entity person, the
name of a RDF class etc. These multiple instances generate a multitude of result
graphs corresponding to different interpretations of the user query.

Example 1. Consider the keyword query Q = (Andrew Job Gordon Network).
With this query the user is looking for an article authored by Andrew Job on
Gordon Network. Figure 1(a) shows a result graph which corresponds to the user
intent. Underlined words in a result graph indicate the instances of the keywords
of Q. However, existing algorithms [3,8,15,21–23] will also compute other result
graphs like those shown in Fig. 1(b), (c), (d) and (e) which correspond to differ-
ent undesirable interpretations of the query. These result graphs associate the
keywords in a way which is not the one intended by the user. For instance, the
result graph of Fig. 1(b) represents a person named Andrew Gordon who has a
job of a Network analyst.
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Fig. 1. Result graphs of the query Q = (Andrew Job Gordon Network)

Using scoring functions based on statistical information to rank the results
might help but certainly cannot by itself disambiguate the different interpreta-
tions and rank on the top position the result graphs that correspond to the user
intent. Indeed, the result graph that matches the user intent might be one with
low probability which loosely correlates the keyword instances.

To address this problem, we introduce the concept of cohesive group of key-
words in a query. The keywords of a cohesive group are to be interpreted as form-
ing a cohesive whole. That is, the instances of the keywords outside the group
should not “penetrate” the subgraph defined by the instances of the keywords of
the group in the result graph. Cohesive groups of keywords are specified naturally
and effortlessly by the user while formulating the query. For instance, the pre-
vious example query Q can be written as ((Andrew Job) (Gordon Network)),
where parentheses are used to delimit the cohesive groups (Andrew Job) and
(Gordon Network). This cohesive query excludes the graphs of Fig. 1(b), (c),
(d) and (e) from the set of legal result graphs since, as we explain in more detail
later, they breach the cohesiveness of the specified cohesive groups. As an exam-
ple, the keyword instance Job penetrates the subgraph defined by the instances
of the keywords Gordon and Network in the result graph of Fig. 1(e). Since
result graphs not intended by the user are excluded, the precision of the answer
improves. Further, the evaluation time of the query is reduced since the system
does not waste time computing unwanted results. These benefits are obtained
thanks to the grouping of the keywords provided effortlessly by the user.

Cohesive groups can be nested within other cohesive groups in a query. An
example is the keyword query (((Person (Andrew Job)) (Gordon Network)).
Further, in contrast to flat keyword queries, cohesive keyword queries can contain
repeated keywords provided they occur in different cohesive groups. For instance,
the keyword query ((Andrew Job) job (Network Analyst)). These features
of cohesive queries increase their expressive power and their capacity to narrow
down the search to relevant results by excluding irrelevant ones. It is important to
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note that the user can naturally specify cohesive groups. In fact, cohesive queries
offer more flexibility to the users and allow them to express queries with a clearer
meaning. For instance, the user who is looking in a bibliographic data source
for a paper authored by John Smith and edited by John Brown can naturally
formulate the query ((author (John Smith)) (editor (John Brown))). In
summary, cohesive queries are intuitive and as simple as flat keyword queries
while retaining both advantages of flat keyword search: the user does not need
to know any query language and he does not need to have knowledge of the
structure of the data sources.

Note that in IR, flat, document-based search engines like Google allow the
user to search for whole phrases (sequence of keywords) by enclosing them
between quotes to improve the accuracy of the search. Cohesiveness queries also
aim at improving the accuracy and execution time but they are different and
more flexible than phrase matching over flat documents since they are designed
for data with some form of structure and they do not impose any order on the
keywords. The user naturally groups the keywords in a cohesive query based on
the associations she wants to express on them and she is not required to know
how these keywords are sequenced in the dataset.

Contribution. The main contributions of the paper are the following:

• We formally define cohesive keyword queries which involve cohesive groups of
keywords and allow keyword group nesting and keyword replication. Cohesive
queries can better express the user intent. They are as simple as flat keyword
queries and they can be formulated naturally and effortlessly by the user.

• We provide semantics for cohesive queries on RDF graphs which interprets
cohesive keyword groups in a query as cohesive units. This means that the
instances of the query keyword occurrences which are not in the cohesive
group cannot penetrate and be part of the subgraph of a query result graph
representing the cohesive group (Sect. 3).

• We design an algorithm to efficiently evaluate cohesive queries. Our algo-
rithm exploits the structural summary of the RDF graph to compute pat-
tern graphs which are r-radius Steiner graphs with a minimal r. The pattern
graphs are structured queries representing alternative interpretations of the
cohesive queries and can be evaluated against the RDF data graph to pro-
duce the query results. The algorithm constructs pattern graphs incrementally
excluding early on graphs under construction which violate the cohesiveness
of keyword groups (Sect. 4).

• We ran experiments to assess the effectiveness of cohesive queries and the effi-
ciency of our algorithm. Our results show that the pattern graphs of cohesive
queries can be computed by our algorithm much faster than the pattern graphs
of flat keyword queries. Cohesive keyword queries considerably improve the
quality of the results compared to flat keyword queries, importantly reducing
the number of patterns graphs returned to the user (Sect. 5).
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2 Data Model and Flat Keyword Queries

Data Model. The Resource Description Framework (RDF) provides a frame-
work for representing information about web resources in a graph form. The
RDF vocabulary includes elements that can be broadly classified into Classes,
Properties, Entities and Relationships. All the elements are resources. Our data
model is an RDF graph defined as follows:

Definition 1 (RDF Graph). An RDF graph is a quadruple G = (V,E,L, l):

V is a finite set of vertices, which is the union of three disjoint sets: VE (repre-
senting entities), VC (representing classes) and VV (representing values).

E is a finite set of directed edges, which is the union of four disjoint sets: ER

(inter-entity edges called Relationship edges which represent entity relation-
ships), EP (entity to value edges called Property edges which represent prop-
erty assignments), ET (entity to class edges called type edges which represent
entity to class membership) and ES (class to class edges called subclass edges
which represent class-subclass relationship).

L is a finite set of labels that includes the labels “type” and “subclass”.
l is a function from VC ∪ VV ∪ ER ∪ EP to L. That is, l assigns labels to class

and value vertices and to relationship and property edges.

Fig. 2. (a) An RDF Graph, (b), (c), (d) and (e) class, relationship, value and property
matching constructs respectively, (f) inter-construct connection and query instance

Entity and class vertex and edge labels are Universal Resource Identifiers
(URIs). Vertices are identified by IDs which in the case of entities and classes
are URIs. Every entity belongs to a class. Figure 2 shows an example RDF graph
which is an excerpt from a large bibliographic RDF database. For simplicity,
vertex and edge identifiers are not shown in the figure.
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Query Instance. A traditional keyword query Q on an RDF graph G is a
set of keywords. An instance in G of a keyword k in Q is an occurrence of
k (in a vertex or edge label) in G. In order to facilitate the interpretation of
the semantics of the keyword instances, every instance of a keyword in Q is
matched against a small subgraph of G which involves this keyword instance
and the corresponding class vertex or vertices. This subgraph is called match-
ing construct. Figure 2(b), (c), (d) and (e) show a class, relationship, value and
property matching construct, respectively, for different keyword instances in the
RDF graph of Fig. 2(a). Underlined labels in a matching construct denote the
keyword instances based on which a matching construct is defined. Note that a
matching construct might have more than one underlined keyword instance as it
might be a matching construct for more than one keyword instance. Each match-
ing construct provides information about the semantic context of the keyword
instance under consideration. For example, the matching construct of Fig. 2(d)
shows that Grace is the name of an entity R2 of type Researcher.

A signature of Q is a function that matches every keyword k in Q to a
matching construct for k in G. Given a query signature S, an inter-construct
connection between two distinct matching constructs C1 and C2 in S is a simple
path augmented with the class vertices of the intermediate entity vertices in the
path (if not already in the path) such that: (a) one of the terminal vertices in the
path belongs to C1 and the other belongs to C2, and (b) no vertex in the connec-
tion except the terminal vertices belong to a construct in S. Figure 2(f) shows
an inter-construct connection between the matching constructs for keywords
Project and Grace in the RDF graph of Fig. 2(a). The matching constructs
are shaded and the inter-construct connection is circumscribed. A subgraph of
G is said to be connection acyclic if there is no cycle in the graph obtained
by viewing its matching constructs as vertices and its inter-construct connec-
tions between them as edges. Given a signature S for Q on G, an instance of S
on G is a connected, connection acyclic subgraph of G which contains only the
matching constructs in S and possibly inter-construct connections between them.
An instance for Q on G is an instance for a signature of Q on G. Figure 2(f) shows
an instance for the query {Grace, Project} on the RDF graph of Fig. 2(a). The
instances of a flat query Q on G are all considered to be results of Q that together
form the answer of Q on G. As we will see in the next section, if a query Q′ has
the same keyword occurrences as Q and involves in addition cohesive keyword
groups, only some of these instances are considered to be results that form the
answer of Q′ on G. The rest of the query instances are excluded as irrelevant.
Therefore, the instances of Q′ are its candidate results.

3 Keyword Queries with Cohesive Keyword Groups

We define in this section the syntax and semantics of keyword queries with
cohesive keyword groups (called cohesive keyword queries).
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Syntax. We start by providing a recursive definition of the concept of term
which corresponds to a cohesive group of keywords: a term is a set of at least
two keywords and/or terms.

Definition 2 (Cohesive Query). A cohesive query is: (a) a set of a single
keyword, or (b) a term. Notation: sets are delimited in a query using parentheses,
and elements are separated within sets using spaces.

For instance, Q1 =(Publication (Grace Hopper) (Project Semantics
2015)) is a cohesive keyword query and (Grace Hopper) and (Project
Semantics 2015) are two terms in it. Query Q2 = (((RDF Project)
publication) (author (Tom Hopper))) is another cohesive keyword query where
the term (Tom Hopper) is nested within the term (author (Tom
Hopper)) and the term (RDF Project) is nested within the term ((RDF Project)
Publication).

The same keyword may appear multiple times in a query but, of course, the
same keyword or term cannot appear multiple times as an element of a set. For
instance, in the cohesive keyword query Q3 = ((author Grace) Publication
(Conference (Grace Hopper))), the keyword Grace occurs twice: once in the
term (author Grace) and once in the term (Grace Hopper). In the following
unless stated differently, ‘query’ refers to a cohesive keyword query.

Semantics. The queries are matched against a data graph G. An instance I of
a cohesive query Q on G is defined similarly to an instance of the flat query that
involves the same keywords. A difference appears only when Q involves multi-
ple occurrences of the same keyword k. In this case, I might contain multiple
instances of k and the occurrences of k in Q can be matched to the same or
different instances of k in I.

Figure 3(a), (b) and (c) show different instances of the query (Publication
(Project (Semantics 2015)) (author (Grace Hopper))) on a bibliography
database. This bibliography database encompasses the one of Fig. 2 and is not
shown here for the sake of space.

Fig. 3. (a) result graph, (b) and (c) query instances which are not result graphs for
the query (Publication (Project (Semantics 2015)) (author (Grace Hopper)))

As mentioned above, a term in a cohesive query contains keywords and/or
other terms. A term expresses a cohesiveness relationship on its elements. Intu-
itively, a term states that the instances of its keyword occurrences in a result of
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the query should form a cohesive unit. That is, in a result graph of a query, they
should form a subgraph where the instances of the keyword occurrences which
are external to the term do not interfere.

More formally, let I be an instance of a query Q on G, and t be a term in Q.
The instanceIt oft inI is a minimal connected subgraph of I that comprises the
matching constructs of the keyword occurrences of t in I.

Definition 3 (Query result). A result of Q on G is an instance I of Q on G
such that for every term t in Q and for every keyword occurrence k in Q which
is not in t, the following conditions hold:

(a) The instance of k in I does not occur in It unless it is a class vertex label,
(b) The instance of k in I is not the label of a property edge or a value of

an entity vertex in It unless this entity vertex in It is incident to only one
non-type edge (that is, only one relationship or property edge).

The answer of a query Q on G is the set of the results of Q on G.

Consider again the query and the query instances of Fig. 3. With this query
the user is looking for publications authored by Grace Hopper which were pro-
duced by a project on Semantics that started in 2015. The query instance of
Fig. 3(a) is a result graph for this query as it satisfies the conditions of
Definition 3. In contrast, the query instance of Fig. 3(b) is not a result graph for
the query. Indeed, the instance of the keyword author, which is not in the term
(Grace Hopper), occurs within the instance of this term in the query instance
(condition (a) in Definition 3). Similarly, the query instance of Fig. 3(c) is not
a result graph of the query since the instances of keyword Grace and Hopper,
which are not in the term (Semantics 2015), are values of an entity vertex
(vertex R1) in the instance of this term in the query instance (condition (b) in
Definition 3).

4 An Algorithm for Evaluating Cohesive Queries

In this section, we describe an algorithm for evaluating cohesive keyword queries
over RDF graph data. Our algorithm follows a recent trend which exploits a
structural summary of data to compute pattern graphs [3,21]. These pattern
graphs represent different interpretations of the imprecise keyword query and
are, in fact, structured queries that can be evaluated against the RDF graph
data to compute the keyword query answer. Structural summaries are typically
much smaller than the actual RDF data. Therefore, the pattern graphs can be
generated efficiently. Moreover, this process scales smoothly when the size of
the data increases. Our algorithm computes pattern graphs which are r-radius
Steiner graphs and satisfy the cohesiveness of the terms in the keyword query.
The algorithm proceeds bottom up in the cohesive query hierarchy to prune the
search space of pattern graphs by excluding early on pattern subgraphs that
breach the cohesiveness of terms (cohesive keyword groups) in the query.
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Structural Summary and Pattern Graphs. Roughly speaking, the struc-
tural summary is a graph which summarizes an RDF graph. The details of
structural summary construction are omitted in the interest of space. Figure 4(a)
shows the structural summary for the RDF graph G of Fig. 2(a). Similarly to
matching constructs on the data graph, we define matching constructs on the
structural summary. Since the structural summary does not have entity vertices,
a matching construct on a structural summary possesses one distinct entity vari-
able vertex, for every class vertex, labeled by a distinct variable.

Fig. 4. (a) Structural Summary, (b) Query Pattern Graph

Pattern graphs are subgraphs of the structural summary strictly consisting
of one matching construct for every keyword in a query Q and the connections
between them without these connections forming a cycle.

Definition 4 (Pattern Graph). A pattern graph for a keyword query Q is a
graph similar to an instance of Q with the following two exceptions:

(a) the labels of the entity vertices in the instance, if any, are replaced by distinct
variables in the pattern graph. These variables are called entity variables and
they range over entity vertex labels in the RDF graph.

(b) The labels of the value vertices are replaced by distinct variables whenever
these labels in the query instance do not involve a keyword instance. These
variables are called value variables and they range over keywords in the value
labels of the RDF graph.

Figure 4(b) shows an example of a pattern graph for the query Q2 =
(((Project RDF) publication) (author (Tom Hopper))) on the RDF graph
of Fig. 4(a).

The pattern graphs of a cohesive query satisfy or violate the cohesiveness
of its terms specified in it in the same way the instances of the query do.
As mentioned above, pattern graphs are structured queries. Those pattern graphs
that satisfy the cohesiveness of the query terms can be used to compute the
results of the query. Interestingly, pattern graphs can be expressed as SPARQL
queries, and all the machinery of query engines and optimization techniques
developed for SPARQL can be leveraged to efficiently compute the results.
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The basic components of the Algorithm. Our algorithm proceeds by first
parsing the cohesive query. Then, it uses the produced query hierarchy to incre-
mentally construct r-radius Steiner pattern graphs. During the process of pattern
graph generation, it checks whether the pattern graph under construction satis-
fies the cohesiveness constraints.

(a) Parsing the query. The parsing of a cohesiveness query produces a parse tree.
The leaf vertices of the parse tree are labeled by the query keyword occurrences.
The root represents the query and the internal vertices represent the query terms.
The level of a vertex in the tree is the number of edges of its path from the root
and the height of the tree is the number of edges in the longest root-to-leaf path.

(b) Computing r-radius Steiner graphs on the structural summary. Given a set
of query keyword matching constructs and/or query term instances on the struc-
tural summary, the algorithm identifies a connecting vertex cv in the structural
summary such that the distance between cv and any one of the vertices in the
matching constructs and term instances is no more than r. The algorithm chooses
the smallest r for the connecting vertex. There can be more than one connecting
vertex connected to the matching constructs and term instances with paths of
length r or less. There can also be different ways of connecting the same con-
necting vertex with all the matching constructs and term instances with paths
of length r or less. All the alternative ways to link the connecting vertices to
the matching constructs and term instances define alternative r-radius Steiner
graphs. Given a term t in a query, we use the algorithm presented in [3] to com-
pute all the r-radius Steiner graphs with minimal r for the matching constructs
and the term instances corresponding to the keywords and nested terms, respec-
tively, of t. This algorithm extends the one in [16], which computes r-radius
Steiner graphs on general graphs, to allow for keyword instances on the edges.
Once the r-radius Steiner graphs for a term of a query are computed, they can
be used for computing the r-radius Steiner graphs of the parent term in the tree.

(c) Checking cohesiveness semantics. Given a set of matching constructs for the
keywords and the term instances for the nested terms of a term t, the algorithm
checks whether any two elements of the set overlap in a way that breaches the
cohesiveness of t (Definition 3). If this is the case, the algorithm discards this
set of matching constructs and term instances for term t, and does not use it to
construct minimal r-radius Steiner graphs to be propagated to the parent term
of t in the query parse tree.

Algorithm description. Our Algorithm, called CohesivePGGen (Cohesive Pat-
tern Graph Generation), is outlined in Algorithm 1. It takes as input a cohesive
keyword query Q, and outputs a set of r-radius Steiner pattern graphs which
satisfy the cohesiveness semantics. We assume that the structural summary of
the RDF data graph is available. Initially, the algorithm computes the matching
constructs for all the keywords in Q over the structural summary (lines 1–2),
parses the query into the parse tree Δ (line 3), and instantiates a variable l
representing the level of a node in Δ to the height of Δ (line 4). The algorithm
constructs pattern graphs incrementally, in a bottom up manner over the parse
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Algorithm 1. CohesivePGGen
Input: Q: a cohesive keyword query.
Output: a set of pattern graphs.
1: for every keyword k ∈ Q do
2: Ik ← set of matching constructs of k on the structural summary;

3: Δ ← ParseQuery(Q);
4: l = height(Δ);
5: while l ≥ 0 do
6: for every vertex n at level l of Δ do
7: if n is a leaf node labeled by keyword k then
8: In = Ik
9: if n is a term or the root of the tree then

10: L ← Ic1 × . . . × Icm ; � c1, . . . , cm are the children of n.
11: if n contains a term then
12: for every combination Li ∈ L do
13: if CheckCohessivenessSemantics(Li) = false then
14: L ← L − Li;

15: for every combination Li ∈ L do
16: In ← In ∪ rRadiusSteinerGraphs(Li); � In is the set of instances

of term n on the structural summary

17: l ← l − 1

18: Return In

tree Δ, starting with the deepest leaf vertices (lines 5–17). For a vertex n, vari-
able In represents the set of matching constructs if n is a leaf (keyword) vertex
(lines 7–8), and the set of term instances of n on the structural summary if n
is a term or the root of Δ (lines 9–16). For a term vertex n, variable L denotes
the Cartesian product of the sets Ici for the children ci of n (line 10). Every
element of L which violates the cohesiveness of at least one term instance in it is
removed from L (lines 11–14). The rest of the elements of L are used to produce
r-radius Steiner graphs with minimal r which are instances of the term vertex
n (lines 15–16). The process continues until the root vertex is reached. At this
point, In represents the pattern graphs of Q, which are returned to the user.

5 Experimental Evaluation

We implemented our approach and ran experiments to evaluate: (a) the effec-
tiveness of cohesive keyword queries, and (b) the efficiency of CohesivePGGen.

Datasets and Queries. We used the DBLP and Jamendo1 real datasets for
our experiments. DBLP is a bibliography database of 600MB of size, containing
8.5M triples. Jamendo is a repository of Creative Commons licensed music of
85MB of size, containing 1.1M triples. The extracted structural summaries and
the keyword inverted lists for both datasets were stored in a Relational database.
1 http://dbtune.org/jamendo/.

http://dbtune.org/jamendo/
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Table 1. Queries on the Jamendo and DBLP datasets

Dataset Q# Cohesive keyword query #MCs #Sigs #PGs

J
a
m
e
n
d
o

1 (document (teenage (text fantasie))) 16 105 162
2 ((lyrics sweet) recorded as onTimeLine) 18 64 64
3 ((MusicArtist Cicada) performance (track knees)) 21 405 488
4 ((Record (date title)) track (Lyrics good)) 43 127,008 185,916
5 ((MusicArtist Briareus) (cool (girl Reflections))) 27 1,440 1,950
6 (time Mako (record (track (down passion)))) 39 39,690 49,070
7 (Kouki (electro (record revolution (track good)))) 43 119,070 172,541
8 (Nuts track (chillout (record spy4))) 28 1,764 2,248
9 ((biography guitarist) (track (title Lemonade))) 25 1,512 2,538
10 ((record (title divergence)) (track obsession)) 27 1,323 1,805

D
B
L
P

1 ((journal design) creator (person (phdthesis CAD))) 49 69,120 447,086
2 ((name Charles) creator (Proceedings forward)) 33 68,200 25,324
3 ((article editor person) creator (inproceedings hybridization)) 32 4,320 12,519
4 ((person name) creator (performance 2002)) 59 100,800 479,542
5 (Oliver (Article (Linux year)) 21 480 2,960
6 (inproceedings Tolga (mastersthesis warehouses)) 8 5 22
7 (((compiler cite) Charles) (creator peephole)) 34 5,280 20,660
8 (creator (decentralized IEEE) (coscheduling 2004)) 51 25,300 141,531
9 ((Milne 2005) homepage person) 35 1,320 3,788
10 (((name Yahiko) person) (editor (conceptual springer))) 34 18,900 97,512

The experiments were conducted on a standalone machine with an Intel i5-3210M
@2.5 GHz processor and 8 GB memory.

We experimented with a large number of cohesive keyword queries and we
report on 10 of them for each dataset. The queries cover a broad range of cases.
They involve 4 to 6 keywords and 1 to 3 levels of term nesting. Table 1 shows
the queries used and their statistics. #MCs denotes the total number of match-
ing constructs for the keywords of a query, #Sigs denotes the total number of
matching constructs combinations for a query (signatures), and #PGs denotes
the number of pattern graphs of a query on the structural summary ignoring the
cohesiveness semantics.

Effectiveness of the cohesive queries. In order to evaluate the effectiveness
of the cohesive queries, we measured: (a) the reduction in the number of pattern
graphs of a query, and (b) the improvement in the quality of the results of a
query due to the cohesiveness constraints.

(a) Reduction in the space of pattern graphs. We compare, for each cohesive
keyword query, the number of pattern graphs generated with the number of
pattern graphs of the corresponding flat keyword query (i.e., the flat keyword
query obtained by removing cohesiveness constraints and keyword duplicates).
Figure 5 reports on the percentage reduction of the number of pattern graphs
for the queries of Table 1 on both datasets. As one can see, the cohesiveness
constraints reduce substantially the number of pattern graphs from which the
user has to choose the relevant ones.
(b) Improvement in the quality of results. The number of pattern graphs of a
query can be very large in order to allow an expert user go through them and
select the relevant ones. For instance, observe that in Table 1 some queries have
hundreds of thousands of pattern graphs. Therefore, we adopt the path length and
popularity score metrics introduced in [21] to rank the pattern graphs of a query.
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Fig. 5. % reduction on the number of pattern graphs for the queries on the two datasets.

Fig. 6. Average precision@k for cohesive queries and their corresponding flat queries
varying k on the two datasets.

We then select the top-k pattern graphs and have an expert user identify those
of them which are relevant. In order to measure the quality of the results, we
use the precision@k (p@k) metric. The precision@k is the ratio of the number of
relevant pattern graphs in the first k positions to k. Figure 6 displays the average
p@k over the queries of Table 1, for different values of k, on the two datasets.
For comparison, the figure displays both: the average p@k of the cohesive queries
and the average p@k of their corresponding flat queries. The results show that in
all cases, the quality of the cohesive queries is several times higher than that of
their corresponding flat queries. This is not surprising, since the cohesive queries
benefit from the cohesiveness constraints expressing the user intention.

Efficiency of Algorithm CohesivePGGen. We compare the execution time
of our algorithm on cohesive queries with the computation time of the pattern
graphs of their corresponding flat keyword queries. Figure 7 shows the execution
times of CohesivePGGen for the queries of Table 1 on the two datasets. Note that
the Y axis is in logarithmic scale. Algorithm CohesivePGGen on cohesive queries
is much faster, in some cases by more than one order of magnitude. In fact,
algorithm CohesivePGGen on cohesive queries has to check for the satisfaction of
cohesiveness constraints and this incurs additional cost. However, the algorithm
does not produce all the pattern graphs of the flat version of the query to check
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Fig. 7. Execution time of CohesivePGGen on cohesive and flat queries.

if they satisfy the cohesiveness constraints. Instead, it stops the construction of
a pattern graph as soon as the cohesiveness of a term is violated, and this early
pruning of the search space ultimately pays off.

6 Related Work

Keyword search on graphs tries to compute results which relate the keyword
instances in the data graph in some minimal way. Different keyword search algo-
rithms compute results which are Steiner trees [2,11,13]. However trees cannot
fully capture the nature of graph data. Other keyword search algorithms compute
results which are graphs including r-radius Steiner graphs [16], graphs which min-
imize the lengths between keyword instance pairs [20], and r-cliques [14]. All the
above approaches are proposed for generic graphs, and cannot be used directly
for keyword search over RDF graph data. This is because the edges of an RDF
graph represent predicates, which can also be matched by the keywords of a key-
word query. Traditional keyword search approaches on RDF graphs and their
drawbacks are described in the introduction and are not repeated here. Retain-
ing the expressive power of structured queries while incorporating the flexibility
of flat keyword queries is an issue of great interest [17,19]. In [17] an entity rela-
tionship query language over unstructured document data is introduced. Unlike
our cohesive keyword query language which does not follow a strict structure and
allows a user to group keywords and terms, the query language in [17] follows a
strict structure and allows keywords only to express entity properties and rela-
tionships. [19] presents a keyword-based structured query language to be used
over structured knowledge bases extracted from the web. The main goal of this
work is to extract entities from the knowledge base (possibly in conjunction with
the relevant text documents). Although the desire of trading off flexibility and
convenience for expressivity is common with our work, the structured queries
in [19] are schema dependent: the user needs to characterize some keywords as
relations in order to build nested structured queries beyond flat keyword queries.
In contrast, in our query language, nesting is incorporated in queries based on
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the desire of the user to form cohesive groups irrespectively of any schema infor-
mation. Cohesive queries were also introduced in [5]. However, those queries are
for tree-structured data. Therefore, their semantics is different not involving any
semantic information.

Algorithm CohesivePGGen exploits the structural summary of the RDF
graph to compute pattern graphs. Different variation of this technique have been
adopted in recent years to compute the results of keyword search on RDF graphs
[3,8,15,21–23]. Pattern graphs cluster result graphs with the same structure.
In [3] the user navigates through a clustering hierarchy to select a pattern graph
that better meets her intention. Relaxation techniques that allow broadening
the result set of a pattern graph are presented in [4].

7 Conclusion

In this paper we claim that without additional information from the user, key-
word queries cannot effectively retrieve information from RDF graph data.
Therefore, we introduce a novel keyword query language which allows the user
to better express her intention by permitting the specification of cohesive key-
word groups, keyword group nesting and keyword repetition. We provide formal
semantics for cohesive keyword queries, and we design a query evaluation algo-
rithm, called CohesivePGGen, which exploits the structural summary of the
RDF graph to produce r-radius Steiner pattern graphs. Our algorithm prunes
early on the search space of pattern graphs by retaining only those that sat-
isfy the cohesiveness constraints. Our experiments show that CohesivePGGen
largely outperforms the generation of pattern graphs for flat keyword queries.
They also show that cohesive queries substantially improve the precision@k of
flat keyword queries allowing the search for relevant pattern graphs in a much
smaller set while retaining the simplicity and convenience of flat keyword queries.

We are currently working on refining the cohesiveness semantics in order to
further narrow down the query search space while improving the result quality.
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Abstract. The Database-as-a-Service (DAS) model allowing users to
outsource data to the clouds has been a promising paradigm. Since users’
data may contain private information and the cloud servers may not
be fully trusted, it is desirable to encrypt the data before outsourcing
and as a result, the functionality and efficiency has to be sacrificed.
In this paper, we propose a privacy-enhancing range query processing
scheme by utilizing polynomials and kNN technique. We prove that our
scheme is secure under the widely adopted honest-but-curious model and
the known background model. Since the secure indexes and trapdoors
are indistinguishable and unlinkable, the data privacy can be protected
even when the cloud server possesses additional information, such as the
attribute domain and the distribution of this domain. In addition, results
of experiments validating our proposed scheme are also provided.

Keywords: Database-as-a-Service · Cloud database · Range query

1 Introduction

With the rapid developments of networking and Internet technologies, Database-
as-a-Service (DAS) [1] has been a promising paradigm, such as Amazon Web
Services [2] providing both relational and NoSQL cloud-based database services.
In the DAS model, organizations could outsource their data to service providers
and retrieve data anytime and anywhere, as long as they have access to the
Internet. In other words, the DAS model provides an approach for corporations
to share the hardware and software resources as well as the expertise of data-
base professionals, thereby cutting the cost of maintaining their own DBMSs.
On the other hand, since data is stored at the third-party server and most orga-
nizations view their data as a valuable asset, at least two privacy issues arise.
First, data needs to be protected from thefts from outsiders who may break
into the providers’ websites and scan disks. For instance, in 2014, hackers broke
into the computers of Community Health Systems which operates 206 hospi-
tals across the United States and stole data on 4.5 million patients [3]. Second,
data also needs to be protected against the service providers, if they cannot
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 63–77, 2015.
DOI: 10.1007/978-3-319-26187-4 5
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be fully trusted. For example, an engineer in Google’s Seattle offices broke into
the Gmail and Google Voice accounts of several children in 2010 [4]. To guard
data security and privacy, a straightforward solution is to encrypt data before
outsourcing. When performing search, all encrypted data is returned and cor-
porations could execute the query at the client after decrypting it. Obviously,
this naive approach is impractical for incurring high decryption and network
workloads for organizations.

The system model considered in this paper is comprised of three fundamental
parties: the data owner, the data user and the cloud server, as illustrated in
Fig. 1. The data owner outsources his/her data to the clouds in encrypted form,
together with the secure index applied to enable the searching capability of
the cloud server. To search over the encrypted data, the data user obtains the
secure trapdoor from the data owner through search control mechanisms, e.g.,
broadcast encryption [8] and then submits it to the cloud server. Upon receiving
the trapdoor, the cloud server searches the secure index and returns the matching
encrypted data to the data user. Finally, the access control mechanism [5] is used
to manage decryption capabilities. However, the search control and access control
mechanisms are out of the scope of this paper. For a simple example, the data
user can store his/her own data and query his/her own data on the cloud server.
In this architecture, the data owner and the data user are trusted while the cloud
server hosted by service providers cannot be fully trusted.

Fig. 1. Architecture of the range query processing over encrypted cloud databases

The problem discussed in this paper is range query which is a major type of
database queries. The data in a relational DBMS are represented as tuples (i.e.,
records or rows) and tuples having the same attributes are organized in a table. For
example, the Member data in Table 1 are personal information tuples of a special
interest group and all tuples are identified by attributes ID, NAME, AGE and
ADDRESS where the underlined attribute ID denotes the key of this table. For
the attribute which can be represented as numerical values (e.g., AGE ), consider
a range query specified by an interval (e.g., select ∗ from Member where AGE ∈
[20, 30)), the matching results are the tuples whose attribute value falls into the
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Table 1. Member

ID NAME AGE ADDRESS

1 John 25 Chicago

2 Eric 21 Miami

3 Thomas 27 New York

4 Franklin 33 San Francisco

5 Aaron 18 Boston

Table 2. Enc Member

Enc tuple IS
AGE

SfahFrwierh3JsejjsdfblklR5fsfWer α

uDmsmdfOwe05u5jgNfjkgkroeRledlcf β

mcuj48djhg2EdfslFlsfqjosdjRlslMd γ

Ijfgkf8djkfsldDiseemJKllfnlfsj8k η

osdfnsfklJfsnKdfannlK0nlfjalnn2z π

interval (e.g., ID ∈ {1, 2, 3}). In addition, equal query can be viewed as a special
kind of range query. Since computers can handle only inherently finite and discrete
numbers, the attribute values and the lower and upper bounds of range queries can
be assumed as nonnegative integers without loss of generality [25].

To protect the data privacy, there are several granularity choices for encryp-
tion, such as encrypting at the level of individual table, attribute, tuple and
cell. Encrypting at the level of individual table or attribute implies that the
entire table should be returned as the result, although it is more efficient to
encrypt and decrypt the data. On the contrary, encrypting at the level of indi-
vidual cell will incur high encryption and decryption workloads, while providing
more efficient query processing. As in previous works, our proposed scheme per-
forms encryption at the tuple level. To provide cloud servers with the ability to
check whether one tuple matches the range query, we also associate with each
encrypted tuple multiple secure indexes built based on the attribute values to be
queried. Hence, each plaintext table can be stored as a table with one attribute
for the encrypted tuple and several additional attributes for the secure indexes.
More specifically, the plaintext tuple t(A1, . . . , An) will be mapped onto a new
tuple tS(Enc(t), IS1 , . . . , ISm) where m � n. The attribute Enc(t) is utilized to
store the encrypted tuple and ISi corresponds to the secure index over some
Aj . In addition, the encryption function Enc() is treated like a black box in
this paper. For instance, as shown in Table 2, the indexed table Enc Member
contains the attribute Enc tuple representing encrypted tuples and ISAGE repre-
senting secure indexes over attribute AGE. Here, the ISAGE attribute values are
denoted as Greek letters.
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The main challenge in this context is how to enable efficient range query
processing over encrypted cloud databases without sacrificing privacy. In real
situations, the service providers may possess background knowledge (e.g. the
attribute domain and the distribution of this domain) which can be obtained
from similar databases or historical data. So it is desirable that the cloud server
can’t learn more than the secure indexes, the secure trapdoors and the encrypted
results even with such information. However, existing works [17–26] disclose
useful statistical properties of data items through indexes or query processing,
so the cloud server could learn additional information than allowed such as the
exact attribute value of each tuple. Besides, to avoid incurring high decryption
workload and network workload, it is better to reduce the interactions between
server and client as well as the unmatching data items contained in results.

Our Contribution. In this paper, we propose a privacy-enhancing range query
processing scheme. Our approach utilizes canonical ranges and polynomials to
build indexes and trapdoors for attribute values and range queries. Then kNN
technique is applied to encrypt the indexes and trapdoors. We provide thorough
security analysis that the proposed scheme is secure under the honest-but-curious
(HBC) model and the known background model. Since the indexes and trapdoors
built in our scheme are indistinguishable and unlinkable, security and privacy
can be protected even when the cloud servers possess the distribution of the
attribute domain. Furthermore, we evaluate the performance of our scheme.

Organization. The rest of the paper is organized as follows. Section 2 presents
the previous works related to our proposed scheme. The threat model and secu-
rity goals are discussed in Sect. 3. In Sect. 4, we describe our privacy-enhancing
range query processing in detail. Section 5 shows the security analysis and Sect. 6
gives our experimental results. We conclude the paper in Sect. 7.

2 Related Work

Previous works related to our scheme mainly fall into two categories: range queries,
where search conditions are represented as intervals, and keyword queries, where
search conditions are denoted as single or multiple keywords. The first keyword
search scheme is proposed by Song et al. [6]. After this work, many novel schemes
have been designed to improve the functionality and efficiency. Instead of scan-
ning every word, [7,8] build secure indexes based on documents and corresponding
search protocols to improve efficiency. Subsequent works [9–12] propose schemes
to support multi-keyword retrieval, i.e., conjunctive or disjunctive keyword search.
Moreover, [13–16] extend the search capability to fuzzy keyword search which can
tolerate errors in the query to some extent. However, above works are limited and
insufficient in executing range queries over encrypted data.

There are several works designed to enable privacy preserving and yet efficient
range query processing. The bucketization technique proposed in [17] partitions
the attribute domain into multiple buckets (in an equi-depth or equi-width man-
ner) and each bucket is identified by a unique tag which can be realized by a
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collision-free hash function. The bucket tag is maintained on the cloud servers
as an index together with the encrypted tuples in this bucket. The trapdoor of
a range query consists of the tags of buckets that overlap with the search con-
dition and then all the encrypted tuples indexed by these tags will be returned.
As mentioned in [18], the security limitation of data partitioning approaches is
that the cloud servers can statistically estimate the attribute values of tuples
and the lower and upper bounds of queries through domain knowledge and his-
torical results. In addition, since false positives are incurred, i.e., the results
may contain tuples that don’t satisfy the query, users have to decrypt all the
encrypted results and filter the unmatching items. Hence, the bucket size is
positively related to security and negatively related to efficiency. In particular,
increasing the bucket size can help to improve the data security, but will incur
more unmatching results. There are several works focusing on how to trade off
the security and efficiency. In [18], Hore et al. claim an optimal bucketization
algorithm to maximize the efficiency as well as two measures of privacy, and
propose a re-bucketization technique that yields bounded overhead while maxi-
mizing the defined notions of privacy. Subsequently, Wang et al. [19] introduce
new security and efficiency metrics based on probability distribution variance
and overlap ratio respectively, and design a 2-phase local overlap bucket (LOB)
algorithm.

In [20], Agrawal et al. describe the first order preserving encryption app-
roach for range queries over encrypted data, followed by [21] which proposes a
provable secure scheme to achieve the same functionality. The schemes based
on order preserving encryption are deterministic, since ciphertext must keep the
same numerical ordering as plaintext. Hence, the cloud servers can obtain the
relationship between the attribute values of two tuples directly from their corre-
sponding indexes. In addition, these approaches assume that the distribution of
attribute domain remains fixed and the encryption function is conscious of this
distribution. The advantage of order preserving encryption schemes is that all
results returned are matching tuples, so there is no additional workload incurred
to the client.

In [22], damiani et al. design to build encrypted B+-tree by encrypting the
plaintext B+-tree at node level. As the encrypted tree is not visible, interactions
between server and client are required from the root to the leaf, and the num-
ber of interactions is equal to the depth of the tree. Obviously, it will increase
decryption and network workloads for data users. In [23], Lu constructs the
first provably secure logarithmic search mechanism. Pang et al. [24] show that
the privacy of Damiani’s encrypted B+-tree can be defeated by monitoring the
I/O activities on the server or tracking the sequence of nodes retrieved during
range query processing. So they propose a privacy-enhancing PB+-tree index
which groups the nodes in each index level randomly into buckets, but this app-
roach incurs higher I/O cost and computation overheads on the server. Since the
ciphertexts are sorted in B+-tree, the cloud server who possesses the distribution
of domain can guess the attribute value of each tuple with high probability.
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Besides the schemesbasedonbucketization technique, order preserving encryp-
tion and B+-tree, there are also several works relying on other mechanisms. Li
and Omiecinski [25] adapt a prefix-preserving encryption scheme to create index
and this scheme is subject to certain attacks. In [26], Li et al. propose the first
range query processing scheme that achieves index indistinguishability by utilizing
PBtree (where “P” stands for privacy and “B” stands for Bloom filter) which has
the property of node indistinguishability and structure indistinguishability. How-
ever, since the cloud sever can learn the tuples belonging to each prefix during the
query processing, if the distribution of attribute domain is obtained, each plaintext
value and the prefixes in trapdoors will be disclosed. In addition, the results in [26]
may contain unmatching data items because this scheme utilizes Bloom filter to
store each node’s prefix family.

3 Problem Formulation

3.1 Threat Model

In this paper, we only consider attacks from the server providers while the data
owner and the data user are trusted. We assume that the server is honest-but-
curious (HBC) [27]. That means the cloud server will honestly and correctly
follow the protocols, but may attempt to infer and analyze more information
than allowed. Furthermore, we also consider the known background model, i.e.,
the cloud server possesses additional information about the data. For example,
the attribute domain and its statistical information such as the distribution of
this domain which may be obtained from similar databases or historical data.

3.2 Design Goals

Our design bears the following security and performance goals.

Security Goals

Index Confidentiality. The cloud server can’t learn the exact attribute value
of each tuple from its corresponding secure index. In addition, the secure index
generation should be randomized instead of deterministic, i.e., the secure indexes
are indistinguishable. For example, when given two secure indexes, the cloud
server can’t obtain the relationship between their corresponding attribute values.

Trapdoor Confidentiality. The cloud server can’t learn the upper and lower
bounds as well as the size of range query from its corresponding secure trap-
door. In addition, the secure trapdoor generation should be randomized instead
of deterministic, i.e., the secure indexes are unlinkable. For instance, the cloud
server can’t deduce the relationship of any given trapdoors.

Query Processing Confidentiality. During the query processing, the cloud server
can’t obtain more than what can be derived from the results, even with back-
ground knowledge such as the attribute domain and the distribution of this
domain.
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Usability and Efficiency. For range query processing over clouds, since client
devices mostly have limited storage and computing resources compared with
cloud servers, it is better to process as much of the work as possible at the
server, without having to decrypt the data. Besides, to avoid high decryption
and network workloads, it is desirable to minimize the number of unmatching
data items to be returned and interactions between client and server.

4 Privacy-Enhancing Range Query Processing

4.1 Main Idea

To design a privacy-enhancing and well-functioning method for range query, we
focus on three important and closely inter-related aspects: (1) data structure
utilized to build indexes for tuples and trapdoors for search conditions; (2) effec-
tive and efficient search algorithm that can check whether one tuple matches the
given search condition; (3) privacy mechanisms that can be integrated with the
above two aspects so that the privacy of indexes, trapdoors and query processing
can be protected simultaneously. In this subsection, we describe the key ideas
to realize data structure and search algorithm without privacy mechanisms. The
more detailed scheme will be discussed in the next subsection.

In this paper, we assume the attribute to be queried is A whose value domain
is Z2n . Our proposed scheme first converts the attribute value t.A of tuple t and
the range query Q = [a, b) into canonical range representation which is also
applied in [29]. Then use polynomials to construct index I for value t.A and
trapdoor T for search condition Q. The detailed steps are explained as follows.

Canonical Range Representation of Value/Query. Consider the range
query with Z2n , a canonical range with level i ∈ Zn is [x2i, (x + 1)2i) for some
integer x ∈ Z2n−i . There are 2n−i canonical ranges in level i and the total number

of different canonical ranges is
n−1∑
i=0

2n−i = 2n+1 − 2. Hence, we can identify each

canonical range as a unique integer cr ∈ N2n+1−2, which can be realized by a
collision-free hash function h : (i, x) → N2n+1−2. The corresponding level of cr
is denoted as level(cr).

In particular, given the attribute value t.A ∈ Z2n , for each level i ∈ Zn, com-
pute xi such that t.A ∈ [xi2i, (xi + 1)2i). The total number of canonical ranges
containing t.A is n and there is only one canonical range for each level. Hence the
attribute value t.A can be represented as CRA = {cra0, cra1, . . . cran−1} where
crai ∈ N2n+1−2. Given the range query Q = [a, b), for each level i ∈ Zn, find,
if any, the minimum yi such that [yi2i, (yi + 1)2i) ∈ [a, b) and the maximum
zi such that [zi2i, (zi + 1)2i) ∈ [a, b). If every element of one canonical range
belongs to another canonical range, then the small range should be deleted from
the range set. The total number of canonical ranges inside the given query is not
fixed since it depends on the interval’s upper and lower bounds. Hence the search
condition Q can be represented as CRQ = {crq0, crq1, . . .} where crqi ∈ N2n+1−2.
To check whether t is a matching tuple, i.e., t.A ∈ Q, we only need to compute
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CRA ∧ CRQ. More specifically, If CRA ∧ CRQ �= ∅, then t.A ∈ Q and t is a
matching tuple; otherwise, t.A /∈ Q and t is an unmatching tuple.

For example, assume n = 4 and h : (i, x) → N25−2. Given the attribute value
t.A = 9, the canonical ranges containing t.A are {[9, 10), [8, 10), [8, 12), [8, 16)}
and CRA = {h(0, 9), h(1, 4), h(2, 2), h(3, 1)}. Given the range query Q = [6, 11),
the total canonical ranges inside the interval are {[6, 7), [10, 11), [6, 8), [8, 10)} and
CRQ = {h(0, 10), h(1, 3), h(1, 4)} after deleting h(0, 6). Since CRA ∧ CRQ =
{h(1, 4)}, we can obtain that t.A ∈ Q and t is a matching tuple.

Polynomial Representation of Index/Trapdoor. In this paper, we convert
the canonical range set CRA of attribute value t.A and CRQ of range query
Q = [a, b) into polynomials. Before converting, we first put the n levels into M
buckets randomly where M is an factor of n and each bucket has m = n/M
levels. Levels in the ith bucket can be denoted as Bi = {li,0, li,1, . . . , li,m−1}.
Second, we construct a m+1-degree polynomial, whose m+1 roots are denoted
as R = {a0, . . . am}:

PR(x) = (x − a0)(x − a1) · · · (x − am) =
m+1∑
i=0

αix
i (1)

Then produce a m-variable polynomial based on PR(x):

FR(x0, x1, . . . , xm−1) = PR(x0)PR(x1) · · ·PR(xm−1) (2)

Combine the terms of FR(x0, x1, . . . , xm−1) only if they have the exact same coef-
ficient. Then we utilize the coefficients UR to build indexes and the variable parts
VX to generate trapdoors, where R = {a0, . . . , am} and X = {x0, . . . , xm−1}. For
instance, assume m = 2 and construct a 2-variable polynomial F(a0,a1,a2)(x1, x2)
based on the 3-degree polynomial P(a0,a1,a2)(x). The coefficients and variables
of each term in F(a0,a1,a2)(x1, x2) are shown in Table 3.

The detailed protocols to construct indexes and trapdoors are described as
follows:

Index. For each bucket i ∈ ZM , we build a sub-index Ii for attribute value
t.A. First generate a random integer ri /∈ Z2n+1−1. The canonical ranges con-
taining t.A that fall into the ith bucket together with ri are denoted as CRAi =
{crai,0, . . . , crai,m−1, ri}, where level(crai,j) ∈ Bi and Bi = {li,0, li,1, . . . , li,m−1}
stands for the levels in the ith bucket. Then use the coefficients UCRAi

to rep-
resent the sub-index Ii, where the root set {a0, . . . , am} is replaced by CRAi =
{crai,0, . . . , crai,m−1, ri}.

Trapdoor. For each bucket i ∈ ZM , we build two sub-trapdoors Ti,0 and Ti,1 for
the range query Q = [a, b). The canonical ranges inside Q that fall into the ith

bucket are CRQi = {crqi,j} where level(crqi,j) ∈ Bi. Then add zeros to CRQi

such that |CRQi| = 2m and split the set into two sets CRQi,0 and CRQi,1, where
|CRQi,0| = |CRQi,1| = m. Then we use the variable parts VCRQi,0

and VCRQi,1

to construct two sub-trapdoors Ti,0 and Ti,1 respectively, where {x0, . . . , xm−1}
is replaced by {crqi,0,0, . . . , crqi,0,m−1} and {crqi,1,0, . . . , crqi,1,m−1}.
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Table 3. The coefficients and variables of F(a0,a1,a2)(x1, x2)

Coefficients Variables

a0a1 + a0a2 + a1a2 x3
0x1 + x0x

3
1

(a0a1 + a0a2 + a1a2)
2 x0x1

−(a0a1a2) x3
0 + x3

1

(a0a1a2)
2 1

−(a0a1 + a0a2 + a1a2)(a0a1a2) x0 + x1

(a0 + a1 + a2)
2 x2

0x
2
1

−(a0 + a1 + a2) x3
0x

2
1 + x2

0x
3
1

1 x3
0x

3
1

−(a0 + a1 + a2)(a0a1 + a0a2 + a1a2) x2
0x1 + x0x

2
1

a0a1a2(a0 + a1 + a2) x2
0 + x2

1

If there exists one canonical range cr satisfying cr ∈ CRAi ∧CRQi,k, and we
assume cr = crai,0 = crqi,k,0. Since cr is a root of PCRAi

(x), i.e.,

PCRAi
(cr) = 0 (3)

then

IiTj,k = FCRAi(cr, crqi,k,1, . . . , crqi,k,m−1)
= PCRAi

(cr)PCRAi
(crqi,k,1) · · ·PCRAi

(crqi,k,m−1) (4)
= 0

The whole index I can be denoted as {I0, . . . , IM−1} while the whole trap-
door can be represented as {T0,0, T0,1, . . . , TM−1,0, TM−1,1}.

4.2 Scheme Construction

In this subsection, we introduce the detailed process of our proposed scheme
and pay more attention to the privacy mechanisms. In particular, we adopt the
secure k-nearest neighbor (kNN) scheme proposed by Wong et al. [28] to encrypt
the index I and trapdoor T . The steps are explained as follows:

Setup. In this initialization phase, for each bucket i ∈ ZM , the data owner
takes a security parameter λi and outputs the secret key SKi, which includes:
(1) a d-bit randomly generated vector Si, (2) two invertible random matrices
Mi,1,Mi,2 ∈ Rd×d, where d is the length of Ii and Ti. Hence, SKi can be
denoted as a 3-tuple {Si,Mi,1,Mi,2}.

BuildIndex. For each sub-index Ii, the data owner encrypts the vector using
the secret key SKi. First, split Ii into two random vectors as {I ′

i, I ′′
i } following

the rule: for each element Ii[j], 0 � j � d − 1, if the jth bit of Si is 1, set
I ′
i[j] = I ′′

i [j] = Ii[j]; if the jth bit of Si is 0, I ′
i[j] and I ′′

i [j] are set to two
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random numbers so that their sum is equal to Ii[j]. Finally, the encrypted sub-
index vector IS

i is built as {MT
i,1I ′

i,M
T
i,2I ′′

i }. The entire secure index IS for
attribute value t.A is {IS

0 , . . . , IS
M−1} and then the data user sends it to the

cloud server.

BuildTrapdoor. For each sub-trapdoor Ti,k, k ∈ {0, 1}, the data owner encrypts
the vector using the secret key SKi. First, split Ti,k into two random vectors as
{T ′

i,k, T ′′
i,k} following the rule: for each element Ti,k[j],� j � d − 1, if the jth bit

of Si is 0, set T ′
i,k[j] = T ′′

i,k[j] = Ti,k[j]; if the jth bit of Si is 1, T ′
i,k[j] and T ′′

i,k[j]
are set to two random numbers so that their sum is equal to Ti,k[j]. Finally, the
encrypted sub-trapdoor vector T S

i,k is built as {M−1
i,1 T ′

i,k,M
−1
i,2 T ′′

i,k}. The entire
secure trapdoor T S for the search condition is {T S

0,0, T S
0,1, . . . , T S

M−1,0, T S
M−1,1}

and then the data user sends it to the cloud server.

RangeQuery. With the secure trapdoor T S , the cloud server computes the
inner product of IS

i and T S
i,k for each sub-trapdoor and check whether the result

is zero.

IS
i T S

i,k = {MT
i,1I ′

i,M
T
i,2I ′′

i } · {M−1
i,1 T ′

i,k,M
−1
i,2 T ′′

i,k}
= I ′

i · T ′
i,k + I ′′

i · T ′′
i,k (5)

= Ii · Ti,k

If there is some T S
i,k that satisfies IS

i · T S
i,k = 0, then tuple t is a matching

tuple and should be returned to the data user; otherwise, t is an unmatching
tuple. Then check the next tuple.

Discussion. In above protocols, the number of sub-trapdoors of T S is 2M , so we
have to compute 2M inner products for each tuple. To improve the performance,
if the number of canonical ranges in the jth bucket is less than m, we can add
zeros to the set so that |CRQi| = m. Then we only need to construct one sub-
trapdoor according to bucket j and hence reduce the computation workload.

5 Security Analysis

In this section, we discuss the security issues of our proposed scheme under the
HBC model and the known background model.

Index Confidentiality. When constructing the secure index IS for attribute
value t.A, we insert random integer ri to each canonical range set CRAi used to
generate the sub-index Ii. In addition, each sub-index is also encrypted by using
the secret key SKi. Thus, as long as SKi is kept private by the data owner,
the secure index IS is a totally obfuscated vector and even two tuples have
the same attribute value, their corresponding secure indexes are different. As a
result, the cloud server can only use the secure index to check whether one tuple
is matching without directly learning any additional information, such as the
exact value and the relationship between two tuples. Then the confidentiality of
index can be protected.
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Trapdoor Confidentiality. When generating the secure trapdoor T S for range
query Q = [a, b), each sub-trapdoor Ti,k is encrypted by the secret key SKi and
then the secure trapdoor is indistinguishable from a random vector. Thus, as
long as SKi is kept private, the cloud server can’t obtain the lower and upper
bounds as well as the size of the query. In addition, the relationship between two
secure trapdoors can’t be determined. Then the confidentiality of trapdoor can
be protected.

Query Processing Confidentiality. During the query processing, the cloud
server only obtains whether a tuple matches the query and which secure sub-
trapdoor is matched. Since there are m levels in a bucket, even two tuples both
match the same sub-trapdoor, the cloud server can’t determine whether they
belong to the same canonical ranges. Thus the relationship between two tuples
won’t be disclosed during the processing. In addition, the more levels in one
bucket, the more secure the scheme is. If there is only one level in one bucket,
the cloud server can obtain that the matching tuples corresponding to the same
sub-trapdoor are close, so m should satisfy m � 2.

Privacy Against Statistics Analysis. In addition to the privacy of index,
trapdoor and query processing, we also consider several certain statistics analy-
ses. Since the adversary model in this paper is honest-but-curious, the cloud
server can store the search history of each tuple t such as historyt = {Tagtime,
Tagsubtd}, where Tagtime represents the time when the range query is required
and Tagsubtd denotes which sub-trapdoor is matched. As the history becomes
longer, the cloud server may learn that t.A = t′.A with high probability, if
historyt and historyt′ are the same. In addition, if the number of matching
tuples corresponding to the secure sub-trapdoor T S

i is small, the cloud server
may infer that there may be only one small canonical range used to build T S

i

and the attribute values of these tuples are close.
To prevent these certain attacks, we can add dummy integers to the canonical

range set used to build trapdoor, since we have inserted random numbers to the
canonical ranges applied to construct index. In particular, if the canonical range
set CRQi,k used to build the sub-trapdoor satisfies

∑m−1
j=0 |crqi,k,j | < 2m where

|crqi,k,j | represents the size of crqi,k,j , then we use dummy integers r to replace
one zero element in the set CRQi,k. As a result, the tuple t whose sub-index
Ii has been added r will be returned no matter whether its attribute value
t.A satisfies t.A ∈ Q. Because of the random numbers added to indexes, the
similarity between two histories of tuples t and t′ has been broken even they
correspond to the same attribute value. The limitation of this method is that
the data user has to decrypt all the tuples received from the server and filter the
unmatching results. The number of unmatching data items in results depends
on the total number of random integers that can be chosen.
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6 Performance Evaluation

We implement our proposed scheme in JAVA on desktop PC running Windows 7
Professional with 3.4GHz Intel(R) Core(TM) i7-3770 processor and 4 GB RAM
inside. Each data point is averaged over 10 runs.

6.1 Evaluation of Index Construction

In this paper, the secure index generated for tuple t is IS = {IS
0 , . . . , IS

M−1},
where M = n/m and n is the number of total levels while m is the number of
levels in one bucket. The length of each sub-index |IS

i | depends on m directly.
Thus main impacts that influence the time for generating indexes include m and
n. As shown in Fig. 2(a), given n = 12, we set m = 3 and m = 4 respectively.
The time required for m = 4 is higher because |IS

i | = 126 ∗ 2 when m = 4 while
|IS

i | = 35 ∗ 2 when m = 3. Figure 2(b) illustrates that the time is also evidently
affected by the number of levels n. Given that each bucket has m = 3 levels, the
time for constructing indexes increases as n becomes larger, since the number
of sub-trapdoors increases. When the number of data items is fixed, the ratio of
time required for n1 = 15 to n2 = 12 approximately equals to n1/n2. In addition,
to ensure the index indistinguishability, our scheme constructs the secure index
for each tuple and thus the total time is linearly affected by the total number of
data items.

Fig. 2. Time for building indexes.

6.2 Evaluation of Query Processing

The time for query processing depends on the number of sub-trapdoors and
the length of each sub-trapdoor. Figure 3(a) shows that if we put more levels
in one bucket, the total time will increase since the length of each sub-trapdoor
becomes longer. As illustrated in Fig. 3(b), as the number of sub-trapdoors in
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Fig. 3. Time for query processing.

a secure index grows, the total time will increase too. In addition, the time for
query processing is also linearly related to the number of data items as shown
in Fig. 3(a).

7 Conclusion

In this paper, we propose a privacy-enhancing scheme to realize range query
processing over encrypted cloud databases. We first utilize the canonical ranges
and polynomials to represent indexes and trapdoors, and then use kNN technique
to encrypt them. Our scheme is secure under the widely adopted honest-but-
curious model and the known background model. During the query processing,
the data privacy can be protected even when the cloud server possesses the
distribution of the attribute domain, since the indexes are indistinguishable and
the trapdoors are unlinkable. In addition, by evaluating the performance of our
scheme, we show that our system is also efficient.
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Abstract. Imbalanced streaming data is widely existed in real world and has
attracted much attention in recent years. Most studies focus on either imbalance
data or streaming data; however, both imbalance data and streaming data are
always accompanied in practice. In this paper, we propose a multi-window
based ensemble learning (MWEL as short) method for the classification of
imbalanced streaming data. Three types of windows are defined to store the
current batch of instances, the latest minority instances and the ensemble clas-
sifier. The ensemble classifier consists of a set of latest sub-classifiers, and
instances each sub-classifier trained on respectively. All sub-classifiers are
weighted before predicting new arriving instance’s class labels and new
sub-classifiers are trained if a precision is below a threshold. Extensive exper-
iments on synthetic datasets and real world datasets demonstrate that the new
approach can efficiently and efficiently classify imbalanced streaming data and
outperform existing approaches.

Keywords: Streaming data � Class imbalance � Multi-window � Ensemble
learning

1 Introduction

As one of the most important problems in data mining and machine learning area,
classification has attracted much attention in recent years. Traditionally, a classifier is
supposed to be trained on a static dataset, which means the dataset don’t changed over
time. Therefore, the dataset is considered to have all the information needed to learn
underlying concepts. However, in many real world scenarios, including spam filtering
[1], credit card fraud identification [2], intrusion detection [3] and webpage classifi-
cation [4], datasets are not static. New instances may arrive one by one (incremental) or
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batch by batch (batch) in a very high speed. In this case, the incoming instances need to
be classified within a finite time and space. No matter new instances arrive incremental
or in batch, only data before time step t can be used to trained the classifier and predict
the instances arrive at time step t + 1. In other words, the classifier can only be trained
on part of the information other than all the information.

The problem of class imbalance is very common in both static datasets and
streaming datasets. For instance, in spam filtering, the amount of spam is usually much
less than the amount of normal mails; the fraud is usually the minority comparing with
normal customers in credit card fraud identification, and intrusions are not common
compared with normal actions. And thus, class imbalance has become a vital problem
that cannot be ignored when deal with real-word problems. Since we are more inter-
ested in rare class instances, usually, we take minority instances or rare instances as
positive instances and majority instances as negative instances.

In the early stage, classification on streaming data and imbalance problems were
studied separately. But in recent years, more and more attentions were paid to tackle
these two problems together. However, as mentioned in [5], most researches combined
algorithms designed for stream and imbalance data in a simple way, and few works
took an insight look into these two problems together. In this paper, we analyze this
problem in a novel way and propose a method using multi-window ensemble learning
for classification of imbalanced streaming data. Main contributions of this paper are as
follows:

• A multi-window framework is proposed to record the current batch of instances,
selected positive instances and the ensemble classifier along with corresponding
instances each sub-classifier trained on. The framework enables us to accumulate
the latest positive instances, enhance the weight of the positive instances accord-
ingly. Furthermore, concept drift in stream can be detected by the error rate together
with similarity between current window and history windows each sub-classifier
trained on.

• A novel ensemble learning mechanism is designed to classify the incoming
instances. The weight of each sub-classifier is determined by the classification error
rate and the window similarity. New instances are classified using weighted
majority voting rule. Adjusting weight according to error rate can improve the
classification accuracy and similarity-based weight adjustment can solve the reoc-
curring concept drift issue [5] to some extent.

• Extensive experiments on both synthetic datasets and real world datasets in different
application domains are carried out, by which we get optimal parameters on each
datasets and demonstrate that the proposed approach outperforms other alternatives.

To simplify the model, we only focus on single-label two-class classification
problem, which means each instance can only belong to one class and there are only
two classes in all. Single-label two-class classification tasks exist in many real-word
applications, for example, emails can be classified into spam and normal; credit card
user can be labeled as fraud and regular customer and the internet behavior can be
divided into intrusion and normal. As to multi-label classification problem, it can be
divided into several single-label two-class classification problems [6]. Multi-class
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problems can also be divided and conquered [7–9]. In addition, we mainly focus on
low dimension problems, as high dimension can always be reduced [10].

The rest of the paper is organized as follows. Related works of imbalanced stream
data classification are presented in Sect. 2. Section 3 proposes a multi-window based
ensemble learning approach and describes it in details. The experiments on both real
world and synthetic datasets, and the discussion of the results are detailed in Sect. 4,
followed by a conclusion and outlook in Sect. 5.

2 Related Work

Classification on streaming data has attracted much attention for a long period and has
been widely studied, especially problems related to concept drift. Meanwhile, many
researchers focused on imbalanced data classification problem. In recent years, an
increasing number of scholars paid their attentions on problems with both class
imbalance and concept drift. We briefly review related works in the following.

Boundary Definition [11] was proposed to build classifier based on boundary
instances which are easier to be misclassified. The approach divides the majority
instances into correctly classified set and misclassified set. Random under-sampling is
done on each set separately to guarantee the distribution consistency. Eleftherios et al.
suggested keeping two windows to record the positive and negative classes separately
for multi-label stream classification [12]. A learning framework for online imbalanced
classification problem, including an imbalance detector, a concept shift detector and an
online learner, was proposed in [13]. They also proposed so called OOB
(Oversampling-based Online Bagging) and UOB (Undersampling-based Online Bag-
ging) to improve classification accuracy. In their work, they simplified the concept drift
to the change of imbalance ratio among classes. Thereafter, the authors proposed SOB
(sampling-based Online Bagging) [14], which aim at maximizing the G-mean and
balanced classes by adjusting the parameter λ of Poisson distribution in Onling Bag-
ging. Recently, A selective re-train approach based on clustering was proposed in [15].
In this work, a new sub-classifier is trained when new data arrives, and if the overall
classification performance is unsatisfied, the worst one of the existing sub-classifier will
be replaced. Since each time one new instances arrives, a new classifier should be
trained, it is of high computation complex.

3 Method

3.1 Problem Definition

We assume that at time step t the existing data instances forms a data sequence
D ¼ fðX0; l0Þ; ðX1; l1Þ; . . .; ðXt; ltÞg in chronological order, where Xi is a d-dimensional
feature vector and corresponds to a class label li. All class labels constitute a label
sequence L ¼ fl1; l2; . . .; ltg. In two-class classification task, li 2 fþ ;�g, ‘+’ and ‘−’
represent positive (minority) and negative (majority) class respectively. Our goal is to
train a single classifier or a set of classifiers on existing instances so that the classifier(s)
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can be used to predicate the incoming instance Xtþ 1 at time step tþ 1. And once Xtþ 1

is predicated, we are aware of the true label of Xtþ 1, i.e. ltþ 1. In addition, we take the
dataset as imbalanced if the ratio of the mount of different class instances, i.e. #{(Xi, li)|
li = ‘+’}/#{(Xj, lj)|lj = ‘−’}, i; j ¼ 0; 1; . . .; t. . ., exceeds a predefined threshold. The task
is to build classifier(s) on imbalanced steam data and get acceptable results.

In this paper, we adopt a windowing or batching approach, where the window size
is pre-calculated and then fixed. The window move forward once there is window size
instances arrived. Here, the window on stream is no-overlapping and is in chrono-
logical order. Suppose the window size is Mb, then at time step t, existing instances are
divided into t=Mbd e windows or batches. Especially, when Mb ¼ 1, the batching
approach turn to incremental learning, which means processing one instance at a time.

3.2 Multi-Window Mechanism

In this section, we describe our algorithm of multi-window ensemble learning in detail.
First of all, we have to determine the size of sliding window WB. A too small window
cannot represent the class characters and may result in a classifier with poor general-
ization. On the other side, too large size will cause much more time and space over-
head, which is restricted in practical application. For instance, a window may not be
fulfilled with instances in a limited time while the prediction is expected to be done
right now. There is scant theoretical guide for determining the optimal window size but
through experiments.

Under imbalanced environment, the positive instances are sparse or even there is no
positive instance in some sliding windows at all, and the classifiers trained on this kind
of windows may not be able to represent the positive class. Therefore, we use a
minority window WM to store those newly incoming minority or positive instances.
The minority window was also utilized in [11] to keep all arrived minority instances.
But it is space and time consuming, moreover, long-ago instances maybe meaningless
in concept drift environment. We adopt a strategy similar to [16] which fix the minority
window size and add minority instances that near to current positive instances into
minority window. However, it is time consuming to select the nearest instances when
the window size is very large and the nearest one may not be of same concept.
Consequently, we choose a simple substitution policy here with fixed size, but add
minority instances into WM before reach its upper size limit; otherwise, the oldest one
will be replaced by the newest one. Thus, the minority window always represents the
up to date positive instances over time.

Moreover, we use a classifier window WC to preserve a certain number of new
trained sub-classifiers and its corresponding weights WCweight, as well as windows of
instances WCins on which each sub-classifier trained on. The size of WC is determined
in advance through experiments and fixed in upcoming stream instances. New trained
sub-classifiers are added to WC before reach the predefined size; otherwise, the oldest
one will be replaced.
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3.3 Prerequisite to Update WC

As accuracy is not a reliable metric for imbalanced data, for example, if there are 99
normal emails and 1 spam in the dataset, the classifier can treats them all as normal
emails and get an accuracy of 99 % easily, which misses the minority class at all. So, it
is necessary to evaluate the classification result on each class at same time in imbal-
ances environment. In this paper, we use the precision both on minority and majority
class to evaluate the classification performance. If both the precision of majority class
Precisionmaj and precision of minority class Precisionmin of the new trained classifier
are greater than 0.5, which means better than random guess, we then add it into WC. In
addition, the corresponding weight WCweight is set as current accuracy and current
window on which new sub-classifier trained is saved as WCins. Otherwise, the classifier
is discarded.

3.4 Algorithm

The main procedure of Multi-Window Ensemble Learning (MWEL) is shown in
Algorithm 1. When the first window arriving, WC and WM are initialized empty and
the first classifier is trained on current window. Then, it is decided whether to add the
classifier to the classifier window WC or not by metric described in Sect. 3.3. At the
time, we update WM according to rules described in Sect. 3.2.

When the next window arrives, we need to update the weights of sub-classifiers to
fit the new instances. We firstly compute and normalize the similarity between current
window and each of the existing windows which corresponds to existing sub-classifiers
to modify the weights based on the following observation.

OBSERVATION 1: The greater the similarity between window W1 and window
W2 is, the closer the concept between W1 and W2. Therefore, those sub-classifiers
trained on more similar windows to current window should be given bigger weights.

WCweight�i ¼ WCweight�i=ð1� simðWB;WCins�iÞÞi ¼ 1; 2; . . .;Mc ð1Þ

Where WCweight�i is the weight of the ith sub-classifier in WCi. WB is the current
sliding window. WCins�i is the window of instances corresponding to the ith
sub-classifier in WCi. simðWB;WCins�iÞ is the similarity between two windows of
instances. Moreover, it can be used to deal with the reoccurring concept drift [5].
Because when the same concept reoccurred over time, the corresponding existing
classifier apparently can helps to get better result.

For each instance inWB, we use a majority weighted voting method to predicate the
class label.

l
0
newIns ¼

XWCj j

i¼1

WCweight�i �WCiðnewInsÞ ð2Þ

WCiðnewInsÞ denotes classifying instance newIns with the ith sub-classifier in WC.
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Then we compare the predicated label with the true label of each instance in current
window. If one or both of the Precisionmaj and Precisionmin is less than 0.5, instances
in current sliding window will be resampled. The sampling procedure is showed in
Algorithm 2. Those rightly classified positive instances remain unchanged because they
are not likely to help much in increasing the precision, while wrongly classified pos-
itive instances should be oversampled to increase their weights when learned by new
sub-classifier. Here, SMOTE [17] is used to oversample minority instances and random
under sample method is applied on correctly classified majority instances to reduce the
size of majority. After several iterations, the imbalance ratio will gradually decrease to
the predefined threshold. Finally, correctly classified minority instances, wrongly
classified majority instances, oversampled wrongly classified minority instances and
under sampled correctly classified majority instances are combined together as the new
training set.
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Notice that the new classifier will get the greatest weight 1 by default on the basis
of observation below.

OBSERVATION 2: Considering the influence of time factor, the latest classifier is
more likely to accord with the concept of current window, which deserve a higher
weight.

In general, the factors of time, similarity and sub-classifiers’ precision are con-
sidered overall by our methods, which should be more reasonable and comprehensive.

As for ensemble classifier, it is very important to increase its diversity, since it is
essential for its robustness and performance. However, if there is no or little concept
drift occurring in current window, new sub-classifier build on it cannot bring diversity
but result in a huge computational burden. Therefore, we believe there is no need to
build new sub-classifier on each sliding window. Instead, our approach builds new
sub-classifiers only when the precision of majority or minority is less than 0.5, which
assures the diversity, as well as reduces the computation load.

4 Experiment

We evaluate our approach on both real world and synthetic datasets.

4.1 Datasets

As shown in Table 1, we conducted experiments on four kinds of real world datasets,
the first three are public available on MOA datasets1:

1 http://moa.cs.waikato.ac.nz/datasets/.
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• ElecNormNew (ele) was collected from the Australian New South Wales Electricity
Market to predicate the prices rise or fall. In which, prices are affected by demand
and supply of the market and are set every five minutes.

• Forest Coverage Type (for) contains the forest cover type for 30*30 meter cells
obtained from US Forest Service and 7 classes in original dataset. We extract the
class 4 and 2 as minority and majority.

• Airlines (air) was used to predict whether the flight will delay or not.
• Thyroid Disease datasets2 (th1, th2) was used to identify whether the patient have

thyroid disease. To obtain imbalanced dataset, we select class 1 and class 3 to form
the first dataset (th1), class 2 and class 3 to form the second dataset (th2).

Moreover, three types of synthetic datasets are generated by algorithm provided in
MOA3:

• Gradual Concept Drift (gcd), in which concept drift starts from the 30,000th instance
to 100,000th instance gradually.

• Sudden Concept Drift (scd) takes place in the 50,000th instance suddenly and the
dataset keep the new concept until the 100,000th instance.

• Reoccuring Concept Drift (rcd) happened from the 30,000th instance and begins to
shift back to the original concept around the 50,000th instance and last until the
100,000th instance (Fig. 1).

Table 1. Dataset statistics

ID Name #All
instances

#Positive
instances

#Negative
instances

#Attributes Positive
index

Negative
index

Imbalance
rate

ele Elec 45,312 19,237 26,075 8 1 2 1:1.35
for Forest 286,048 2747 283,301 54 4 2 1:103
air Airlines 539,383 240,264 299,119 7 2 1 1:1.24
th1 Thyroid1 6,832 166 6,666 21 1 3 1:40
th2 Thyroid2 7,034 368 6,666 21 2 3 1:18
gcd GCD 100,000 24,652 75,348 20 2 1 1:3
scd SCD 100,000 25,178 74,822 20 2 1 1:3
rcd RCD 100,000 24,280 75,720 20 2 1 1:3
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Fig. 1. Distribution of synthetic datasets

2 https://archive.ics.uci.edu/ml/datasets/Thyroid+Disease.
3 http://moa.cms.waikato.ac.nz/.
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During the instance generation, we randomly remove some instances from one
class to form imbalanced datasets.

4.2 Evaluation Criterion

We use accuracy, precision, recall, F1 and G-mean to evaluate our method in this
paper. As explained in Sect. 3.3, accuracy may skew to negative class. While G�
mean ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Recallmin � Recallmaj
p

considers both classes’ recall together and can only be
high when both minority and majority have high recalls, so it is a better choice in
imbalanced circumstance.

When evaluate the classification performance on stream data, we adopt the strategy
mentioned in [11], which evaluate the classifier using the average performance over all
of the batches in the data stream.

F ¼ 1
t=Mbd e

Xt=Mbd e

i¼1

fi
f ;F 2 fAccuracy;Precisionmin;Precisionmaj;
Recallmin;Recallmaj;F1min;F1maj;G� meang ð3Þ

In which f is the indicator of each sliding windows and F is the average indicator of
the data stream. We compared all the indicators in our experiments, but limited to the
paper length, only results on accuracy, G-mean, recall of positive class and run time are
show in the paper. In many real world applications, the result is expected in finite time,
at least before next batch arriving. Therefore, the algorithm on stream needs a tradeoff
between efficiency and effectiveness.

4.3 Sliding Window Size Setup

As discussed in Sect. 3.2, there is no widely accepted standard to set up the sliding
window size with regard to different types of datasets. The larger window size means
fewer amounts of windows to a specific length dataset, which result in reducing the
frequency of classifier training, and contrarily, the smaller window size means more
windows to a specific length dataset, increasing the frequency of classifier training.
Moreover, smaller window size also means less training time of each classifier.
Therefore, in this paper, experiments are conducted to find the optimal size for different
datasets.

Figure 2 shows how sliding window size affects the classification results. It can be
seen there is great difference on optimal windows size of different dataset with various
indicators. For instance, in Fig. 2(a), datasets for, th1 and th2 are of quite high accuracy
when the window size is 500 and remain stable relatively on datasets for and th1, but
fall slowly on th2when the size growing.

However, in Fig. 2(b), maximum G-mean of dataset for is at window size 1300,
while 100 and 200 of th1 and th2. By comparing the recall of minority in Fig. 2(c), we
realize that as the window size increasing, the recall of minority of th1 and th2, which
lack of positive instances, declined sharply which lead to decrease on G-mean. The
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bigger the window, the sparser the density of the minority instance. Furthermore, we
notice that a bigger window cause a shorter training and classifying time firstly, but
after the size larger than 1500, the time cost shows the trend of slow growth in Fig. 2(d)
on most datasets except for and scd. In case of fixed data stream length, running time is
the product of two parts. One is the training and classifying time of each window, and
another is the number of windows. The early reduction is due to the decrease of
window number, however, longer processing time on each window results in the
general rise in later stages.

4.4 Minority Window Size Setup

We examine the influence of minority window size on classification performance and
the result is show in Fig. 3. We observe that besides th1, th2, for and ele, the accuracy
of other datasets decrease when the window size of minority increases in Fig. 3(a).
While in Fig. 3(b), G-mean in other datasets rise quickly and reach the highest value
around 400 except for and ele. Since the minority window is designed to improve the
probability of identifying positive class in imbalanced context, the results in Fig. 3(c)
demonstrate that it is helpful to raise the recall of minority. However, the for and ele
keep nearly unchanged all the time, because minority instances within these two
datasets are distributed more evenly than other datasets. In addition, ele dataset is of
low imbalance rate (1:1.35) and thus with subtle influence.

From Fig. 3(d), we can find while the minority window size increase, the running
time increases inevitably. The running time of th1 and th2 remain nearly unchanged
because the total amounts of minority instances within these two datasets are only 166
and 368.
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Fig. 2. Classification performance affected by sliding window size
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4.5 Comparing with Existing Methods

This subsection compares the proposed methods with two existing approaches, named
BD [11] and CS [15]. The authors all claimed that their approaches are better than
others, but these two methods have not be compared directly with each other under the
same evaluation metrics. In this paper, we compare the performance of our method
MWEL (MW) to BD and CS, and the result is shown in Fig. 4.

The comparison of accuracy in Fig. 4(a) indicates that on most of datasets, MW is
better than CS but comparable to BD. Since MW pay more attention on minority
instances, and thus impact the precision of majority, finally affect the accuracy. At the
same time, we observe in Fig. 4(b) that the G-mean of MW is close to BD and
outperforms CS on all datasets. When analysis G-mean and recall of minority together,
we notice that on th1 and th2, BD has obvious advantages in recall of minority than
MW while with lower G-mean. The reason is that BD accumulates all positive
instances to build successor sub-classifiers and thus get better recall of minority.
However, too much minority instances may overwhelm the majority and thus suffer
from a low G-mean value. For CS, though the accuracy on some datasets is very high,
the G-mean and minority recall of some corresponding datasets present the opposite
trend, since many positive instances were misclassified. In addition, too much minority
instances also means more running time as showed in Fig. 4(d). MW is much more
efficient than BD and CS except for dataset ele which is nearly balanced. Actually, run
time of BD on air is more than twenty hours but we set it to 250 s for display.

Besides the visual diagrams comparison in Fig. 4, we also use Wilcoxon signed
rank test to compare the statistical differences among MW, BD and CS, and the
corresponding p-value is shown in Table 2. There is not statistically significant dif-
ference among three methods in accuracy with a significance level a ¼ 0:05. However,
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Fig. 3. Classification performance affected by minority window size
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for G-mean and recall of minority, MW is better than CS. Although BD achieves
higher G-mean and recall of minority than MW in some datasets, the test results show
that there is no significant with a ¼ 0:05. As for running time, MW performs better
than BD at significance level a ¼ 0:05 and when a ¼ 0:10, the running time of MW
outperforms both BD and CS.

5 Conclusions

For the problem of classification on imbalanced stream data, we propose a
multi-window based ensemble learning (MWEL) framework to predicate the class label
of new arrival instances. We utilize multiple windows to preserve the current data batch,
selected positive instances and set of latest sub-classifiers as well as the corresponding
sets of instances each sub-classifier trained on. Moreover, before predicting the label of
incoming instances, we update the weight of each sub-classifier by calculating the
similarity between current window and previous windows each sub-classifier trained on.
And then, a weighed majority voting strategy is used to predict the class label.
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Table 2. Wilcoxon signed rank test statistics

p-value
Accuracy G-mean Recall Time

MW vs. BD 0.74218750 0.74218750 0.84375000 0.07812500
MW vs. CS 0.64062500 0.03906250 0.07812500 0.01562500
BD vs. CS 0.74218750 0.00781250 0.14843750 0.07812500
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New sub-classifier will be trained only when current ensemble classifier is of low
precision on both classes. When imbalance problem exists, we oversample minority
instances and under sample majority instances at the same time. Extensive experiments
on both real datasets and synthetic datasets demonstrate that our method can deal with
imbalanced stream data efficiently and effectively and outperform existed methods in
some extent, especially in running time. Considering the problem complexity, we only
involve two classes in the paper. However, many applications in real world are of
multi-class or multi-label, so imbalanced multi-class and multi-label stream classifica-
tion is our future direction.
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Abstract. The near real-time processing of continuous data flows in large scale
sensor networks has many applications in risk-critical domains ranging from
emergency management to industrial control systems. The problem is how to
ensure end-to-end security (e.g., integrity, and authenticity) of such data stream
for risk-critical applications. We refer this as an online security verification
problem. Existing security techniques cannot deal with this problem because
they were not designed to deal with high volume, high velocity data in real-time.
Furthermore, they are inefficient as they introduce a significant buffering delay
during security verification, resulting in a requirement of large buffer size for the
stream processing server. To address this problem, we propose a Dynamic Key
Length Based Security Framework (DLSeF) based on the shared key derived
from synchronized prime numbers; the key is dynamically updated in short
intervals to thwart Man in the Middle and other Network attacks. Theoretical
analyses and experimental results of DLSeF framework show that it can sig-
nificantly improve the efficiency of processing stream data by reducing the
security verification time without compromising the security.

Keywords: Security � Sensor networks � Big data stream � Key exchange

1 Introduction

A variety of applications, such as emergency management, SCADA, remote health
monitoring, telecommunication fraud detection, and large scale sensor networks,
require real-time processing of data stream, where the traditional store-and-process
method falls short of addressing the challenge [1]. These applications have been
characterized to produce high speed, real-time, sensitive and large volume data input,
and therefore require a new paradigm of data processing. The data in these applications
falls in the big data category, as its size is beyond the ability of typical database
software tools and applications to capture, store, manage and analyze in real time while
ensuring end-to-end security [6]. More formally, the characteristics of big data are
defined by “4Vs” [10, 11] such as Volume, Velocity, Variety, and Veracity. The
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streaming data from sensing source meets these characteristics. Our focus in this paper
is thus on secure processing of high volume, high velocity data stream.

Big data stream is continuous in nature and it is critical to perform real-time
analysis as: (i) the life time of the data is often very short (i.e., the data can be accessed
only once) [2, 3] and (ii) the data is utilized for detecting events (e.g., flooding of
highways, collapse of railway bridge, etc.) in real-time in many risk-critical applica-
tions (e.g., emergency management). Since big data stream has high volume and
velocity, it is not economically viable to store and then process (as done in the batch
computing model). Hence, stream processing engines (e.g. Spark, Storm, S4) have
evolved in the recent past that have capability to undertake real-time big data pro-
cessing. Stream processing engines offer two significant advantages: firstly, they cir-
cumvent the need to store large volume of data and secondly, they enable real-time
computation over data as needed by emerging applications such as emergency man-
agement and industrial control systems. Further, integration of stream processing
engines with elastic cloud computing resources has further revolutionized the big data
stream computation as the stream processing engines can now be easily scaled [2, 5] in
response to changing volume and velocity.

Though, the stream data processing has been studied in the past several years within
the database research community, the focus has been on query processing [13], dis-
tribution [14] and data integration. Data security related issues, however, have been
largely ignored. Since many emerging risk-critical applications, as discussed above,
need to process big streaming data while ensuring end-to-end security. For example,
consider emergency management applications that collect soil, weather, and water data
through field sensors. Data from these sensors are processed in real-time to detect
emergency events such as sudden flooding and landslides on railways and highways. In
these applications, compromised data can lead to wrong decision making and in some
cases even loss of lives and critical public infrastructure. Hence, the problem is how to
ensure end-to-end security (i.e., integrity, and authenticity) of such data stream in near
real-time processing. We refer this as an online security verification problem.

The problem in processing big data becomes extremely challenging when millions
of small sensors in self-organizing wireless networks are streaming data through
intermediaries to the data stream manager. In these cases, intermediaries as well as the
sensors are prone to different kinds of security attacks such as Man in the Middle
Attack. In addition, these sensors have limited processing power, storage, and energy;
hence, there is a requirement to develop light-weight security verification schemes.
Furthermore, data streams need to be processed on-the-fly in a correct sequence. In this
paper, we address these issues by designing an efficient approach for online security
verification of big data streams.

The most common approach for ensuring data security is to apply the cryptographic
methods. In the literature, there are two most common types of cryptographic
encryption methods: asymmetric and symmetric key encryption. Asymmetric key
encryption methods (e.g., RSA, ElGamal, DSS, YAK, Rabin, etc.) perform a number
of exponential operations over a large finite field. Therefore, they are 1000 times slower
than the symmetric key cryptography [15, 16]. Hence, efficiency become an issue if
asymmetric key such as the Public Key Infrastructure PKI [18] is applied to end-to-end
security of big data streams. Thus, the symmetric key encryption is the most efficient
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cryptographic solution for such applications. However, existing symmetric key meth-
ods (e.g., DES, AES, IDEA, RC4, etc.) fail to meet the requirements of real time
security verification. Hence, there is a need to develop an efficient and scalable
approach for performing the online security verification of big data stream. The main
contributions of the paper can be summarized as follows:

• We have designed and developed a Dynamic Key Length Based Secure Framework
(DLSeF) to provide end-to-end security for big data stream processing. Our
approach is based on a common shared key that is generated by exploiting syn-
chronize prime number. The proposed method avoids excessive communication
between data sources and Data Stream Manager (DSM) for the rekey process.
Hence, this leads to reduction in the overall communication overhead. Due to the
reduced communication overhead, our approach is able to do security verification
on-the-fly (with minimum delay) with minimal computational overhead.

• Our proposed approach adopts dynamic key length from the set of 128-bit, 64-bit,
and 32-bit. This enables faster security verification at DSM without compromising
the security. Hence, our approach is suitable to process high volume of data without
any delay.

• We compare our proposed approach with the standard symmetric key solution
(AES) in order to evaluate the relative computational efficiency. The results show
that our approach performs better than the standard AES method.

The rest of this paper is organized as follows. Section 2 gives the background
and defines the problem space. Section 3 describes our proposed solution, DLSeF.
Section 4 presents the formal security analysis of our approach. Section 5 evaluates the
performance and efficiency of the approach through extensive experiments. Section 6
concludes our work and points out to potential future directions.

2 Background and the Problem Definition

Data stream management system has been studied in the past several years with the
main focus on query processing, data distribution, and data integrity. The security
aspects have been largely overlooked. Nehme et al. [17] initially highlighted the need
of security framework in streaming data. They divided the security problem into two:
data security problem (also known as data security punctuation) and query security
problem (also known as query security punctuation). Data security punctuation deals
with the data security, whereas query security punctuation deals with the security and
access control during the query processing. They extensively work on access control by
focusing on both data security and query security punctuation in their papers [7, 17].
For example, FENCE, a continuous access control framework in dynamic data stream
environments, deals with both data and query security restrictions [7]. It gives low
overhead which is suitable for data stream environments. Similarly, ASSIST, an
application system based effective and efficient access control framework, is proposed
to protect streaming data from unauthorized access [8]. They have implemented
ASSIST on top of StreamInsight, a commercial stream processing engine. In this paper,
we are focusing on the data security punctuation, where our approach is to protect the
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data efficiently from potential attacks from/on untrusted intermediaries before the data
reaches to the DSM.

Figure 1 shows an overall architecture for big data stream process from source
sensing devices to the data processing center including our proposed security frame-
work. We refer to [4] for further information on stream data processing in datacenter
cloud. We refer [19] for cloud infrastructure and data processing in cloud. In sensor
networks, data packets from the source are transmitted to the sink (data collector)
through multiple intermediaries hops (e.g. routers and gateways).Collected data at sink
node is forward to the DSM as data stream which may also pass through many
untrusted intermediaries. The number of hops and intermediaries depend on the net-
work architecture designed for a particular application. The intermediaries in the net-
work may behave as a malicious attacker by modifying and/or dropping the data
packets. Hence, the traditional communication security techniques [9, 12] are not
sufficient to provide end-to-end security. In our framework both the queries and data
security related techniques are handled by DSM in coordination with the on-field
deployed sensors. It is important to note that the security verification of streaming data
has to be performed before the query processing phase and in near real time (with
minimal delay) with a fixed (small) buffer size. The processed data is stored in the big
data storage system supported by cloud infrastructure. Queries used in DSM are
defined as “continuous” since they are continuously applied to the streaming data.
Results (e.g. significant events) are pushed to the application user each time the
streaming data satisfies a predefined query predicate.

The discussion in the above architecture clearly identifies the following most
important features for security verification for big data stream processing. In summary,
they include: (a) security verification needs to be performed in real time (on-the-fly),
(b) framework has to deal with high volume of data at high velocity, (c) data items
should be read once in the prescribed sequence, and (d) original data is not available for
comparisons which is widely available in store-and-process batch processing paradigm.

Fig. 1. High level of architecture from source sensing device to big data processing center.
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These features need to be enabled by the big data stream processing framework in
addition to meeting the end-to-end data security requirements.

Based on the above features of big data stream processing, we categorize existing
data security methods into two classes: communication security [9, 12] and server side
data security [26, 27]. Communication security deals with the data security between
two nodes when it is in motion, and does not deals with the end-to-end security, server
side data security approaches focus on ensuring the security of data when it is at rest in
repository. They are not suitable to use in the big data stream. Furthermore, symmetric
cryptographic based security solutions are either static shared key or centralized
dynamic key. In static shared key, we need to have a long key to defend from potential
attackers. It is well known that length of the key is always proportional to the security
verification time and hence longer keys leading elevated computation time are not
suitable for applications that need to do real-time processing over high volume, high
velocity data. For the dynamic key, centralize processor rekey and distribute keys to all
the sources; this is a time consuming process. Moreover, big data stream is always
continuous in nature and impossible to put data in halt for rekeying process. To address
this problem, we propose a distributed and scalable approach for big data stream
security verification.

Our proposed approach works as follows: we use a common shared key for both
sensors and DSM. The key is updated dynamically by generating synchronize relative
prime numbers without having further communication between them after handshak-
ing. This procedure reduces the communication overhead and increases the efficiency
of the solution, without compromising the security. Due to the reduced communication
overhead, our approach performs the security verification with minimum delay. Based
on the shared key properties, individual source sensor updates their dynamic key and
key length independently.

3 Proposed Approach

Our approach is motivated by the concept of moving target defense. The basic idea is
that if we keep on moving the keys in spatial (dynamic key size) and temporal (same
key size, but different key) dimensions, we can achieve the required efficiency without
compromising the security. Our proposed approach, Dynamic Key Length Based
Security Framework (DLSeF), provides the robust security by changing both key and
key length dynamically. In our approach, if an intruder/attacker eventually hacks the
key, he/she cannot predict the key or its length for the next session. We argue that it is
very difficult for an intruder to guess the appropriate key and its length as our approach
dynamically changes the both across the sessions. Similar to any secret key based
symmetric key cryptography, our DLSeF approach consists of 4 independent compo-
nents and related processes: system setup, handshaking, rekeying, and security veri-
fication. As stream processing is expected to be performed in near real time processing,
we assume that data packets should not take more than few hours to reach DSM, as the
end-to-end delay is an important QoS parameter to measure the performance of sensor
networks [28]. Table 1 provides the notations used in modelling our approach. We next
describe the approach.
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3.1 DLSeF System Setup

We have made a number of realistic and practical assumptions while designing and
modelling our approach. First, we assume that DSM has all deployed sensor’s identities
(IDs) and secret keys because the network is untrusted. Sensors and DSM implement
some common primitives such as hash function (H()), and common key (K1), which
are executed during the initial identification and system setup steps.

The proposed authentication process includes five steps. The first three steps are for
the sensors and DSM where they authenticate with each other and the next two steps
are for the generating shared key. The shared key is utilized during the handshaking
process.

Step 1: A sensor (Si) generates a pseudorandom number r and encrypts it along with
its own secret key Ki. The encryption process uses the common shared key
(K1), which is initialized during the deployment. The output of encryption
(EK1(r ∥ Ki)) is denoted as P1. The output is then sent to DSM: Si → DSM:
P1

Step 2: Upon receiving the message, the DSM decrypts P1 (i.e. DK1(P1)) and
retrieves the corresponding source ID (Si  retrieveKeyðKiÞ). If the source
sensor’s ID matches with its own database, then the DSM computes the hash

Table 1. Notations used in our approach

Acronym Description

Si ith sensor’s ID
Ki ith sensor’s secret key
Ksi ith sensor’s session key
kl Key length
K1=K2=K3=K4 Initial keys for authentication
KSH Secret shared key calculated by the sensor and DSM
KSH� Previous secret shared key maintain at DSM
P1=P2=P3=P4 Communicated format during authentication
r Random number generated by the sensors
t Interval time to generate the prime number
Pi Random prime number
Kd Secret key of the DSM
ID Encrypted data for integrity check
AD Secret key for authenticity check
EðÞ Encryption function
HðÞ One-way hash function
PrimeðPiÞ Random prime number generation function
KeyGen Key generation procedure
Key-Length () Key length selection procedure
� Bitwise X-OR operation
k Concatenation operation
DATA Fresh data at sensor before encryption
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of the key to generate another key for encryption K2 ← H(K1). The DSM
then encrypts the pseudorandom number (r) with the newly generated key as
P2 ← EK2(r) and sends it to the sensor for DSM authentication as follows:
Si ← DSM: P2

Step 3: Corresponding sensor receives the encrypted pseudorandom number and
decrypts it to authenticate the DSM, i.e. r′ ← DK2(P2). It calculates the
current secret shared key using the hash of existing shared key i.e. K2 ← H
(K1). If the received random number is the same as the sensor had before (i.e.
r = r′), the sensor sends an acknowledgement (ACK) to DSM. The ACK is
encrypted with the new key, which is computed using hash of the current key
(K3 ← H(K2)). The encrypted ACK is denoted as P3 ← EK3(ACK), and
sends to DSM as follows: Si → DSM: P3

Step 4: The DSM decrypts the ACK (ACK ← DK3(P3)) to confirm that the sensor is
now ready to establish the session. The current secret key is updated using
the hash of existing secret key i.e. K3 ← H(K2). After the confirmation of
ACK, the DSM generates a random session key i.e. Ksi ← randomKey() for
handshaking. The generated session key (Ksi) is encrypted with the hash of
the current key e.g. (K4 ← H(K3)) and then sent to individual sensors as
Si → DSM: {P4}, where P4 ← EK4(Ksi).

Step 5: The sensor decrypts P4 and extracts the session key for handshaking
(Ksi ← DK4(P4)). It follows the same procedure as before, i.e., the current
shared key is updated with the hash value of existing shared key (K4 ← H
(K3)). We update the shared key in every transaction to ensure the strength of
security for handshaking.

3.2 DLSeF Handshaking

In the handshaking process, the DSM sends the key generation and synchronization
properties to sensors based on their individual session key (Ksi) established earlier.
Generally, a larger prime number is used to strengthen security process. However, a
larger prime number requires greater computation time. In order to make the rekeying
process efficient (lighter and faster), we recommend reducing the prime number size.
The challenge is how to maintain the security while avoiding large prime number size.
We achieve this by dynamically changing the key size as described next.

The dynamic prime number generation function is defined in Algorithm II. We
calculate the prime number and shared key on both sensing sources and DSM ends to
reduce communication overhead and minimize the chances of disclosing the shared
key. The computed shared keys have of multiple lengths (32 bit, 64 bit, and 128 bit)
which are varied across the sessions. Initial key length is set to 64 bit and is dynam-
ically updated as per the logic depicted in Algorithm I. After a certain time interval, the
next shared key is generated by applying Algorithm II where the size is determined by
Algorithm I as follows.

Prime Pið Þ periodically computes the relative prime number at both the sensor and
DSM ends after a time interval t, which are updated based on function KeyLengthðÞ.
The shared secret key (KSH) generation process needs Kd , and Pi. In the handshaking
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process, DSM transmits all properties required to generate shared key to sensors
Kd ; t;Pi;PrimeðÞ;KeyLengthðÞ;KSH ;KeyGenð Þ as follows: Si  DSM : fKsiðKd ; t;Pi;
PrimeðÞ;KeyLengthðÞ;KSH ;KeyGenÞg:

All of these above transferred information are stored in the trusted part of source for
future rekeying process (e.g., TPM) [25]).

3.3 DLSeF Rekeying

Our proposed approach not only calculates the dynamic prime number to update the
shared key without further communication after handshaking, but also proposes a novel
way of dynamically changing key length at source and DSM following the steps
described in Algorithm I. We change the key periodically in DLSeF Rekeying process to
ensure that the protocol remains secured. If there are any types of key or data compromise
at a source, the corresponding sensor is desynchronized with DSM instantly. Following
that the source sensor need to reinitialize and synchronize with DSM as described above.
We assume that the secret information is stored in the trusted part of the sensor (e.g. TPM)
and it is sent by the sensor to DSM for synchronization. In some cases, data packet can
arrive at DSM after shared key is updated. Such data packets are encrypted using pre-
vious shared key. We add a time stamp field to individual data packet to identify the
encrypted shared key. If the data is encrypted using previous key then the DSMusesKSH�

key for the security verification; otherwise, it follows the normal process.
The above defined DLSeF Handshaking process makes sensors aware about the

Prime (Pi), KeyLength, and KeyGen. We now describe the complete secure data
transmission and verification process using those functions and keys. As mentioned
above, our approach uses the synchronized dynamic prime number generation Prime
(Pi) on both sides, i.e., sensors and DSM as shown in Fig. 1. At the end of the
handshaking process, sensors have their own secret keys, initial prime number and
initial shared key generated by the DSM. The next prime generation process is based
on the current prime number and the time interval as described in Algorithm II. The
prime number generation process (Algorithm II) always calls Algorithm I to fetch
shared key length information and associated time interval. Sensors generate the shared
key KSH = (E(Pi, Kd)) using the prime number Pi, and DSM’s secret key (E(Pi, Kd)).
We use the secret key of DSM to improve the robustness of the security verification
process. Each data block is associated with the authentication and integration tag and
contains two different parts. One is encrypted DATA based on shared key KSH for
integrity checking (i.e., ID = DATA ⊕ KSH), and the other part is for the authenticity
checking (i.e., AD = Si ⊕ KSH). The resulting data block ((DATA ⊕ KSH) || (Si ⊕ KSH))
is sent to DSM as follows: Si → DSM: {(ID||AD)}.

3.4 DLSeF Security Verification

In this step, the DSM first checks the authenticity in each individual data block AD and
then the integrity with randomly selected data blocks ID. The random value is calcu-
lated based on the corresponding prime number i.e. j = Pi% 5, when the key length is
32; j = Pi% 9 when the key length is 64; and there is no integrity verification when the
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key length is 128. DSM also checks the time stamp of each individual data block to
find the shared key used for encryption. For the authenticity check, the DSM decrypts
AD with shared key Si = AD ⊕ KSH. Once Si is obtained, the DSM checks its source
database and extracts the corresponding secret key Ki (Ki  retrieveKeyðSiÞ). In the
integrity check process, the DSM decrypts the selected data such as DATA = ID ⊕ KSH

to get the original data and checks MAC for the data integrity.

4 Security Analysis of DLSeF

In this section, we provide a theoretical analysis on our approach. We made the
following assumptions: (a) any participant in our scheme cannot decrypt the data that
was encrypted by DLSeF algorithm unless it has the shared key which was used to
encrypt the data; (b) as DSM is located at the big data processing system side, we
assume that DSM is fully trusted and no one can attack it; and (c) sensors’ secret key,
Prime (Pi) and secret key calculation procedures reside inside the trusted part of the
sensor (such as the TPM) so that they are not accessible to the intruders.

Similar to most security analyses of communication protocols, we now define the
attack models for the purpose of verifying the authenticity and integrity.

Definition 1 (attack on authentication). A malicious attacker Ma can attack on the
authenticity if it is capable to monitor, intercept, and introduce itself as an authenticated
source node to send data in the data stream.

Definition 2 (attack on integrity). A malicious attackerMi can attack on the integrity of
the data if it is an adversary capable to monitor the data stream regularly and try to
access and modify the data blocks before it reaches to DSM.

Theorem 1: The data security of data streams is not compromised by changing the
size of shared key (KSH).

Proof: The dynamic prime number generation generates and updates the key on both
source and DSM. The dynamic shared key length is either 32 bit or 64 bit or 128 bit.
The ECRYPT II recommendations on key length say that a 128-bit symmetric key
provides the same strength of protection as a 3,248-bit asymmetric key [16]. Even
smaller symmetric key provides more security as it is never shared publicly. Advanced
processor (Intel i7 Processor) took about 1.7 ns to try out one key from one block.
With this speed it would take about 1.3 × 1012 × the age of the universe to check all the
keys from the possible key set [16]. By reducing the size of the prime number, we vary
the key length to confuse the adversary, but achieve faster security verification at DSM
using the data reported in Table 2. Further, Table 2 shows that 128 bit symmetric key
takes 3136e +19 ns (more than a month), 64 bit symmetric key takes 3136e +19 ns
(more than a week), and so on. We fixed the time interval (t) to generate prime number
and updated the shared key as follows: t = 720 h for 128-bit key length, t = 168 h for
64-bit length, and t = 20 h for 32 bit length key (see Algorithm I). Dynamic shared key
is computed based on the calculated prime number and associated properties initialized
accordingly (See Algorithm II). Based on these calculation, we conclude that an
attacker cannot intercept within the interval time t. The key has been already changed
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four times before an attacker knows the key and this knowledge is not known to the
attackers. Data blocks arrived after 20 h are discarded as they might be compromised.

Theorem 2: Relative prime number Pi is calculated in Algorithm II is always syn-
chronized between the source sensors (Si) and DSM.

Proof: The normal method to check the prime number is 6k + 1, 8k2 N+ (an integer).
Here, we first initialize the value of k based on this primary test formula stated above.
Our prime number generation method is based on the nth prime number generation
concept and from the extended idea of [24]. In our approach, the input Pi is the
currently used prime number (initialized by DSM) and the return Pi is the calculated
new prime number. Intially Pi is intianized by DSM at DLSeF Handshaking process
and the interval time is t (see Algorithm I).

By applying the Algorithm II, we calculate the new prime number Pi based on the
previous one Pi�1. The complete process of the prime number calculation and gener-
ation is based on the value of m, where m is initialized from k. The value of k is kept
constant at source because it is calculated from the current prime number. This is

Table 2. Time taken by symmetric key (AES) algorithm to get all possible keys using the most
advanced Intel i7 processor.

Key Length 8 16 32 64 128
Key domain size 256 65536 4.295e + 09 1.845e +19 3.4028e + 38
Time (in nanoseconds) 1435.2 1e + 05 7.301e + 09 3136e +19 5.7848e + 35
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initialized during DLSeF Handshaking. Since k is constant the procedure Prime (Pi)
returns identical values at both seniors and DSM. In Algorithm II, the value of S(x) is
computed as follows, if the computed value is 1 then x is a prime; otherwise it is not a
prime.
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S1 xð Þ ¼ �1ð Þ
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2 ¼ 1

Hence, the property of S xð Þ is proved.
Theorem 3: An attacker Ma cannot read the secret information from a sensor node (Si)
or introduce itself as an authenticated node in DLSeF.

Proof: Following Definition 1 and considering the computational hardness of secure
module (such as TPM), we know that Ma cannot get the secret information for Pi

generation, Ki and KeyGen. So there are no possibilities for the malicious node to trap
sensor, but Ma can introduce him/herself as an authenticated node to send its infor-
mation. In our approach, a sensor (Si) sends IDð Þ k ADð Þð Þ, where the second part of the
data block Si � KSHð Þ is used for authentication check. DSM decrypts this part of the
data block for authentication check. DSM retrieves Si after decryption and matches
corresponding Si within its database. If the calculated Si matches with the DSM
database, it accepts; otherwise it rejects the node as source and it is not an authenticated
sensor node. Hence, we conclude that an attacker Ma cannot attack on big data stream.

Theorem 4: An attacker Mi cannot read the shared key KSH within the time interval t in
DLSeF model.

Proof: Following Definition 2, we know that an attacker Mi has full access to the
network to read the shared key KSH , but Mi cannot get correct secret information such
as KSH. Considering the method described in Theorem 1, we know that Mi cannot get
the currently used KSH within the time interval t (see Table 2), because our proposed
approach calculates Pi randomly after time t and then uses the value Pi to generate KSH

as described in Theorems 1 and 2.

5 Experimental Evaluation

The proposed DLSeF security approach though deployed in big sensor data stream in
this paper is a generic approach and can be used in other application domains. In order
to evaluate the efficiency and effectiveness of the proposed architecture and protocol,
even under the adverse conditions, we experimented with two different approaches in
two different simulation environments. We first verify the security approach using
Scyther [22], and then measure the efficiency of the approach using JCE (Java Cryp-
tographic Environment) [23].

5.1 Security Verification

The protocols in our proposed approach is written in Scyther simulation environment
using Security Protocol Description Language (.spdl). According to the features of
Scyther, we define the role of S and D, where S is the sender (i.e., sensor nodes) and D
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is the recipient (i.e., DSM). In our scenario, S and D have all the required information
that are exchanged during the handshake process. This enables S and D to update their
own shared key. S sends the data packets to D and D performs the security verification.
In our simulation, we introduce two types of attacks by adversaries. In the first type of
attacks, a malicious attacker change the data while it is being transmitted from S to D
through intermediaries (integrity attack). In the second type of attacks (authentication
attack), an adversary acquires the property of S and sends the data packets to D
pretending that it is from S. We experimented with 100 runs for each claim and found
out no attacks at D as shown in Fig. 2(a).

Experiment model: In practice, attacks may be more sophisticated and efficient than
brute force attacks. However, this does not affect the validity of the proposed DLSeF
approach as we are interested in efficient security verification without periodic key
exchanges and successful attacks. Here, we model the process as described in the
previous section and vary the key size between 32 bits, 64 bits, and 128 bits (see
Table 2). We used Scyther, an automatic security protocols verification tool to verify
our proposed model.

Results:We did our simulation using a different number of data blocks in each run. Our
experiment ranged from 10 to 100 instances with 10 intervals. We checked authenti-
cation for each data block, whereas the integrity check is performed on the selected
data blocks. As the key generation process is saved in the trusted part of the sensors, no
one can get access to those information except the corresponding sensor. Hence, we did
not find any authentication attacks. For integrity attacks, it is hard to get shared key
(KSH), as we are frequently changing the shared key (KSH) and its length based on the
dynamic prime number Pi on both source sensor (Si) and DSM. In the experiment, we
did not encounter any integrity attacks. Figure 2(a) shows the result of security veri-
fication experiments in Scyther environment. This shows that our approach is secured
from integrity and authentication attacks.

Fig. 2. (a) Scyther simulation result of successful security verification at DSM. (b) Performance
of our approach compared in efficiency to 128 bit AES and 256 bit AES.
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5.2 Performance Comparison

Experiment model: It is clear that the actual efficiency improvement brought by our
approach highly depends on the size of the key and rekeying without further com-
munication between sensor and DSM. We have performed experiments with different
size of data blocks. The results of our experiments are given below.

We compare the performance of our proposed approach DLSeF with advanced
encryption standard (AES), the standard symmetric key encryption algorithm [20, 21].
Our approach is efficient compared with two standard symmetric key algorithm such as
128-bit AES and 256-bit AES. This performance comparison experiment was carried
out in JCE (Java Cryptographic Environment). We compared the processing time with
different data block size. This comparison is based on the features of JCE in java virtual
machine version 1.6 64 bit. JCE is the standard extension to the java platform which
provides a framework implementation for cryptographic method. We experimented
with many-to-one communication. All sensors node communicate to the single node
(DSM). All sensors have the similar properties whereas the destination node is more
powerful to initialize the process (DSM). The rekey process is executed at all the nodes
without any intercommunication. Processing time of data verification is measured at
DSM node. Our experimental results are shown in Fig. 2(b).

Results: The performance of our approach is better than the standard AES algorithm
when different sizes of the data blocks are considered. Figure 2(b) shows the processing
time of the DLSeF approach in comparison with base 128-bit AES, and 256-bit AES
for different size of the data blocks. The performance comparison shows that our
proposed approach is efficient and faster than the baseline AES protocols.

From the above two experiments, we conclude that our proposed DLSeF approach
is secured (from both authenticity and integrity attacks), and efficient (compare to
standard symmetric algorithms such as 128-bit AES and 256-bit AES).

6 Conclusion and Future Works

In this paper, we have proposed a novel authenticated key exchange approach, namely
Dynamic Key Length Based Security Framework (DLSeF), which aims to provide
real-time security verification approach for big sensing data stream. Our approach has
been designed based on the symmetric key cryptography, dynamic key length and
dynamic prime number generation. We proved our proposed DLSeF approach sig-
nificantly improve the security verification time without compromising the security by
theoretical analysis and experimental evaluation. In this proof we shown that our
approach prevent malicious attacks on authenticity and integrity. In our approach,
dynamic key initialization at both sensor and DSM reduce the communication and
computation overhead. We plan to pursue a number of research avenues in future to
perform importance for better security of big data stream. We will further investigate
the technique to develop a moving target defense strategy for the Internet of Things.
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Abstract. Online social networks are popular communication tools for
billions of users. Unfortunately, they are also effective tools for hidden
paid posters (or Internet water army in some literatures) to propagate
spam or mendacious messages. Paid posters are typically organized in
groups to post with specific purposes and have flooded the communi-
ties of microblogging websites. Typical traditional methods only utilize
individual characteristics in detecting them. In this paper, we study the
group characteristics of paid posters and find that group characteristics
are also very important in detecting them comparing to individual char-
acteristics. We construct a classifier based on both the individual and
group characteristics to detect paid posters. Extensive experiments show
that our method is better than existing methods.

Keywords: Paid posters · Internet water army · Microblogging · Social
network

1 Introduction

Nowadays, social networks like Twitter, SINA Weibo and Facebook are becoming
popular information sources for billions of people. Due to the ease of forwarding
messages, information can disseminate to a large number of interested people
via their social network. For example, if a user posts a tweet in Twitter, all its
followers can read the tweet immediately. Some users like famous people even
have millions of followers. As one of the major social networks, microblogging
differs from a traditional blog and allows users to exchange small elements of con-
tent such as short sentences, individual images, or video links. There are several
famous microblogging platforms like Twitter, SINA Weibo and Yammer. Users
can post about topics ranging from the daily chats to the thematic like national
policies. The microblogging platforms have significantly influenced people’s daily
life and brought considerable opportunities to business.

Paid posters [8] are typical employed to promulgate spam or mendacious
information to increase normal users’ awareness of their targets in a campaign.
If there are large number of mendacious messages, normal users can not know the
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 109–123, 2015.
DOI: 10.1007/978-3-319-26187-4 8
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actual state of affairs. This maybe lead some bad consequences if large number
of normal users are misled. For example, the CEO of Smartisan Technology
corporation named Luo Yong-hao announced that their new product “Smartisan
T1” was attacked by paid posters and publicly offered a reword of CNY 200,000
to find the paid posters1. There are many slanderous comments for their new
product and the sales of the product are decreased. To reduce the negative effect,
it’s crucial for us to detect paid posters.

Paid posters are different from traditional spammers. First, paid posters are
typical a group of users with group characteristics while spammers (except opin-
ion spam) are usually considered to be individuals. Second, some paid poster
groups go far away than posting spam message, the behaviors of them some-
times can hurt others. Third, paid posters are either controlled by a program
through platform API or human beings. They are different from Twitter bot [9]
which is a program used to produce automated posts or to automatically fol-
low Twitter users. As they can also be human beings which are more covert and
complex than Twitter bot. Fourth, paid posters are more covert than spammers.
They are normal users at ordinary times, but they become paid posters when
they try to promote a campaign. Even Some famous users with high influence
can be paid to be paid posters temporarily when they are needed in a promoting
campaign. Opinion spam is a kind of paid posters [16,20], but existing researches
focused on detect them in electronic-commerce websites like Amason.com and
hotel booking website TripAdvisor, rather than social network platforms like
microblogging websites.

Spammers have been appearing in many applications like blogs [17,24], email
[2,6], Web search engine [12] and videos websites [3,5]. There are a large amount
of methods which have been proposed to detect them [11,15] in these platforms.
They mainly employ individual statistical characteristics for detecting spam.
Our study finds that group characteristics are also important for detecting paid
posters. Traditional methods which only utilize individual statistical character-
istics are not good enough for detecting paid posters. For example, in a promo-
tional campaign to promote an URL, many paid posters retweet the advertising
tweet to their communities to make large number of users see it. Typically most
of them do not follow the author of the advertising tweet, so it is important to
use group characteristic “retweeting without following” to detect paid posters.

In this paper, we study six group characteristics for detecting paid posters.
The group characteristics are discussed in Sect. 3. Some individual characteristics
used in traditional spam detecting methods are also utilized in our method. User
influence which is calculated by users’ multi-relational networks [10] is employed
to detect paid posters. We employ the SVM model to combine the individual
characteristics and group characteristics to detect paid posters. Experimental
results on three real datasets show that our method is better than existing
methods.

The main contributions of this paper can be summarized as follows:
1 http://digi.163.com/14/0919/15/A6H2KS8H00162OUT.html.

http://digi.163.com/14/0919/15/A6H2KS8H00162OUT.html
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– We study several useful group characteristics for detecting paid posters and
find that group characteristics are also very important in detecting paid
posters comparing to traditional individual features.

– We propose a method named “IGCSVM” combining both user’s individual
and group characteristics for detecting paid posters.

– Extensive experiments have been done on three real datasets of SINA Weibo.
Experimental results show that our IGCSVM method is more effective than
existing methods in detecting paid posters.

The rest of this paper is organized as follows: Sect. 2 discusses some impor-
tant related works. Section 3 introduces our method for detecting paid posters.
Experimental results are shown in Sect. 4. Finally, conclusion and future work
are provided in Sect. 5.

2 Related Works

Spammers have been appearing in a lot of applications, such as blogs [17,24],
email [2,6], Web search engine [12] and videos [3,5]. And there are a large amount
of methods which have been proposed to detect them [11,15]. Zhang et al. [26]
analyze the characteristics of the spam users in two campaigns in Twitter. They
explored the mention network to find the characteristics of outdegree and inde-
gree, neighborhood connectivity and burstiness in order to find their relation-
ships with spam users. They also analysis the online social network to get the
features of followers/friends and response time. They try to find useful features
for spam detection. They also investigate the benefit-cost analysis of spammers
based on epidemic model. Yang et al. [27] presented a case study of analyz-
ing inner social relationships of criminal users and proposed a new algorithm
named Mr.SPA to detect users that have close relationship with criminal users.
They also designed an algorithm named CIA to detect more criminal users based
on a seed set by analyzing the social and semantic relationships among users.
Gao et al. [13] proposed a method to detect malicious users and posts based on
URL and text clustering. They also analysis the characteristics of the malicious
users and posts. Thomas et al. [23] characterized the behaviors of 1.1 million
spammers on Twitter by analyzing the text of the tweets sent by the suspended
users. They also found there was a market providing spam users services. They
also explored five spam campaigns and find the tools employed by spammers
and the approaches they used in spam activities. Lee et al. [18] analyzed the
profile features of spammers and developed a classifier to classify spam users
to different categories: promoters, legitimate users and so on. Grier et al. [14]
studied spam on Twitter and found that clickthrough rate of spam URLs was
much lower than email. The analyze also showed that 84 % spam users are orga-
nized by few number of controllers. M. McCord and M. Chuah [19] studied user
based and content based features and find that they are different between spam-
mers and legitimate users. They also utilize the features for detecting spammers.
Chu et al. [9] build a classifier to determine an account to be a human, bot or
cyborg.
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There are also some researches about paid posters. Opinion spam is a kind
of paid poster. Jindal and Liu [16] found that opinion spam is widespread and
in electronic-commerce websites. They trained their models using features like
review text, reviewer and product to detect duplicate opinions in Amazon.com.
Ott et al. [20] proposed a n-gram based text categorization to detect deceptive
opinion spam in hotel booking website TripAdvisor. Chen et al. [8] investigated
the behavioral pattern of paid posters and designed a detection mechanism to
identify potential paid posters based on user comments in social network. We
utilize not only user comments but also user posts, user social friendships and
group characteristics for detecting paid posters in this paper. Wang et al. [25]
studied five features for detecting paid posters. Zeng et al. [28] investigated the
behavior patterns of paid posters in online forums.

3 Detecting Organized Posters

3.1 Typical Organization Structure

To promote a campaign, the organizers of the campaign will typically employ
three teams working for them: resource team, poster team and observation and
evaluation team. The typical organization structure for paid posters is shown
in Fig. 1. The organizers ask the resource team to prepare content of tweets for
posting. The content can be not only text content, but also image, audio and
even video. There are writers, graphic designers, video makers and so on in the
resource team. Poster team is responsible for publishing the content manufac-
tured by the resource team in popular websites like SINA Weibo. The observation
and evaluation team is responsible for observing and evaluating the effect of the
whole promoting activities and competitors’ activities.

Fig. 1. Typical structure for the paid posters

The poster team mainly comes from two sources. First, some companies
and organizations control large number of paid posters directly. These paid
posters either controlled through open API of the platforms such as SINA Weibo
Open Platform or employees in the company or organization. Second, some paid
posters come from temporary recruitment. There are some platforms for hiring
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part-time posters, such as Shuijunwang.com and 51shuijun.net. A company or
organization can quickly employ a large number of paid posters from these plat-
forms. The paid posters can be hired to attract public attention to their targets,
enhance the strength of their viewpoints to something or even perturb public
perspective. Some messages we see sometimes can not be trustworthy due to
many rumors posted by them.

3.2 Framework for Detecting Organized Posters

Our framework for detecting paid posters is shown in Fig. 2 based on the indi-
vidual and group characteristics using SVM model (IGCSVM). Given a user,
we first study its individual statistical characteristics and group characteris-
tics. The four individual characteristics and six group characteristics form a
10-dimensional vector. The features in the 10-dimensional vector are normalized
to be between 0 and 1. Then we build a classification model from the training
dataset to classify a user to be a paid poster or a legitimate user. A record in
the training data is represented as the 10-dimensional vector and a class label
(1 or −1). Class label 1 represents user u to be a paid poster and −1 represents
it to be a legitimate user.

Fig. 2. Framework for detecting paid posters

Individual Statistical Characteristics. The four individual statistical char-
acteristics are discussed in this section.

The Ratio of Friends to Followers. Some paid posters are not likely to be
followed by normal users since they always do not post high quality contents.
So they can not get many followers. The ratio of friends to followers (RFF) of a
paid poster is always larger than normal users. We define the ratio of friends to
followers PRFF in Eq. 1.

PRFF =
NFR

NFR + NFO
(1)

where NFR is the number of friends of a user and NFO is the number of followers
of the user.
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The Ratio of Tweets that Contain URLs to User’s All tweets. Since
the length of a tweet is not allowed to exceed 140 characters in microblogging
websites like Twitter and SINA Weibo, there is always an URL in paid posters’
tweets to promote a campaign. The ratio of tweets that contain URLs to user’s all
tweets (URL) for paid posters is probably higher than normal users. Equation 2
is defined to be the ratio of tweets that contain URLs to all tweets PURL.

PURL =
NURL

NAll
(2)

where NURL is the number of tweets that contain URLs and NAll is the total
number of tweets of a user.

The Ratio of Replied/Retweeted Tweets to User’s All Tweets. Paid
posters’ tweets are less likely to be replied or retweeted than normal users’ tweets.
The first reason is that paid posters tend to post low quality tweets. The second
one is that there are probably fewer normal users following them. Then the ratio
of replied/retweeted tweets to user’s all tweets (RRE) can be used distinguish
paid posters and normal users. Equation 3 shows how to calculate the ratio of
replied/retweeted tweets to user’s all tweets PRRE .

PRRE =
|TSetreply ∪ TSetretweet|

NAll
(3)

where TSetreply and TSetretweet are the set of tweets that have been replied or
retweeted. NAll is the total number of tweets for a user.

Influence. Ding et al. [10] compute a user’s influence based on the multi-
relational network. They perform multi random walks on the retweet, reply,
reintroduce, and read networks which are constructed by the retweet, reply,
reintroduce, and read relations between users. We implement their method on a
multi-relational network that is constructed from the retweet and notify (@user-
name) relations. There are more than 30 million users and a parallel distributed
framework MapReduce2 is used to compute the influence of users on a Hadoop3

cluster which contains 32 nodes. The influence of a user (IN) PIN (0 ≤ PIN ≤ 1)
is defined to be a feature for detecting paid posters.

Group Characteristics. The six group characteristics are discussed in this
section.

Original Tweet Posting. Paid posters tend to post copied tweets (sometimes
changing few words) from the resource team which is described in Sect. 3.1 We call
this feature “original tweet copying” (OTCopy). This observation has been widely
studied in some existing researches [13,27] for detecting spam. To find the copied
tweets, we first segment tweets to process Chinese words using ICTCLAS which is
2 MapReduce: http://en.wikipedia.org/wiki/MapReduce.
3 Apache Hadoop: http://en.wikipedia.org/wiki/Apache Hadoop.

http://en.wikipedia.org/wiki/MapReduce
http://en.wikipedia.org/wiki/Apache_Hadoop
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developed by Institute of Computing Technology, Chinese Academy of Sciences4.
Then stopwords are removed and TF-IDF weighting schema is used to calculate
weights of words. Finally we use vector space model (VSM) [21] to compute the
similarity of two tweets. The threshold in our experiment is set to be 0.85, which
is an empirical value, to determine whether two original posts (not a retweet) are
the same. For a tweet tweeti, we think it is copied from tweetj if the similarity
between tweeti and tweetj is beyond the threshold and the posting time of tweeti
is after tweetj . We compared all tweets in our experiments to find copied tweets.
Suppose a user u posts a total of NOT tweets in a campaign, there are NOTCopy

tweets that are copied from others in a campaign. Then group characteristics “orig-
inal tweets posting”POT for building classificationmodel is obtained from the ratio
of NOTCopy and NOT as shown in Eq. 4.

POTCopy =
NOTCopy

NOT
. (4)

Retweeting. A retweet is a reposting of someone else’s tweet. It is common
to retweet its friends’ tweets which can be seen in its timeline in SINA Weibo
and add some comments on them. But for paid posters, they always retweet
from someone who they do not follow and add the same comments that come
from the resource team as other paid posters. Suppose a user u retweets a total
of NRT tweets, there are NRTNonFriends tweets that are retweeted from users
who are not its friends, then the feature PRTNonFriends of group characteristic
“retweeting without following (RTNonFriends)” for building classification model
is obtained from the ratio of NRTNonFriends and NRT as shown in Eq. 5.

PRTNonFriends =
NRTNonFriends

NRT
(5)

Suppose there are NRTCopy tweets that have the same comments with others,
then the feature “retweeting copy (RTCopy)” PRTCopy for building classification
model is obtained from the ratio of NRTCopy and NRT as shown in Eq. 6. The
VSM model is used to measure if two comments are the same one like what has
been done in measuring if two original tweets are the same ones.

PRTCopy =
NRTCopy

NRT
(6)

Replying. Everyone can reply tweets in SINA Weibo. Like posting a new tweet,
paid posters tend to get the comments from the resource team and they post
the same comments (sometimes changing few words) on the target tweets. VSM
model is also used to measure the similarity between two comments in a dataset.
Paid posters are more likely to comment on users’ tweets and the users are not
their friends (non-friends). Given a user u who replies NRE times in all tweets of
a special campaign, there are NRENonFriends comments replied to non-friends’
4 ICTCLAS: http://ictclas.org/index.html.

http://ictclas.org/index.html
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tweets, then the feature PRENonFriends of group characteristic “replying without
following (RENonFriends)” for building classification model is obtained from the
ratio of NRENonFriends and NRE as shown in Eq. 7.

PRENonFriends =
NRENonFriends

NRE
(7)

If there are NRECopy comments are the same as others, the feature PRECopy

of group characteristic “replying copy (RECopy)” is obtained from the ratio of
NRECopy and NRE as shown in Eq. 8.

PRECopy =
NRECopy

NRE
(8)

Mentioning. Mentioning someone enables the mentioned user to receive a noti-
fication. It’s also a convenient way for normal users to communicate with friends,
but paid posters utilize the way to spread messages to the users they want. It’s
an usual way for paid posters to make others to see their tweets. This feature is
also used to detect spammers in many studies [14,26,27]. If a user posts, retweets,
replies the same tweet and mentions someone in its tweet, but the mentioned users
are neither talked in the tweet nor followed by the poster, then it will be consid-
ered to be an abnormal action. Posting, retweeting and replying the same tweet
has been studied in this section, we only consider the retweeting action with no
comments but mentioning un-followed and un-related users in this paper. Given
a user u who mentions un-followed and un-related users NNoFollow times in all
NME tweets of a campaign and we call this feature” mentioning without following
(NoFollow)”, then the feature “mentioning without following (NoFollow)” PME

can be obtained from the ratio of NNoFollow and NME as shown in Eq. 9.

PME =
NNoFollow

NME
. (9)

4 Experiments and Evaluation

4.1 Dataset

SINA Weibo5, which is a microblogging website like Twitter, is one of the most
popular websites in China with over 500 million registered users [1]. We col-
lected public tweets via API in Sina Weibo. We obtained three datasets which
are “Sina Campaign”, “The Continent” and “Sangfor Tournament”. The “Sina
Campaign” dataset is conducted to promote a campaign in SINA Weibo. We
collected all tweets about “Sina Campaign”. To protect privacy, we do not show
details in this dataset. We also collect two open public datasets “The Conti-
nent” and “Sangfor Tournament”. We show the details about how we collected
the two datasets. We extracted tweets that contain hashtag “#The Continent#”
5 SINA Weibo: http://www.weibo.com/.

http://www.weibo.com/
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for dataset “The Continent”. We collected 79,075 tweets from 72,064 users and
42,325 comments for the tweets between June 25 and July 25, 2014. Dataset
for topic “Sangfor Tournament” was collected from tweets that contain keyword
“Sangfor Tournament” from Jun 27 to Aug 27, 2014. There are 57,474 tweets
from 16,364 users and 1,021 comments in the dataset. The follower/friend rela-
tionship and the most recent 200 tweets of all users in the three datasets were
crawled.

Since it is hard to know who is exactly a paid poster or a legitimate user, to
construct test datasets from topic ‘The Continent” and “Sangfor Tournament”,
we randomly selected 450 users from each dataset and estimated them manually
by three volunteers. They were asked to carefully check the content, the client,
content of comments, retweeters of the top-100 posts of each user to evaluate
whether a user was a paid poster or not. We also asked them to check other
features like the user influence, the ratio of friends to followers, the ratio of
replied/retweeted tweets to user’s all tweets, the ratio of tweets that contain urls
to user’s all tweets and so on. For example, a user posts a tweet and the content
of the tweet is the same as others (We set the number of persons to be 3 in our
evaluation), and the client for posting the tweet is not coming from a sharing
source like news website. Furthermore, the influence of the user, the ratio of
friends to followers, the ratio of replied/retweeted tweets to user’s all tweets are
low, and the ratio of tweets that contain urls to user’s all tweets is very high,
then the user is probably a paid poster. If two or all of the three volunteers
think the user is a paid posters, then it is. Otherwise, it is a legitimate user.
There are 171 paid posters and 279 legitimate users in the “The Continent”
dataset, comparing to 351 paid posters and 99 legitimate users in the “Sangfor
Tournament” dataset.

For dataset “Sina Campaign”, we totally control the dataset and know who
are the paid posters. We also randomly select 450 users like the datasets “The
Continent” and “Sangfor Tournament”. There are 294 paid posters and 156
legitimate accounts.

4.2 Experiments

To evaluate the performance of our methods for detecting paid posters, we com-
pare them with two baseline methods: SpamSVM method [4,18] and Chen2013
method [8]. 10-fold cross-validation is performed to analyze the performance of
these methods in all experiments. Details of these methods are described below:

IGCSVM Method. Our IGCSVM method is based on both the individual sta-
tistical characteristics and group characteristics discussed in Sect. 3.2. Support
Vector Machine (SVM) with a linear kernel was used to learn the classifica-
tion model from the 10 features in Sect. 3.2. The values of the 10 features are
computed by the equations in Sect. 3 like Eq. 1 and so on.

Individual method. Individual method is like the IGCSVM method, but it
is only based on the four individual statistical characteristics of paid posters in
Sect. 3.2.
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Fig. 3. Performance of the five methods

Group Method. Group method is like the IGCSVM method, but it is only
based on the six group characteristics of paid posters in Sect. 3.2.

SpamSVM Method. Methods for detecting spammers can also be used to
detect paid posters. Some researches [4,18] employ profile-based features and
user’s tweets to build an effective supervised learning model. A classifier is used
to learn the model. And then the model is applied on unseen data to filter
social spammers. In our experiments, profile-based features which are statistical
features in Sect. 3.2 and semantic features which are original tweet copying and
replying copy in Sect. 3.2 are employed.

Chen2013 Method. Chen et al. [8] proposed a method to detect paid posters
using users’ comments. Their method is based on users’ comments rather than
user’s posts. The features they use in their method are ratio of replies, average
interval time of posts, active days, the number of news reports and replying copy.
LIBSVM [7] is also used in our experiments.

Support Vector Machine (SVM) with a linear kernel is used in all our exper-
iments to learn classification models as it can get state of the art results [22].
SVM is a supervised learning model for classification and regression analysis.
An open source implementation of SVM named LIBSVM [7] was used in all
our experiments. LIBSVM is an integrated software for support vector classifi-
cation and the main features of LIBSVM include different SVM formulations,
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Fig. 4. Accuracy comparison with the change of the threshold

efficient multi-class classification, cross validation for model selection, various
kernels (including precomputed kernel matrix) and so on.

We compare the five methods in the datasets “The Continent”, “Sangfor
Tournament” and “Sina Campaign” with accuracy, and F1 score. Figure 3(a)
and (b) show the performance results of the five methods in the three datasets.
We can find that our ISCSVM method achieves the best performance on F1 score
and accuracy in all the three datasets. It’s significantly better than traditional
spam detection method SpamSVM on F1 score and accuracy. The Group method
is also better than traditional spam detection method SpamSVM and Individual
method on F1 score and accuracy in all the three datasets. It shows that group
features are more discriminative than traditional individual features for detecting
spam in detecting paid posters. Chen2013 method is not good enough partly
because there are only 1021 comments in the dataset “Sangfor Tournament”.

We compare the accuracy of the five methods with the change of the threshold
value which is used to distinguish ranges of values for detecting paid poster.
If the value of the model predicting the probability of a user to be a paid poster
is below the threshold, then it will considered to be a paid posters. Otherwise, it
will be considered to be a legitimate user. The results on the three datasets are
shown in Fig. 4. We can find that IGCSVM method gets the best performance
when the threshold is between 0.3 and 0.7.



120 X. Wang et al.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

False Positive Rate

Tr
ue

 P
os

iti
ve

 R
at

e

OTCopy
RTNonFriends
RTCopy
NoFollow
RECopy
RENonFriends
RRE
URL
RFF
IN

(a) The Continent

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

False Positive Rate

Tr
ue

 P
os

iti
ve

 R
at

e

OTCopy
RTNonFriends
RTCopy
NoFollow
RECopy
RENonFriends
RRE
URL
RFF
IN

(b) Sangfor Tournament

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

False Positive Rate

Tr
ue

 P
os

iti
ve

 R
at

e

OTCopy
RTNonFriends
RTCopy
NoFollow
RECopy
RENonFriends
RRE
URL
RFF
IN

(c) Sina Campaign

Fig. 5. Features comparison

A Receiver Operating Characteristics (ROC) curve is constructed to measure
the discrimination power of individual and group characteristics shown in Sect. 3.
ROC curve is plotting true positive rate to false positive rate with the change of
different threshold value. The four individual characteristics which are “RFF”,
“RRE”, “URL” and “IN” and six group characteristics which are “OTCopy”,
“RTCopy”, “RTNonFriends”, “RECopy”, “RENonFriends” and “NoFollow” are
compared. Figure 5 shows the discrimination power of the ten features.

For the “The Continent” dataset shown in Fig. 5(a), we can find that “RTNon-
Friends” is the most discriminative feature in detecting paid posters. Features
“NoFollow”, “RECopy”, “RENonFriends” and “OTCopy” are the least discrim-
inative features. In the dataset “Sangfor Tournament” shown in Fig. 5(b), group
feature “OTCopy” and individual feature “RRE” and “IN” are the most discrimi-
native features in detecting paid posters. For the “Sina Campaign” dataset shown
in Fig. 5(c), we can find that group feature “RTCopy”, “RTNonFriends” and indi-
vidual feature “RFF”, “RRE” are the most discriminative feature in detecting
paid posters. It shows that group features and individual features are both impor-
tant to detect paid posters in dataset “Sina Campaign”. It is the reason that our
IGCSVM using both group and individual features gets better performance than
Group method and Individual method which is based on only group or individual
features.
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We detect paid posters in the three datasets using IGCSVM method which
gets the best accuracy and F1 score. The number of paid posters detected by
IGCSVM method is shown in Fig. 6. IGCSVM method detects 14,514 paid
posters in dataset “The Continent” which contains 16,364 users totally. It is
88.69 % of all users. It finds 28,139 paid posters in dataset “Sangfor Tourna-
ment”, which is 39.05 % of all users. In “Sina Campaign” dataset, IGCSVM
method detects 13,984 paid posters of totally 53,062 users, which is 26.35 % of
all users.

5 Conclusion and Future Work

In this paper, we study a special type of online users named paid posters who are
organized to post for purposes like advertising and so on in SINA Weibo. Our
study is main related to online spam detection in social network. Our method
utilizes the group characteristics of paid posters to detect them. Traditional indi-
vidual statistics characteristics for detecting spam are also used to improve the
performance. Our experimental results on the three datasets “Sangfor Tourna-
ment”, “The Continent” and “Sina Campaign” show that group characteristics
are also important in detecting paid posters comparing to traditional individual
features. Our IGCSVM method which combines the two types of characteristics
is effective in detecting paid posters and better than exiting approaches.

Our method in choosing features for detecting paid posters is empirical. It’s
better to learn effective features automatically to adapt to the change of paid
posters. We will also try to improve the efficiency of our methods in future. For
example, our methods based on the bag of words model have to compare all
tweets in a dataset, it is not efficient enough. In future, we will try fingerprint
based method and construct an index like B-tree to reduce the computational
complexity.
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Abstract. Clustering methods aim to find clusters or groups of similar
objects in a given set of data. Common soft subspace clustering methods
for text data find different clusters in subspaces using a weighted dis-
tance measure. The weighting scheme heavily affects the clustering per-
formance and requires special consideration. Since text data has semantic
information along with syntactic information, a weighting scheme, which
uses semantic information, is more likely to generate a better clustering
solution.

This paper introduces a novel soft subspace clustering method that
uses a probabilistic model to extract semantic information from docu-
ments for weighting features. We created a feature weight matrix from the
probability distribution of terms in subspaces and developed a weighted
distance measure for finding similar documents in relevant subspaces.
Our experiment results on synthetic and real-world datasets show that
our newly developed method outperforms other state-of-the-art soft
subspace clustering methods.

Keywords: Clustering algorithms · Soft subspace clustering · Latent
dirichlet allocation

1 Introduction

Clustering methods try to find similar documents and group them together in
clusters. Documents are generally represented in a Vector Space Model, where
each distinct term is treated as a feature. Hence the feature space becomes very
large. Traditional clustering methods such as k-means, consider all features at
the same time to cluster the data and are only suitable for data with a small
number of features.

Subspace clustering methods are widely applied when the number of features
is very large. They try to group similar objects using a subset of features (i.e.
subspace) instead of all features. In subspace clustering, each cluster represents
a set of objects clustered according to a subspace of features. The problem
c© Springer International Publishing Switzerland 2015
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of subspace clustering is often divided into two sub-problems: determining the
subspaces and clustering the data. Based on how these problems are addressed,
there are two main categories of subspace clustering methods: hard subspace
clustering and soft subspace clustering. In hard subspace clustering, a feature in
a subspace is either present or not present (1 or 0), whereas in soft subspace
clustering, a feature in a subspace is determined by its degree of presence (i.e. a
weight between 0–1). A feature is considered relevant (i.e. present) if its weight
is high in a subspace and considered irrelevant if its weight is low in a subspace.

Fig. 1. Differences between of subspace clustering approaches and our new approach

In text datasets, some features can be considered to be partially presented
in subspaces. Therefore, soft subspace clustering methods, which assign weights
to features instead of determining the exact presence of features in a subspace,
are becoming more popular in text clustering.

The most popular soft subspace clustering methods are FWKM [20], EWKM
[19] and FGKM [9]. These methods use modified version of k-means to cluster the
data in different subspaces according to feature weights. These methods mainly
differ in terms of how they compute the feature weights. The main issue with
these methods is that they ignore the semantic information of the documents,
which might be helpful in improving the clustering process.

Latent Dirichlet Allocation (LDA) is a popular topic modeling method which
can be used to extract semantic information from a collection of documents. LDA
is based on a generative model, where a document is assumed to be generated
from the distribution of terms which form a special theme or topic. The main
idea of our method is to treat topics generated from the LDA model as subspaces
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because each topic specifies a soft subset of related terms (features). Subspaces
generated by the LDA were utilized in initializing the clusters in our method.

We use LDA model to compute a probability that a term is relevant in a
subspace (topic/subset of terms). These probabilities can represent the semantic
information and is used as term or feature weightings in our soft subspace clus-
tering to improve the clustering process. Figure 1 shows the difference between
existing clustering methods and our new method. The common existing soft
subspace clustering methods use a random approach to initialize weightings and
randomly assign objects to clusters. Then the feature weightings and clusters
are refined iteratively. In our method, we first use LDA to assign the feature
weights and assign objects to the initial clusters. Then we iteratively refine the
clusters according to the feature weights.

The main contribution of this paper is a new soft subspace clustering algo-
rithm for documents using semantically weighted terms for different subspaces
that are derived from the LDA model. The main novelty of the method is the
development of a new weighted distance measure from the LDA probability
matrices to compute the distances between the documents in different subspaces.

The paper is organized as follows: Sect. 2 discusses the related work; Sect. 3
describes our proposed method; Sect. 4 explains the experimental design and
Sect. 5 presents results along with discussion; and Sect. 6 provides a conclusion
of the paper along with the future directions.

2 Related Work

2.1 Hard Subspace Clustering

Hard subspace clustering methods divide the feature space into different sub-
spaces where each feature is either present or absent in a subspace. Hard sub-
space clustering methods can be further categorized by their search approaches
i.e. bottom-up and top-down. The examples of bottom-up hard subspace clus-
tering methods are CLIQUE [3], ENCLUS [10], MAFIA [18] and FINDIT [29].
The examples of top-down hard subspace clustering methods are PROCLUS [1],
ORCLUS [2] and δ-Clusters [30]. Our method differs from these methods because
it belongs to soft subspace clustering methods.

2.2 Soft Subspace Clustering

In soft subspace clustering, each feature is assigned different weights for differ-
ent subspaces. Hence some proportion of a feature is present in all subspaces. In
clustering process, the features that have higher weight values in a subspace con-
tribute more to form a cluster than the features that have lower weights. Gener-
ally the soft subspace clustering methods employ variable weighting scheme and
iteratively update the feature weights in the clustering process.

Variable weighting schemes are widely applied in data mining [11–13,21,22].
Some of the variable weighting methods can be extended, especially k-means type
variable weighting, to develop soft subspace clustering algorithms [7,14–17,20].
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Recent approaches such as FWKM [20], EWKM [19] and FGKM [8,9] use
k-means type variable weighting algorithms and formulate a minimization prob-
lem for data clustering. FWKM uses Lagrange multiplier and forms a polyno-
mial weighting formula to compute the feature weights and iteratively refines
the clusters using the following objective function.

min J(U,W,Λ) =
k∑

i=1

n∑
j=1

uij

m∑
t=1

λit[(μit − djt)2 + σ] (1)

where

– u is a k × n binary matrix representing the assignment of objects to clusters.
uij = 1 iff object j is in cluster i, uij = 0 otherwise.

– λ is k × m feature weight matrix. It represents k subspaces in rows and m
features in columns. The value in a cell is a weight of the feature to its corre-
sponding subspace and the value ranges from 0–1. The sum of the weights of
all features in a subspace is 1. i.e.

∑m
t=1 λit = 1, 1 ≤ i ≤ k, 0 < λit < 1

– μ is a k × m matrix representing the mean value of a feature in a cluster.
– djt represents a feature t of the jth object1.
– σ is an average spread/variance of all the features in a dataset.

EWKM clusters the data in a similar fashion but uses the exponential weight-
ing formula to compute the feature weights. Its objective function is similar to
Eq. 1, but instead of using σ, it uses Shanon entropy to control the weights.
FGKM has a slightly different approach, it not only uses the individual feature
weightings but also uses the feature group weightings scheme. The feature group
weightings is computed by combining features into different groups and then
assigning weights to those groups.

The above soft subspace clustering methods ignore the semantic information
of the documents in a clustering process. The main motivation of our research
work is to investigate the use of semantic information (e.g. topics) of documents
in soft subspace clustering process.

2.3 Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) [6] extracts topics/themes from documents,
which have semantic information. It is widely used in other domains such as
topic modeling [5] and Entity Resolution [4]. The topics generated by LDA can
be considered as subspaces and for each subspace, LDA facilitates to compute
a term weight. Our soft subspace clustering method is related to FWKM and
EWKM, however our method uses LDA based weighting scheme to utilize the
semantic information of the documents.

LDA is a probabilistic model with an assumption that a document is a ran-
dom mixture over latent topics and each topic is a distribution over terms.
The two main parameters in this model are topic-document distributions θ and
topic-term distributions φ.
1 For clustering a collection of documents, djt is often the term-frequency of a term

in a document.
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z t

Fig. 2. A common LDA graphical model using plate notation.

Figure 22 represents a graphical model for LDA. Arrows represent conditional
dependencies between two variables and plates/rectangles represent loop or rep-
etition of the variable mentioned in the corner of the plate. The shaded circle
represents the observed variable while unshaded represent unobserved variables.
Hyperparameter α is a prior on topic distribution. High value of α favors topic
distributions with more topics and low value (<1) of α favors topic distribution
with a few topics. Hyperparameter β is a prior on term distribution in every
topic, which controls the number of times terms are sampled from a topic. The
LDA model infers three latent variables θ, φ and z (topics) while observing t
(terms) in a document set D.

In Fig. 2, the inner plate (z and t) denotes the continuous sampling of topics
and terms until Nd terms are created from document d. The out plate (which
is surrounding θ) denotes the continuous sampling of a topic distribution for
each document d in a document set D. The plate surrounding φ denotes the
continuous sampling of a term distribution over each topic z until a total of
Z topics are generated. More details of LDA can be found in [5].

To the best of our knowledge, our research work is the first attempt that
applies LDA to assign weights and use it in text soft subspace clustering.

3 Our LDA Weighted K-Means Model

This section presents our new subspace clustering method which builds on LDA
for document clustering3. Figure 3 shows the overall design of our method. The
documents are pre-processed by implementing stop words filtration, low fre-
quency words filtration and WordNet lemmatization. Then we use LDA based
on Gibbs sampling to generate two matrices: topic-document matrix θ and topic-
term matrix φ. θ is then used for initializing the clusters and φ is used as feature
weights for refining the clusters.

3.1 Gibbs Sampling

We implemented LDA model in an unsupervised way (without using training
datasets) using Gibbs sampling algorithm explained in [24]. The Gibbs sampling
2 This figure is created by the author. However, similar figures are commonly used in

literature to describe LDA.
3 The code of our method was implemented using lingpipe toolkit (http://alias-i.com/

lingpipe/).

http://alias-i.com/lingpipe/
http://alias-i.com/lingpipe/
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iteratively computes the conditional probability of assigning an occurrence of
a term (token of a term) to each topic. The common Gibbs sampling method
provides the estimates of the posterior distribution over z (topics) but does
not provides θ and φ. However, we can use the Gibbs sampling technique to
approximate θ and φ from posterior estimates of z.

For each token i (an occurrence of a term), let vi, di, zi denote the term for
the token, the document for the token and the topic of the token respectively in
a document collection. The Gibbs sampling iteratively processes each term token
in the document collection and estimates the conditional probability of assigning
the current term token to an individual topic, based on the topic assignments to
all other term tokens. The conditional distribution is formalized as:

Prb(zi = r|z−i, ...) (2)

where zi = r is the assignment of ith token to topic r. z−i denotes the topic
assignment of all the tokens excluding the ith token. Other variables for Eq. 2
represented by (...) are vi, di, v−i, d−i, α and β. v−i represents all terms tokens
except the ith term token and d−i represents document tokens except the ith

document token. Griffiths and Steyvers [24] provided a simple way to compute
Eq. 2 as:

Prb(zi = r|z−i, ...) ∝ C(1)
rvi + β∑m

l=1 C(1)
rl + mβ

C(2)
rdi

+ α∑Z
z=1 C(2)

zdi
+ Zα

(3)

where C(1) and C(2) are Z ×m and Z ×D matrices respectively and Z, m, D are
the number of topics, terms and documents respectively. The cell values of these
matrices represent the frequency of the term/document for the corresponding
topics. C(1)

rvi denotes the number of times the term vi is assigned to the topic r

excluding the ith instance and C(2)
rdi

denotes the number of times a term token in
document d is assigned to the topic r excluding the ith instance.

3.2 Generating θ and φ

After applying the Gibbs sampling algorithm, we create two matrices: (1) φ topic-
term matrix and (2) θ topic-document matrix. These matrices are generated from
the two count matrices C(1) and C(2) according to [24] as follows:

φrt =
C(1)
rt + β∑m

l=1 C(1)
rl + mβ

, θrj =
C(2)
rj + α∑Z

z=1 C(2)
zj + Zα

(4)

φ corresponds to the probability that a term t is assigned to topic r and θ
corresponds to the probability that a document j is assigned to topic r.

The rows of topic-document matrix θ represent topics and the columns repre-
sent documents. The cells of θ represent the probability that a document has the
corresponding topic. We use this matrix to form the initial clusters. One should
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note that LDA naturally provides a simple way for clustering the documents.
However, this clustering is not soft subspace clustering. Following is a way to
improve the clusters generated from LDA by utilizing the information from LDA
and forming soft subspace clustering method.

In LDA model, each term is a feature and each topic corresponds to a sub-
space, therefore topic-term matrix φ can be considered of a feature weight matrix
for different subspaces where each feature or term has a degree of presence in all
subspaces or topics. We used the values of topic-term matrix φ for determining
relevant subspaces and developed a new weighted distance measure, which finds
similar documents in relevant subspaces.

Fig. 3. System diagram of our new method. θ and φ are the topic-document and topic-
term matrices respectively.

3.3 Objective Function

We perform clustering by formulating the clustering as a minimization problem
and our objective is to minimize the sum of squared distances between documents
and the nearest cluster centers weighted by different subspaces. The objective
function is similar to the objective functions (Eq. 1) of the FWKM or EWKM,
however, we do not include σ or Shanon entropy because we are already control-
ling the feature weighting using two hyper parameters of LDA model (α and β).
Moreover, the objective function uses previously computed LDA based feature
weights instead of computing the feature weights in iterative manner.

Let D = {d1, d2, d3, ..., dn} be a set of n documents and T = {t1, t2, t3, ..., tm}
represents m terms in the documents. Then the objective function for clustering
the n documents into k clusters can be defined as:

k∑
i=1

⎛
⎝ n∑

j=1

m∑
t=1

δijφit(μit − djt)2

⎞
⎠ (5)

where

– δ is a k×n binary matrix representing the assignment of documents to clusters.
δij = 1 iff document j is in cluster i, δij = 0 otherwise.

– φ is k × m topic-term matrix generated from LDA model. It represents
k subspaces in rows and m terms in columns. The value in a cell is a weight
of the term to its corresponding subspace and the value ranges from 0-1. The
sum of the weights of all terms in a subspace is 1. i.e.

∑m
t=1 φit = 1, 1 ≤ i ≤

k, 0 < φit < 1
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– μ is a k × m matrix representing the mean value of a term in a cluster. It is
calculated as:

μit =

∑n
j=1 δijdjt∑n
j=1 δij

(6)

– djt represents a term t (a feature) of the jth document, which is the term-
frequency of the term in the document.

We iteratively assign documents to their nearest cluster centers until the
algorithm converges. We minimize the objective function by updating δ using
the following:

δ =
{

δij = 1, if i = argminx dist(μx, dj)
δij = 0, otherwise (7)

where dist(μx, dj) is defined as

dist(μx, dj) =
m∑
t=1

φxt(μxt − djt)2 (8)

Equation 8 defines our distance measure. Unlike k-means, our distance mea-
sure computes the distance of a document from the cluster centers by using a
LDA parameter φ, which provides a semantic based feature weighting to differ-
ent subspaces. Higher value of the probability that a term is assigned to a topic
indicates that the term has a higher degree of presence in a subspace. There-
fore the difference between a term in the document and the mean value of the
term in the cluster for that particular term is more important. The use of LDA
differentiates our method from other soft subspace clustering methods.

3.4 Our Algorithm: DWKM

Our Dirichlet Weighted K-mean algorithm is a modified version of k-means
algorithm. The details are shown in Algorithm 1.

Algorithm 1. DWKM
Input: document set D and number of clusters k
Output: Clustering solution C

1: Preprocess document set D
2: Initialize the LDA model and assign all term tokens to Z Topics according to Eqs. 2

and 3
3: Perform Gibbs sampling and generate θ and φ from LDA model using Eq. 4
4: Initialize δ using θ. δij = 1, if i = argmaxx θx
5: repeat
6: Update clusters means according to Eq. 6
7: Assign documents to δ according to Eq. 7
8: until Convergence
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Algorithm 1 takes two arguments: a document set and the number of clus-
ters and outputs the clustering solution. The algorithm performs preprocessing
step on the documents, which includes stop word removal, lemmatization and
tokenization of words. Then the algorithm randomly assigns all term tokens to
Z topics and performs Gibbs sampling. Once φ and θ matrices are generated,
line 4 of the algorithm groups documents to different clusters according to their
highest probability using θ. The algorithm then, fine tunes the clusters by repeat-
ing the update and assignment steps according to Eqs. 6 and 7 until convergence
criteria is met. The convergence criterion terminates the loop if there are no more
documents to relocate to any clusters or the total number of specified iterations
exceeds the predefined limit.

4 Experimental Setup

Our experiments are designed based on two recent papers [9,19]. Our method
DWKM was evaluated on four synthetic and six real world datasets, and com-
pared with five clustering methods using different cluster quality measures. Four
synthetic datasets were generated by following the same process described in [9]
and six real-world datasets were generated as described in [19].

4.1 Datasets

The synthetic datasets SD1, SD2, SD3, SD4 were generated according to [9].
Each consists of 6000 objects, 200 features, three subspaces and three clusters.
The noise level in SD1, SD2, SD3 and SD4 are 0, 0.2, 0 and 0.2 respectively (as
described in [9]). The percentage of missing values in DS1, DS2, DS3 and DS4
are 0, 0, 0.12, 0.12 respectively. Detailed information about how to reproduce
the synthetic datasets can be found in [9].

The six real-word datasets with two or more clusters from 20-Newsgroup4 are
the same as [19]. Table 1 shows the details of these six datasets. The dataset D1,
D2 and D3 are easier than datasets D4, D5 and D6. D1 and D2 have semantically
different clusters whereas D4 and D5 have semantically related clusters. D3 and
D6 have unbalanced clusters (as shown in Table 1).

4.2 Evaluation Measures

In order to compare our method with other methods, we used two evaluation
measures: Cluster Accuracy [23] and F-measure [19,25–27] for synthetic dataset
and three evaluation measures: F-measure, Normal Mutual Information(NMI)
[32] and Entropy [31] for the real-world datasets. These measures are chosen
based on [19] and [9] The lower entropy value of a clustering solution indicates
the clustering solution has a better quality, whereas higher values of all other
evaluation measures indicate a better cluster quality.
4 http://qwone.com/∼jason/20Newsgroups/.

http://qwone.com/~jason/20Newsgroups/
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Table 1. Six real world datasets created from 20-Newsgroup dataset

Dataset Clusters # of docs Dataset Clusters # of docs

D1 alt.atheism 100 D4 talk.politics.mideast 100

comp.graphics 100 talk.politics.misc 100

D2 comp.graphics 100 D5 comp.graphics 100

rec.sport.baseball 100 comp.os.ms-windows 100

sci.space 100 rec.autos 100

talk.politics.mideast 100 sci.electronics 100

D3 comp.graphics 120 D6 comp.graphics 120

rec.sport.baseball 100 comp.os.ms-windows 100

sci.space 59 rec.autos 59

talk.politics.mideast 20 sci.electronics 20

The evaluation measures can be computed as follows:

ClusterAccuracy =
∑k

i=1 di
n

(9)

F-measure =
k∑

i=1

ni

n
· max
1≤j≤k

{
2 · nij

ni
· nij

nj

nij

ni
+ nij

nj

}
(10)

NMI =

∑k
i=1,j=1 nij log

(
n·nij
ni·nj

)
√

(
∑k

i=1 ni log ni

n )(
∑k

j=1 nj log nj

n )
(11)

Entropy =
k∑

j=1

nj

n

(
− 1

log k

k∑
i=1

nij

nj
· log

nij

nj

)
(12)

where di is correctly identified documents in cluster i, k is total number of clus-
ters and n is the total number of documents in a dataset. ni and nj represent the
number of documents in class i of the original dataset and cluster j in our com-
puted clustering solution respectively, nij represents the number of documents
that are common in both class i and cluster j.

5 Results

We compared our method DWKM with k-means, LDA based simple clustering,
FWKM [20], EWKM [19] and FGKM [9].
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Table 2. Comparison of clustering methods on synthetic dataset using Accuracy (AC)
and F-measure (FM). The values on left are the mean values of 100 runs and the values
in parenthesis are standard deviation of 100 runs.

Datasets Metric k-means LDA FWKM EWKM FGKM DWKM

SD1 AC 0.65 (0.09) 0.66 (0.11) 0.77 (0.14) 0.69 (0.10) 0.82 (0.16) 0.87 (0.15)

FM 0.63 (0.13) 0.65 (0.09) 0.73 (0.19) 0.59 (0.13) 0.75 (0.22) 0.81 (0.20)

SD2 AC 0.63 (0.04) 0.68 (0.06) 0.76 (0.10) 0.72 (0.13) 0.87 (0.16) 0.92 (0.15)

FM 0.64 (0.05) 0.69 (0.09) 0.75 (0.12) 0.63 (0.17) 0.82 (0.22) 0.88 (0.21)

SD3 AC 0.62 (0.04) 0.64 (0.07) 0.67 (0.07) 0.70 (0.09) 0.94 (0.13) 0.94 (0.12)

FM 0.62 (0.06) 0.63 (0.13) 0.64 (0.11) 0.59 (0.11) 0.91 (0.18) 0.92 (0.17)

SD4 AC 0.60 (0.04) 0.61 (0.15) 0.61 (0.06) 0.69 (0.08) 0.91 (0.13) 0.93 (0.13)

FM 0.59 (0.05) 0.60 (0.16) 0.60 (0.07) 0.58 (0.11) 0.88 (0.18) 0.90 (0.19)

5.1 Comparison

K-means and LDA based simple clustering algorithm were implemented in ling-
pipe. We provided predefined number of clusters as a parameter for both
algorithms. The simple LDA clustering algorithm uses the same initial steps
described in our method without the cluster refinement step. We treated initial
clusters as final clusters and skipped the loop which refines the cluster using fea-
ture weights. The parameters for LDA are number of topics = number of clusters
in ground truth, number of clusters = number of clusters in ground truth, α = 0.1
and β = 0.01. We tuned the parameter α and β for the best performance. FWKM,
EWKM and FGKM clustering algorithm were implemented in Weka5 and we used
standard parameters as described by the authors.

The performance of all six clustering algorithms for synthetic dataset is shown
in Table 2 and for real-world dataset is shown in Table 3.

Table 2 shows the comparison of clustering methods in terms of Accuracy
and F-measure on four synthetic datasets. The values in bold represent the best
results. In general, DWKM performs better than other clustering methods in
terms of both Accuracy and F-measure on the synthetic datasets. The Accuracy
and F-measure values on datasets SD1 and SD2 for DWKM and FGKM have
large gaps, whereas the differences of the values on datasets SD3 and SD4 are
relatively smaller. The LDA based simple clustering performed better than stan-
dard k-means, but performed worse than soft subspace clustering algorithms.

Table 3 shows the mean values of F-measure, NMI and Entropy for k-means,
FWKM,FGKMandDWKMclusteringmethods on six real-world datasets. In gen-
eral, on the six real-world data set DWKM performed better than other clustering
methods in terms of F-measure, NMI and Entropy values. The D1 dataset is the
easiest dataset. K-means, EWKM, FGKM and DWKM have the same F-measure
value 0.96 on D1 dataset, which means these clustering methods produced equally
good clustering solutions. However, if we consider the NMI and Entropy values
5 The code for FWKM, EWKM and FGKM was provided by the authors.
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Table 3. A comparison of clustering methods in terms of F-measure, NMI and Entropy
on six real-world datasets created from 20-Newsgroup dataset. The values listed in the
table are the mean values of 100 runs of five clustering methods on six real-world
datasets

Datasets Metric k-means LDA FWKM EWKM FGKM DWKM

D1 F-measure 0.96 0.96 0.95 0.96 0.96 0.96

NMI 0.78 0.78 0.79 0.83 0.85 0.86

Entropy 0.21 0.21 0.20 0.16 0.15 0.13

D2 F-measure 0.93 0.92 0.90 0.91 0.94 0.96

NMI 0.80 0.78 0.75 0.76 0.78 0.80

Entropy 0.19 0.24 0.25 0.23 0.17 0.15

D3 F-measure 0.89 0.90 0.95 0.95 0.95 0.96

NMI 0.71 0.72 0.84 0.86 0.87 0.88

Entropy 0.28 0.20 0.15 0.11 0.10 0.08

D4 F-measure 0.88 0.90 0.90 0.94 0.95 0.96

NMI 0.47 0.55 0.60 0.72 0.75 0.78

Entropy 0.52 0.30 0.40 0.28 0.27 0.20

D5 F-measure 0.70 0.75 0.86 0.89 0.90 0.92

NMI 0.38 0.48 0.64 0.68 0.70 0.73

Entropy 0.61 0.41 0.35 0.31 0.30 0.29

D6 F-measure 0.65 0.81 0.92 0.92 0.93 0.94

NMI 0.37 0.68 0.73 0.75 0.76 0.78

Entropy 0.53 0.28 0.23 0.23 0.22 0.19

Table 4. Percentage improvement
of DWKM over FGKM in terms
of Accuracy(AC) and F-measure
(FM) on synthetic datasets

AC % (IMP) FM % (IMP)

SD1 5.75 7.41

SD2 5.43 6.82

SD3 0.00 1.09

SD4 2.15 2.22

Table 5. Percentage improvement of DWKM
over FGKM in terms of F-measure (FM), NMI
and Entropy (EN) on real datasets

FM % (IMP) NMI % (IMP) EN % (IMP)

D1 0.000 1.163 2.299

D2 2.083 2.500 2.353

D3 1.042 1.136 2.174

D4 1.042 3.846 8.750

D5 4.255 4.110 1.408

D6 2.105 2.564 3.704

along with F-measure value of the D1 dataset, we can see that DWKM performed
slightly better than other clustering methods. The LDA based simple clustering
followed the same trend as in synthetic datasets and performed better than stan-
dard k-means, but worse than soft subspace clustering algorithms.
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Table 6. P-values of unpaired ttest of DWKM and FGKM on synthetic datasets

SD1 SD2 SD3 SD4

Accuracy F-measure Accuracy F-measure Accuracy F-measure Accuracy F-measure

0.0237 0.0449 0.0237 0.0449 1 0.6867 0.278 0.4457

It was also observed from the results that DWKM performed well on data
with different level of difficulties (data without noise, with noise, with balanced
clusters and with unbalanced clusters). This shows that our semantic weight-
ing of subspaces derived from LDA is reasonably effective for finding clusters
in different types of data. Moreover the LDA based simple clustering algorithm
performed much better than k-means algorithm when datasets had semanti-
cally related clusters (results of D4 and D5). It was also noted that the use
cluster refinement step based on feature weighting of LDA model boosted the
performance of clustering solution. The DWKM algorithm without the cluster
refinement step, performed better than k-means algorithm and slightly worse
than other clustering methods.

Tables 4 and 5 provide percentage improvement of DWKM over FGKM on
synthetic datasets and real datasets respectively. The results in all tables suggest
that DWKM is a better clustering method. We further investigate the perfor-
mance of all clustering methods by conducting a statistical analysis.

5.2 Statistical Analysis

We performed two types of statistical tests: (1) unpaired t-test and (2) paired
Wilcoxon statistical significance test [28] by considering DWKM as the con-
trol group. The unpaired ttest was performed using the standard deviation and
mean values of evaluation measures listed in Table 2. In general the results from
unpaired ttest showed that DWKM achieved statistically significant improve-
ment over three methods k-means, FWKM and EWKM on all synthetic datasets
with p-value less then 0.05. The p-values of unpaired ttest computed for FGKM
on SD1 and SD2 synthetic datasets are less than 0.05, which indicates that our
method DWKM has statistical significant improvement on SD1 and SD2 over
FGKM. The performance of our method on other SD3 and SD4 synthetic dataset
was found to be comparable over FGKM.

For the six real-world dataset we used paired Wilcoxon statistical signifi-
cance test. The p-values of F-measure, NMI and Entropy values for FGKM were
0.0305, 0.0028 and 0.0228 respectively. In general the p-values for all five
clustering methods were found to be less than 0.05, which suggested that our
method DWKM shows a better performance and significant improvement over
five clustering methods (Table 6).

6 Conclusion

In this paper, we introduced a new soft subspace clustering method which uses
LDA model to weight the features in the subspaces for clustering documents.
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The LDA model was implemented using a standard Gibbs sampling algorithm,
and it generated two matrices: topic-term and topic-documents. We used the
topic-term matrix to develop a new weighted distance measure, where topics
are used as subspaces. We developed a k-mean based soft subspace clustering
method based on our new weighted distance measure. The algorithm is initialized
using the topic-document matrix, where topics are considered as initial clusters.

Our new method DWKM, was found to achieve a statistically significant
improvement over recently developed soft subspace clustering methods on
synthetic and real-world datasets.

Currently the method requires users to input the number of topics to initialize
the LDA model. In future we will remedy this by investigating non-parametric
LDA models and will try to reduce the computational complexity of the overall
method. Another direction for the future work is to investigate the use of LDA to
generate different candidate clustering solutions for clustering ensemble methods.
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Abstract. This paper describes the construction of a technological and
collaborative infrastructure for the creation of physical learning objects.
The solution uses a social network, digital fabrication lab and wiki page
as an way to propose, build and publish educational objects. The idea is
to create an innovative solution to get together a multidisciplinary team
of students, teachers, professors and researchers that can propose, define,
coordinate, build and publish these objects. The structure is presented
and also the first objects and results.

Keywords: Digital fabrication · Social networks · Learning objects

1 Introduction

The reduction of the costs and consequent popularization of electronic equipments
allows the creation of new technological solutions outside of the mainstream devel-
opment industries. This new scenario creates a new generation of people motivated
by the do-it-yourself culture, also known as the maker generation.

The expansion of the maker community results in the creation of collaborative
spaces named: makerspaces - to develop any kind of object, technological or not;
hackerspaces - with a more technological approach; and fablabs - a global network
of collaborative digital fabrication labs created by the Center of Bits and Atoms
of MIT [1].

Collaborative spaces for digital fabrication has a fundamental role in the
creation of new objects because, despise of the reduced cost of the fabrication
equipment (like 3D printers and laser cutters), the makers use the collaboration
in order to increase the knowledge needed to make something. In these spaces, the
users share specialized knowledge and techniques like design, software modeling,
machine use, electronics, etc., in order to build new complete solutions. The
users normally depend on each other and they grow in knowledge with the
collaborative process.
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 139–148, 2015.
DOI: 10.1007/978-3-319-26187-4 10
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This paper presents the description of a collaborative web based technological
infrastructure capable of produce a collection of educational tools in a digital
fabrication lab. This collection is composed by physical objects coupled with
sensor, actuators and network capabilities to be used in educational experiments.
The propose and definition of the objects are made through a collaborative
virtual social network and, after the definition process, the fabrication is made
in the lab. At the end of the process, the final object is published in the web to
be reproduced by anyone.

With this structure, we can use the object in classroom experiments, allowing
the students to construct the relation between theory and practice, experiment-
ing collaboration through the fabrication of the object and creativity to use and
modify the object.

The authors intend to share the objects so that they can be recreated,
used and modified in collaborative educational spaces by students, teachers,
researchers and professors in educational and creative activities.

This project aims to build the needed infrastructure so that the collaborative
learning process can occur, in a multidisciplinary fashion, through the creation
of new physical learning objects.

2 Digital Fabrication and Education

The use of creation/fabrication spaces and the concept of “learning by doing” is
aligned with the constructivist theories of Piaget. To Piaget, the “...use of active
methods which give broad scope to the spontaneous research of the child or
adolescent and requires that every new truth to be learned, be rediscovered, or at
least reconstructed by the student and not simply imported to him.” [2] apud [3].
To Piaget, teachers at the university and secondary levels should known their
subjects and also make an interdisciplinary approach.

To researcher Seymour Papert: “In our image of a school computation labo-
ratory, an important role is played by numerous controller ports which allow any
student to plug any device into the computer... The laboratory will have a sup-
ply of motors, solenoids, relays, sense devices of various kids, etc. Using them,
the students will be able to invent and build an endless variety of cybernetic
systems.” [2] apud [4].

The use of new technologies in education environments is not something new.
The use of low costs electronics, sensors and controllers started with Papert,
Michel Resnick and Fred Martin in the 90’s using the Lego Mindstorm Kit [5].
Starting from these initial experiments, the increase in the availability of new
low cost technologies normally brings new studies in how to use them in learning
activities.

The specification and design of new objects normally takes place inside edu-
cational institutions, with the teacher acting as the starter of the process. The
students engage in the fabrication and experimentation in local labs. Our goal
is to expand this process making the specification step more embracing and
allowing the share of the creations.
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In order to achieve this goal the implemented infrastructure should allow
that anyone with basic technological resources (internet connection, some form
of fabrication and basic electronics) can study and build the available learning
objects. Anyone should be able to add, recreate and modify the objects.

3 Creation and Publication of the Objects

The creation process follows three phases which are presented in Fig. 1.
In the first phase we have the proposer of the object, which describes the

objectives of some learning experiment. He/she describes these objectives, pub-
lish this information for a community of teachers, students and researchers and
invites some other specialist users.

All the people involved in this first definition phase create a micro-community
inside our infrastructure. This micro-community collaborates through an “object
space” created by the proposer, inside a virtual social network environment. They
use this space to post comments, files and ideas in order to make the specification
of the proposed object.

The objectives of the new learning object should consider: the theory involved;
some initial ideas about the design; if electronic components should be used; and
some initial ideas about the educational experiments that can be performed with
this object.

Starting fromthis initial description, themicro-community collaborate through
posts and files, discussing and presenting ideas about the object. In this phase, the
micro-community should define the design attributes that the new object should
have such as [6]:

Fig. 1. Creation and publishing process
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– Affordances - the shape of the object regarding the way that it should be
used. The right shape leads the user to the right use of the object;

– Signifiers - signals in the object to lead the user like icons, buttons, colors,
text, etc.;

– Discoverability and Feedback - the user should figure it out how to use
the object and have the right feedback to each action performed.

The same process happens with the electronic parts needed in the object.
The electronic specialists should interfere in the design process, indicating the
restrictions and considerations regarding the electronic aspects of the object.

The construction of the educational aspects and the global/abstract develop-
ment of the new object happens through collaboration inside this object space.
All the creative process will be available and public to the community, serving
as a new case for other object spaces.

We used the HumHub system as our virtual social network [7]. This system
has a familiar user interface (similar to other social networks, like facebook) and
allows the creation of discussion “spaces” among users. Each user can create a
new space, publish it and invite other users to participate in that space. Each
new object is proposed in a new space and the users collaborate in the space,
forming the micro-community.

The Fig. 2 presents a object space in the social network interface. The users
can publish posts and files, create wiki pages (through HumHub plugins), create
collaborative text files, etc. In Fig. 2 the object space defines an eolic turbine to
be used in environmental classes.

The object proposer is responsible for the coordination of the object space,
guidance and allowing the collaborative process among the micro-community.
Whenever necessary, the proposer can schedule meetings (virtual or face
meetings).

Fig. 2. Object space in the project social network
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When the object is defined in its design, functionality, use and electronic
requirements, we start the second phase: the fabrication.

In the fabrication phase, the team responsible for the fabrication of the object
meets up at the digital fabrication lab. At this point, the collaboration is made
in the lab and all the work is documented in the object space at the social
network. Also, all the files generated in the softwares used to the design of the
object (vector files, 3d files, computer code, etc.) are also stored in the object
space.

The fabrication lab that we used has: three simple 3D printers (RepRap
based); 1 vinyl cutter; 1 laser cutter; 1 cnc precision mill; arduino boards, sensors
and other electronic equipment.

The object space is now used to post questions about the fabrication process,
register use cases and to post proposition about modifications in the object.

When the object presents a positive history of use within the community,
the final layout and files are published in an external repository in the internet.
This publication is the third phase of the project.

For the third phase, we choose to use a wiki page to store the description,
specifications, instructions and files of the objects that presents a positive history
in the community. We used the MediaWiki system [8].

The wiki page serves as a repository for the files, and also as a way for users
outside of our social network to interact with the objects designs. Anyone can
edit the wiki, modify the pages and even create new pages (with new objects).

Each object should have published: its description and objectives; the list of
electronic components needed; the electronic circuit description and schematics;
images/photos; digital fabrication files; code; and examples of use in educational
activities.

The Fig. 3 presents a wiki page that describes how to create the eolic turbine.
In the page there is the description of: all the parts needed; how to change
a computer fan in order to make a turbine; the 3D printer files to make the
tower and helices of the turbine; code files to connect the turbine to an Arduino
board [9]; and some PHP code to present the generated energy to an end user
through the web.

4 First Results

The fabricated objects serve as a base for educational activities in different fields
of knowledge. We present the first five objects in the next subsections.

4.1 Electromagnetic Sensor

The Electromagnetic Sensor object was proposed by one of our students based
on the similar project published in [10]. The definition and design was made by
2 students in the social network.

The object goal was to be used in physics educational experiments, detecting
the intensity of electromagnetic emissions and displaying this information in the
computer screen.
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Fig. 3. Project wiki page

The electromagnetic interference is caused by the electron propagation in a
conductor. The electric current in this conductor generates the electromagnetic
field around it.

The sensor node quantifies the intensity of the electromagnetic field received
by an antenna and plot this value in a graphic interface. In order to do so, the
antenna is connected to an Arduino Uno board and the data received is send to
a computer through the Arduino’s USB interface. The computer generates the
graphic interface in real time.

This object can be used to demonstrate the concepts of induction, interfer-
ence and electromagnetism. The Fig. 4 presents the object, circuit layout and
graphic interface.

Fig. 4. (A) Electromagnetic measurement object (B) Circuit and (C) User interface
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4.2 Water Conductivity Sensor

Similar to the Electromagnetic Sensor, the Water Conductivity Sensor also was
proposed by 2 students based on [10]. After proposing the object, the students
contact researchers from the Environmental courses in our institution. They
contribute to the development of the object and in the lab tests.

The electrical conductivity is used to measure a material’s ability to con-
duct an electric current. In aquatic environments it can be used to identify the
presence of extra volume of ions (in polluted water with inorganic matter, for
instance).

The authors of this paper has already worked with the Environmental
researchers in a water quality project [11]. This new sensor aims to reduce costs
in this type of environmental monitoring.

In this object we used an Arduino Uno board and connected two cables in
2 analog ports. We measure the conductivity in water sending 5 V to one of the
cables and analyzing the current received by the other cable. With this values
we can determine the resistance of the water.

In the same way as the Electromagnetic Sensor, we connected the Arduino
board to a computer and generate a real time graphic with the values obtained
by the sensor. The Fig. 5 presents the object, circuit layout and graphic interface.

Fig. 5. (A) Water conductivity sensor object (B) Circuit and (C) User Interface

4.3 Greenhouse Monitoring and Control

Getting together researchers from Computer, Biotechnology and Environmen-
tal area, the Greenhouse monitoring and control is a web system developed to
control a small greenhouse in the institution.

The object was proposed by one computer science student as its final project
and evaluated by one computer science and one environmental professors.

This object controls the humidity, light and temperature of the greenhouse
and has the ability to change these parameters by turning on led lights, water
pump and fans.

The humidity, luminosity and temperature influence in every stage in the
agriculture production. The construction of greenhouses helps in the control
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of these parameters and, the use of automatic resources increases the efficiency
of the production.

It was developed a computer system capable of monitoring and controlling
these factors using sensors and actuators connected to an Arduino board. The
Arduino has an ethernet shield that allows the remote communication. The board
collects data from sensors and send the data to a remote database through the
Internet. The system has a defined policy regarding the expected humidity, light
and temperature based on the specific plant needs.

The user can remotely monitor and interact with the board and the data is
kept in the database for historic proposes.

The greenhouse is used by the environmental researchers in order to monitor
the soil and make experiments with it, and by the biotechnology researchers to
study plants reaction to specific chemicals. The automation of the greenhouse
allows a better control over the plants which reflects in the quality in the results
(the assurance that the results are not compromised by mistakes in the culture
of the plants).

The Fig. 6 presents the arduino board, the sensors and the graphic monitoring
interface.

Fig. 6. (A) Arduino controller (B) Object sensors and (C) User interface

4.4 Air Quality Monitorining

Another final project proposed by one of the computer science students was the
construction of a node for air quality monitoring. This object was evaluated by
one computer science and one environmental professor.

It was created an object that is able to obtain data about the air quality
using sensors and publishing it in order to be used in educational activities.
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The object uses the National Council of Environment (CONAMA - Conselho
Nacional do Meio Ambiente) air quality reference data in order to indicate the
air quality.

The collected data is stored in a database and published as: raw data for
scientific use; geographic data presenting a map with the sensor location and
the air quality digest information; and in an educational interface, displaying the
physiological effects of concentrations of obtained compounds data in humans.

The collected compounds are: Methane Gas Sensor - MQ-4, Carbon Monoxide
Sensor - MQ-7, Hydrogen Gas Sensor - MQ-8, LPG Gas Sensor - MQ-6 and Optical
Dust Sensor.

4.5 Eolic Turbine and Solar Panel

An eolic turbine was proposed by one computer science professor together with
one environmental professor. The environmental course has an electric generation
lab that is used by its students in order to understand the energy generation.

The lab has some energy generation kits capable of demonstrate how battery
and solar panels works. Other objects were created by students using alternative
materials.

Using the lab objects as a starting point, the professors proposed the con-
struction of an eolic turbine made with a computer fan, connected to an arduino
board. The computer fan was modified in order to generate energy. The arduino
board monitors the amount of generated energy and sends this information to
an raspberry-pi board through the USB port. The raspberry-pi has an LAMP
(Linux, Apache, Mysql and PHP) environment and plots the received data in to
a graph.

It was also connected to the arduino board one solar panel. The graph plotted
by the raspbberry-pi shows both graphs - the eolic turbine and solar panel.

The eolic turbine tower and solar panel base was fabricated using an 3D
printer. The Fig. 7 presents the object, the circuit and the web interface
generated by the raspberry-pi.

Fig. 7. (A) Eolic turbine and solar panel object (B) Circuit (C) User interface
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5 Conclusions

This project put together a set of technological solutions in order to allow a
better interaction and collaboration among students, professors, teachers and
researchers in the development of new objects that can be used in educational
activities.

We created this infrastructure with: social networking as a platform for
proposition, definition, coordination and collaboration in the construction of
innovative educational objects; a digital fabrication lab to construct the pro-
posed object and be a place to meet and talk about the objects; and a publication
platform in a wiki page, that can publish all the objects created together with
their files, photos and description, allowing anyone to build, modify, increment
or adapt the objects.

We consider that the collaboration process was successful during the propos-
ing and fabrication of the first objects. Also, the authors consider that this first
objects can serve as a base for the expansion of the infrastructure through the
inclusion of new collaboration mechanisms in the social network and the increase
in the number of its users.

Acknowledgment. The authors would like to thank CNP-q and CAPES/LIFE for
sponsoring this project.
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Abstract. Web automation applications are widely used for different purposes
such as B2B integration and automated testing of web applications. Most current
systems build the automatic web navigation component by using the APIs of
conventional browsers. This approach suffers performance problems for inten-
sive web automation tasks which require real time responses and/or a high
degree of parallelism. Other systems use the approach of creating custom
browsers to avoid some of the tasks of conventional browsers, but they work
like them, when building the internal representation of the web pages. In this
paper, we present a complete architecture for a custom browser able to effi-
ciently execute web navigation sequences. The proposed architecture supports
some novel automatic optimization techniques that can be applied when loading
and building the internal representation of the pages. The tests performed using
real web sources show that the reference implementation of the proposed
architecture runs significantly faster than other navigation components.

Keywords: Web automation � Optimization � Browser architecture

1 Introduction

Most today’s web sources do not provide suitable interfaces for software programs.
That is why a growing interest has arisen in so-called web automation applications that
are able to automatically navigate through websites simulating the behavior of a human
user. Web automation applications are widely used for different purposes such as B2B
integration, web mashups, automated testing of web applications, Internet meta-search
or business watch. For example, a technology watch application can use web
automation to automatically search in the different websites and daily retrieve new
patents and articles of a predefined area of knowledge.

A crucial part of web automation technologies is the ability to execute automatic
web navigation sequences. An automatic web navigation sequence consists in a
sequence of steps representing the actions to be performed by a human user over a web
browser to reach a target web page. Figure 1 illustrates an example of a web navigation
sequence that retrieves the list of patents matching the search term “World Wide Web”
in the European Patent Office website (www.epo.org).
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The approach followed by most of the current web automation systems [2, 9, 11,
15–17] consists in using the APIs of conventional web browsers to automate the
execution of navigation sequences. This approach does not require developing a cus-
tom navigation component, and guarantees that the accessed pages will behave the
same as when they are accessed by a human user. While this approach is adequate to
some web automation applications, it presents performance problems for intensive web
automation tasks which require real time responses (because web browsers are
client-side applications and they consume a significant amount of resources).

There exist other systems which use the approach of creating custom browsers to
execute web navigation sequences [5, 8, 10]. Since they are not oriented to be used by
humans, they can avoid some of the tasks of conventional browsers (e.g. page ren-
dering). Nevertheless, they work like conventional browsers when building the internal
representation of the web pages. Since this is the most important part in terms of the use
of computational resources, their performance enhancements are not very significant.

In this work, we present a custom browser architecture oriented to the efficient
execution of web navigation sequences. This architecture is influenced by a set of
optimizations that we have designed to be automatically applied during the process of
loading and building the internal representation of the web pages. Some of these
optimizations are based on the fact that, in the web automation systems, navigation
sequences are defined ‘a priori’ and executed multiple times. Using this peculiarity, the
navigation component can extract some useful information during the first execution of
the sequence (at definition time) and use that information in the next executions of the
same sequence, to minimize the use of resources (CPU, memory, bandwidth and
execution time). To support these optimizations, the proposed architecture includes
some novel components not present in any other web navigation systems.

The rest of the paper is organized as follows. Section 2 briefly describes the models
our approach relies on. Section 3 presents an overview of the architecture and func-
tioning of the conventional and custom browsers, and introduces a set of automatic
optimizations that can be applied in custom browsers. Section 4 explains in detail the
proposed architecture. Section 5 describes the experimental evaluation of the approach.
Section 6 discusses related work. Finally, Sect. 7 summarizes our conclusions.

Fig. 1. Navigation sequence example.
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2 Background

2.1 Document Object Model

The main model we rely on is the Document Object Model (DOM) [4]. This model
describes how browsers internally represent the HTML web page currently loaded and
how they respond to user performed actions on it. An HTML page is modelled as a
tree, where each HTML element is represented by an appropriate type of node. An
important type of nodes are the script nodes, used to execute a script code typically
written in a scripting language such as JavaScript.

In addition, every node in the tree can receive events produced (directly or indirectly)
by the user actions. Event types exist for actions such as clicking on an element (click),
or moving the mouse cursor over it (mouseover), to name but a few. Each node can
register a set of listeners for different types of events. An event listener executes arbitrary
script code that has the entire page DOM tree accessible and can perform actions such as
modifying existing nodes, creating new ones or even launching new events.

2.2 Dependencies Between Nodes

In our previous work [12], we introduced the concept of dependency between nodes of
the DOM. This is a key concept in the custom browser architecture proposed in this
work. We can summarize the idea with the following definitions:

Definition 1. We say the node n1 depends on node n2 when n2 is necessary for the
correct execution of n1. We say that n2 is a dependency of n1 and denote it as
n1 → n2. The following rules define this type of dependencies:

1. If the script code of a node s1 uses an element (e.g. a function or a variable)
declared or modified in a previous script node s2, then s1 → s2. Rationale: to be
able to execute the script code of s1, the node s2 must be executed previously.

2. If the script code of a node s uses a node n, then s → n. Rationale: to be able to
execute the script code of s, the node n must be loaded previously, e.g., if s obtains a
reference to an anchor node (e.g. using the function getElementById) and navigates
to the URL specified by its href attribute, then it will not be possible to execute
s unless the anchor node is loaded.

3. If the script code of a node s makes a modification in a node n, then n → s. Ratio-
nale: the action performed by s may be needed to allow n to be used later, e.g., if
s modifies the action attribute of a form node to set the target URL, then it will not
be possible to submit the form unless s is executed previously.

Definition 2. We say that there exists a dependency conditioned to the event e being
fired over the node n, between two nodes n1 and n2, when the node n2 is necessary for the
correct execution of the node n1, when the event e is fired over the node n. We denote this
as n1 → e|n n2. For example, suppose n is a node with a listener for the onMouseOver
event. The listener uses a function defined in s. Then n→ onMouseOver|n s. Analogous rules
to the ones explained before define this type of dependencies, which, in this case, involve
nodes containing event listeners.
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Figure 2 illustrates an example of dependencies between nodes. In the example, the
script s1 defines the function f. This function access the link node l1 (using the function
getElementById), so s1 → l1. In addition, the script s2 uses the function f, so s2 → s1.

3 Overview

This section presents an overview about the architecture and functioning of the con-
ventional browsers (Sect. 3.1), custom browsers (Sect. 3.2), and introduces a set of
automatic optimizations that can be applied in custom browsers (Sect. 3.3).

3.1 Conventional Web Browsers

A web browser is a software application used for retrieving and presenting resources
downloaded from the WWW. The architecture of the modern web browsers (Fig. 3a)
[6] includes the high level components: Graphical User Interface, Browser Engine and
Rendering Engine; and the auxiliary subsystems: JavaScript Interpreter, Networking,
Display Backend, HTML Parser and Data Persistence.

1. The Graphical User Interface includes the browser display area except the main
window where the response page is rendered (address bar, toolbars, main menu, etc.).

2. The Browser Engine is a high level interface for querying and manipulating the
rendering engine. It provides methods for high level browser actions, e.g., initiate
the loading of a URL, go back to the previous page, etc.

3. The Rendering Engine represents the core of the browser. It is the responsible for
processing and painting the HTML contents. The page loading process fires a set of
events in cascade and most of them are processed sequentially by this component.

Due to the semantics of JavaScript, web browsers execute scripts in a sequential
form. Nevertheless, there are some special cases where they can execute JavaScript in
parallel. First, the scripts containing the attribute async can be executed asynchronously
with the rest of the page loading. This feature has been introduced in HTML5 [18]. The
other scenario where JavaScript can be executed in parallel is using Web Workers (also
introduced in HTML5). A Web Worker can execute JavaScript in background but have
the major limitation that the code cannot access the DOM tree objects.

Fig. 2. Example of dependencies between nodes.
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Figure 3b shows the processing steps of the rendering engine in the web browsers:

1. Download and Decode: the HTML contents are downloaded and decompressed.
2. Processing: the DOM tree is built. For efficiency purposes, this is an incremental

process in most of the browsers. When new resources are discovered, they are
downloaded and processed (style sheets, scripts, etc.). Style sheets contain presen-
tation information, used to build the page layout. Script nodes contain scripting code.

3. Layout and Rendering: the layout tree contains rectangles with visual attributes like
dimensions and colors (this structure is different from the DOM tree). The rendering
process paints the layout on the browser window using the display backend layer.

3.2 Custom Browsers

Custom browsers are navigation components, used in web automation systems, spe-
cialized in the execution of navigation sequences. Custom browsers usually simulate
the behavior of a real browser and they are designed with two main goals: the perfect
emulation of a conventional browser (if the custom browser does not behave just the
same as a real browser, the sequence execution could lead to wrong web pages) and
efficiency in the execution of the navigation sequences.

Custom browsers are not human-oriented and the visualization of the pages is not
necessary. This will increase the efficiency because there is no need for building and
render the page layout. In the custom browsers architecture, the Browser Engine is also
the entry point for accessing the Rendering Engine, but it does not receive commands
from the user interface. Instead, the Browser Engine receives the list of commands of
the navigation sequence to be executed. These commands will represent events pro-
duced by a human user in a real web browser, e.g., navigations to URLs or user events
over the DOM elements of the loaded page.

3.3 Automated Optimizations in Custom Browsers

As we have commented, in custom browsers, the rendering of the page layout is not
required, because the visualization of the web page is not necessary for the correct

Fig. 3. Web browsers reference architecture and rendering engine (Color figure online).
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execution of the navigation sequence. A first optimization we have considered consists
in avoiding the CSS styling of the DOM elements when it is not necessary. Note that
CSS styling is necessary only when the style attributes of a node are used during the
JavaScript evaluation. Therefore, the styling information can be calculated on-demand
only for the required DOM nodes. In our approach, each node will contain an internal
structure with the visualization attributes, initially set to null. During the JavaScript
evaluation, when the style attributes of a DOM node are accessed, the visualization
information is generated on-demand only for that node.

A second issue to be considered is that, in web automation environments, navi-
gation sequences are known ‘a priori’ and executed multiple times. This peculiarity can
be used to extract some useful information during a first execution of each navigation
sequence, at definition time, with the goal to use that information in the following
executions and improve its efficiency. We will focus in two points:

1. Load minimized DOM trees. As described in our previous work [12], there are a lot
of fragments of the web pages that are not necessary for the correct execution of the
navigation sequences. For example, if the navigation sequence fills a form and fires
a click event on the submit button, in most of the cases, many fragments of the page
will not be involved in this sequence execution (for example, ads, banners, iframes,
menus, etc.). These irrelevant fragments can be ignored (not added to the DOM
tree), without affecting to the correct execution of the navigation sequence.

2. Parallelize the execution of script nodes. Web browsers execute the scripts con-
tained in the web pages sequentially (except some particular exceptions explained in
Sect. 3.1), even when scripts have no dependencies between them. Script elements
that are not dependent could be executed in parallel without affecting to the correct
execution of the navigation sequence.

To achieve these two objectives, in our approach, the custom browser will work in
two phases: optimization and execution. The optimization phase requires one execution
of the navigation sequence. In this execution, the navigation component automatically
calculates some optimization information and saves it. More in detail, it calculates:

1. Which nodes of the DOM tree are necessary for the correct execution of the
sequence, and which ones can be discarded (irrelevant nodes). To do so, the script
evaluation is monitored to collect all dependencies between the nodes in the DOM
tree (following the rules cited in the Sect. 2.2). Using this dependencies, the
irrelevant nodes are identified and represented using XPath-like [19] expressions.
This process is deeply described in [12].

2. A script dependency graph, which contains, for each script S in the page, the list of
other scripts that must be executed before, because they contain dependencies
necessary for the correct execution of the script S. The script dependency graph is
also calculated using the dependencies between the nodes obtained during the
JavaScript evaluation. The scripts contained in this graph are also represented using
XPath-like expressions. This process is deeply described in [13].

The execution phase involves the next executions of the same navigation sequence.
In this phase, the rendering engine uses the information previously generated to execute
the sequence more efficiently. When each page is loaded, a reduced DOM tree is built,
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discarding the irrelevant nodes, and the scripts of the page are evaluated in parallel
according to the script dependencies graph.

4 Proposed Architecture

In this section, we describe the proposed architecture for a custom browser able to
support the previously described optimization techniques.

1. To support the on-demand CSS simulation technique, the custom browser archi-
tecture should take into account that:
(a) The visualization information will be stored in the DOM nodes directly.
(b) The CSS Subsystem will be accessed only from the JavaScript Engine.

2. To support the minimized DOM optimization technique, the designed architecture
should include the following elements:
(a) A module able to interact with the JavaScript Engine during the optimization

phase to collect the dependencies between the nodes.
(b) A module able to interact with the HTML Subsystem during the execution

phase, to detect and discard the irrelevant nodes previously identified.
(c) The Data Persistent Layer should be extended to provide a mechanism for

saving and retrieving the irrelevant nodes of each web page.
3. To support the parallel JavaScript execution technique, the custom browser archi-

tecture should include the following elements:
(a) A module able to calculate the graph with the dependencies between scripts.
(b) The Data Persistent Layer should be extended to provide a mechanism for

saving and retrieving the script dependency graph.
(c) A pool of reusable threads to execute scripts in parallel.
(d) A component able to detect available scripts and execute them in parallel using

the pool of reusable threads.

4.1 Architecture Core Components

Figure 4 shows the components of the custom browser architecture: Browser Engine,
Rendering Engine, Data Persistence Layer and Browser Core Objects; the Rendering
Engine subsystems: Main Thread, Event Queue, Dispatcher Thread, Thread Pool
(for the parallel script execution); and the auxiliary subsystems: HTML Engine,
JavaScript Engine, CSS Subsystem, Networking Layer, and Optimizer.

The Browser Engine receives the list of commands from the navigation sequence
and translates them into events that are placed in the Event Queue. The Event Queue
contains the sorted list of events pending for its execution. Each event execution can
produce new events (child events) that are also placed in this queue.

The Dispatcher Thread is the responsible for assigning events to execution threads.
When the custom browser is executed as a regular browser (without using the opti-
mization information), all events are executed in the Main Thread one by one, until
the queue is empty. When the custom browser is executed using the optimization
information previously collected during the optimization phase, the Dispatcher Thread
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analyzes the event queue, looking for scripts ready for its execution that could be eval-
uated in parallel. A script is parallelizable when all other scripts that depends on, have
already finished its execution. The Thread Pool (containing reusable threads) is used to
evaluate these scripts in parallel. Other events are executed in the Main Thread. If all
threads of the pool are busy evaluating scripts, the Main Thread can also execute scripts.

During the optimization phase, the Optimizer is the responsible for the calculation
of the dependencies between the nodes, the set of irrelevant nodes (not required for the
correct execution of the sequence) and the script dependency graph. It is also the
responsible for saving the optimization information using the Data Persistence Layer.
During this phase, when the scripts are evaluated, the JavaScript Engine invokes the
Optimizer to collect the dependencies between the nodes. Then, after the page loading,
when all scripts finished its execution, the Optimizer analyzes these dependencies and
generates the optimization information using XPath-like expressions to represent the
nodes. In the execution phase, the Dispatcher also uses the Optimizer to detect the
scripts that could be executed in parallel. When a script finishes its execution, the
Optimizer updates the script dependency graph and the Dispatcher is notified. If there
are new scripts ready for execution that could be evaluated in parallel, the Dispatcher
places them in the available threads of the pool.

The CSS Subsystem parses and stores the CSS snippets. The JavaScript Engine
uses the CSS Subsystem to dynamically calculate the CSS style attributes on-demand
(during the script evaluation). If the JavaScript code does not reference the style
attributes, these calculations can be omitted, saving the corresponding processing time.
Figure 5 illustrates an example of on-demand CSS styling and also outlines the
pseudo-code of the algorithm that calculates the structure with the CSS properties.
In the example, the CSS attributes are calculated only for two nodes (html and body).

Fig. 4. Browser architecture core components.
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The HTML Engine is responsible for parsing the HTML and XML streams. It uses
the Optimizer (during the DOM building stage) to identify the irrelevant fragments, and
build a minimized version of the DOM tree containing only the relevant nodes.

The Networking Layer is responsible for the execution of HTTP requests. Mul-
tiple downloads can be executed in parallel. A cache of downloaded files is provided to
increase the performance and prevent unnecessary downloads.

All the subsystems can access to the Browser Core Objects, including the windows
and the documents with the DOM tree of each loaded page. Windows and frames can be
accessed thought the window manager object. Each window contains the currently
loaded document object (and also the history with previously loaded documents).
Each node can contain an additional structure with the visualization information. This
structure is generated only if the style attributes are required during the script evaluation.

The Data Persistence Layer provides a mechanism for accessing the persistent
information, including the cache of downloaded JavaScript and CSS files, the cache of
compiled scripts, cookies, optimization information (irrelevant nodes and the script
dependency graph) and browser configuration parameters.

4.2 Event Execution Model

The event execution model considers different types of events (e.g. DOM load, script
execution, user actions, etc.) and each event stores information about its execution
state. Figure 6 shows the supported event states and the transitions between them.

Fig. 5. On-demand CSS styling.

Fig. 6. Event transition states.
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Created: initial state, before adding the event to the queue. Most events imme-
diately switch to Ready state when they are inserted in the queue. If the event depends
on other actions (e.g. download a file), it will be placed in the queue as Not Ready
(Locking). If the event requires a delay (e.g. using setTimeout function), it will be
placed in the queue as Not Ready (Unlocking).

Not Ready: the event is in the queue but it cannot be executed because there are
unfinished pending actions associated to the event. Not Ready (Locking) events block
the queue and no other events can be executed until this event finishes (except par-
allelizable scripts). Not Ready (Unlocking) events does not block the queue and other
events can be executed in the meantime.

Ready: the event is ready to be executed. If it is a script event and it is paral-
lelizable, then it can be executed, in the Main Thread or in a thread of the pool, when
all its dependencies (according to the script dependency graph) are in Completed state.
In other case, it will be executed in the Main Thread following the queue order.

Running: the event is out of the queue and it is being executed. This running event
can generate new events that must be executed immediately (even before finishing its
own execution). In that case, this running event pauses its execution and returns to the
queue. For example, if a style sheet is discovered during the HTML parsing, a CSS
event is created and placed in the queue; the HTML parsing stops its execution, returns
to the queue (in a position higher than the CSS event), and it will continue just after
finishing the CSS processing.

If the event is a periodic timer event (e.g. using setInterval function), it will be
placed in the queue again, just after finishing its execution.

Finished: the event finished its execution but has unfinished child events. This state
is used to correctly detect when a script has completely finished (necessary to evaluate
the scripts in parallel). If a script S, produces JavaScript child events, other scripts in the
page detected as dependent of S cannot be executed until the child events of S end its
execution (at that moment, S switch to Completed state and the script dependency
graph is updated).

Completed: the event and its child events have finished (this is a recursive
process).

Failed: the event (or one associated preload action) has finished with errors.

4.3 Rendering Engine Processing Steps and Thread Model

Figure 7a shows the processing steps of the rendering engine of a custom browser
designed according to the proposed architecture (using its automatic optimization
capabilities at execution time). We can summarize the differences with other navigation
systems as follows: the Layout and Render steps are not necessary; CSS rules are
applied on-demand only to the required nodes; when building the page, irrelevant
fragments are identified and not added to the tree; and finally, the scripts are evaluated
in parallel, following the script dependency graph.

Figure 7b illustrates the multi-thread model used in the browser architecture.
Browser Engine Thread: using a separated thread for the Browser Engine allows

a better control on the rendering engine. In addition, the navigation sequence com-
mands can be placed in the queue asynchronously.
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Dispatcher Thread: responsible for selecting events from the queue and assigning
these events to the execution threads. Events can be selected in queue order (popmethod) to
be executed in the Main Thread (note that, the popmethod does not always return the first
event in the queue, due to the state Not Ready (Unlocking)), or not following the queue
order (get method) if they are script events that can be executed in a thread of the pool.

Main Thread: executes all kind of events. This thread can access to the event
queue to place new events generated during the execution of the running event.

Parallel Scripts Thread Pool: execute JavaScript events in parallel. These threads
can also place new events in the queue.

Network Thread Pool: executes HTTP requests in parallel.
The inter-thread communication is managed through the Event Queue and the events

inserted in it. The Browser Engine will keep a reference to the events added to the queue
(when the navigation sequence commands are translated to browser events). Using this
reference, the Browser Engine will be able to know the execution progress because each
event stores information about its current state, previous transitions between states, child
events generated, etc. The Browser Engine will place in the queue special types of
events for actions such as stop the execution after a predefined timeout, etc.

5 Evaluation

To evaluate the validity of the proposed architecture, we developed a reference
implementation that emulates Microsoft Internet Explorer. This navigation component
was implemented in Java using open source libraries. In the experiments, we selected
websites from different domains and different countries, included in the top 500 sites on
the web according to Alexa [1]. The test machine was a quad-core with 16 GB of RAM.
The thread pool size (for parallel script evaluation) was limited to a maximum of 3.

In the first experiment, we tested the architecture performance comparing the
execution time of our custom browser using its automatic optimization capabilities with
the custom browser without using the optimization techniques, and also with other
representative navigation components. On one hand, we used a navigation component
based on HtmlUnit [8] because it is a popular open source project with JavaScript and
CSS support. On the other hand, we used a navigation component developed using the

Fig. 7. Rendering engine processing steps and thread model.
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APIs of Microsoft Internet Explorer (MSIE from now). The three navigation compo-
nents (the reference implementation, HtmlUnit and MSIE) were configured to use its
caching capabilities. In addition, MSIE was configured to prevent image downloading
and plugin execution (e.g. to avoid showing banner videos). In each website we
recorded a navigation sequence representative of its main function (e.g. a product
search in an e-commerce website). Every sequence executed events to fill and submit
forms, to navigate through hyperlinks, etc.

Table 1 shows the average execution time of 30 consecutive executions of each
navigation sequence used in the tests, discarding those executions that do not fit in the
range of the standard deviation. The table also shows, between brackets (in the second,
third and fourth columns), the percentage of the execution time in comparison with the
custom browser using the automatic optimization capabilities (first column).

Table 1. Execution times.
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The execution of the custom browser using its optimization capabilities always got
best results (first column). Calculating the average of the percentages, the execution
time of the custom browser without using its automatic optimization capabilities is 3.1
times slower (310 %). Discarding the results that do not fit in the range of the aver-
age ± standard deviation it is 2.4 times slower, and the median value indicates that it is
2.46 times slower. Regarding the other two browsers, HtmlUnit is the one that got
better results. It is, in average, 4.7 times slower (470 %). Discarding the results that do
not fit in the range of the average ± standard deviation it is 3.49 times slower, and the
median value indicates that it is 3.78 times slower. The navigation component based on
MSIE is, in average, 6.84 times slower (684 %). Discarding the results that do not fit in
the range of the average ± standard deviation it is 5.44 times slower, and the median
value indicates that it is 5.34 times slower.

In the second experiment, we executed a load test benchmark using multiple
browsers executing the same navigation sequence in parallel. This experiment was not
executed using the real websites because most of them do not allow the level of
concurrency required for the parallel load testing. Instead, we simulated the real web
site saving the contents of the downloaded pages (including the JavaScript files, CSS
files, etc.) in a local web server, and modifying HTML contents and JavaScript files to
emulate the form submission and the AJAX requests (this simulation forbade HTTP
requests outside the local web server). In this experiment, 30 different instances of the
same type of browser (e.g. 30 custom browser instances, 30 MSIE instances and 30
HtmlUnit instances) executed the same navigation sequence in parallel during 5 min.

Table 2 shows the number of finished executions of the navigation sequence using
the custom browser (with and without using its optimization capabilities), and also using
HtmlUnit and MSIE. The custom browser when uses its optimization capabilities
always got best results (first column). Compared with the custom browser without using
optimization capabilities, it completed, in average, 4.89 times more executions (489 %).
Discarding the results that do not fit in the range of the average ± standard deviation, it
completed 3.5 times more executions, and the median value indicates that it completed
3.6 times more executions. Compared with HtmlUnit, the custom browser using its
automatic optimization capabilities completed, in average, 14.25 times more executions
(1425 %). Discarding the results that do not fit in the range of the average ± standard
deviation, it completed 9.29 times more executions and the median value indicates that it
completed 9.68 times more executions. Compared with MSIE, it completed, in average,

Table 2. Load tests benchmark.
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20.57 times more executions (2057 %). Discarding the results that do not fit in the range
of the average ± standard deviation, it completed 12.33 times more executions, and the
median value indicates that it completed 12.99 times more executions.

6 Related Work

Most of the current web automation systems (Smart Bookmarks [9], Wargo [15], Selenium
[17], Kapow [11], WebVCR [2], WebMacros [16]) use the APIs of conventional browsers
to automate the execution of navigation sequences. This approach has two important
advantages: it does not require to develop a new browser (which is costly), and it is
guaranteed that the page will behave in the same way as when a human user access it with
her browser. Nevertheless, it presents performance problems for intensive web automation
tasks which require real time responses. This is because web browsers are designed to be
client-side applications and they consume a significant amount of resources.

Other systems use the approach of creating simplified custom browsers. For
example, Jaunt [10] lacks the ability to execute JavaScript. HtmlUnit [8] and EnvJS [5]
use their own custom browser with support for advanced JavaScript features. They are
more efficient than conventional web browsers, because they are not oriented to be used
by humans and can avoid some tasks (e.g. rendering). Nevertheless, they work like
conventional browsers when building the internal representation of the web pages.
Since this is the most important part in terms of the use of computational resources,
their performance enhancements are smaller than the ones achieved with our approach.

Traditional web browsers (Firefox, Chrome, etc.) implement some optimizations,
(e.g., Mozilla Firefox uses the speculative parsing [13] to early discover resources and
start preload actions), but they always calculate the CSS visualization information of all
the DOM nodes, evaluate scripts in a sequential form, and load the pages completely.

Other browsers exploit different levels of optimization and parallelism. For
example, ZOOMM [3] is a parallel browser engine that exploits HTML pre-scanning
with resource prefetching, concurrent CSS styling and parallel script compilation, and
Adrenaline [7] speeds up page processing by splitting the original page in mini-pages,
rendering each of these mini-pages in a separate process.

7 Conclusions

In this paper we presented a complete architecture for a headless custom browser
specialized in the execution of web navigation sequences. The architecture supports a
set of novel automatic optimization techniques not implemented in any other navigation
component and includes some elements not present in any other navigation system.

This architecture design, exploits some peculiarities of web automation environ-
ments. First, custom browsers do not require some operations that are unconditionally
executed in conventional browsers (e.g. build page layout and rendering), and second,
the fact that, in the web automation systems, the same navigation sequences are exe-
cuted multiple times. This peculiarity is used to extract some useful information during
a first execution of each navigation sequence, with the goal to use that information in
the following executions and improve the efficiency.
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To evaluate the validity of the proposed architecture, we developed a reference
implementation following the architecture principles. In the experiments, we analyzed
the performance of the architecture comparing our custom browser with other navi-
gation components. The reference implementation, using optimization techniques, got
the best results, followed by the same reference implementation without using those
optimization capabilities, and, at a greater distance, by the other navigation components.

We can conclude that a custom browser built according to the proposed architecture
is able to execute the navigation sequences faster, consuming fewer resources than
other existing navigation components.
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Abstract. The rapid development of malicious software programs has
posed severe threats to Computer and Internet security. Therefore, it
motivates anti-malware industry to develop novel methods which are
capable of protecting users against new threats. Existing malware detec-
tors mostly treat the file samples separately using supervised learning
algorithms. However, ignoring of relationship among file samples lim-
its the capability of malware detectors. In this paper, we present a
new malware detection method based on file relation graph to detect
newly developed malware samples. When constructing file relation graph,
k-nearest neighbors are chosen as adjacent nodes for each file node. Files
are connected with edges which represent the similarity between the cor-
responding nodes. Label propagation algorithm, which propagates label
information from labeled file samples to unlabeled files, is used to learn
the probability that one unknown file is classified as malicious or benign.
We evaluate the effectiveness of our proposed method on a real and
large dataset. Experimental results demonstrate that the accuracy of
our method outperforms other existing detection approaches in classify-
ing file samples.

Keywords: Malware detection · File relation graph · kNN · Label prop-
agation

1 Introduction

With the rapid development of Computer and Internet technology, computer
security becomes more and more prevalent over past decades. Malware (short for
malicious software), including Viruses, Backdoors, Spyware, Trojans, Worms
and Botnets, is software that spread and infect computers for malicious intent of
an attacker [5]. In the form of executable code, scripts, active content, and other
softwares, malware samples can be used to disrupt computer operation, gather
sensitive information, or gain access to private computer systems, and may cause
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 164–176, 2015.
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serious damages and financial losses to computers and users. Malware detection
is thus becoming more and more important due to its damage to the security
and the economic loss of people.

Currently, the main approach of protecting against malware is signature-
based method which is widely adopted by most anti-malware companies [6,7].
Signature is a particular piece of code which is obtained after being analyzed
manually by computer security experts and expressed in the form of byte or
instruction sequences and is unique for each known malware [8]. However, due
to the rapid development of malware techniques, a huge number of malware sam-
ples are being generated or mutated every day. Meanwhile, malware writers have
employed advanced development toolkit, including encryption, polymorphism,
and metamorphism to make malware samples be immune to signature-based
detection. It poses a big threat to signature-based detection. Human experts
cannot analyze each new file manually, and the required responding time is
limited. This issue has motivated anti-malware industry to redesign their secu-
rity systems for detecting malware samples. Recently, many research efforts have
been conducted on malware detection using data mining techniques. Researchers
have shifted from traditional signature-based method to file-content-analysis
based approaches to detect and classify malware with static or dynamic fea-
tures [1,2,10–13,19,21,22]. These techniques applied data mining algorithms for
malware detection based on content features, such as instructions, control flow
extracted from binary codes and API call sequences tracked from runtime envi-
ronments.

In this paper, instead of using the content information of file samples, we
investigate how file relations can be used to detect malware samples and employ
a Label Propagation method for classifying file samples based on the constructed
file relation graphs. A real and large scale file relation dataset from an anti-
malware industry company is used in the experiments. The scale of this dataset
is representative including 69,165 file samples (3,095 malware, 22,583 benign
files, and 43,487 unknown files) on 3,793 clients.

This paper makes the following contributions:

1. Unlike classic classifiers based on only the file content information, we make
use of the relationships among file samples and apply graph mining algorithm
for malware detection. Relations with other known files are used to identify
the unknown file samples.

2. We use the k-nearest neighbors of each file sample to construct a file relation
graph for inferring each file’s probability of being malicious or benign.

3. A label propagation algorithm is used to propagate the label information from
labeled files to unlabeled files.

4. The empirical evaluation on a real and large data collection from an anti-
malware industry company is performed and demonstrates the performance
of our method.

The remainder of this paper is organized as follows. Section 2 presents the
background and discuss the related work. Details of the dataset is described in
Sect. 3. We discuss how file relations and the Label Propagation algorithm can
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be used to perform malware detection in Sect. 4. Experiments are conducted to
evaluate the effectiveness and efficiency of our proposed method by comparing
with the baselines in Sect. 5. Finally, we state the conclusions and future studies
in Sect. 6.

2 Background and Related Work

In recent years, an increasing number of studies have been conducted on develop-
ing efficient algorithms to detect malware by data mining and machine learning
techniques [1,8,9,13,16–19,21,22]. In [8], Jeffrey et al. developed a statistical
method to extract virus signatures automatically, it is the first major work
applying data mining techniques to detect malware. Schultz et al. [12] used
DLL information, strings and n-grams to train RIPPER, Naive Bayes and Multi
Naive Bayes to classify malware. Assaleh et al. [1] created class profiles of various
lengths according to the number of most frequent n-grams within the class with
different n-gram sizes. Kolter et al. [9] selected the most relevant n-grams on
1971 benign and 1651 malicious file samples, then different classification meth-
ods including Naive Bayes, Support Vector Machine (SVM), and Decision Tree
(DT), were compared based on these n-grams for malware detection. In [21],
Ye et al. developed an Intelligent Malware Detection System (IMDS) which
uses Objective-Oriented Association classification based on Windows API call
sequences. An OOA Fast FP-Growth algorithm was developed. Their experi-
ments showed that OOA-based method outperforms the Apriori algorithm for
association rule generation.

The aforementioned methods are all based on the file contents, including
Application Programming Interface calls and program code strings. Besides file
contents, relations among file samples can also be used to extract invaluable
information about the properties of file samples. In recent years, some research
efforts have been conducted on detecting malware based on file relation graphs
[3,4,14,15,20]. Chau et al. [3] presented a novel method based on Belief Prop-
agation algorithm to infer file reputation using file-machine relations. In [20],
Ye et al. built a semi-parametric classifier model that combines file-to-file rela-
tionship with file contents information for malware detection. Tamersoy et al.
proposed AESOP, a scalable algorithm, which leverages locality-sensitive hash-
ing to measure similarity between files and employs a tuned BP algorithm on
the file-bucket graph based on LSH [14].

3 Data Description

In this section, we describe the dataset used in our work. We obtain the dataset
from an anti-malware industry which contains 69,165 file samples (3,095 mal-
ware, 22,583 benign files, and 43,487 unknown files) and relations between these
file samples [20]. Figure 1 shows the structure of the file relation database includ-
ing 8 fields: file id, file label (“1” is for benign file, “−1” denotes malicious file,
and “0” represents unknown file), file name, number of malware that the file
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co-exists, malware ids that the file co-exists, the number of benign files that the
file co-exists, benign file ids that the file co-exists, number of clients in which
the file exists.

Fig. 1. Sample File Relation Database

Usually, the number of benign files is much larger than that of malware
samples. It leads to the imbalanced data distribution which can be seen from
the dataset. Both the number and the relations are imbalanced. Figures 2 and 3
show the distribution of the co-occurrence between malware samples and the
co-occurrence between malware samples and benign files respectively.

Fig. 2. Co-occurrence between Malware Samples

Note that the file lists were collected from users’ clients. It is unnecessary and
unpractical for the clients to collect all the file samples from users’ machines, the
clients only submit the suspicious file samples to the server for further analy-
sis. So that, only the associations with labeled file samples are recorded in the
database, the relationship between unknown file samples is missing. We will
use the co-occurrence information for each unknown file sample to calculate the
similarity between unknown file samples, which will be described in next section.
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Fig. 3. Co-occurrence between Malware Samples and Benign Files

4 Graph-Based Malware Detection Using Label
Propagation

4.1 File Relation Graph Construction

Based on the structure property of the dataset described in Sect. 3, an undirected
weighted graph is constructed to represent the relations among file samples. The
graph is defined as G = (V,E,W ), where V is set of nodes corresponding to the
file samples, E represents the relations among the nodes, and W corresponds to
the weights of each edge. Here, we define the similarity between file fi and fj
as the co-occurrence strength. Let Ci and Cj denote the set of clients in which
the file fi and fj exists respectively. The Jaccard similarity measure is used to
calculate the co-occurrence strength as follows.

sim(fi, fj) =
|Ci ∩ Cj |
|Ci ∪ Cj | , (1)

where |C| is the size of set C. The value of this measure is between 0 and 1;
“0” indicates no co-occurrence relationship, “1” indicates a full co-occurrence
relationship.

As mentioned earlier, the relationship between unknown file samples is
missing. Here, we use the relationship with labeled file samples of each unknown
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file to measure the similarity between unknown file samples. Let Mi represent
the set of file samples which co-exist with unknown file sample fi. The similarity
between two unknown file samples fi and fj is:

sim(fi, fj) =
∑

m∈Mi∩Mj

sim(m, i) ∗ sim(m, j). (2)

In order to filter out the noisy data, we choose the k-nearest neighbors of
each file by applying the kNN based method. If file fi is in k-nearest neighbor
of file fj , then there is an edge between them. The weight of the edge is the
similarity between file fi and fj .

To further illustrate, a file relation dataset sample is given as Table 1, in
which 6(3) means that the file co-exists with file No.6 in three clients. Based
on the given relations, an undirected weighted graph is constructed as shown in
Fig. 4. The figure shows the relations among the files in the case of k = 3, and
the number on each edge indicates the weight. The key idea of our problem can
be described as: An unlabeled file sample can be labeled as malware or benign
based on their co-occurrence with labeled files.

Table 1. File Relation Dataset Sample

ID Label Co-exists with Malware Co-exists with Benign File Count of Clients

1 0 7(1),8(1),10(1) 6(1) 2

2 0 4(1) 3(2),6(2) 2

3 1 4(1),8(1) 5(2),6(3) 4

4 −1 8(1),10(1) 3(1),6(1) 2

5 1 8(1) 3(2),6(1) 2

6 1 4(1),8(1) 3(3),5(1) 4

7 −1 10(1) —— 1

8 −1 4(1),10(1) 3(1),5(1),6(1) 3

9 0 —— 3(1),5(1),6(1) 1

10 −1 4(1),7(1),8(1) —— 2

4.2 Label Propagation

Label Propagation is a graph-based semi-supervised learning method, which lets
every labeled data spread its label information to the whole graph until all
unlabeled data have a stable label states [23].

Let (x1, y1)...(xl, yl) denote labeled data, where y1...yl are class labels, and
(xl+1, yl+1)...(xl+u, yl+u) be unlabeled data. The key idea of label propagation
is that data points with high similarity tend to have the same labels. Label
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Fig. 4. Constructed Graph based on Table 1

information of labeled nodes need to be propagated to all nodes through the
edges.

Define Y as a (l + u) × C label matrix, where Yij represents the probability
of node xi being labeled as yj and C is the number of classes. In other words,
Y represents the label probability distribution of each node. T is a probabilistic
transition matrix defined as

Tij = P (j → i) =
wij∑l+u
k=1 wij

, (3)

where Tij denotes the probability of jumping from node j to i. Algorithm 1
presents the method proposed by Zhu in [23].

Algorithm 1. Label Propagation
1. Initialization. Set Y be the initial labels attached to each node, where Yij = 1 if
xi is labeled as yj .
repeat

(1). Propagate labels of any node to its neighbors by Y ← TY , where T is row-
normalized matrix of T , i.e. T ij = Tij/

∑
k Tik.

(2). Clamp the labeled data.
until Y converges
2. Assign xi with a label using yi = arg maxjYij .

Define YL as the top l rows of Y which are labeled data and YU as the
remaining u rows standing for unlabeled data. Due to the clamping operation,
YL never changes, so we only need to focus on YU . It is shown that the algorithm
converges to a unique fixed point and the solution is YU = (I − Tuu)−1TulYL.
Here, Tuu and Tul are sub-matrices obtained by splitting T after the l-th row
and the l-th column.
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4.3 Malware Detection Using Label Propagation

Based on the constructed file relation graph as well as the label propagation
algorithm described in previous subsection, the whole process of our proposed
method is described in Algorithm 2.

Algorithm 2. Algorithm for malware detection
Input: Raw file lists data
Output: Class label of each file sample

1. Calculate the similarity for each pair of associated files;
2. Calculate the similarity for each pair of unlabeled files based on their co-
occurrence;
3. Choose k nearest neighbors for each file as neighbors in the graph;
4. Initialize graph G = (V,E,W );
5. Perform the Label Propagation algorithm described in Algorithm 1;
6. Assign labels(i.e., malicious or benign) to unlabeled file samples.

5 Experiment

In this section, we conduct two sets of experiments: (1) In the first set of exper-
iments, we evaluate the effectiveness of kNN method applied for neighbor selec-
tion and choose the best value of k for the rest experiments. (2) In the second
set of experiments, we evaluate the effectiveness of our proposed method for
malware detection by comparing with baseline methods. All algorithms are eval-
uated with the dataset described in Sect. 3.

5.1 Experiments Setting

All algorithms in following subsections are implemented on a laptop of Windows
8 OS with Intel Core i7 2.7 GHz Duo CPU and 8 GB RAM using JAVA 1.7. The
evaluation metrics are described below.

– True Positive(TP): Number of samples labeled as malicious correctly.
– True Negative(TN): Number of samples labeled as benign correctly.
– False Positive(FP): Number of samples labeled as malicious incorrectly.
– False Negative(FN): Number of samples labeled as benign incorrectly.
– TP Rate(TPR): TP

TP+FN

– FP Rate(FPR): FP
TN+FP

– Accuracy(ACC): TP+TN
TP+TN+FP+FN
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5.2 Performance Evaluation of Neighbor Selection Using kNN

When constructing the file relation graph, we choose the k-nearest neighbors of
each file samples to filter out the noisy data and keep the most similar neighbors.
In this section, we evaluate the effectiveness of applying kNN method. We run
the algorithm without applying kNN method, and 5 times with k = 10, k = 30,
k = 50, k = 70 and k = 100 respectively. From Table 2 and Fig. 5, we saw
an improvement of about 13 % on TP (True Positive) and 10 % on TN (True
Negative) after applying kNN by setting k = 50.

Table 2. Effectiveness of Applying kNN

Method TP FP TN FN ACC

Non-kNN 110 301 3,396 179 0.8796

k = 10 109 224 3,473 180 0.8986

k = 30 113 179 3,518 176 0.9109

k = 50 155 67 3,630 134 0.9496

k = 70 126 139 3,558 163 0.9242

k = 100 122 199 3,498 167 0.9082

5.3 Comparisons of Label Propagation with Other Methods

In this subsection, we compare the effectiveness of our proposed method with
other methods including both graph-based and content-based classification
approaches. Four baseline methods were compared: AESOP in [14], Malware
Distributor Detector (MDD) in [15], Support Vector Machine (SVM), and Ran-
dom Forest (RF).

Cross Validation: We use 10-fold cross validation scheme to evaluate the per-
formance of our proposed method. At each round, we set the labels of files in
the test set to 0 and the probabilities of being malicious and benign both to 0.5.
For each fold, we run our proposed algorithm with baseline methods and record
the ACC (Accuracy). Quantitative results on the 10-fold validation are shown in
Fig. 6. The notch marks the 95 % confidence interval for the medians. The figure
demonstrates that our proposed method makes an significant improvement on
accuracy compared to the best performance among the baseline methods, with
k = 50.

Prediction: 3,986 files with ground truth (includes 289 malware, 3,697 benign
files) were selected at random as the test data for evaluation, and the rest data
were used as the training data. Here we set k = 50. Table 3 and Fig. 7 present the
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Fig. 5. Effectiveness of Applying kNN

results of our proposed method along with the four baseline methods. The com-
parison results illustrate that our proposed algorithm outperforms other methods
in malware detection on the large and real datasets.
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Fig. 6. Comparisons of Accuracy for 10-fold validation

Table 3. Quantitative comparisons of our proposed method with baseline methods on
large and real data

Method TP FP TN FN ACC

Label Propagation 155 67 3,630 134 0.9496

AESOP 198 3,385 312 91 0.1279

MDD 98 2,493 1,204 191 0.3266

SVM 81 461 3,236 208 0.8321

RF 69 398 3,299 220 0.8449

Fig. 7. Comparisons of Proposed Method with Baseline Methods
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6 Conclusion and Future Work

In this paper, we study how to use file relations for malware detection. The
associations between file samples are used to compute the file similarity values
to construct file-relation graph by kNN method. A Label Propagation algo-
rithm is applied for classifying file samples based on the constructed file-relation
graph. We use a real and large dataset consisting of file co-occurrence records
from users’ clients. Comprehensive experiments are performed to compare our
proposed method with other existing malware detection approaches. The exper-
imental results demonstrate that the accuracy of our proposed method outper-
form other malware detection methods using data mining techniques. For the
future work, we plan to further explore the combination of file relation informa-
tion and file contents to reduce the false positive and negative rates.
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Abstract. With the rapid development of information society, the era
of big data is coming. Various recommendation systems are developed to
make recommendations by mining useful knowledge from massive data.
The big data is often multi-source and heterogeneous, which challenges
the recommendation seriously. Collaborative filtering is the widely used
recommendation method, but the data sparseness is its major bottleneck.
Transfer learning can overcome this problem by transferring the learned
knowledge from the auxiliary data to the target data for cross-domain
recommendation. Many traditional transfer learning models for cross-
domain collaborative recommendation assume that multiple domains
share a latent common rating pattern which may lead to the negative
transfer, and only apply to the homogeneous feedbacks. To address such
problems, we propose a new transfer learning model. We do the collective
factorization to rating matrices of the target data and its auxiliary data
to transfer the rating information among heterogeneous feedbacks, and
get the initial latent factors of users and items, based on which we con-
struct the similarity graphs. Further, we predict the missing ratings by
the twin bridge transfer learning of latent factors and similarity graphs.
Experiments show that our proposed model outperforms the state-of-
the-art models for cross-domain recommendation.

Keywords: Cross-domain · Transfer learning · Collaborative filtering ·
Sparseness · Heterogeneous feedbacks

1 Introduction

With the rapid development of computer and network technologies, especially
the mobile internet, people can easily acquire all kinds of information from the
internet. Under the big data environment of web, massive information often
makes people dazzling and unable to get valuable information rapidly and effec-
tively. In order to solve this problem of information overload, personalized rec-
ommendation systems are developed. For example, the famous personalized
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recommendation platforms of Amazon, Movielens, Alibaba and so on. They help
users obtain the required service quickly and accurately and make huge bene-
fits for the relevant manufacturers. Collaborative Filtering (CF) is an excellent
recommendation algorithm which is widely used at present. CF in recommender
systems is designed to predict the missing ratings for a user or an item based on
the collected ratings from like-minded users or similar items [1,2]. CF is simple,
which doesn’t need the configuration information of users and has no special
requirements to the recommendation objects. CF is effective, which can make
multiple recommendations. Although CF has such advantageous properties, the
recommendation performance would be degraded seriously when the observed
data is very sparse.

To address the sparseness problem, many improved CF methods based on
the single domain have been proposed. But these methods are subject to the
data quality of the target domain. They may be invalid when the target data is
extremely sparse. In reality, especially in the current era of big data, we often
have many data in the associated domains of the target domain. Why not try
to make use of them? So we research the cross-domain recommendation which
combines relevant data from different domains with the original target data to
improve the recommendation. Transfer learning [3] can be used for cross-domain
CF recommendation particularly. During the transfer learning, useful knowledge
will be learned from the auxiliary data and transferred to the target data so that
the sparseness problem of the target data can be addressed effectively. However,
traditional transfer learning models for cross-domain CF recommendation have
some issues as follows:

– They are often limited to the transfer of homogeneous user feedbacks. How-
ever, the heterogeneous user feedbacks are common in reality, especially in
the current big data era.

– They usually suppose that different domains share a common latent rating
pattern based on the user-item co-clustering. In fact, however, the associated
domains do not necessarily share such a common latent rating pattern, and
the diversity among associated domains may outweigh the advantages of this
common latent rating pattern [4], which may degrade the recommendation
performance.

– Since the target data is extremely sparse, it is expected that more useful
common knowledge is transferred from the auxiliary data to the target data.
Only using the latent factors extracted from the auxiliary data may result in
that the positive information transferred to the target data is insufficient.

To solve these problems, we propose a new model of cross-domain CF rec-
ommendation based on the twin bridge transfer learning of heterogeneous user
feedbacks. Our contributions are summarized as follows:

– To transfer the rating information of heterogeneous user feedbacks, the initial
data are preprocessed to be homogenous. Then we do the collective factoriza-
tion to rating matrices of the target data and its auxiliary data, and get the
initial latent factors of uses and items respectively, when we consider both the
common and domain-specific latent rating patterns.
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– Based on the initial latent factors, the similarity graphs are constructed. The
model can be formulated as an optimization problem based on the graph
regularized weighted nonnegative matrix tri-factorization [5]. In the process
of optimization, latent factors and similarity graphs are regarded as a implicit
bridge and a explicit bridge for transfer respectively to learn more useful
knowledge.

– An efficient gradient descent method is executed to optimize the objective
function with convergence guarantee. Extensive experiments on several real-
world data sets suggest that our proposed model outperforms the state-of-
the-art models for the cross-domain recommendation.

2 Related Work

CF is widely used due to its simpleness and high-efficiency. However, since CF
method fully depends on the observed rating data, the sparseness issue has
become its major bottleneck [6]. In real life, we may easily find some related CF
domains with the similar recommendation as the target domain. A question was
then asked in [7]: Can we establish a bridge between related CF domains and
transfer useful knowledge from one another to improve the performance?, which
is an emerging research topic about cross-domain CF [8].

Transfer learning is used for cross-domain CF recommendation in particu-
lar. Liu bin [9] gives a brief survey of the pilot studies on cross-domain CF in
CF domains and knowledge transfer styles. Chungyi Li et al. [10] try to match
users and items across domains for transfer learning to improve the recommenda-
tion quality. Weiqing Wang et al. [11] research cross-domain CF by tag transfer
learning. Zhongqi Lu et al. [12] explore selective transfer learning for cross-
domain recommendation. Pan et al. [13–15] propose the models to transform
knowledge from domains which have heterogeneous forms of user feedbacks.

The majority of the existing transfer learning models for cross-domain recom-
mendation assumes that the target domain and its auxiliary domains are related
but doesnt suggest ways to compute the relatedness across multiple domains.
The usual way of the existing models is to exploit the common latent structure
shared among multiple domains as the information bridge to transfer the useful
knowledge. For example, Shi, Y. et al. [16] propose a generalized cross domain
CF model by tag transfer learning. They use user-generated tags as the com-
mon features to connect multiple domains together and perform transfer learning
across different domains for knowledge transfer. Traditional cross-domain recom-
mendation models assume that all the domains share the common latent rating
pattern, which is inconsistent with the reality and may cause the recommenda-
tion performance of a hard decline. Gao et al. [4] propose a cluster-level latent
factor model, which can not only learn the common rating pattern shared across
domains with the flexibility in controlling the optimal level of sharing, but also
learn the domain-specific rating patterns of users in each domain that involve the
discriminative information propitious to performance improvement. This model
is referred to as GAO model by us.
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Liu bin et al. propose Codebook Based Transfer (CBT) model [7] and Rat-
ing Matrix Generative model [17] to transfer the cluster-level codebook to the
target data, which are novel and influential. However, because the dimension
of codebook is limited, the codebook cannot transfer enough useful knowledge
when the observed data are quite sparse. To overcome this problem, Transfer by
Collective Factorization (TCF) [15,18], Coordinate System Transfer (CST) [19],
and Transfer by Integrative Factorization (TIF) [12] extract both latent tastes of
users and latent features of items in forms of latent factor matrices, and transfer
the useful knowledge they contain from the auxiliary data to the sparse target
data. However, these models do not take full account of the negative trans-
fer. In addition, they only employ a single information bridge to transfer the
knowledge. In Graph Regularized Weighted Nonnegative Matrix Factorization
(GMF) [5] model, the neighborhood information is integrated into the factor-
ization. The associated information among users or items can be utilized with
the help of the similarity of user tastes or item features. But it requires dense
ratings to calculate the neighborhood structure. When the data are very sparse,
the neighborhood structure may be rather inaccurate so that the recommenda-
tion can’t be performed effectively. Different from these methods, Shi et al. [20]
explore the twin bridge of latent factors and their similarity graphs for the pur-
pose of transferring more useful knowledge to the target data, which is referred
to as SHI model by us. SHI model can enhance efficient transfer by transferring
more knowledge, while alleviate negative transfer by regularizing the learning
model with latent factors and similarity graphs, which can naturally filter out
the negative information contained in the latent factors.

3 Problem Definition

Suppose that multiple domain-related rating matrices are given. Let η be the
domain index, Rη ∈ RMη×Nη (η ∈ [1, t], t ∈ N+) is the rating matrix of the η-th
domain, where Mη and Nη represent the numbers of users and items, respectively.
A binary weighting matrix Zη with the same size as Rη is used to mark the
missing ratings, where [Zη]ij = 1 if [Rη]ij is observed and [Zη]ij = 0 otherwise.
The rating matrix in which missing ratings are to be predicted is deemed as the
target data, and other rating matrices related to the target data are deemed as
the auxiliary data. The goal is to predict missing ratings in the target data by
transferring useful knowledge from the auxiliary data.

Without loss of generality, we prepare to solve a concrete problem which is
the same as SHI model. Suppose that R ∈ RM×N is the rating matrix of the
target data, Z ∈ {0, 1} is the indicator matrix, Zij = 1 if user i has rated item
j and Zij = 0 otherwise. R1 and R2 are rating matrices of two auxiliary data
sets respectively. R1 shares the common set of users with R, while R2 shares
the common set of items with R. We try to predict the missing ratings of R
by transfer learning from R1 and R2. Of course, when neither the users nor the
items in the ratings matrices across multiple domains such as R, R1 and R2 are
overlapping, our proposed model will be still effective.
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4 Related Models

4.1 GAO Model [4]

In GAO model, the cluster level structures hidden across domains are extracted
to learn the rating pattern of user groups on the item clusters for knowledge
transfer, and to clearly demonstrate the co-clusters of users and items. The co-
clustering of the data matrix in domain η can be performed by the orthogonal
non-negative matrix tri-factorization, and the integrated objective function is

min
Uη,S0,Sη,Vη≥0

f =
∑

η

||[Rη − Uη[S0, Sη]V T
η ] � Zη||2 (1)

where � is the entry-wise product, Uη/Vη denotes the user/item latent factor
matrix, S0 denotes the share rating pattern matrix, Sη denotes the specific rating
pattern matrix of domain η. In order to make the factorization more accurate,
some prior knowledge can be imposed on the latent factors during the optimiza-
tion, such as the L1 norm constraint: Uη1 = 1 and Vη1 = 1.

4.2 SHI Model [20]

Shi et al. extract latent factors U0 and V0 from R1 and R2 by GMF [5] and
construct similarity graphs WU and WV based on U0 and U0, respectively. WU

and WV are defined as follows:

If u0
i∗ ∈ Np(u0

j∗) or u0
j∗ ∈ Np(u0

i∗), (WU )ij = 1; Otherwise (WU )ij = 0
If v0

i∗ ∈ Np(v0
j∗) or v0

j∗ ∈ Np( v0
i∗), (WV )ij = 1; Otherwise (WV )ij = 0

Where u0
i∗ is the i th row of U0 denoting the latent taste of user i, v0i∗ is the

i th row of V0 denoting the latent feature of item i, Np(u0
j∗) and Np(v0

j∗) are
the sets of p-nearest neighbors of u0

i∗ and v0
i∗ respectively. Latent factors and

similarity graphs are integrated into a unified optimization framework for twin
bridge transfer learning:

min
U,V,B>=0

O = ||Z � (R − UBV T )||2F + λU ||U − U0||2F +

λV ||V − V0||2F + γUGU + γV GV

(2)

where GU = tr(UT LUU), GV = tr(V T LV V ) (tr refers to the trace of matrix),
LU and LV are the graph Laplacian matrices for the similarity graphs WU and
WV respectively. λU and λV are regularization parameters indicating the confi-
dence on the latent factors. γU and γV are regularization parameters indicating
the confidence on the similarity graphs, U/V denotes the user/item latent fac-
tor matrix, B denotes the latent pattern matrix of ratings. LU = DU − WU ,
LV = DV − WV , Du = diag(

∑
j

(WU )ij , Dv = diag(
∑
j

(WV )ij .
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5 HFT Model

Inspired from the related models above, we propose a novel model of cross-
domain CF recommendation based on twin bridge transfer learning of hetero-
geneous user feedbacks named HFT. At first the data is preprocessed for our
proposed HFT model.

In a user-item rating matrix, the observed ratings such as the 5-star ratings
are often extremely sparse, so over-fitting may easily happen when we predict
the missing ratings. However, we observe that some auxiliary data in the form
of like/dislike may be more easily obtained. For example, we can easily collect
the favored/disfavored data in Moviepilot, the love/ban data in Last.fm and the
Want to see/Not Interested data in Flixster, which are implicit feedbacks and
heterogeneous to the numerical ratings [15]. Moreover, the implicit feedbacks
can be collected from the user behaviors and formalized to be binary ratings.
For example, if the user browses, forwards or collects some information, we set
the rating as 1, and 0 otherwise. It is more frequently for users to express such
implicit tastes than to mark numerical ratings. We can make use of implicit feed-
backs to alleviate the sparseness problem in explicit feedbacks. For the explicit
feedbacks, such as the numerical rating matrix R = (Rui), Rui ∈ {1, 2, 3, 4, 5},
let R

′
= (R

′
ui), R

′
ui = Rui−1

4 . R
′
is the preprocessed rating matrix of R. Rui can

be restored by Rui = 4R
′
ui +1 at the end of prediction. To alleviate the data het-

erogeneity between different kinds of feedbacks, such as {0, 1} and {1,2,3,4,5}−1
4 ,

let σ(x) = 1
1+e−(x−0.5) , x ∈ {0, 1} is the implicit feedback, σ(x) is a logistic link

function to revise the implicit feedbacks. So the heterogeneous rating data are
normalized to be homogeneous for the collective factorization. Then HFT model
is mainly divided into the following three steps.

5.1 Extraction of Latent Factors

To extract latent factors, we do the flowing two collective factorizations respec-
tively. Each factorization is learning from the GAO model.

min
U0,S0,S1,S,V,V1≥0

f1 = ||[R − U0[S0, S]V T ] � Z||2+

||[R1 − U0[S0, S1]V1
T ] � Z1||2

(3)

min
U2,U,S

′
0,S2,S′ ,V0≥0

f2 = ||[R − U [S
′
0, S

′
]V0

T ] � Z||2+

||[R2 − U2[S
′
0, S2]V0

T ] � Z2||2
(4)

We solve Eqs. (3) and (4) by the gradient descent method, and get the latent
factors U0 and V0, respectively.
Solving Equation (3)

Let V = [V T
00, V

T
01] ∈ RN×L, V1 = [V T

10, V
T
11] ∈ RN×L1 , where V T

00 = V (:, 1 :
D), V T

01 = V (:, (D + 1) : L), V T
10 = V1(:, 1 : D), V T

11 = V1(:, (D + 1) : L1), D is
the dimension of shared common rating pattern. Here L − D is the dimension
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of domain-specific rating pattern of R, L1 − D is the dimension of domain-
specific rating pattern of R1, S0 ∈ RK×D, S ∈ RK×(L−D), S1 ∈ RK×(L1−D),
U0 ∈ RM×K , Z ∈ RM×N . UT

0 U0 = I, V T
1 V1 = I, V T V = I.

Taking the learning of latent factor S as an example, we will show how to
optimize S by deriving its updating rule while fixing other latent factors. For
this purpose we can rewrite the objective function in Eq. (3) as follows:

min
S

f1(S) = ||R − U0S0V00 − U0SV01] � Z||2+
||[R1 − U0S0V10 − U0S1V11] � Z1||2

(5)

The derivative of f1(S) with respect to S is

∂f1(S)

∂S
= 2(U0

T ([U0S0V00] � Z)V T
01 − U0

T (R � Z)V T
01) + 2U0

T ([U0S1V01] � Z)V T
01.

We use the Karush-Kuhn-Tucker complementary condition for the nonneg-
ativity of S and let ∂f1(S)

∂S = 0, then can get the following updating rule for
learning S:

S ← S

√
UT
0 (R � Z)V T

01

UT
0 ([U0S0V00] � Z)V T

01 + UT
0 ([U0SV01] � Z)V T

01

(6)

Similarly, we can get the updating rules for learning other latent factors as
follows:

S1 ← S1

√
UT
0 (R1 � Z1)V T

11

UT
0 ([U0S0V10] � Z1)V T

11 + UT
0 ([U0S1V11] � Z1)V T

11

(7)

U0 ← U0

√
(R � Z)V [S0, S]T

([U0[S0, S]V T � Z) � V [S0, S]T
(8)

V ← V

√
[S0, S]T U0

T (R � Z)

[S0, S]T U0
T ([U0[S0, S]V T ] � Z)

(9)

V1 ← V1

√
[S0, S1]

T
U0

T (R1 � Z1)

[S0, S1]
T
U0

T ([U0[S0, S1]V1
T ] � Z1)

(10)

S0 ← S0

√
UT
0 (R � Z)V T

00 + UT
0 (R1 � Z1)V T

10

P + Q
(11)

where

P = UT
0 ([U0S0V00] � Z)V T

00 + UT
0 ([U0SV01] � Z)V T

00

Q = UT
0 ([U0S0V10] � Z1)V T

10 + UT
0 ([U0S1V11] � Z1)V T

10

Based on the above updating rules for learning different latent factors, it can
be proved that the objective function in Eq. (3) will decrease monotonically and
the learning algorithm demonstrated above is convergent [4]. At last, we can
extract latent factor U0 by enough iterations. In the same way, we can extract
latent factor V0 by solving Eq. (4).
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5.2 Similarity Graph Construction

When the observed user-item rating data is very sparse, two users may rate the
common item with a fairly low probability though they have the same taste, so
the neighborhood information of users or items can not be effectively utilized.
To overcome this problem, the similarity graphs from dense auxiliary data are
constructed since the auxiliary data is closely related to the target data. Because
U0 and V0 are denser than R1 and R2, they can better represent the neighbor-
hood information. We construct the user-side similarity graph WU and item-side
similarity graph WV based on the extracted U0 and V0, respectively [20]. In SHI
model, the distance is simply defined by the concept of p-nearest neighbors with
binary values of 0 and 1, so WU and WV may be inaccurate to be the weight
matrices for the similarity graphs. Here we adopt the PCC (Pearson Correlation
Coefficient) to measure the similarity:

(WU )ij = ρ(u0
i∗,u

0
j∗) =

∑
(u0

i∗ − u0
i∗)(u0

j∗ − u0
j∗)√∑

(u0
i∗ − u0

i∗)
2
√∑

(u0
j∗ − u0

j∗)
2

(WV )ij = ρ(v0
i∗,v

0
j∗) =

∑
(v0

i∗ − v0
i∗)(v0

j∗ − v0
j∗)√∑

(v0
i∗ − v0

i∗)
2
√∑

(v0
j∗ − v0

j∗)
2

where u0
i∗ is the i th row of U0 denoting the latent taste of user i, v0i∗ is the i th

row of V0 denoting the latent feature of item i, u0
i∗/v0

i∗ is the mean of u0
i∗/v0

i∗ .

5.3 Predicting of Missing Ratings

We predict missing ratings by the graph regularized weighted nonnegative matrix
tri-factorization. The optimization function is

min
U,V,B>=0

O = ||Z � (R − UBV T )||2F + γUGU + γV GV (12)

where GU = tr(UT LUU), GV = tr(V T LV V ), LU and LV are the graph Lapla-
cian matrices for the similarity graphs WU and WV respectively. γU and γV are
regularization parameters indicating our confidence on the similarity graphs.

We solve the optimization problem in Eq. (12) by the gradient descent
method [20]. The derivative of O with respect to U is

∂O

∂U
= −2Z � RV BT + 2Z � (UBV T )V BT + 2γULUU.

We use the Karush-Kuhn-Tucker (KKT) complementary condition for the
nonnegativity of U and let ∂O

∂U = 0, then get

[−Z � RV BT + Z � (UBV T )V BT + γULUU ] � U = 0



Cross-Domain Collaborative Recommendation by Transfer Learning 185

Because LU may take any signs, we decompose it as LU = L+
U − L−

U , where
L+

U = 1
2 (|LU |+LU ), L−

U = 1
2 (|LU |−LU ). L+

U and L−
U are positive-valued matrices.

We get the following updating rule for learning U :

U ← U �
√

Z � RV BT + γUL−
UU

Z � (UBV T )V BT + γUL+
UU

(13)

Similarly, we can obtain the updating rules for learning V and B as follows:

V ← V �
√√√√ (Z � R)T

UB + γV L−
V U

(Z � (UBV T ))T
UB + γV L+

V V
(14)

B ← B �
√

UT (Z � R)V
UT (Z � (UBV T ))V

(15)

According to [5], the objective function in Eq. (12) will monotonically
decrease until convergence when updating U , V and B sequentially and iter-
atively by Eqs. (13–15). R can be calculated by UBV T , so the missing ratings
can be predicted.

6 Experiments

6.1 Data Sets

MovieLens10M1. It contains 10000054 ratings and 95580 tags applied to 10681
movies by 71567 users of the online movie recommender service MovieLens. The
preference of the user for a movie is rated on a 5-star scale, with half-star incre-
ments. If the movie is not rated by any user, the rating is marked as 0.
Epinions2. It contains 2,372,198 ratings given by 44,157 users to 50,682 prod-
ucts. Users can mark products with integer ratings ranging from 1 to 5.
Book-Crossing3. It contains 278,858 users providing 1,149,780 ratings
expressed on a scale from 0 to 10 about 271,379 books.

6.2 Compared Models

� GMF (Graph Regularized Weighted Nonnegative Matrix Factorization) [5]:
A good single-domain model which constructs two graphs on user side and
item side to exploit the internal and external information. In this model, the
missing ratings are predicted by the graph regularized weighted nonnegative
matrix tri-factorization.

� SHI [20].
� CBT (Codebook Based Transfer) [7]: a classical model for cross-domain CF

recommendation which can only make use of the common rating pattern via
the codebook information among different domains.

� HPT:our proposed new model.
1 www.grouplens.org/node/73/.
2 www.epinions.com.
3 http://www2.informatik.uni-freiburg.de/∼cziegler/BX/.

www.grouplens.org/node/73/
www.epinions.com
http://www2.informatik.uni-freiburg.de/~cziegler/BX/


186 J. Wang et al.

6.3 Evaluation Metrics

Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) are the two
widely used evaluation metrics for evaluating CF algorithms. We adopt MAE
to measure the prediction accuracy of multiple recommendation models. It is
defined as follows:

MAE =

∑
i,j

|Rij − Rp
ij |

|TE |
where Rij is the rating that user i gives to item j in test set, while Rp

ij is the
predicted value of Rij , |TE | is the number of ratings in test set. The smaller the
value of MAE is, the better the recommendation model performs.

6.4 Experimental Results

To simulate the heterogeneous feedbacks, we reference to Weike Pan’s method [14].
When the observed ratings range from 1 to 5, we set the ratings to 1 if they are
4 or 5 and set the ratings to 0 otherwise. When the observed ratings range from
1 to 10, we set the ratings to 1 if the ratings are 7, 8, 9 or 10 and set the ratings
to 0 otherwise.

The data sets used in our experiments are constructed by the same strategy
as [19]. Take the Book-Crossing data set as an example, we first randomly sample
a 2N × 2N(N ∈ N+) dense rating matrix X, then take the submatrix R =
X1∼N,1∼N as the target rating matrix, the submatrix R1 = X1∼N,(N+1)∼2N as
the user-side auxiliary data matrix and the submatrix R2 = X(N+1)∼2N,1∼N as
the item-side auxiliary data matrix. In this way, R and R1 share common users,
while R and R2 share common items. And we apply the same construction
strategy to Epinions data set and MovieLens10M data set.

The target ratings matrix R is randomly split into a training set and a test set,
with the proportion of 60 % and 40 % respectively. Let l be the sparseness level
of the data set. To evaluate the performance of each model in different sparse
data, we sample the target training set randomly with various sparseness levels
ranging from 0.01 % to 1 %. The utilized auxiliary data is always much denser
than the target data. Different dimensions of latent factors such as {10, 20, 50,
100, 150, 200, 300, 500, 800} and different values of regularization parameters
such as {0.01, 0.1, 0.5, 1, 5, 10, 50, 80} of each model are tried, the best of which
are selected for comparisons. Given that the major algorithms in the models are
iterative, we run each model 5 repeated times and report the average results of
MAE. In different data sets with various sparseness levels l, varies of the values
of MAE in different models with respect to N are as follows:
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Fig. 1. MovieLens
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Fig. 2. Epinions
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Fig. 3. Book-Crossing

In each one of Figs. 1, 2 and 3, the data sparseness level l in the left subgraph
is smaller than that in the right subgraph, which means the sampled data in the
left subgraph are sparser than that in the right subgraph. The above experi-
mental results show that the values of MAE in our proposed HFT model are
almost always smaller than those in other models in all cases, which is more
significant when the data is sparser in each data set. So it is demonstrated that
HFT model is more effective than others, especially when the data is sparser.
Also it performs well in the case of heterogeneous user feedbacks.
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Let T be the dimension of the share latent rating pattern between MovieLens
and Book-Crossing. MovieLens is the target data with the sparse level of 0.5 %,
and Book-Crossing is the auxiliary data with the sparse level of 8 %. Varies of
the values of MAE in different models with respect to T are as follows:
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Fig. 4. MovieLens and Book-Crossing

From Fig. 4, we can see that the values of MAE in HFT model are almost
always smaller than those in other methods, in which the values of MAE are
fixed with respect to T. Specially we can get the optimal value of T by adjusting
it freely, thereby significantly improve the accuracy of prediction. The results
show that the HFT model we proposed is effective and flexible.

6.5 Theoretical Analysis

HFT model considers both the common latent rating pattern and domain-specific
latent rating pattern so that it can get more accurate initial latent factors, based
on which the similarity graphs are constructed more accurately too. Given this,
latent factors can be used as an implicit bridge together with the similarity
graphs to perform the twin bridge transfer learning. Since the latent factors are
adopted as an implicit bridge for knowledge transfer, the transfer in HFT model
is simpler than the explicit twin-bridge transfer in SHI model. Moreover, we
adopt the PCC to measure the weight matrices for the similarity graphs, which
is time-saving and more accurate than the way based on the p-nearest neighbors
in SHI model. So HFT model owns a lower time complexity but higher recom-
mendation accuracy than SHI model. By the twin bridge transfer learning, HFT
model can transfer more useful knowledge, while alleviate negative transfer by
regularizing the learning model with the similarity graphs, which can effectively
filter out the negative information contained in the latent factors. So it is easy
to understand that HFT model has higher recommendation accuracy than GMF
model and CBT model, which not only are based on the single bridge transfer
learning, but also don’t consider the domain-specific latent rating patterns. In
addition, HFT model applies to the transfer of heterogeneous user feedbacks
across multiple domains by data normalization and the collective factorization,
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which makes the advantages of it more significant in the multi-source and het-
erogeneous environment of big data.

7 Conclusions and Future Work

We propose a novel HFT model of transfer learning for cross-domain CF recom-
mendation, which not only performs well in the case of heterogeneous feedbacks,
but also improves the recommendation by transferring more useful knowledge
considering both the common latent rating pattern and domain-specific latent
rating pattern and learning knowledge from the twin bridge of latent factors and
similarity graphs. In addition, in HFT model the latent factors of users and items
can be extracted by the collective factorization, so HFT model can be flexible
to data quality across multiple domains. Extensive experiments show that our
proposed HFT model is more efficient in sparse data and more flexible across
domains than other three excellent models.

In the future, we try to exploit more auxiliary information for transfer. Social
information, topic information and context information can be used for regular-
ization fitting in the process of optimization. Moreover, given that recommen-
dation tasks are often diverse, we intent to research multi-view and multi-task
cross-domain transfer learning [21,22] for the cross-domain recommendation.
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Abstract. The main means to obtain information from Deep Web is
submitting query condition through the provided query interfaces, so it
is the first problem that needs to be solved for Deep Web data integration
system. At present, most researchers think of query interface is merely
defined within the form html tag. This paper firstly proposes the concept
of interface block, then designs the interface block location method based
on page and vision information, and finally takes the judgment of whether
interface block is a query interface or not as the special multi-class clas-
sification problems and by applying classification algorithm combining
C4.5 decision tree and SVM. The experiment adopts TEL-8 data sets of
UIUC, and the findings indicate that the method in this paper get an
accuracy of 97.30%, and has good feasibility and practicability.

Keywords: Deep Web · Query interface · Interface block · Multi-class
classification

1 Introduction

According to the distribution of information that the website carries, it can be
divided into two parts: one is called the Surface Web, which the users can directly
perceive from web pages; the other is called the Deep Web, which information
is stored in back database [1]. The research of Michael K. Bergman [2] and
others show that data volume stored in Deep Web is 500 times that of Surface
Web, and these data cannot only serve as the source of good data, but also its
structure and semantic features can help us to carry out more effective knowledge
discovery. The main means to obtain data from the Deep Web is submitting a
query condition through the provided query interfaces, therefore the first step
to access Deep Web’s resources is effectively discover query interface. However,
due to the web page contains a lot of non-query interface and the structure of
those is similar to the query interface, which makes it very difficult to automate
discovery of query interface.

At present, many researchers have conducted study in this field [3–13]. Cope
and others [3] adopt the method of C4.5 decision tree to realize the identifica-
tion of query interface. The accuracy of this method is only 85%. Barbosa and
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 191–198, 2015.
DOI: 10.1007/978-3-319-26187-4 14
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others [4] improve the defects existing in the methods conducted by Cope and
extract a total of 14 characteristics in the form. This improved method raises
classification accuracy to 90.95%, but this method doesn’t differentiate between
query interface and search engine satisfactorily. Wang and others [6] built some
rules to identify query interface, but this is not always true because a simple
query interface having only one or two attributes. Marin-Castro and others [7]
propose an algorithm of automatically discovering query interfaces based on
machine learning. But this method assumes that query interface only designed
by form html tag. Xu and others [13] put forward the idea that the page can be
divided into several segments, and then build a mode for a specific domain, but
the accuracy is low for forms with complex structure.

This paper proposes a new method of discovering interfaces. This method
firstly transforms a web page to a DOM tree, and then transverses the nodes
in the DOM tree to determine whether the content contained by this node in
the web page needs judging or not by analyzing the CSS style information and
the DOM tree structure. Secondly, it takes the judging process as a particular
multi-type classification problem. This paper proposes an interface block clas-
sification algorithm based on the C4.5 decision tree and SVM. Among them,
the essence of adopting the classification based on the C4.5 decision tree is
to transform the query interface judgment issue into several issues of two-type
classifications and finally adopting the SVM algorithm to further classify each
of these two-type classification issues. Through the above methods, Deep Web
search interface is enabled to get independence from the form html tag. Resul-
tantly, the unique characteristics of various types in the non-query interface are
fully utilized, improving the accuracy of classification.

2 The Interface Location Method

Some researches have been conducted on how to locate contents in Deep Web
page, but these researches are about the location of the search result [14–16].
But through these researches, we find that DOM tree structure and CSS style
information could reflect the page and visual information. The following content
will have a detailed explanation of the method.

2.1 Related Definitions

Definition 1. An interface block is a segment of HTML code in a Web page P
delimited by HTML tags. This segment contains a set of control elements C =
{ci|1 ≤ i ≤ n} that can be described using the 3-tuple <name, label, domain>,
where name corresponds to the name of the field associated to this element, label
is a string that describes this element and the domain is the set of valid values
that the field can take. Some examples of HTML control elements must be C =
{input, button, select, option, option group and textarea}.
Definition 2. A Query Interface (QI) is defined as a HTML searchable form
that is intended for users that want to query a Hidden-Web database. QIs have a
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heterogeneous schema of design, semantic and value; they may change frequently
and without notice. Moreover, each QI may have a limited query capability.

Definition 3. Let Ti be a node in the DOM tree Td, then a node density:

D (Ti) =
Count(Tagspecial)

Count(Tagall)
(1)

The numerator represents the number of leaf nodes which are label input,
select, button and the textarea. The denominator represents the number of all
leaf nodes.

Definition 4. Let Ti and Tj for the DOM tree Td two nodes, the similarity of
Ti and Tj’s visual information is defined as:

Simvisual (Ti, Tj) =
sum1 + sum2 − p

sum1 + sum2
(2)

Sum1 which represents the number of CSS style information contained Ti,
sum2 represent the number of CSS style information contained Tj , p represents
the number of different CSS style information contained in both.

Definition 5. Let Ti and Tj for the DOM tree Td two nodes, the similarity of
Ti and Tj’s page information is defined as:

Simpage (Ti, Tj) = SimXpath(Ti, Tj) ∗ 2(1−Simchild(Ti,Tj)) (3)

Simxpath represents the similarity of Ti and Tj ’s Xpath and Simchild repre-
sents the similarity of Ti and Tj’s child node. Both use the calculation formula
4 in Yue K’s paper [14]. We can extend Simvisual and Simpage formula to find
the similarity between a plurality of nodes, The expansion formula is defined as:

multiSim (T1 . . . Tn) =

n∑
i<j

Sim(Ti, Tj)

C2
N

(4)

2.2 The Interface Location Algorithm

Next, we give the description of interface block location algorithm. As is shown
in Algorithm I, this algorithm uses the root node of the DOM tree of the current
page as input and the output is the corresponding tag containing the interface
block content.

Algorithm I is mainly composed of a recursive function FindInterFace-
Block( ). Among them, α, β, γ are the control parameters of the algorithm,
and its value is determined by the experiment, which mainly completes the cal-
culation of node density, similarity of page information and visual information.
If all similarity greater than threshold, it means that the content contained by
this node is the interface block; otherwise we can search the child node of this
node.
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Algorithm I. The interface location

Input: Node Nd, The number of the current node Level;
Output: the corresponding Tag containing the interface block content
1 FindInterfaceBlock(Level , Nd){
2 nds[n] <− getChildNodes(Nd)
3 for each node k from nds[n] do
4 density = Density(k)
5 Simcss = multiSimcss (getChildNodes(k))
6 Simpage = multiSimpage (getChildNodes(k))
7 if(density≥ α && Simcss ≥ β && Simpage ≥ γ)
8 return k
9 else FindInterfaceBlock(Level + 1, k)}

3 The Classification Method Based on C4.5 Decision
Tree and SVM

We have found that it is much easier to judge whether an interface is of query
interface or login interface than to directly judge whether an interface of query
interface or non-query interface. Based on the considerations above, this paper
transformed the problem into classifying between query interface and other non-
query interfaces like register, mail or login. Moreover, as long as we confirm that
an interface is of non-query interface, we do not need to further classify it within
the range of non-query interface.

3.1 Feature Selection of Interface Block

In this period, we choose that seven common non-query interface, register, login,
feedback, Newsletters, vote, mail and comment types, because they are often
wrong as the query interface. Among them, query interface must hold the control
of text, but comment interface and vote interface do not have such control, also
mail interface must have the control of email, whereas query interface do not
have such control, so it is very easy to distinguish query interface from mail, vote
and comment types. In this paper, in order to choose some better features, we
collect a total of 420 interface, of which there are 210 query interface, register(62),
login(82), feedback(42), newsletters (24), and we can draw following conclusions
from further analysis in the number of occurrences of HTML elements:

1. A total number of C2 = {hidden, image, reset, submit, a, button} controls
appears in the login interface must be less than or equal to 3

2. A total number of C2 controls appears in the newsletters interface must be
equal to 1

3. A total number of C2 controls appears in the feedback interface must be
more than

4. A total number of C2 controls appears in the registration interface must be
more than

5. Query interface must not contain C1 = {textarea, password, Email} controls.
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6. The WordList1 = {email, password, phone, register, login, forgot, comment,
message, feedback, newsletters, subscribe} must not appear in the query inter-
face

7. The WordList2 = {search, sort, keyword, category} must appear in the query
interface. While the search word appears in the types of non-query interface,
the page must include some words will appear in the non-query interface.

3.2 Classification Methods

C4.5 can handle well the differences among data sets brought by different
attribute selection methods; and it has a low time complexity. SVM is a two-
class classifier in essence. As for two-class classification, its time complexity is
linear, and it can find out the globally optimal solution. Therefore, this paper
combines the above two kinds of classification algorithms to solve the multi-class
classification problem. The classification algorithm is described as follows.

Algorithm II. Automatic Identification of Deep Web interface

Input: InterfaceHtml, WordList1, WordList2, C1, C2, C3: {checkbox, hidden, image,
radio, reset, submit, text, a, button, select}, C4: {clear, title, address, button, a, go,
submit}
Output: The type of interface block
1 TextCount = SearchTextTag(InterfaceHtml)
2 if(TextCont > 0)
3 ControlCount = C4.5 DecisionTree (InterfaceHtml, C1, C2)
4 if(ControlCount > 3)
5 type1 = Registration-Query-SVM(InterfaceHtml, C3)
6 type2 = Feedback-Query-SVM(InterfaceHtml, C3)
7 if(type1 == query && type2 == query)
8 type = SetQueryInterface(InterfaceHtml)
9 else type = SetNoQueryInterface (InterfaceHtml)

10 else if(ControlCount > 1)
11 type = Login-Query-SVM(InterfaceHtml, C3)
12 else type = Newsletters-Query-SVM(InterfaceHtml, C4)
13 else SetNoQueryInterface (InterfaceHtml)
14 return type

In algorithm II, First, we count the number of text tags. Then through the
C4.5 decision tree, part of the query interface and non-query interface are dis-
covered first, and the decision problem is then transformed into two two-class
classification problems and one three-class classification problem. In C4.5 deci-
sion tree, we first judge whether or not the word is contained in WordList1. Sec-
ond, we judge whether or not the control elements are contained in C1. Third,
we judge whether or not the word is contained within WordList2. Fourth, we
count the number of controls that not are contained in C2. Finally, with the
SVM, further classification is carried out and the parameters of SVM being the
number of controls in C3 or C4. As for three-class classification problem, only
when the two classifiers both set the interface block into query interface at the
same time, can we confirm it as a query interface.
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4 Experimental Results

To prove the validity of the method, which is, automatically finding query inter-
face, we use TEL-8 as the test set, and two experiments are conducted to assess
the validity of the method: (1) the first experiment assesses the validity of
interface block location algorithm that we proposed; (2) the second experiment
assesses the validity of the interface block classification algorithm.

4.1 Experiment 1

We extracted 400 pages from TEL-8 data set, in which query interfaces have
been classified artificially, and then recall rate of interfaces was calculated. To
confirm the controlling parameters α, β and γ and their optimal combination
in algorithm I, we use orthogonal experiment to determine the approximate
optimal combination of the three parameters. Table 1 gives the experiment level
and factor, and Table 2 gives the experiment results.

Table 1. Experiment level and factor

Level Factor 1 Factor 2 Factor 3

α β γ

1 0.32 0.42 0.52

2 0.35 0.38 0.54

3 0.38 0.35 0.57

Table 2. Experiment results

No Factor 1 Factor 2 Factor 3 Results

(Recall)

No Factor 1 Factor 2 Factor 3 Results

(Recall)

α β γ α β γ

1 1 1 1 79% 6 2 3 1 82%

2 1 2 2 85% 7 3 1 2 78%

3 1 3 3 75% 8 3 2 1 80%

4 2 1 2 73% 9 3 3 3 65%

5 2 2 3 69% Optimal combination 1 2 2

Based on preliminary experiments and experience, we first determine the
approximate value scope of the three parameters, among which the value of α
is between 0.30–0.40; the value of β is between 0.35–0.45; and the value of γ is
between 0.50–0.60. Orthogonal table of L9 (34) is chosen, that is, with 3 levels
and 4 factors, which means at most 9 separate experiments can be carried out,
so as to confirm the optimal combination of parameters. As for this paper, we
only choose 3 factors. Table 2 shows that the optimal parameters are (α, β, γ) =
(0.32, 0.38, 0.54).
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4.2 Experiment 2

In the experiment, we divide the 425 classified and marked query interfaces into
a training set of 209 interfaces and a test set of 216 interfaces. Then we extracted
212 non-query interfaces as counterexamples of the training set, and 229 non-
query interfaces as counterexamples of the test set. The experiment results are
shown in Table 3.

Table 3. Experiment results

Interface Predicted Query Predicted Non-query

Query 209 7

Non-query 5 224

From Table 3, we can see our method attains high accuracy when distin-
guishing between query interface and non-query interface. Then we compare the
experiment results in Table 3 with Barbosa’s method [4] and Marin-Castro [7]’s
method, and the results of comparison are shown in Fig. 1.

Fig. 1. Comparison of accuracy.

From Fig. 1, we can see that the rate of correct classification through our
method is almost the same with the optimal result in Marin-Castro’s method.
However, in Marin-Castro’s method, the discovery of query interfaces is depen-
dent upon the tag of “<form></form>”. Compared with that, our method
therefore has witnessed a better result.

5 Conclusion and Future Work

The problem of discovering query interface automatically is the first problem that
needs to be solved for Deep Web data integration system. This paper firstly pro-
poses the concept of interface block, then designs the interface location method
based on page and vision information, and finally applying classification algo-
rithm combining C4.5 decision tree and SVM to obtain the query interface with
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Deep Web. The results reported in this work give evidence of the effectiveness
and usefulness of the proposed strategy. The simple query interface cannot be
correctly distinguished only by extracting structural features, so we can incor-
porate semantic information into the words in interface to further enhance the
efficiency and accuracy of determining query interfaces.
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Abstract. The issue of discovering FDs has received a great deal of
attention in the database research community. However, as the problem
is exponential in the number of attributes, existing approaches can only
be applied on small centralized datasets. It is challenging to discover
FDs from big data, especially if data is distributed. We present a new
algorithm DFDD for discovering all functional dependencies in parallel in
vertically distributed big data following a breadth-first traversal strategy
of the attribute lattice that combines efficient pruning. We verify exper-
imentally that our approach can process distributed big datasets and it
is scalable with the number of cluster nodes and the size of datasets.

Keywords: Distributed data · Big data · Association rule mining

1 Introduction

Functional dependencies (FDs) discovery is a well-studied aspect of relational
database theory. A functional dependency (FD) between two sets of attributes
(X, Y ) holds in a relation if values of the latter set are fully determined by the
values of the former set [1]. Formally, for a relation schema R with X ⊆ R and
Y ⊆ R, functional dependency X → Y is satisfied if for all pairs of tuples ti
and tj over R, we have: if ti[X] = tj [X] then ti[Y ] = tj [Y ]. The FDs discovery
problem is as follows: Given a relation schema R and an instance r of schema
R, we wish to find all FDs which hold over r [2]. In this paper we address the
problem of discovering functional dependencies in distributed big data.

FDs play an important role in relational theory and relational database design
[3]. Discovering FDs from databases is an important issue and is investigated for
many years. Given a database D, if D is a centralized database, there are some
algorithms that can be used to discover FDs from D, e.g. the partition based
methods such as TANE [4], the free-set based methods such as FUN [7], etc.
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These methods are designed for centralized databases. In practice, however, a
relation is often fragmented and distributed across different sites [6]. In these
settings the FDs discovering problem is much harder and thus they could not be
applied directly, unless all the data fragments are transported to one site.

Example 1. Figure 1 gives an relation R, R is vertically fragmented into three
fragments (Fig. 1(b)), and each fragment Ri resides at site Si. Here TID is a key
of R, and A, B, C, D, E are attributes of R.

As is shown in Fig. 1, it is easy to discover FDs from R if data is centralized by
existing FDs discovering algorithms. However, if R is fragmented and resides at
different sites, we cannot apply the existing algorithms. For example, to determine
whether or not candidate FD A → C is a FD, we cannot use existing methods and
need to transport data from S2 to S1 or from S1 to S2 first of all.

TID A B C D E TID A B TID C D TID E 

1 1 1 0 2 2 1 1 1 1 0 2 1 2 

2 2 1 1 0 2 2 2 1 2 1 0 2 2 

3 1 3 1 2 6 3 1 3 3 1 2 3 6 

4 5 3 5 3 6 4 5 3 4 5 3 4 6 

5 2 5 3 0 6 5 2 5 5 3 0 5 6 

(a) Relation R                    (b) A vertical partition of R

Fig. 1. A relation R and its vertical partitions

The remainder of this paper is organized as follows. After the related work
introduced in Sect. 2, some basic notations are introduced in Sect. 3. In Sect. 4,
we lay out the principles of searching the space of FDs. The details of algorithm
DFDD are given in Sect. 5. Experimental results are presented in Sect. 6, followed
by conclusion in Sect. 7.

2 Related Work

Most of existing works on functional dependencies discovery were applied to
centralized data [4,7,8]. These functional dependencies discovery approaches can
be classified into two main groups.

The first group consists of approaches that traverse the search space in a
breath-first manner and check the satisfaction of the candidate FDs level by
level. The first group includes algorithms such as TANE [4], FUN [7], etc. The
main characteristic of these algorithms is that it works level-wise when testing
the satisfaction of the candidate FDs and uses the satisfied FDs to prune the
candidate FDs at lower levels of the lattice to reduce the search space.

The second group of approaches are algorithms that traverse the search space
in a depth-first manner. The key characteristic of the depth-first algorithm is that
it starts with an individual attribute as LHS and appends more attributes until
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an FD for the selected RHS holds. The second group includes algorithms such
as Miner [8]. Different sets are used in these algorithms and the candidate for
LHSs are selected based on different sets.

All above works are related to FDs or other constraints discovering from
centralized small data while in this paper we are discovering FDs from distributed
big data that is vertically fragmented.

3 Preliminaries

Consider a relation schema R defined over a set of attributes: A1, · · · , An. The
attributes set of R is denoted by attr(R). Single attribute is denoted by the
letters A, B, C, · · · , while X, Y, Z stand for sets of attributes. The cardinality
of an attribute set X in relation R is denoted by |X|R, which gives the number
of distinct values of X in R. |X| stands for the number of attributes in X, while
|R| represents the cardinality of R (i.e. the number of tuples in R).

Definition 1 [3] (Functional Dependencies, FDs). Let X, Y ⊆ attr(R) be two
sets of attributes. The functional dependency between X and Y, denoted
by X→Y, holds in R if and only if: ∀t1, t2 ∈ R, if t1(X) = t2(X),
then t1(Y ) = t2(Y ).

Definition 2 (Key). Let X ⊆ attr(R) be an attribute set. X is a key for R if
and only if: X → attr(R).

Remark. If X is a key, then |X|R = |R|.
Definition 3 (Equivalence Classes). Let X ⊂ attr(R) be an attribute set, denote
the equivalence classes of a tuple t ∈R with respect to the given set X, i.e.
[t]X = {p ∈ R | p[A] = t[A] for all A∈ attr(R)},where t [A] is the attribute value
of tuple t under attribute A.

Definition 4 (Partition). LetX ⊂ attr(R) be an attribute set, denote∏
X = {[t]X | t ∈ R} as a partition of R under X.
It is obvious that

∏
X is composed of disjoint equivalence classes of tuples in

R, and in each equivalence class the tuples under attribute set X have the same
attribute value and the attribute value is unique. The union of the equivalence
classes equals the relation R.

Definition 5 (Stripped Partition) [4]. Let X ⊂ attr(R) be an attribute set,
denote

∏′
X = {[t]X | t ∈ R, |[t]X | > 1} as a stripped partition of R under X.

4 Search and Prune

This section we formulate the search strategies of candidate FDs and the pruning
strategies of candidate FDs.
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4.1 Search Strategy

To discover all non-trivial FDs, DFDD works as follows. It starts with candidate
FDs generation, firstly generates and verifies candidate FDs with one attribute
at the left hand side (LHS), then works its way to larger LHS attribute sets
through the attribute lattice level by level from top to down. When processing
a set X, this algorithm tests candidate dependencies of the form X \ {A} →A,
where A ∈ X. This guarantees that only non-trivial candidate dependencies
are tested. This searching method can also be used to prune the search space
efficiently.

Given schema R= {A1, A2, · · · , Am}, candidate dependencies are calculated
using all possible attribute combinations of R as LHS. In this paper, we only
pay attention to minimal FDs with single attribute on the left hand side (LHS),
thus the number of attributes for the LHS of a candidate FD is at most m−1.
Figure 2 shows a lattice of attr(R) = {A, B, C, D}, and the lattice is composed
of all candidate FDs. The edge of the lattice between the first node from left
at Level-1 and the first node from left at Level-2 represents the candidate FD
A→B, and the edge between the first node from left at Level-2 and the first
node from left at Level-3 represents the candidate FD AB →C, etc.

Fig. 2. Attribute lattice for attr(R) = {A, B, C, D}

Lemma 1. Given a relation schema R defined over {A1, · · · , Am}, the total
number of non-trivial candidate dependencies is m · 2m−1 − m.

4.2 Pruning

To reduce unnecessary identifying of candidate FDs and improve the discovering
efficiency, we can prune the implied FDs from the lattice. Candidate FDs pruning
is to remove the candidate FDs (edges) in the lattice implied by the discovered
FDs so that we do not need to verify them.

Theorem 1 [4]. An FD X →Y is satisfied if and only if |∏X | = |∏XY |.
For example, in Fig. 1, FD A→D is satisfied on relation R, since

|∏A | = |∏AD |.
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Theorem 2. Let X, Y ⊆ attr(R). If |∏X | < |∏Y |, then X�Y.

Theorem 3. Let X ⊆ attr(R), A∈ attr(R) \X. If X �A, for each Y ⊂X, we
have Y �A.

Theorem 4. Let X ⊆ attr(R), A∈ attr(R) \X. If X →A, for each X ⊂Y, we
have Y →A.

Theorem 5. The candidate FDs verifying tasks allocating problem is a NP-
hard problem [5].

5 Algorithm

Algorithm Cet. The first algorithm, Cet, is a näıve approach: it reduces the
FDs discovering problem for vertically fragmented distributed data to its coun-
terpart for centralized databases. Cet first selects one site as the collaborate site,
then transfers the data distributed at other sites to the collaborate site, and at
which the candidate FDs are verified.

Algorithm DFDD. Algorithm 1 illustrates the main loop of DFDD. Its input
is the set of columns and their partitions. Its output is the set of FDs discovered
from distributed big data.

Algorithm 1. DFDD
Input: R1, R1, · · · , Rn

Output: Ω
1 treeRoot ← NULL;
2 Ω ←{},Ω′ ←{};
3 attr(R)← ⋃

attr(Ri), Ωi ← {}, i ∈ [1, n];
4 Ω′

i ←generate(attr(R));
5 allocate(Ω′

i);
6 for i ∈ [1, n] do
7 for ϕ′

i ∈ Ω′
i do

8 if verify(ϕ′
i) == TRUE then

9 Ω′
i ← Ω′

i \ {ϕ′
i};

10 Ωi ← Ωi

⋃{ϕ′
i};

11 prune(Ω′
i, ϕ

′
i, TRUE );

12 broadcast(ϕ′
i, TRUE );

13 else
14 Ω′

i ← Ω′
i \ {ϕ′

i};
15 broadcast(ϕ′

i, FALSE );

16 Ω ← ⋃
Ωi, i ∈ [1, n];

17 return Ω.

The FDs result set Ω and the candidate FDs set Ω′ are initialized at first.
DFDD then gets the union of distributed attributes, which is the preliminary of
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candidate FDs generating. Function generate() generates candidate FDs Ω′ set.
After generating the candidate FDs, DFDD allocates verifying tasks to different
sites by function allocate(). Then DFDD verifies allocated tasks and prunes the
candidate FDs by the result of verifying and the message broadcasted by other
sites at each site in parallel. For each candidate FD ϕ′

i in the candidate FDs
set Ω′

i, DFDD verifies ϕ′
i at site Si. If the verification result shows that ϕ′

i is
a functional dependency, then DFDD removes ϕ′

i from candidate FDs set Ω′
i,

and then adds ϕ′
i to FDs result set Ωi. DFDD prunes the candidate FDs set

Ω′
i by the pruning strategies proposed in Sect. 4.2, then broadcasts ϕ′

i and its
status (true or false) to other sites. If the verification result shows that ϕ′

i is not
a functional dependency, then DFDD removes ϕ′

i from candidate FDs set Ω′
i

and broadcasts ϕ′
i and its status to other sites. Upon receiving the broadcasting

messages from other sites, the current site will prune the candidate FDs set.

6 Experimental Results

In this section we present an experimental study of our algorithms for discovering
FDs in vertically fragmented data.

Experimental Setting. To evaluate DFDD, we performed several experiments
with different datasets. We used a cluster with a dedicated master node and eight
workers with 1.7 GHz Intel Xeon 2 processor and 16 GB of RAM, and the operat-
ing system of each machine is Ubuntu 10.4. All the algorithms are implemented
in Java. We used Apache Hadoop 1.1.2 as the distributed processing framework
and Hama 0.6.4 as the Bulk Synchronous Parallel (BSP) computing model.

Data. We use two different types of data: (1) Real-life data taken from the
United States Department of Transportation [9]. We generate instance alos4 of
4 Millions tuples, alos12 of 12 Millions tuples and alos204 of 20 Millions tuples.
(2) Synthetic data representing a companys employee records, referred to as
EMP. We created two instances of EMP containing 4 Millions tuples, 12 Millions
tuples and 20 Millions tuples each. We refer to these instances as emp4, emp12
and emp20, respectively.

Experimental Results. We conducted three sets of experiments, evaluating
the centralized algorithm Cet and distributed algorithm DFDD. We varied the
number of sites (|S|), size of the distributed data (|D|), and the number of
attributes (|attr(R)|). All experiments report the average over three runs.

Exp-1: Varying the Number of Sites. To evaluate the scalability of our
algorithms with the number of sites, we fixed the total data size and increased
the number of sites |S| from 2 to 8. We used datasets alos12 and emp12.
Figures 3 and 4 show response times for algorithm Cet and algorithm DFDD. As
expected, the response time of algorithm DFDD decreases as |S| increases. How-
ever, the response time of algorithm Cet increases slightly as |S| increases. Since
all the verifying tasks of algorithm Cet are executed in one collaborate site, the
increase of |S| has almost no much impact on the response time of algorithm Cet.
Figures 3 and 4 show that DFDD outperforms Cet significantly in response time.
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Exp-2: Varying Data Size. To evaluate the scalability of our algorithms with
data size |D|, we fixed the number of sites |S| to 2 and 8 and increased the size
of data |D| from 20 % to 100 %. We used datasets alos20 and emp20. Figures 5
and 6 show response times for algorithm Cet and algorithm DFDD. DFDD2

refers to the case that the number of sites |S| is 2, while DFDD8 refers to the
case that the number of sites |S| is 8. As expected, the response time of algorithm
Cet and DFDD increases as |D| increases. However, the increasing rate of Cet’s
response time is much higher than that of algorithm DFDD. Figures 5 and 6
show that DFDD outperforms Cet significantly in response time with data size
|D| increasing. And we can learn from Figs. 5 and 6 that with the increase of the
number of sites |S|, the response time of algorithm DFDD decreases significantly.
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Exp-3: Varying the Number of Attributes. To evaluate the scalability of
our algorithms with the number of attributes |attr(R)|, we fixed the number of
sites |S| to 8 and fixed the size of data to 4 Millions and increased the number
of attributes |attr(R)| from 5 to 8. We used datasets alos4 and emp4. Figures 7
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and 8 show response times for algorithm Cet and algorithm DFDD. As expected,
the response time of algorithm Cet and DFDD increases as |attr(R)| increases.
As is shown in Figs. 7 and 8, the response time of Cet grows exponentially
with the increase of attributes |attr(R)|. By Lemma 1, the number of candidate
FDs is exponential to the number of attributes. With the increase of attributes
|attr(R)|, the verifying task increases exponentially, thus the response time grows
exponentially. Figures 7 and 8 show that DFDD outperforms Cet significantly in
response time with the number of attributes |attr(R)| increasing.

7 Conclusion

In this paper, we have proposed a distributed algorithm to discover FDs from
vertically distributed data. The main feature of our algorithm emphasizes the
verifying load balance among the sites of the distributed big data. To reduce the
verifying tasks, we cluster and allocate the candidate FDs by the containment
of the candidate FDs LHS. To prune the candidate FDs as early as possible, we
broadcast the verifying results among the sites of the distributed big data. To
improve the discovering efficiency, we discover the FDs at each site of the distrib-
uted big data in parallel. As the drawback of breath-first manner in discovering
FDs, a future research is to combine the breath-first manner and depth-first
manner when discovering the FDs from vertically distributed big data.
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Abstract. Document clustering is one of the prominent methods for
mining important information from the vast amount of data available on
the web. However, document clustering generally suffers from the curse
of dimensionality. Providentially in high dimensional space, data points
tend to be more concentrated in some areas of clusters. We take advan-
tage of this phenomenon by introducing a novel concept of dynamic clus-
ter representation named as loci. Clusters’ loci are efficiently calculated
using documents’ ranking scores generated from a search engine. We
propose a fast loci-based semi-supervised document clustering algorithm
that uses clusters’ loci instead of conventional centroids for assigning doc-
uments to clusters. Empirical analysis on real-world datasets shows that
the proposed method produces cluster solutions with promising qual-
ity and is substantially faster than several benchmarked centroid-based
semi-supervised document clustering methods.

Keywords: Loci · Ranking · Semi-supervised clustering

1 Introduction

In the large document corpora, it is common to find some documents with label or
grouping information. Generalizing this valuable prior information to the larger
part of the unlabeled documents is relevant to many real-world applications
including web information system [7]. Semi-supervised clustering methods have
been developed to solve this problem and have been reported to produce a better
quality solution than the unsupervised methods [2,7]. Partitional centroid-based
semi-supervised clustering algorithms such as seeded k-means or constrained k-
means [2] are usually preferred due to their fast performance on large datasets.
Nevertheless, these methods do not scale well for the problems with a large num-
ber of groupings [7].

Meanwhile, recent clustering studies on high dimensional data have shown the
superiority of using the clusters’ hub information instead of the conventional cen-
troids for grouping the documents [3,8]. Hubness in clusters (Fig. 1a) is defined as
the likelihood of data points in high dimensional data to occur more frequently in
k-nearest neighborhood (k-NN) rather than occurring near the centroid point [8].
The behavior of these data points (i.e. hubs) is shown to be a property of high
dimensional data and not merely a samples limitation [5]. Unfortunately, the
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 208–215, 2015.
DOI: 10.1007/978-3-319-26187-4 16
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hubness-based clustering algorithms have been limited to apply to a corpus with
thousands of documents only [3,8]. The need of calculating the similarity between
a document and at least the top-n hub points instead of a single centroid point,
representing a cluster, makes the process cumbersome.

In this paper, we propose a novel concept of cluster locus and apply it in
semi-supervised document clustering setting. The locus of a cluster is a hub-like
neighborhood of most relevant documents to a target document (e.g. d1 or d2 in
Fig. 1). In other words, the locus of a cluster is a dynamic cluster representation
for a document. A locus can be viewed as a low-dimensional projection of a
hub with regards to a document. The relevant documents can be efficiently
chosen using the ranking scores generated by a scalable Information Retrieval
(IR) system (e.g. search engine).

Fig. 1. The difference between hubs (a) and loci-based clustering (b).

Our previous clustering method, CICR [7], also uses the ranking scores pro-
duced by a search engine to improve the performance when the number of clusters
in the dataset is large. However, there are substantial differences between CICR
[7] and the proposed method LSDC. Not only does CICR use conventional cen-
troids, it needs to update the cluster information in the search engine (realtime
index ) [7]. On the other hand, LSDC can work as a plugin/add-on to the existing
IR system without any alteration to the IR system. Consequently, LSDC is more
applicable at a production level.

The LSDC method has some important features that make it suitable for
large datasets with a large number of clusters. It does not need centroid initial-
ization or updates. LSDC does not need the input parameter k (i.e. the total
number of clusters) like most other clustering algorithms. The total number of
clusters that fit the dataset is automatically calculated by the algorithm. More-
over, as shown in Fig. 1b, in order to group a target document, the comparison
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is done with some clusters only and with some documents only within those
clusters. This selective comparison reduces the need to scan all the documents
(or clusters) in the corpus. As shown in our experiments in the latter section, a
small size of relevant documents is enough to accurately cluster the documents.
LSDC is able to generate new clustering labels that are not present in the ini-
tial labeled data (i.e.seed). Finally, a locus is not necessarily at the center of
a cluster, hence LSDC does not have the tendency to form (hyper)sphere-like
clusters.

Several real-world document datasets, exhibiting a large number of clusters,
were used in the experiments. A comparison of LSDC with centroid-based semi-
supervised clustering methods that utilize initial labels (seed) is reported. Empir-
ical analysis reveals that LSDC is not only able to cluster data with a large
number of clusters, but also produces fast and accurate clustering solution.

2 Loci Based Semi-supervised Document Clustering

Let D = {d1, d2, d3, . . . , dN} be the set of all N documents in a dataset. We
denote D� ⊂ D as a set of labeled documents (i.e. seed) and Dμ ⊂ D as a
set of documents that needs be clustered (i.e. target documents). Note that
Dμ ∩ D� = ∅ and Dμ ∪ D� = D. Since LSDC is a hard clustering method, every
document in Dμ will be mapped to a single cluster.

Using a search engine (e.g. Sphinx1), it is possible to get a set of ordered
terms based on their frequency of occurrence in D. Let F t = {(ti, fti) : ti ∈
d, d ∈ D} be a set of terms and their frequencies in the whole corpus imported
from a search engine where fti ≤ ftj for i ≤ j. Given a document d ∈ Dμ,
LSDC extracts a set of s distinct terms from d to form a query q based on their
frequency information in F t. In this paper, the s terms in q are chosen from d as
terms with s lowest frequencies and it occur more than once in the whole corpus.

A set of at most m relevant documents to the query q and its ranking score
vector r is then generated by a search engine. Clusters’ loci are calculated from
the prior grouping information found in the relevant documents. Finally, simi-
larities between d and the clusters’ loci are then used to determine which cluster
d should be grouped into.

2.1 Document Ranking Schemes

Let q = {t1, t2, . . . , ts} ⊆ d be the query generated from d. Using a search engine,
a set of m most relevant documents to q is identified and its ranking scores vector
r is generated. A ranking function Rf employed in a search engine calculates
the ranking scores r of m documents for query q generated from d as:

Rf : q → Dq = {(dq
j , rj) : j = 1, 2, . . . ,m′}, (1)

where 0 ≤ m′ ≤ m. If m′ = 0, it indicates that there is no relevant document
found in D for the given query q. In LSDC, this will trigger a new cluster
1 http://sphinxsearch.com.

http://sphinxsearch.com
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formation and enables LSDC to cluster the documents in Dμ to clusters beyond
the existing initial prior information in D�.

There is a number of functions that can be used to calculate ranking score
of a document with regards to a query. However, we have shown previously that
the Sphinx search engine’s specific ranking function called SPH04 results in
superior clustering quality compared to other ranking schemes such as weighted
tf-idf, BM25, and BM25 with proximity [7]. Therefore, we have used SPH04 in
all of our experiments. The ranking score SPH04 of d ∈ D given a query q of
length s is defined in [1] as:

RSPH04
f (q) = 1000fw(q, d) + 
999RBM∗

f (q, d)�, (2)

with

fw(q, d) = 4max{LCS(q, d)}(1 + Uw) +
{

3, exact query match
2, first query term match (3)

and

RBM∗
f (q, d) =

1
2

+

∑s
i=1(

tf∗idf
tf+1.2 )

2s
, where idf =

log(N−nt+1
N )

1 + N
. (4)

LCS(q, d), the Longest Common Sub-sequence, is defined as the number of key-
words that are present in d in the exact same order as in q. Uw is a user defined
constant, tf is a term frequency, the number of terms occurring inside document
d, and nt is the number of documents in D that have the term t.

2.2 Loci Based Document Clustering

Let Dq be the set of documents returned by a search engine in response to the
query q. We obtain a set of relevant and labeled documents as Dq

� = D�∩Dq. Let
Cq

� be the set of distinct cluster label information within Dq
� . For each cluster

found in Cq
� and assuming Dq

� �= ∅, clusters’ loci Lk of q are calculated as follows:

Lk = {d : d ∈ Dq
k, k ∈ Cq

� }. (5)

Using the formulation given in (5), each relevant cluster in Cq
� has only one

cluster locus (shown in Fig. 1b). If Dq
� = ∅ then a new cluster is formed with

d as its member. We would like to emphasize that in (5) the role of document
ranking scores in calculating Lk is implicit. This would result in not only more
efficient computation but also less communication cost.

Once the clusters’ loci are formed, similarity values between d and each locus
in Lk are calculated to decide the document’s final clustering decision. Let φ
denotes a similarity function, then the cluster decision is based on the solution
of the following constrained optimization:

max
k

{φ(d, Lk) : k ∈ Cq
� }

subject to φ(d, Lk) ≥ ρ
, (6)
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input : A set of indexed documents D, labeled documents D�, distinct initial
cluster labels C� extracted from D�, documents that are going to be
clustered Dμ, a similarity threshold ρ, and the maximum number of
relevant documents m.

output: Disjoint partitions of Dμ.

for each d ∈ Dμ do
Extract q from d;
Dq = Rf (q) = {(dq

j , rj) : j = 1, 2, . . . , m}; // Search engine’s query

Dq
� = Dq ∩ D�; // Consider only labeled and relevant documents

if Dq
� = ∅ then

C� = C� ∪ {d}; // Form a new cluster

else
Lk = {d : d ∈ Dq

k, k ∈ Cq
� };

φ∗ = max
k

{φ(d, Lk) : k ∈ Cq
� };

if φ∗ ≥ ρ then
ck = ck ∪ {d}; // Assign d to ck

else

C� = C� ∪ {d}; // Form a new cluster

end

end

D� = D� ∪ d;

end

Algorithm 1. LSDC Algorithm.

where ρ is a user defined threshold to determine whether the similarity value
between a document and a locus is considered significant. The set of labeled
documents D� is then updated using the optimal decision (i.e. ck). When the
optimization in (6) does not have a feasible solution, then d will form a new
unit cluster. The process is incrementally done for all of the documents in Dμ.
Algorithm 1 details the overall process.

3 Experiments

We used four openly available datasets: Reuters 215782, MediaEval Social Event
Detection (SED) 2013, SED 2014 development data3, and Wikipedia (September
2014 dumps). The Reuters data has five different categories: topics, exchanges,
organizations, people, and places. Since LSDC is a hard clustering method, only
Reuter documents that have single topic category were used. Similarly, single
category documents from Wikipedia dumps were used. Short length documents
(usually pages referring to image files) were filtered. All of the text information
from SED 2013 and 2014 metadata were concatenated and used (except URL).
The datasets summary is given in Table 1.
2 http://www.daviddlewis.com/resources/testcollections/reuters21578/.
3 http://www.multimediaeval.org/.

http://www.daviddlewis.com/resources/testcollections/reuters21578/
http://www.multimediaeval.org/


Semi-supervised Document Clustering via Loci 213

Table 1. Summary of datasets in the experiments.

Dataset #Docs K #terms Raw size (MB)

Reuters 9446 66 28,614 5.4

SED’13 437,370 16,711 189,164 179

SED’14 362,578 17,834 158,272 105

Wikipedia 701,141 59,600 4,553,408 2,074

3.1 Pre-processing and Evaluation Criteria

Standard text pre-processing such as English stopwords and non-alpha-numeric
characters filtering were applied. The document length normalized tf -idf (term
frequency-inverse document frequency) weighting [6] was used to represent the
document vectors. In all of the experiments the query length s was set to 30
and ρ = 0. The clustering evaluation metrics used were pairwise F1-score and
Normalized Mutual Information (NMI) [4]. Running time was calculated for all
of the clustering methods without the pre-processing steps. Included in the time
measurements were initialization (in centroid based methods), communication
cost (CICR and LSDC), and updating of the cluster information. Under the
distributed computing environment, the time was measured using the real CPU
time instead of wall time. Experiments were done using Matlab in a local area
network connected machine (1Gbps) and no parallel processing has been utilized
in all of the clustering algorithms.

3.2 Results and Discussion

Use of Label Information: LSDC as a semi-supervised clustering method
depends on the availability of the prior information in the form of grouping
information (labels) contained in D�. We evaluated LSDC with representing
D� of different sizes from the data corpus D in order to analyze the impact of
labeled data to the clustering quality. As shown in Fig. 2a, the LSDC perfor-
mance is consistent with the increasing proportion of the supervision provided.
Most importantly, LSDC does not require a large portion of labeled data to give
a relatively acceptable clustering quality. With the exception of Reuters (i.e.
small dataset), the NMI scores are all above 0.75 by using merely 10 % of D.

Loci Size: Across all four used datasets running time, NMI, and F1-score were
recorded for all clustering solutions generated with varying values of m (i.e.
the number of relevant documents returned from a search engine to be used in
loci calculation). Figure 2b shows that as the size of m increases, the clustering
quality is improves. However, the increment is getting smaller and reaches a
plateau at around m = 50. This indicates that a relatively small value of m is
generally enough for LSDC to produce near-optimal clustering quality.
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Fig. 2. The effect of different sizes of D� and m to LSDC clustering results.

Table 2. Performance comparison on different datasets, methods, and metrics.

NMI F1-score

LS CR CK SK LS CR CK SK LS CR CK SK

Reuters 00:01 00:02 00:01 00:04 .660 .714 .703 .676 .721 .747 .699 .657

SED 2013 00:18 29:41 182:56 >240:00 .946 .935 .965 .964 .768 .725 .838 .831

SED 2014 00:29 22:40 117:31 >240:00 .953 .946 .979 .978 .792 .767 .905 .899

Wikipedia 00:40 >240:00 >240:00 >240:00 .830 − − − .464 − − −
Method: LSDC (LS), CICR (CR), constrained (CK) and seeded (SK) k

Benchmarks: Comparisons were made with the centroid-based semi-supervised
document clustering methods such as CICR [7], seeded k-means [2], and con-
strained k-means [2]. All documents in D� are used for centroid initialization in
constrained k-means and seeded k-means. However, in constrained k-means only
documents in Dμ are used to produce final cluster results while seeded k-means
uses all of the documents in D. D is randomly split into two equal size of D�

and Dμ. The evaluation on all methods are done using documents in Dμ against
the available gold standard. We add an additional time stopper (240 h) as a time
threshold.

Table 2 shows that overall LSDC is faster while producing comparable clus-
tering quality. It appears that the discrepancy of speed between LSDC and the
other methods is higher as the datasets get larger. This indicates that LSDC is
more suitable for large size datasets. All other methods reach the time limit with-
out producing any results for the large dataset (Wikipedia) while LSDC took
only 40 min to finish. Seeded k-means even reached the time limit for medium
size datasets (SED 2013 and SED 2014). The F-score and NMI values show that
LSDC gives high-quality clustering solutions. In fact, LSDC gives marginally
better results than CICR and almost similar results to constrained k-means and
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seeded k-means. We also compared the performance with the Euclidean dis-
tance measure, these clustering solutions consumed more time and yielded lower
accuracy in comparison to the cosine similarity measure.

Further analysis on clustering quality: Although not shown in this paper
(due to the space constraint), empirical analysis shows that longer queries do not
necessarily produce better clustering quality. We also found that LSDC’s cluster-
ing quality can be further improved by using the available structure information
in the documents (e.g. title and tags) to build a customized ranking scheme.

4 Conclusions and Future Work

A novel concept of loci is introduced in this paper to dynamically represent
document clusters. We proposed and evaluated a fast incremental loci based
document clustering method (LSDC) on several real-world datasets. By extend-
ing a search engine capability to process a large set of documents and provide
relevant documents to a query, LSDC is capable of clustering a large set of doc-
uments substantially faster than the benchmarked algorithms while retaining a
comparable clustering quality. Analysis on the quality of prior information to
the LSDC clustering quality and a possible extension of loci concept in classi-
fication problems with a large number of categories are subjects of our future
investigations.
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in clustering high-dimensional data. In: Huang, J.Z., Cao, L., Srivastava, J. (eds.)
PAKDD 2011, Part I. LNCS, vol. 6634, pp. 183–195. Springer, Heidelberg (2011)



Differentiating Sub-groups
of Online Depression-Related Communities

Using Textual Cues

Thin Nguyen1(B), Bridianne O’Dea2, Mark Larsen2, Dinh Phung1,
Svetha Venkatesh1, and Helen Christensen2

1 Centre for Pattern Recognition and Data Analytics,
Deakin University, Geelong, Australia

{thin.nguyen,dinh.phung,svetha.venkatesh}@deakin.edu.au
2 Black Dog Institute, University of New South Wales, Sydney, Australia

{b.odea,mark.larsen,h.christensen}@blackdog.org.au

Abstract. Depression is a highly prevalent mental illness and is a comor-
bidity of other mental and behavioural disorders. The Internet allows
individuals who are depressed or caring for those who are depressed, to
connect with others via online communities; however, the characteristics
of these online conversations and the language styles of those interested
in depression have not yet been fully explored. This work aims to explore
the textual cues of online communities interested in depression. A random
sample of 5,000 blog posts was crawled. Five groupings were identified:
depression, bipolar, self-harm, grief, and suicide. Independent variables
included psycholinguistic processes and content topics extracted from the
posts. Machine learning techniques were used to discriminate messages
posted in the depression sub-group from the others. Good predictive valid-
ity in depression classification using topics and psycholinguistic clues as
features was found. Clear discrimination between writing styles and con-
tent, with good predictive power is an important step in understanding
social media and its use in mental health.

Keywords: Web community · Feature extraction · Textual cues ·
Online depression

1 Introduction

Depression is a leading cause of disability worldwide and the prevalence of depres-
sion in developed countries constitutes a major health burden. Conservative esti-
mates indicate that 3.2 % of individuals worldwide experience depression within
any 12 month period. The Internet is increasingly used for the exchange of mental
health information, support, and advice. Web communities are one such avenue
for connecting with others over the Internet. These communities are used by indi-
viduals with depression and have been found to provide social support, reduce
social isolation, and help people to cope more effectively whilst creating an online
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 216–224, 2015.
DOI: 10.1007/978-3-319-26187-4 17
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space to share ideas and experiences. As depression is a condition which signif-
icantly impacts social functioning, communities on the Web may have unique
potential for reconnecting individuals and improving symptoms. However, to
date, little is known about the topics discussed within these communities or the
language features that characterise this discussion.

For healthcare research, applying machine learning techniques to online com-
munities enables researchers to analyse the content of information exchanged as
well as the sentiment and linguistic styles that users express in their online com-
munication. For example, previous research has linked online emotional expres-
sion to global mental health data [4] and detected risk from potentially suicidal
tweets [7]. For the analysis of textual content generated in social media, two
feature sets have been widely used. Firstly, linguistic styles have been found
to be indicative of depression in several studies in psychiatry [9,10]. Secondly,
topic features have been used to characterise the content of text documents [5].
These two representations enable understanding of what people are writing about
(topics) and how they write (language styles), potentially providing insights into
the mental health status of individuals. Textual features have been found to be
strong predictors of depression, and differentiate mental health communities from
other online communities [6]. However, depressive symptomatology is transdi-
agnostic and central to a number of mental health disorders. Understanding
the differences in the language styles may help to shed light on differences in
diagnoses.

This study aims to examine the topics and linguistic features in a sample of
online communities interested in depression. This study uses a large cohort of
data from nearly 10,000 individual users in 24 online mental health communities.
This work aims to explore the differences in language in the depression-specific
communities with other depressive conditions such as bipolar disorder, self-harm,
suicide, and grief. We present an analysis of these communities, focusing on the
topics and psycholinguistic processes expressed in the content of users’ posts, to
engineer predictive feature sets. Both conventional statistical tests and machine
learning algorithms are utilised in the analysis.

A key contribution of this work is to introduce a comprehensive view of blog-
gers in such mental health communities using topics of interest and language
styles. Another contribution is to provide a set of predictors to differentiate
the subgroups associated with the depressive communities. This work helps to
improve our understanding of online mental health communities that are inter-
ested in depression and illustrates the potential of machine learning for improving
psychiatric research and practice.

2 Methods

2.1 Datasets

This study focused exclusively on online communities within the Live Jour-
nal platform. Communities who listed ‘depression’ as an interest were identified
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Fig. 1. The proportion of topics discussed among the communities.

through the ‘search communities by interest’1 function provided by the Live
Journal website. This found a total of 352 communities. A sample of active com-
munities was acquired, selecting those with at least 200 posts, and at least one
update in the previous month. The final cohort consisted of 24 communities
with a total of 38,401 posts. Based on their community names and descriptions,
these 24 communities were then subgrouped into one of the following categories:
depression (four communities), bipolar disorder (seven communities), self-harm
(five communities), grief/bereavement (four communities) and suicide (four com-
munities). To create a balanced dataset, 1,000 posts from each subgroup were
randomly selected for machine learning. To ensure equal representation across
each of the individual communities, the 1,000 post allowance was divided by the
number of individual communities in that subgroup. For example, each of the
four communities within the ‘depression’ subgroup contributed 250 posts.

2.2 Feature Extraction

To characterise the difference between online communities, two feature sets were
extracted. (1) Topics: to extract topics, latent Dirichlet allocation (LDA) [1]
1 http://www.livejournal.com/interests.bml.

http://www.livejournal.com/interests.bml
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Table 1. The prominent topics discussed within the subgroups.

No. Word cloud No. Word cloud

8
dad mom died mother family

father sister brother christmas house passed death daddy birthday gone parents lived cancer funeral knew

29
baby pregnant weeks daughter child girl

angel mommy birth husband born pregnancy children knew beautiful babies boy pray family picture

10 cut cutting stop cuts blood scars arms arm deep skin razor cutter stopped wrist blade hide legs knife tried bleed

30 anymore stop worse cry crying boyfriend

away afraid break wants start gets gotten handle end apart lately seeing falling upset

13

depression
fighting fight suffer suffering worst struggle ect low poetry live related hello tips lack fear goes upset project far

31

suicide health mental

illness prevention young percent university attempt attempted risk commit state suicides death based women program rate reported

18
death dead mark grave anniversary

remember peace saturday passed earth alive meant buried fair brett sympathy gave place spirit away

32
cause mom left wanted problem

parents funny wrong tried thinks ask online idk giving likes calling supposed erich opinion awhile

23 meds medication seroquel lithium lamictal psychiatrist

effects doctor weeks psych dose started seeing therapist manic zoloft drug abilify month prozac

41

school college parents

grade summer classes basically girl end fine teacher semester student graduate grades huge senior break missed kids

28 bipolar disorder diagnosed anxiety depression

manic mood issues panic therapy symptoms mania illness diagnosis control normal severe medication psychiatrist episodes

was used as a Bayesian probabilistic modelling framework. For the inference
part, we implemented Gibbs inference detailed in [3] and the number of topics
was set to 50; and (2) Language styles: the proportions of words associated with
psycholinguistic categories as defined in the Linguistic Inquiry and Word Count
(LIWC) package [8].

2.3 Classification and Feature Selection

We formulated four two-class classifiers to examine the usefulness of the
extracted features in distinguishing posts made by the depression communities
from those made by other subgroups. For each classifier, say depression versus
suicide, we denote by B a corpus of posts made in depression and suicide com-
munity blogs. Given a blog post d ∈ B, we are interested in predicting if the
post belongs to depression or suicide subgroup, based on the textual features
extracted from d.

We are interested in the features sets that are strongly predictive of each of
the subgroups. For this purpose, Lasso, a regularised regression model [2], was
chosen. Lasso performs logistic regression and selects features simultaneously,
enabling an evaluation of both the classification performance and the importance
of each feature in the classification process. Classification accuracy was used to
evaluate the performance.
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Fig. 2. LIWC styles among the five categories of communities (normalised for each
feature).

3 Results

3.1 Analysis of Topics

Figure 1 illustrates the distribution of topics across the 24 communities. There
were no topics which uniquely distinguished the depression subgroup from the
other subgroups. The prominent topics discussed within the subgroups are shown
in Table 1.2 The bipolar disorder subgroup commonly discussed topic 23 (related
to medication, and specifically Seroquel, an atypical antipsychotic drug used in
the treatment of bipolar disorder), and topic 28 (which is predominately about
bipolar disorder itself). The self-harm communities strongly expressed topic 10,
which is related to cutting. The grief groups have strong expressions of topic 8
(parents and death) or topic 29 (babies and pregnancy).

Individual topics were expressed in each of the suicide-related communities.
In community S-2, topic 31 (suicide and mental health) was commonly discussed,
community S-3 had no dominant topic although the words “care” and “anymore”
were expressed frequently. Similarly community S-4 did not have a dominant
topic, although topic 8, associated with separation, was present and may reflect
suicide bereavement.
2 All 50 topics are placed at http://bit.ly/1JKY2vo.

http://bit.ly/1JKY2vo
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Table 2. Models using topics to discriminate posts made by depression vs other
subgroups.

Variable Bipolar Grief Suicide Variable Bipolar Grief Suicide

(Intercept) 0.03 0.13 1.2 −0.34 T24 −0.97

T01 −2.11 0.44 T25 0.28 −1.75

T02 −1.6 T27 −0.19 −0.2 −3.03

T03 −0.15 T28 −5.62 1.95 3.64 3.54

T04 1.15 T29 −9.52

T05 −0.3 1.8 T30 2.41 0.09 0.77 0.81

T06 0.7 T31 −1.72 −6.96

T07 −0.81 T32 1.78 1 1.54 2.68

T08 1.85 0.56 −9.32 −1.67 T33 0.78

T09 −6.66 T34 0.56 −0.25 0.52

T10 3.17 −15.99 4.26 0.29 T35 2.02 1.58 3.38

T11 −0.03 −0.05 T37 −0.41 0.54 0.65 −0.07

T12 1.23 −0.95 T39 0.63 −3.13 0.52 0.38

T13 7.42 2.28 5.87 2.76 T40 −0.35 −5.5 −1.49

T14 0.62 0.86 T41 1.43 0.46 0.78 1.08

T15 2.07 0.18 0.45 T42 0.89 0.56 −0.64

T16 0.95 T44 0.44

T17 −1.98 −1.32 T45 −4.07 −0.06

T18 −0.51 −0.08 −4.95 −5.07 T46 −0.17

T20 −1.54 T47 0.16 0.83

T21 −0.43 0.13 T48 −1.82 0.26

T22 0.33 T49 0.05 0.48

T23 −5.5 1.64 2.06 3.76 T50 0.09

3.2 Analysis of Linguistic Styles

Figure 2 shows the distribution of LIWC linguistic features across the five
subgroups of communities. In comparison to the topic analysis, the depres-
sion subgroup had distinct linguistic features with frequent use of filler phrases
(e.g., “blah”, “I mean” or “you know”) and swearing. The bipolar communities
had a strong component of health-related features, which mirrors their discussion
of medication-related topics. No individual features dominated in the self-harm
subgroup, although expression of anger was relatively common. Within the grief
communities, features related to the family were common, which matches the
discussion of topics related to family members. Finally, the linguistic features
associated with death are common in the suicide related subgroup.

3.3 Classification

The results above indicate that distinct topics and linguistic styles differentiate
the subgroups, and there is some concordance between the discovered topics and
the pre-defined topic-related linguistic features, such as health and family. We
used Lasso to determine the pair-wise differentiating topic features between the
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Table 3. Models using LIWC to discriminate posts made by depression vs other
subgroups.

Variable Bipolar Self-harm Grief Suicide Variable Bipolar Self-harm Grief Suicide

(Intercept) −0.84 −1.85 1.24 0.06 Anxiety −1.23 0.96 0.95

Words/post 1.36 1.03 Anger −3.66 4.19

Words/sentence 2.07 2.4 4.7 Sadness 6.25 6.28 −1.02

Dictionary

words

0.41 2.05 Cognitive −1.1

Words > 6

letters

−2.15 0.39 3.59 0.12 Insight −0.7

Function

words

−2.94 Causation −1.2 0.11

Total

pronouns

−0.24 Discrepancy 0.88 0.58

1st pers

singular

0.13 1.93 0.36 Tentative −2.11 0.42

1st pers plural −2.03 Certainty 1.1 1.69 −1.23

2nd person −1.2 −1.53 −0.38 Inhibition −1.77 −0.06 −0.51

3rd pers

singular

0.91 −2.44 −1.23 Inclusive 0.12

Impersonal

pron.

−1.48 Exclusive −0.14

Articles −0.39 −0.01 Perceptual 0.14

Common verbs −0.87 See −2.38 −0.04

Auxiliary

verbs

−0.33 0.09 Hear 1.36 −1.42 −0.34

Past tense −0.81 −0.62 Feel 0.05 0.43 0.95

Present tense 0.07 3.05 0.64 Body −2.92 −0.98

Future tense 0.25 −0.34 −0.69 Health −5.44 0.03 −0.99

Adverbs −0.5 0.4 Sexual −1.89

Prepositions 1.15 Ingestion 1.36 2.19 0.18

Conjunctions −0.11 1.83 0.52 Relativity −0.23 −0.14

Negations 0.99 0.47 −0.41 Motion 0.92 −1.33

Quantifiers 0.6 −0.12 Space −0.17 0.21

Numbers −0.27 Time −1.12 −3.58

Swear words 2.46 4.88 0.77 Work 0.17 1.16

Social process 1.56 0.45 Achievement −1.24

Family 0.73 1.71 −11.08 −0.05 Leisure 0.28 1.79 0.94

Friends 1.83 0.39 0.74 1.01 Home 0.51 0.69

Humans 1.55 −2.09 −1.88 0.2 Money 1.02

Affective

process

2.06 1.56 Religion −4.69 −1.78

Positive

emotion

0.04 Death 2.9 2.49 −7.28 −13.32

Negative

emotion

0.2 0.74 Nonfluencies 0.25 2.11

depression and the other four subgroups. The coefficients are shown in Table 2.
Individual coefficients that were not significant have been omitted, as have topics
with no significant coefficients. Large positive coefficients indicate a weighting
towards the depression class, and large negative coefficients indicate a weighting
towards the alternative subgroup.
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Table 4. The accuracy (%) in the two-class classifications of depression vs other
categories.

Features Bipolar Self-harm Grief Suicide

LIWC 73.9 69.4 83.2 72

Topic 75 76.5 85.4 69.1

LIWC and Topic 77.6 78.4 88 73

Table 2 confirms that topics 23 and 28 are most indicative of the bipolar dis-
order subgroup, topic 10 is indicative of the self-harm subgroup, topics 8 and 29
are indicative of grief, and topic 31 is indicative of the suicide subgroup. Posi-
tive coefficients are present for each of the four alternative categories for topics 13
(“depression”), 30 (“anymore”, “stop”), 32 (“cause”) and 41 (“school”), indicating
these topics are more indicative of the depression subgroup. Negative coefficients
are consistently present for topic 18 (“death”, “dead”) indicating that these words
are less indicative of the depression subgroup than the other subgroups.

Applying Lasso to the LIWC features, as shown in Table 3, confirms the
dominance of features related to health, anger, family, and death for the bipolar,
self-harm, bereavement, and suicide subgroups respectively. The feature associ-
ated with friends is consistently positively weighted, indicating that this feature
is more associated with depression subgroup than the other subgroups.

Using the coefficients derived from the Lasso methods, we implemented four
pair-wise classifiers between the depression subgroup and the other subgroups.
The accuracy of these classifiers when using just the topics, just the LIWC fea-
tures, and a combination of both are shown in Table 4. These results show that
across each of the subgroups, classifying based on the derived topics outper-
forms the linguistic features, but that the accuracy is further improved when
information from both domains are combined.

4 Conclusion

This study investigated the topics and linguistic features of the discussions in a
sample of online communities that are interested in depression. Machine learning
and statistical methods were used to discriminate the textual features among
the communities. The results indicate that distinct topics and linguistic styles
differentiate the subgroups, and that there is some concordance between the
topics and linguistic features. Overall, latent topics were found to have greater
predictive power than linguistic features for the prediction of the subgroups.
The results of this study suggest that data mining of online communities has
the potential to detect meaningful data for understanding the representations of
depression and other mental health conditions online. The results highlight the
potential applicability of machine learning to psychiatric practice and research.
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on Visual Information Using Gestalt Laws
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Abstract. Traditional text-based webpage classification fails to han-
dle rich-information-embedded modern webpages. Current approaches
regard webpages as either trees or images. However, the former only
focuses on webpage structure, and the latter ignores internal connec-
tions among different webpage features. Therefore, they are not suitable
for modern webpage classification. Hence, semantic-block trees are intro-
duced as a new representation for webpages. They are constructed by
extracting visual information from webpages, integrating the visual infor-
mation into render-blocks, and merging render-blocks using the Gestalt
laws of grouping. The block tree edit distance is then described to eval-
uate both structural and visual similarity of pages. Using this distance
as a metric, a classification framework is proposed to classify webpages
based upon their similarity.

Keywords: Webpage classification · Block tree · Gestalt laws of group-
ing · Normalized compression distance · Tree edit distance

1 Introduction

Webpage classification is becoming increasingly essential because it plays a sub-
stantial role in various information management and retrieval tasks, such as web
data crawling and web document categorization [1]. Modern webpages, with
much more abundant information, presents additional challenges to webpage
classification [2]. Hence, traditional approaches that rely on text content can-
not handle modern webpages. Nevertheless, people can get visual information
directly. Specifically, people subconsciously follow the Gestalt laws of grouping
for immediate content identification to perceive rich content [3]. Consequently,
providing the machines with the visual features from webpages directly is a feasi-
ble way for them to “read and think” as people. Therefore, this paper proposes a
methodology to evaluate webpage similarity by visual information using Gestalt
laws of grouping, and classifies webpages in terms of their visual similarity.

c© Springer International Publishing Switzerland 2015
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2 Related Work

To date, extensive work has been done on webpage classification [1]. In gen-
eral, two major orientations are widely applied to explore webpage classification
including treating webpages as images or trees.

In the first category, webpages are abstracted as images before computing
their similarity. Recently, many scholars have focused their study on image sim-
ilarity [4]. Liu et al. [5] proposed a feature-based image similarity measurement
approach which uses image phase congruency measurements to compute the
similarities between two images. Kwitt et al. [6] presented an image similarity
model by using Kullback-Leibler divergences between complex wavelet sub band
statistics for texture retrieval. Sampat et al. [7] put forward an image similarity
method called the complex wavelet structural similarity. The theory behind it is
that consistent phase changes in the local wavelet coefficients may arise owing to
certain image distortions. Although image similarity techniques are very useful
in searching for a similar image to the specified image, they are not suitable for
webpage similarity assessment directly. This is because a specified webpage is
an object embedded with a variety of elements and these elements can interact
(such as overlap or partly overlap) with each other. It is, therefore, a different
problem than pure image similarity assessment.

In the other category, a webpage is regarded as tree structured data. Thus,
webpage similarity is studied through investigating tree similarity. With respect
to tree structured data, a handful of tree distance functions are applied, such
as tree edit distance [8], multisets distance [9], and entropy distance [10]. The
tree edit distance is defined as the minimum cost of operations for transferring
from one tree to another [11]. Tree edit distances can be further divided into
different subcategories in terms of distinct mapping constraints. Mapping con-
straints include top-down, bottom-up, isolated subtree, etc. [12]. Müller-Molina
et al. [9] propose a tree distance function with multisets, which are sets that
allow repetitive elements. Based on multiset operations, they define a similarity
measure for multisets. They did this by converting a tree into two multisets,
with one multiset including complete subtrees and another consisting of all the
nodes without children. Connor et al. [10] developed a bounded distance metric
for comparing tree structures based on Shannon’s entropy equations. Although
the above achievements on tree similarity are significant, the theory cannot be
used directly on webpage similarity research. The main reason is that the theme
of tree similarity has always been structural similarity. However, our focus is
on content similarity, in spite the obvious connection between structural and
content similarity.

3 Render-Block Tree

Visual information of a webpage is retrieved and represented as the render-block
tree by taking the webpage’s DOM tree as a prototype instead of parsing sources
code. This is because the DOM tree contains all information of a webpage, both
textually and visually.
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3.1 Render-Blocks

Each node of the render-block tree, i.e., a render-block, maps onto a DOM
element. However, only visible DOM elements and their visible attributes are
meaningful for analysis. Meanwhile, the semantic meaning of text in a webpage
is not part of its visual features, so it is not considered. Hence, only text styles
are of major concern. Properties of the render-block contain:

1. A render block always correlates to a DOM element;
2. A render block is always visible in the webpage;
3. A render block only contains visual features of corresponding DOM element.

The transformation from DOM elements to render-blocks only takes into
account visible DOM elements, text content, and CSS attributes. The visibility of
a DOM element is decided by its tag name, size, and styles. Elements with certain
tag names, sizes, or styles are invisible, such as the elements with the tag name of
SCRIPT or TITLE, width or height of 0, display style of none, etc. Most texts are
displayed in a webpage, but some are not, such as texts of IMG elements. Visible
CSS attributes refer to three sets of “front end” styles, namely, text styles (font,
color, etc.), paragraph styles (direction, list-style, etc.), and background
styles (background-color, border-width, etc.). On the contrary, the “back
end” styles are not drawn by the browser, such as margin, cursor, etc. They
are ignored during the transformation. Additionally, geometry information, such
as top, left, width, and height, is kept during transformation. DOM elements keep
their own offset positions inherited from their parent elements, but we convert
them into absolute positions.

3.2 Tree Hierarchy

The render-block tree takes the DOM hierarchy as a prototype to illustrate the
visual (render) layout. However, due to the flexibility of CSS, the DOM hierarchy
sometimes is not consistent with the rendered layout. For example, a child DOM
element by default overlaps its parent that is at the left top of the webpage, but
a float command can move it onto a third element located at the right bottom.
Therefore, in order to eliminate the inconsistency, the render-block tree hierarchy
must be modified so that it always follows the rendered layout.

To construct a render-block tree, we manipulate nodes as follows:

1. Take the BODY render-block as the root node.
2. From the root node on, for every render-block, append all child render-blocks

according to their corresponding DOM hierarchy.
3. If any render-block is completely located inside any of its sibling render-

blocks, move it downward so that it becomes a child of that sibling. However,
sibling nodes that geometrically overlap each other are acceptable in a render-
block tree, and they are still considered as siblings.

4. If a parent DOM element is invisible or empty, then it has no corresponding
render-block; however, its child DOM elements may have a block. In this
condition, these child render-blocks shall become children of the render-block
which is related to this parent DOM element’s first visible parent element.
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4 Semantic-Block Tree

The semantic-block tree shares the same hierarchy as the render-block tree.
However, the nodes of this tree, i.e., the semantic-blocks, are achieved by merging
semantically correlated render-blocks with Gestalt laws of grouping.

4.1 Interpreting Gestalt Law of Simplicity

Although the content of a DOM element can be further split, we do not split it in
order to follow the Gestalt law of simplicity. As shown in Fig. 1a (the homepage
of “google.ca”), the middle image above the search box contains multiple content
(i.e., “GOOGLE” serves as the newspaper title and the three columns are utilized
as texts, images, and animations, respectively), but when we read the whole
webpage, we treat it as one large image instead of the aforementioned separated
ones.

(a) (b)

Fig. 1. Homepage of “Google.ca” and “Twitter.com”

4.2 Interpreting Gestalt Law of Closure

It is evident that an upper render-block will cover a lower one visually, leading
to “incomplete” display of the latter. In this case, however, the lower render-
blocks are still perceived as complete because of the Gestalt law of closure. As
shown in Fig. 1b (the homepage of “twitter.com”), the upper right part of the
background image is covered by two log-in boxes, but the image is still regarded
as a complete rectangle (although we cannot see what is exactly covered). That
is, the render-block remains as a complete rectangle.

4.3 Interpreting Gestalt Law of Proximity

In webpages, the size of the render-blocks cannot be ignored. They are grouped
by distance in the Gestalt law of proximity. To measure distances between
two non-zero-area render-blocks, a normalized Hausdorff distance (NHD) is
employed. Consider two render-blocks R1 and R2:
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1. For any point r1 in R1 and r2 in R2, the distance between them is the length
of the corresponding line segment:

‖r1 − r2‖ =
√

(xr1 − xr2)
2 + (yr1 − yr2)

2; (1)

2. For any point r1 in R1, the distance between itself and any point in R2 is the
infimum of distances between r1 and all points in R2:

d (r1, R2) = inf
r1∈R2

‖r1 − r2‖; (2)

3. The Hausdorff distance (HD) from R1 to R2 (hd1,2) is the supremum of
distances between all points in R2 and all points in R1:

hd1,2 = sup
r1∈R1

d (r1, R2) = sup
r1∈R1

inf
r1∈R2

‖r1 − r2‖; (3)

4. The Hausdorff distance [13] between R1 and R2 is the maximum value between
the HD from R1 to R2 (hd1,2) and the HD from R2 to R1 (hd2,1):

HD(R1, R2) = max {hd1,2, hd2,1}; (4)

5. The normalized Hausdorff distance (NHD) is calculated by adding a normal-
izing factor f to HD:

NHD(R1, R2) = max
{
hd1,2
fR1

,
hd2,1
fR2

}
. (5)

The normalizing factor f can be the width, height, or diagonal distance of
the render-block, depending on their relative position. As shown in Fig. 2, the
surrounding region of R0 is split by dashed lines. The normalizing factor f is
calculated as: the height of R2 (R2 locates in the north/south region of R0); the
width of R3 (R3 locates in the west/east region of R0); or the diagonal of R4

(R4 covers corner regions of R0).

Fig. 2. NHD normalizing factor
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4.4 Interpreting Gestalt Law of Similarity

The render-block similarity is divided into three parts: foreground similarity,
background similarity, and size similarity. Due to most render-blocks being rec-
tangles, shape similarity is not considered. Background similarity compares both
the color and the image; foreground similarity includes textual and paragraph
styles; and size similarity checks if the two render-bocks share the same width
or height.

The CIE-Lab color space provides standard color difference. RGB colors are
obtained directly from CSS and are translated into CIE-Lab colors [14].

Normalized compression distance (NCD) [15] is employed to calculate the
similarity between two images x and y (in CIE-Lab color space) as shown in (6),
where C calculates the compressed length of corresponding input.

NCD(x, y) =
C(xy) − min {C(x), C(y)}

max {C(x), C(y)} . (6)

4.5 Interpreting Reminder Terms of Gestalt Laws

The Gestalt law of common fate refers to the motion trend. In a group of render-
blocks, if they are not placed on the same path, then the off-path render-blocks
share no common fate with the other blocks. The Gestalt law of continuity is
interpreted as alignment. If any of the four sides (left, right, top or bottom) of
two render-blocks are aligned, then they are continuous.

The Gestalt law of symmetry tells that different but symmetrical render-
blocks should be merged, however, there are very few webpages containing such
instances. Hence, this law is not interpreted. Also, the Gestalt law of past expe-
rience is not considered because it refers to high level semantics and requires
external knowledge.

5 Webpage Similarity Classification Model

Because a webpage can be ultimately represented by a semantic-block tree (or
simply block tree), and each block contains all the visual information, visual
similarity between two webpages can be reflected by block tree similarity. That
is, visual similarity is evaluated by block tree edit distances.

5.1 Block Tree Edit Distance

Let T be a block tree, |T | be the size of it, and ti be its ith node. Two different
block trees can then be denoted by T p and T q. The tree edit distance (TED) is
then defined as the minimum cost of editing operations (“insert”, “delete”, and
“relabel”) when shifting from T p to T q [8]. This reflects the structural similarity
between T p and T q by mapping node pairs.

Webpage similarity includes both structural and content similarity (visual
similarity). To compare visual similarity between two webpages, a block tree edit
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distance (B-TED) is introduced. By encoding the content of each block into its
label, the mapping procedure in TED calculation compares the blocks by their
visual information. Same as comparing background images in Sect. 4.4, visual
similarity between two blocks are evaluated by NCD. If they are not similar,
then a “relabel” operation is needed.

People always see a subtree of a block rather than itself because it is overlaid
by its descendants (if there is any). To simulate this, the content for encoding
shall not be that of the block itself but of the complete subtree. In B-TED
calculation, it can be achieved simply by encoding the screen capture image of
a block.

5.2 Classification Using a Naive Bayes Classifier

The model adopts a naive Bayes classifier for classification. Through reading
the feature vectors of two webpages whose categories are known, the classifier
learns the connections between the features and categories. The feature vector
contains three components: the block trees of the two webpages, and the B-TED
value between them. The category variable is a Boolean; and its value is either T
indicating the two webpages are similar or F indicating they are different. Details
of this model are illustrated in Fig. 3.

Fig. 3. Classification model

6 Conclusion

In this paper, a novel approach to evaluate webpage similarity is proposed.
A render-block tree model is introduced to represent a webpage visually, and
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a semantic-block tree model is then retrieved by interpreting and applying the
Gestalt laws of grouping. During interpretation, a normalized Hausdorff distance
is introduced to evaluate proximities; the CIE-Lab color space and its color differ-
ence are used to find color similarities; and the normalized compression distance
is employed to calculate image similarity. A classification model is finally pro-
posed to evaluate webpage similarity. Block tree edit distance can be applied to
recognize both structural and visual similar-ity of webpages.

Acknowledgment. The authors give thanks to China Scholarship Council (CSC) for
their financial support.
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Abstract. Internet forums are rich sources of human-generated content.
Many applications, such as opinion mining and question answering, can
greatly benefit from mining and exploring such useful content. An impor-
tant step towards making user content from forums more easily accessible
is to extract it from forum pages. We propose REPEX (REcord and Post
EXtractor), a two-step solution that uses limited supervision to achieve
this goal. Given a forum page, REPEX first extracts data records that
contain human-generated content and then, from these records, extracts
their user content. The record extraction assumes that (1) a record is
composed of an automatic-generated part, which we call record tem-
plate, and a human-generated part; and (2) the structure of record tem-
plates are usually consistent across records. Based on those, the record
extractor initially locates the subtree that contains all records in the
forum page, using an information-theoretic measure, and then identifies
the template of the records in this subtree, modelling this as an outlier
detection problem. Finally, starting from the templates, REPEX deter-
mines the boundaries of the records. For the post extraction, REPEX
applies an information extraction approach that performs this task by
identifying the posts’ string boundaries.

Keywords: Forum · Record extraction · Post extraction · Data mining

1 Introduction

Internet forums contain user-generated content and address many different sub-
jects and topics (e.g. games, movies, travel, computers, health etc.). To take
advantage of such rich content, methods to collect and process forum data have
been previously introduced [1,2,6,8]. In this paper, we focus on the particular
problem of extracting human-generated content from conversational pages of
forums, also known as thread pages.

Thread pages are composed of data records that contain the human-generated
part (the user post), and the automatic-generated (or template) part that con-
tains information such as date/time of the post, the user who posted it and the
title of the posts. Similar to [3,6], we are interested in building a solution that
is not specific for a particular layout template (template-independent). We also
want to perform this task with limited supervision, i.e., without any training
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 233–240, 2015.
DOI: 10.1007/978-3-319-26187-4 19
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Fig. 1. Overview of REPEX’s pipeline: given a thread page, Record Subtree Detec-
tion locates the subtree of records; Template Mining identifies the record template
subtrees (in blue); and Record Boundary Identification determines the boundaries of
each record; finally, from the records, Post Extraction extracts the posts (Colour figure
online).

data, to avoid having to label a large amount of data, which is a laborious and
time-consuming task. The main challenge of building such solution is that the
structure of thread pages vary significantly across forum sites. To deal with all
this variability, we propose a REPEX (REcord and Post EXtractor), see Fig. 1.
Given a thread page, our method first extracts data records that contain the
user posts (Record Extraction), and then the posts within these records (Post
Extraction). In the remaining of this paper, we present REPEX in details and
present results showing that REPEX is highly effective, obtaining high values of
precision and recall for both tasks.

2 Record Extraction

As presented in Fig. 1, the first step of REPEX is to extract the records from the
thread pages based on the record templates. The Record Extraction is composed
of 3 sub-tasks: Record Subtree Detection, Template Mining and Record Bound-
ary Identification. Record Subtree Detection locates the subtree in the DOM tree
where all records are located. Within this subtree, Template Mining identifies the
record templates and, based on the templates, Record Boundary Identification
determines the boundaries of the records. In this section, we first describe the
type detectors used to identify the record templates and, subsequently, explain
each one of the components of the record extraction.

2.1 Type Detectors

Our first assumption regarding the problem of record extraction is that a record
contains a template-generated part, composed of basic types: the date and time
that the record was posted, its title and the user who posted it. Based on that, we
implemented 3 type detectors to identify them in a thread page: date-time, user
and record title. The date-time detector was built from regular expressions. For
that, we started from date and time examples of regular expressions available on
specialized websites1. Then, we improved the quality of these expressions using
1 http://www.regxlib.com/.

http://www.regular-expressions.info/.

http://www.regxlib.com/.
http://www.regular-expressions.info/
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a validation set, described in Sect. 4. The user detector uses simple heuristics
to detect user information. It checks for URLs with words such as “‘member”’,
“profile” and “user”. The title detector assumes the record title is similar to the
title of the thread page. To measure that, we calculate the Jaccard similarity
between the title of the thread page and a given text. We consider a similarity
of 0.3 as a match. The text used as input to the detectors is segmented based
on the DOM tree structure: all the text within a leaf text node is considered as
a single sentence.

The great advantage of using a set of detectors, instead of a single one as [6]
did, is that individual detectors can complement each other, and consequently
produce better results. For instance, the user detector might work in sites in
which the date-time detector might not. Another advantage is that building
a strong detector is a laborious task. Thus, instead of having a single strong
detector, one can build weak detectors, which need less effort to be implemented.
Our experimental evaluation confirms all these observations.

2.2 Record Subtree Detection

The first step of Record Extraction is Record Subtree Detection. Given the
thread page’s DOM tree T , it identifies the subtree T ′ of T that contains all
the records. To achieve this goal, we assume that the nodes that contain the
template data types (date-time, user and title) are evenly distributed throughout
the child subtrees of T ′. Concretely, the algorithm works as follows. First, given
T , the algorithm performs a complete scan of T , labelling nodes that match
the three basic types. When a type detector matches a node, the types’ counter
in that node is incremented. Next, based on these counts, for each subtree T ′

in T , it measures how balanced the child subtrees CS of T ′ are with respect
to the detected data type nodes. Only T ′s with a balance value higher than a
threshold are considered candidate subtrees for the next steps. The tree balance
is measured using an information-theoretic approach. More formally, consider p
the probability of a child subtree c of T ′ having detected data type nodes. We
calculate p of c by dividing the number of detected nodes in c over the total
number of detected nodes in T ′. If T ′ is balanced, the entropy of T ′ would be
high, since p for all children would have a similar value. To have a value between
0 and 1, we define Balance, which is the normalized entropy of T ′:

Balance(T ′) = −
∑

c∈CS pclog(pc)
log(|CS|) (1)

2.3 Template Mining

The goal of Template Mining is to identify the template part of the records. For
that, we assume that the data types are more concentrated in nodes belonging
to the template part of records than in other parts. Another assumption, similar
to [6], is that the tree structure of the templates of the records is similar to each
other. Based on those observations, we model this task as an outlier detection
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problem, in which detected nodes outside the template part of records are con-
sidered outliers. The algorithm works as follows. Initially, given the subtree T ′,
identified in Record Subtree Detection, the algorithm obtains the candidate tem-
plates CT , i.e., the children of T ′ that contains detected nodes. For each child
c of CT , it generates a signature composed of the HTML tags of the detected
nodes of c in the depth-first search order. This signature represents a flat rep-
resentation of the tree structure of c with respect to its detected nodes. Next,
these signatures are provided as input to the Hierarchical Aglomerative Cluster-
ing (HAC) [7]. HAC starts with |CT | clusters (a single cluster corresponds to a
child signature), where |CT | is the number of elements of CT . The two closest
clusters are merged, resulting in |CC| − 1 clusters. Next, the two closest of the
|CC| − 1 clusters are merged, and then the process continues until a stop condi-
tion. The output of this process is a set of clusters. The algorithm considers that
the record templates are in the cluster with the highest number of elements, and
the remaining clusters are discarded. The subtrees belonging to this cluster are
returned, if the cluster has more than 2 elements. We adopted as stop condition
a similarity threshold, defined experimentally. We use as similarity measure the
levenshtein distance [4].

2.4 Record Boundary

Template Mining selects the template subtrees {t1, ..., tn} in T ′. These subtrees,
however, do not necessarily contain the whole record. There might be cases, for
instance, in which the human-generated content of a record is in a separated
subtree of T ′. In other cases, a record might be composed of multiple subtrees of
T ′. The task is, therefore, to define how we segment the children of T ′ in order
to extract the records. First, the algorithm determines the record size, i.e., how
many consecutive child subtrees of T ′ compose a record. It does so by calculating
the distance (i.e., how many subtrees are) between each pair of consecutive
template subtrees. It considers the distance with the highest frequency as the
record size. Then, it defines in which position to the left of the template subtree
the records start. For that, it goes backward from the first two template subtrees
(t1 and t2) until it finds subtrees of T ′ with different child signatures. We define
a child signature as the string composed of the subtree HTML tag concatenated
with the tags of its children. Finally, the records are extracted from T ′ for each
template subtree ti.

3 Post Extraction

The Post Extraction is the final step of REPEX (see Fig. 1). It extracts the
human-generated content from the data records. Instead of only relying on the
DOM tree structure to perform this task, as we did for record extraction, we
handle this task as an unstructured information extraction problem. For that,
we look at regularities in the text resulting from the records. This illustrates
the main assumption of this algorithm: posts are delimited between common
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types/strings across records. The goal of Post Extraction is then to identify these
delimiters, and then extract all text between them. Concretely, the algorithm
works as follows. First, it segments the record sentences, using their structure
on the DOM tree. All the text in the same leaf node is considered a single
sentence. Next, it runs a post-text detector over the sentences. Similar to the
other detectors presented in this paper, the post-text detector uses simple rules
to perform the detection. For instance, it looks for characters such as “.” or “?”
at the end of the phrase along with personal pronouns as “I” or “you” or “it”.
Here we assume that the text in posts have a good chance of having personal
references. From all the records with detected texts, the algorithm selects the
one that it has a high confidence of having in fact a post text: the record r with
the largest detected text in phrase position p in r. From p, the algorithm goes
backwards until it finds a type/string in r that matches in all others records. The
positions {s1, ..., sn} of these matches in the records represent where the posts
should start. Conversely, the algorithm does the same procedure going forward
from p. The positions {e1, ..., en} of these matches in the records represent where
the posts should end. To perform this match, it verifies whether the strings are
from the same data type (date-time, user and title) or if they share some prefix of
size greater than 1. Finally, it extracts the posts using {s1, ..., sn} and {e1, ..., en}
as delimiters.

4 Experimental Evaluation

4.1 Experimental Setup

Data. For the evaluation, we collected thread pages from 118 forum sites. We
tried to collect a set as diverse as possible. For instance, these websites are
not restricted to any particular topic: they are discussions about games, cancer,
psychology etc. In addition, similar to [5], we also tried to select as many forums
as possible that use different softwares to publish their content. Out of the 118
sites, 72 were used in the validation set and 46 in the test set. For each one of the
websites, we collected at most 5 thread pages, resulting in a set of 282 pages in
the validation set and 200 in the test set. Then, we manually extracted the text
in the records and posts from these pages, resulting in a total of 2,449 records
and the same number of posts. Since there might be small differences between
the way records and posts are extracted, we consider a match when the cosine
similarity between the approach’s record and the gold data’s record is higher
than 0.6 for records and 0.3 for posts.

Record Extraction Approaches. For comparison, we implemented another
proposed solution to extract records from thread pages: MiBAT [6]. MiBAT uses
a date-time detector to identify the template part of the records, which they call
anchor trees. Then it aligns anchor trees using a tree matching algorithm [9]. The
matched anchor trees compose the templates of the records. For this matching,
the authors proposed two similarity measures. We used Pivot and Siblings (PS)
similarity, since it showed the best results in their experiments. A similarity
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higher than a given threshold is considered a match. We used the validation set
to tune this parameter. For further details, we refer the reader to [6]. We also
used the validation set to tune two parameters of our approach: the minimum
entropy of a parent node being considered relevant, and the similarity threshold
in the HAC algorithm’s stop condition.

Post Extraction Approaches. In addition to the post extraction approach
proposed in this paper, which will we call String-based Extraction for the remain-
ing of this section, we implemented two other strategies:

– Text Detection: this approach scans the records, and only considers as posts
the text detected within the records by the Text Detector.

– Tree-based extraction: this algorithm works as follows. Given the subtree that
contains all the records T ′, first it uses the Text Detector to identify text nodes
in T ′. For the child subtrees CS of T ′ that contain text nodes, it identifies the
largest common subtree LCS of all CS. Since we assume the post part of the
record subtree might not have much regularity, for each record, the algorithm
considers the post part the tree structure of the record that does not belong
to the LCS. This method has not been proposed previously in the literature.
We implemented it to have a reasonable baseline for post extraction.

4.2 Record Extraction Results

For each approach, we measured precision, recall and F-Measure over the records
in the test set. We also calculated the proportion of pages that had at least 1
record extracted by each approach. Table 1 presents the results. Our approach
obtained high values of recall (0.94), precision (0.92), F-measure (0.93), and also

Table 1. Recall, precision, F-Measure and proportion of pages with at least 1 record
extracted by each approach.

Rec Prec F-Measure Prop. of Pages

RecExt 0.94 0.92 0.93 0.97

MiBAT 0.51 0.94 0.66 0.53

Table 2. Results of our approach using different combinations of type detectors.

Rec Prec F-Measure

User,Date-Time 0.86 0.92 0.89

Date-Time,Title 0.82 0.93 0.87

User,Title 0.76 0.96 0.85

User 0.67 0.96 0.79

Date-Time 0.68 0.93 0.79

Title 0.32 0.99 0.48
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extracted records from the vast majority of the pages (0.94). The numbers also
show that our approach outperforms the baseline in all measures.

We investigated possible causes for this difference in performance. For that,
we calculated the performance of MiBAT over only the 53 % of the test set that
it was able to extract records. As expected, its results are much better: recall
= 0.92, precision = 0.97 and F-Measure = 0.95. For comparison, we also ran
our approach over the same 53 % set. It obtained recall = 0.96, precision = 0.95
and F-Measure = 0.96. Our approach obtained higher recall (0.96 vs 0.92) but
lower precision (0.95 vs 0.97). Overall, our approach obtained a slightly better
F-Measure (0.96 vs 0.95).

We also evaluated the contribution of each detector for the final result. Table 2
presents the recall, precision and F-Measure for all the possible combinations of
detectors. The combination of user and date-time detectors obtained the best
results as well as these two detectors considered individually. Although the title
detector individually obtained a poor result in terms of recall, combining it with
the other detectors, it boosted the overall performance of our approach. These
numbers clearly show that a combination of “weak” detectors that complement
each other, i.e., covering different sets of pages, leads to an effective extractor.

Since MiBAT only uses a single date-time detector, we can compare its per-
formance in Table 1 with our approach using only this detector (Table 2) over
the entire test set. Our approach obtained a much higher recall than MiBAT
(0.68 vs 0.51) and a slightly smaller precision (0.93 vs 0.94), as a result a higher
F-Measure (0.79 vs 0.66). The main reason for this advantage in coverage is
that the proportion of pages that our approach with only a date-time detector
detected at least one record was much higher than MiBAT’s: 0.68 vs 0.51. From
this, we can conclude that MiBAT was not able to extract records even in pages
that the date-time detector worked.

4.3 Post Extraction Results

The results of the post extraction approaches are presented in Table 3. The
String-based approach obtained the highest values of recall (0.86), precision
(0.93) and F-Measure (0.89), followed by the Tree-based approach. The num-
bers show that our approach of post extraction is in fact effective for this task.
The lowest result was obtained by the approach that only uses the text detec-
tor to extract the posts. The main reason for this poor performance is that a
reasonable portion of the text in posts are not detected by the Text Detector

Table 3. Results of post extraction.

Rec Prec F-Measure

String-based Extraction 0.86 0.93 0.89

Tree-based Extraction 0.82 0.92 0.87

Text Detection 0.57 0.56 0.56
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(low recall), and also much of the text detected by the Text Detector does not
belong to the posts (low precision). We can conclude from this that using the
text detection itself is not enough for this task, but it is very useful when used
with our proposed strategy. Regarding the recall of all approaches, an important
observation is that the post extraction is performed after the record extraction.
As a result, the upper bound of recall is the one obtained by our record extrac-
tion technique: 0.94. The precision of the record extraction also has influence
over the precision results for post extraction.

5 Conclusions

In this paper, we present REPEX, a solution for extracting data records and user
posts from forum pages. To locate the data record subtree, it uses an information-
theoretic approach. Next, within this subtree, it identifies the template part of
the records using a clustering algorithm. Finally, it determines the boundaries
of the records expanding from the templates. The extracted records are then
passed to the post extraction, that uses an unstructured information extraction
strategy to define the boundaries of posts, and extract them.
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Abstract. Relation extraction is a key step to address the problem of
structuring natural language text. This paper proposes a new ontology
class hierarchy feature to improve relation extraction when applying a
method based on the distant supervision approach. It argues in favour
of the expressiveness of the feature, in multi-class perceptrons, by exper-
imentally showing its effectiveness when compared with combinations of
(regular) lexical features.
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Machine learning · Natural language processing

1 Introduction

A considerable fraction of the information available on the Web is under the form
of natural language, unstructured text. While this format suits human consump-
tion, it is not convenient for data analysis algorithms, which calls for methods
and tools to structure natural language text. Among the many key problems this
task poses, relation extraction, i.e., the problem of finding relationships among
entities present in a natural language sentence, stands out.

The most successful approaches to address the relation extraction prob-
lem apply supervised machine learning to construct classifiers using features
extracted from hand-labeled sentences of a training corpus [5,10]. However,
supervised methods suffer from several problems, such as the limited number
of examples in the training corpus, due to the expensive cost of manually anno-
tating sentences. Such limitations hinder their use in the context of Web-scale
knowledge bases. Distant supervision, an alternative paradigm introduced by
Mintz et al. [9], addresses the problem of creating examples, in sufficient number,
by automatically generating training data with the help of a sample database.
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In this paper, we first discuss how to apply the distant supervision approach
to develop a multi-class perceptron1 for relation extraction. Then, we present
new semantic features, defined based on a pair of entities e1 and e2 identified in
the sentence. The semantic features associate classes C1 and C2 to the sentence,
where C1 and C2 are derived from the class hierarchy of an ontology and the
original classes of e1 and e2 in the hierarchy. The main contribution of the paper
is the proposal of these semantic features.

Finally, we describe experiments to evaluate the effectiveness of our seman-
tic based features, using a corpus extracted from the English Wikipedia and
instances of the DBpedia Ontology. We conducted two types of experiments,
adopting the automatic held-out evaluation strategy and human evaluation. In
the held-out evaluation experiments, the multi-class perceptron identified, with
an F-measure greater than 70 %, a total of 88 relations out of the 480 relations
featured in the version of the DBpedia adopted. In the human evaluation exper-
iments, it achieved an average accuracy greater than 70 % for 9 out of the top
10 relations, in the number of instances, selected for manual labeling. An early
and short version of these results appeared in [2].

This paper is structured as follows. Section 2 discusses related work. Section 3
describes the approach adopted to construct multi-class perceptron for relation
extraction and the definition of the ontology classes hierarchy feature. Section 4
contains the experimental results. Finally, Sect. 5 presents the conclusions and
suggestions for future work.

2 Related Work

Soderland et al. [11] introduced supervised-learning methods as approaches for
information extraction. They are the most precise methods for relation extraction
[5,10], but they are not scalable to the Web due to the expensive cost of pro-
duction and the dependency on an annotated corpus for the specific application
domain. In order to address the scalability problem in relation extraction frame-
works, weak supervision methods were introduced, based on the idea of using a
database with structured data to heuristically label a text corpus [4,13,14].

Mintz et al. [9] coined the term distant supervision to replace the term
weak supervision. They applied Freebase facts to create relation extractors from
Wikipedia, achieving an average precision of approximately 67.6 % for the top
100 relations. The popularity of distant supervision methods increased rapidly
since its introduction. Unfortunately, depending on the domain of the relation
database and the text corpus, heuristics can lead to noisy data and poor extrac-
tion performance.

Finally, classifiers can be improved with the help of Semantic Web resources
and, conversely, new Semantic Web resources can be generated by using relation
extraction classifiers. For example, Gerber et al. [6] used DBpedia as background
knowledge to generate several thousands of new facts in DBpedia from Wikipedia
1 Perceptron is a linear classifier for supervised machine learning. It is an assembly of

linear-discriminant representations in which learning is based on error-correction.
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articles, using distant supervision methods. For relation extraction they used a
pattern matching approach. In this work, instead of relying on the generation
of relation patterns, we used DBpedia as background knowledge to generate an
annotated dataset to construct a multi-class perceptron for relation extraction.

3 The Distant Supervision Approach

We transform the relation extraction problem into a classification problem by
treating each relation r as a class r of a multi-class perceptron. To construct the
perceptron, we feed a machine learning algorithm with sentences in a corpus C,
together with their feature vectors, where the sentences are heuristically anno-
tated with relations using the distant supervision approach. In this paper, we
adopt a non-memory-based machine learning method, called Multinomial Logis-
tic Regression [8], which computes a multi-class perceptron. This section covers
the major points of the approach, referring the reader to [1] for the full details.

3.1 Distant Supervision

The approach we adopt to generate a dataset is based on distant supervision [9].
The main assumption is that a sentence might express a relation if it contains
two entities that participate in that relation.

Formally, given an ontology O, we say that ei is an entity defined in O iff
there is a triple of the form (ei, rdf:type,Ki) in O such that Ki is a class in the
vocabulary of O. The relation database of O is the set RO such that a triple
(e1, ri, e2) ∈ O is in RO iff e1 and e2 are entities defined in O and ri is an object
property in the vocabulary of O. For example, if “Barack Obama” and “United
States” are entities in O and there is a triple t = (“Barack Obama”, “president
of”, “United States”), then t ∈ RO.

Let C be a corpus of sentences each of which is annotated with two entities
defined in O. Suppose that a sentence s ∈ C is annotated with entities e1 and e2
and that there is a triple (e1, r, e2) in RO. Then, we consider that s is heuristically
labeled as an example of the relation r. For example, suppose that RO contains
the triple: (Led Zeppelin, genre, Rock Music), where the rock band Led Zeppelin
and the music genre Rock Music are defined in O. Then, every sentence annotated
with Led Zeppelin and Rock Music is a prospective example of the relation genre,
such as: “Led Zeppelin is a british rock band that plays rock music.”

The approach is applicable for inverse relations if they are explicitly declared
in the ontology O. They will be simply treated as new classes.

3.2 Features

We associate a feature vector with each sentence s in the corpus C. Feature
vectors will have dimension 12, comprising 10 lexical features, as in [9], and two
features based on the class structure of the ontology O.
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For lexical features, let s be a sentence in a corpus C annotated with two
entities e1 and e2. We break s into five components, (wl, e1, wm, e2, wr), where
wl comprehends the subsentence to the left of the entity e1, wm the subsen-
tence between the entities e1 and e2 and wr the subsentence to the right of
e2. For example, the sentence sA “Her most famous temple, the Parthenon ,
on the Acropolis in Athens takes its name from that title.” is represented as
(“Her most famous temple, the”, Parthenon, “, on the Acropolis in”, Athens,
“ takes its name from that title.”). Lexical features contemplate the sequence of
words in wl, wm, and wr and their part-of-speech; but not all the words in wl

and wr are used. Indeed, let wl(1) and wl(2) denote the first and the first two
rightmost words in wl, respectively. Analogously, let wr(1) and wr(2) denote the
first and the first two leftmost words in wr, respectively. In the example, the
corresponding sequences of length 1 and 2 are: wl(1) = “the”, wl(2) = “tem-
ple, the”, wr(1) = “takes” and wr(2) = “takes its”. The part-of-speech tags
cover 9 lexical categories: NOUN, VERB, ADVERB, PREPosition, ADJective,
NUMbers, FOReign words, POSSessive ending and everything ELSE (including
articles).

For class-based features, we propose to use as a feature of an entity e (and
of the sentences where it occurs) the class that best represents e in the class
structure of the ontology O. We claim that the chosen class must not be too
general, since we want to avoid losing the specificities of the semantics of e that
are not shared with the other entities of the superclasses. On the other hand, a
class that is too specific is also not a good choice. Very specific classes restrict
the accuracy of classifiers, since they probably contain fewer entities than more
general classes. In other words, the number of entities in a class is likely to be
inversely proportional to the class specificity.

Therefore, we propose to use as a feature of an entity e (and of the sentences
where it occurs) the class associated with e that intuitively lies in the mid-level
of the ontology class structure. For example, suppose we have the entity Barack
Obama, with class hierarchy President ⊂ Politician ⊂ Office holder ⊂ Person ⊂
Agent ⊂ owl:Thing. We have to choose one class to represent the entity Barack
Obama. If we choose the class Agent, for example, which is too general, all
relations involving a president will be assign to every example of agents in our
dataset, which therefore not a good choice. On the other hand, if we choose the
class President, which is too specific, we will be missing several relations shared
by politicians or office holders. Therefore, we choose the class at the middle level
of the hierarchy, which in this example is Office holder.

More precisely, given an ontology O, the class structure of O is the directed
graph GO = (VO, EO) such that VO is the set of classes defined in O and there
is an edge < C,D > in EO iff there is a triple (C, owl:SubClassOf, D) in O. We
assume that GO is acyclic and that GO has a single sink, the class owl:Thing.
This assumption is consistent with the usual practice of constructing ontologies
and the definition of owl:Thing. By analogy with trees, the height of GO is the
length of the longest path from a source of GO to owl:Thing and the level of a
class C in GO is the length of the shortest path in GO from C to owl:Thing.
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We also assume that O is equipped with a service that, given an entity e,
classifies e into a single class Ce. Assume that the shortest path in GO from Ce to
owl:Thing is (Ck, · · · , Ci, · · · , C0), where Ck = Ce and C0 = owl:Thing. Then,
we define the class-based feature of e as the class Ci, where i = min(k, h/2),
where h is the height of GO. Note that we take the minimum of k and h/2 since
the level of Ck may be smaller than half of the height of GO.

Finally, let s be a sentence in the corpus C, annotated with two entities e1
and e2. We define the class-based features of s as the class-based features of e1
and e2.

4 Experiments

We adopted a version of DBpedia [3] as our ontology, which features 359 classes,
organized into hierarchies, 2,350,000 instances and more than 480 different rela-
tions. We used all Wikipedia articles in English as a source of unstructured text.
We annotated a Wikipedia article A with an entity e from DBpedia if there
is a link in the text of A pointing to the article corresponding to e. For sen-
tence boundary detection, we used the algorithm proposed by Gillick [7]. We
also applied heuristics in order to increase the number of acceptable sentences.
We annotated references to the main subject of an article by string matching
between the article text and the article title. Also, for sentences with more than
two instances annotated, we considered combinations of all pairs of instances.

Applying all strategies described above, we generated a corpus of 2,276,647
sentences with annotated entities, for which we obtained lexical and class-based
features as described in Sects. 3.2 and 4. We used the Stanford Part of Speech
Tagger [12] and the WSJ 0.18 Bidirectional model for POS features to extract
the lexical features, but we simplified the POS tags into 9 categories, as already
indicated in Sect. 3.2.

4.1 Held-Out Evaluation

We ran experiments to assess the impact of the class-based features by training
the Multinomial Logistic Regression classifier [8] using only lexical features, only
class-based features and both sets of features. Half of the sentences for each
relation were randomly chosen not to be used in the training step. They are
later used in the testing step.

For this kind of extraction task, final users usually consider an acceptable
performance if it predicts classes with an F-measure greater than 70%. There-
fore, the comparison between the various options took into account the number
of classes for which the perceptron achieved an F-measure greater than 70 %.
Table 1 show the top 10 classes for each combination of features, with the classes
identified by their suffixes, since they all share the same prefix in their URI:
http://dbpedia.org/ontology. Also, Table 1 shows that class-based features were
able to predict over 6 times more classes than our baseline (lexical features only)

http://dbpedia.org/ontology
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Table 1. Top 10 classes for a perceptron trained with different feature set.

Features No. Class Precision Recall F-measure
L
ex

ic
a
l

1 /targetSpaceStation 1.00 1.00 1.00
2 /department 0.98 0.86 0.92
3 /discoverer 1.00 0.81 0.90
4 /militaryBranch 0.94 0.83 0.88
5 /notableWine 0.99 0.75 0.85
6 /programmeFormat 0.87 0.77 0.82
7 /type 0.69 0.83 0.75
8 /license 0.98 0.58 0.73
9 /sport 0.81 0.63 0.71
10 /composer 0.95 0.54 0.69

average: 0.921 0.760 0.825
number of classes > 70% F-measure: 6

C
la

ss
-b

a
se

d

1 /areaOfSearch 1.00 0.98 0.99
2 /ground 0.96 1.00 0.98
3 /mission 0.97 1.00 0.98
4 /politicalPartyInLegislature 1.00 0.95 0.97
5 /precursor 0.99 0.96 0.97
6 /sport 0.96 0.97 0.97
7 /targetSpaceStation 0.94 1.00 0.97
8 /discoverer 0.93 1.00 0.96
9 /drainsTo 0.97 0.93 0.95
10 /isPartOfAnatomicalStructure 0.91 1.00 0.95

average: 0.963 0.979 0.969
number of classes > 70% F-measure: 60

L
ex

ic
a
l
a
n
d

C
la

ss
-b

a
se

d

1 /areaOfSearch 1.00 0.97 0.98
2 /ground 0.97 1.00 0.98
3 /mission 0.99 0.96 0.97
4 /sport 0.97 0.97 0.97
5 /targetSpaceStation 1.00 0.93 0.97
6 /academicDiscipline 0.93 0.99 0.96
7 /discoverer 0.99 0.93 0.96
8 /locatedInArea 0.93 0.98 0.96
9 /programmeFormat 0.93 0.99 0.96
10 /politicalPartyInLegislature 1.00 0.91 0.95

average: 0.971 0.963 0.966
number of classes > 70% F-measure: 88

and the inclusion of lexical features can improve the previous result in 32 %,
predicting a total of 88 classes with more than 70 % of F-measure.

Although, in general, there is a considerable gain by using both sets of fea-
tures, the perceptron trained using both sets of features had a worse performance
than that trained using only class-based features for some classes. For example,
/aircraftFighter is identified with a F-measure of 50 % using both sets of
features, whereas it was identified with 77 % using only class-based features.
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Table 2. Average accuracy for the top 10 relations in examples in our dataset for
human evaluation of a sample of 100 predictions.

Relation Number of instances Average accuracy

http://dbpedia.org/ontology/country 607,380 73 %

http://dbpedia.org/ontology/family 159,717 75 %

http://dbpedia.org/ontology/isPartOf 139,694 90 %

http://dbpedia.org/ontology/birthPlace 138,797 76 %

http://dbpedia.org/ontology/genre 109,813 77 %

http://dbpedia.org/ontology/location 96,516 76 %

http://dbpedia.org/ontology/type 72,942 80 %

http://dbpedia.org/ontology/order 53,421 81 %

http://dbpedia.org/ontology/occupation 48,859 87 %

http://dbpedia.org/ontology/hometown 34,010 68 %

This shows that for some classes, our lexical features reduces the generaliza-
tion of our model of classification, but overall they increase the robustness of
predictions for the majority of classes.

4.2 Human Evaluation

For the human evaluation experiments, we also separated the sentences, anno-
tated with pairs of entities, into training and testing data. We randomly chose
half of the sentences not to be used in the training step, for each relation (in
this section we again use the term “relation” instead of “class”). For each of
the top 10 relations (in the number of instances in our dataset), we extracted
random samples of 100 sentences from the remaining sentences and forwarded to
two evaluators to manually label the sentences with relations. Finally, we com-
pared the manually labeled sentences with the labeling obtained by a perceptron
trained using both lexical and class-based features, as shown in Table 2, where
the average accuracy is percentage of the sentences that the automatic label-
ing coincided with the manual labeling, for each relation. Note that the average
accuracy ranged from 90 % for http://dbpedia.org/ontology/isPartOf to 68 %
for http://dbpedia.org/ontology/hometown.

5 Conclusions

In this paper, we introduced a feature defined by ontology class hierarchies to
improve relation extraction methods based on the distant supervision approach.

To demonstrate the effectiveness of class-based features, we presented exper-
iments involving articles in the English Wikipedia and triples from DBpedia.
We first heuristically labeled a corpus of sentences with relations, using the dis-
tant supervision method. We then used the class-based features, combined with

http://dbpedia.org/ontology/country
http://dbpedia.org/ontology/family
http://dbpedia.org/ontology/isPartOf
http://dbpedia.org/ontology/birthPlace
http://dbpedia.org/ontology/genre
http://dbpedia.org/ontology/location
http://dbpedia.org/ontology/type
http://dbpedia.org/ontology/order
http://dbpedia.org/ontology/occupation
http://dbpedia.org/ontology/hometown
http://dbpedia.org/ontology/isPartOf
http://dbpedia.org/ontology/hometown
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common lexical features adopted for relation extraction, to train a multi-class
perceptron. The held-out experiments demonstrated a substantial gain in how
many relations could be identified (with an F-measure greater than 70 %), when
the class-based features are adopted. We also conducted a human evaluation
experiment to further assess the accuracy of the perceptron.

As future work, we plan to explore how sensitive the perceptrons are to the
choice of the classes that annotate a sentence and define our semantic feature.
Also, we intend to extend the feature vector extracted from sentences by adding
more lexical features, such as dependencies path. Finally, we intend to improve
the annotation of self-links (match between the article text and its title) by using
co-reference resolution, synonyms, pronouns, etc.

Acknowledgments. This work was partly funded by CNPq, under grants 312138/
2013-0 and 303332/2013-1, and by FAPERJ, under grant E-26/201.337 /2014.
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Abstract. Recent disasters demonstrated the central role of social
media during emergencies thus motivating the exploitation of such data
for crisis mapping. We propose a crisis mapping system that addresses
limitations of current state-of-the-art approaches by analyzing the tex-
tual content of disaster reports from a twofold perspective. A damage
detection component employs a SVM classifier to detect mentions of
damage among emergency reports. A novel geoparsing technique is pro-
posed and used to perform message geolocation. We report on a case
study to show how the information extracted through damage detection
and message geolocation can be combined to produce accurate crisis
maps. Our crisis maps clearly detect both highly and lightly damaged
areas, thus opening up the possibility to prioritize rescue efforts where
they are most needed.

Keywords: Twitter · Social media mining · Emergency management ·
Crisis mapping · Geoparsing

1 Introduction

Nowadays, a large number of people turns to social media in the aftermath of
disasters to seek and publish critical and up to date information [13]. This emerg-
ing role of social media as a privileged channel for live information is favored by
the pervasive diffusion of mobile devices, often equipped with advanced sensing
and communication capabilities [20]. Recently, decision makers and emergency
responders have envisioned innovative approaches to exploit the information
shared on social media during disasters such as earthquakes and floods [16].
However, such information is often unstructured, heterogeneous and fragmented
over a large number of messages in such a way that it cannot be directly used.
It is therefore mandatory to turn that messy data into a number of clear and
concise messages for emergency responders. Academia showed great interest for
such an issue [14], setting up studies and developing experimental solutions along
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several research directions, such as emergency event detection [2,19], situational
awareness [6] and crisis mapping [5,18]. Among these, the task of crisis mapping
is of the utmost importance [12], as demonstrated during recent disasters such
as the Tōhoku earthquake and tsunami (Japan – 2011), the Emilia earthquake
(Italy – 2012) and the Hurricane Sandy (US – 2012).

In order to produce crisis maps, traditional systems only rely on geotag meta-
data of social media messages [18]. However, statistics report that only 1 % to
4 % of all social media messages natively carry geotag metadata [7]. This lim-
itation drastically reduces the number of useful messages and results in very
sparse maps. Recent work have instead demonstrated that emergency reports
frequently carry textual references to locations and places [3,4], as shown in
Fig. 1. Therefore, a fundamental challenge of novel crisis mapping systems is
that of geoparsing the textual content of emergency reports to extract mentions
to places/locations thus increasing the number of messages to exploit. Geopars-
ing involves binding a textual document to a likely geographic location which is
mentioned in the document itself. State-of-the-art systems, such as [18], perform
the geoparsing task by resorting to a number of preloaded geographic resources
containing all the possible matches between a set of place names (toponyms) and
their geographic coordinates. This approach requires an offline phase where the
system is specifically set to work in a geographically-limited region. Indeed, it
would be practically infeasible to load associations between toponyms and coor-
dinates for a wide region or for a whole country. Moreover, all crisis mapping
systems detect the most stricken areas by considering the number of messages
shared and by following the assumption that more emergency reports equals to
more damage [18]. Although this relation exists when considering densely and
uniformly populated areas [15], it becomes gradually weaker when considering
wider regions or rural areas.

Fig. 1. Tweets shared in the aftermath of the 6.0 magnitude earthquake occurred in
the South Napa region, California, US – August 24, 2014. These messages convey both
situation assessments (green and red colored) and position information (blue colored)
(Color figure online).
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Contributions. Our proposed system exploits both situation assessments and
position information contained in Twitter emergency reports. Figure 1 shows an
example of Twitter emergency reports, highlighting the pieces of information we
aim to extract. Overall, the main contributions of this work are summarized as
in the following:

– We train and validate a machine learning classifier to detect messages convey-
ing information about damage to infrastructures or communities. The classifier
exploits a wide set of linguistic features qualifying the lexical and grammat-
ical structure of a text. To our knowledge this is the first work employing a
damage detection component in a crisis mapping task.

– We propose a novel geoparsing technique which exploits semantic annotation
tools. By resorting to the Wikipedia and DBpedia collaborative knowledge-
bases, it potentially allows to geocode messages from all over the world,
thus overcoming the restriction of working on a specific geographic area. The
semantic annotation process also alleviates the problem of toponymic poly-
semy (the word “Washington” may refer to the first US president, to the US
capital, to the US state, etc.) by disambiguating the textual content of emer-
gency reports. We propose and validate 2 implementations of this technique
which respectively exploit TagMe [10] and DBpedia Spotlight [17].

– We leverage information visualization techniques and combine message geolo-
cation and damage detection to produce crisis maps. We exploit D3.js1 to
build interactive, Web-based visualizations where geographic regions are col-
ored according to the likelihood of damage. Our crisis maps can be easily
embedded into Web emergency management systems, such as [3].

– We investigate a real case study to demonstrate the effectiveness of our system
in detecting both highly and lightly damaged areas.

2 The Text Analysis System

The dataset exploited for this work is an improvement of the dataset originally
used in [8], which is freely available for research purposes2. It is composed of Ital-
ian tweets, collected in the aftermath of 3 natural disasters. Tweets have been
manually annotated for mentions of damage according to 3 classes: (i) tweets
related to the disaster and carrying information about damage to infrastruc-
tures/communities (damage); (ii) tweets related to the disaster but not carrying
relevant information for the assessment of damage (no damage); (iii) tweets not
related to the disaster (not relevant). The inclusion of a class for tweets that are
not related to a disaster (not relevant) is necessary because the automatic data
collection strategy we adopted does not guarantee that all the tweets collected
are actually related to the disaster under investigation.

Damage Detection. The goal of this component is that of automatically detect-
ing mentions of damage in tweets. To perform this task we trained a machine learn-
ing classifier operating on morpho-syntactically tagged and dependency parsed
1 http://d3js.org/.
2 http://socialsensing.eu/datasets.

http://d3js.org/
http://socialsensing.eu/datasets
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Table 1. Results of the damage detection task.

damage no damage not relevant

Dataset Accuracy Prec. Rec. F-M. Prec. Rec. F-M. Prec. Rec. F-M.

L’Aquila 0.83 0.92 0.87 0.89 0.81 0.87 0.84 0.77 0.71 0.74

Emilia 0.82 0.91 0.88 0.90 0.85 0.89 0.87 0.54 0.46 0.50

Sardegna 0.78 0.86 0.93 0.89 0.50 0.46 0.48 0.31 0.14 0.19

texts. Given a set of features and a learning corpus (i.e. the annotated dataset), the
classifier trains a statistical model using the feature statistics extracted from the
corpus. This trained model is then employed in the classification of unseen tweets
and, for each tweet, it assigns the probability of belonging to a class: damage,
no damage, not relevant. Our classifier exploits linear Support Vector Machines
(SVM) using LIBSVM as the machine learning algorithm. Since our approach
relies on multi-level linguistic analysis, both training and test data were auto-
matically morpho-syntactically tagged by the POS tagger described in [9] and
dependency-parsed by the DeSR parser using Multi-Layer Perceptron as the learn-
ing algorithm [1].

We focused on a wide set of features ranging across different levels of linguistic
description [8]. The whole set of features is organized into 5 categories: raw
and lexical text features, morpho-syntactic features, syntactic features, lexical
expansion features and sentiment analysis features. This partition closely follows
the different levels of linguistic analysis automatically carried out on the text
being evaluated, (i.e. tokenization, lemmatization, morpho-syntactic tagging and
dependency parsing) and the use of external lexical resources.

As shown in Table 1, we devised 3 experiments to test the performance of
the damage detection component, one for each disaster covered by our dataset.
Table 1 shows that the system achieved a good global accuracy for damage detec-
tion, ranging from 0.78 (Sardegna) to 0.83 (L’Aquila). Particularly interesting
for this work are the scores obtained in the classification of the damage class.
The F-Measure score for this class is always higher than 0.89 thus showing that
the damage detection component is accurate enough to be integrated in a crisis
mapping system.

Message Geolocation. Our proposed geoparsing technique builds on readily
available semantic annotation tools and collaborative knowledge-bases. Semantic
annotation is a process aimed at augmenting a plain-text with pertinent refer-
ences to resources contained in knowledge-bases such as Wikipedia and DBpe-
dia. The result of this process is an enriched (annotated) text where mentions
of knowledge-bases entities have been linked to the corresponding Wikipedia/
DBpedia resource. Here, we aim to exploit semantic annotations for our geopars-
ing task by checking whether knowledge-bases entities, which have been linked
to our tweet disaster reports, are actually places or locations.
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We implemented our geoparsing technique with 2 state-of-the-art semantic
annotation systems, namely TagMe [10] and DBpedia Spotlight [17]. However,
it is worth noting that our proposed geoparsing technique does not depend on
the annotators exploited in our prototypical implementations. Indeed it can be
implemented with any annotator currently available, or with a combination of
them. Thus, for each tweet we query the semantic annotators and we analyze
the returned annotated texts. Such annotated texts come with the ID/name of
the linked Wikipedia/DBpedia pages. Semantic annotation systems also provide
a confidence score for every annotation. Higher confidence values mean anno-
tations which are more likely to be correct. Thus, after annotating a tweet, we
resort to Wikipedia/DBpedia crawlers in order to fetch information about all
the entities associated to the annotated tweet. In our implementation we sort
all the annotations on a tweet in descending order according to their confidence
value, so that annotations which are more likely to be correct are processed first.
We then fetch information from Wikipedia/DBpedia for every annotation and
check whether it is a place or location. The check for places/locations can be sim-
ply achieved by checking for coordinates fields among entity metadata. We stop
processing annotations when we find the first Wikipedia/DBpedia entity which
is related to a place or location and we geolocate the tweet with the coordinates
of that entity.

Table 2. Results of the message geolocation task.

Precision Recall Accuracy F-Measure MCC

TagMe [10] 0.88 0.80 0.86 0.84 0.72

DBpedia Spotlight [17] 0.85 0.51 0.74 0.64 0.49

Then, following the approach used in [11,18], we manually annotated a ran-
dom subsample of tweets to validate the geoparsing operation. Table 2 shows
the results of the validation phase in terms of well-known metrics of information
retrieval. Noticeably, the TagMe implementation achieves results comparable to
those of the best-of-breed geoparsers with an F-Measure = 0.84, whether the
systems described in [11,18] scored in the region of 0.80. Although exhibiting
encouraging Precision, the DBpedia Spotlight implementation has a much lower
Recall value (0.51 vs 0.80 of TagMe) which results in degraded performances in
terms of Accuracy, F-Measure and Mathews Correlation Coefficient (MCC).

3 Case Study

In this section we validate our crisis mapping system on a real case study by
combining information extracted by the damage detection and the message geolo-
cation components. The 5.9 magnitude earthquake that struck Northern Italy
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on May the 20th 2012, is among the strongest in recent Italian history3. The
shaking was clearly perceived in all Central and Northern Italy and caused 7
deaths and severe damage to the villages of the epicentral area4. The epicenter
was located near the village of Finale Emilia in a rural and sparsely populated
area. This represents an added challenge for the crisis mapping task since most
of the tweets came from the big urban centers in Northern Italy, such as Milan,
Venice and Genoa.

Fig. 2. Choropleth map for the Emilia 2012 earthquake showing the distribution of
damage tweets among the municipalities of Northern Italy (Color figure online).

Figure 2 shows a choropleth map of Northern Italy where municipalities are
colored so as to represent mentions of damage among tweet reports. Specifically,
a color is assigned to a municipality according to the log number of tweets of
the damage class geolocated in that municipality, normalized by its population.
Data about the population of municipalities has been automatically fetched from
Wikipedia and DBpedia during the crawling and query operations described in
Sect. 2. The normalization allows to highlight the risk of damage also for rural
and sparsely populated municipalities, where the number of available tweets is
very low. Areas in which our system did not geolocate any damage tweet are
grey colored in Fig. 2. As shown, despite geolocating tweets in all Northern Italy,
our system only highlighted municipalities around the epicenter, clearly pointing
to the damaged area. In figure, reddish colors are assigned to the municipalities
of Bondeno, Ferrara, Finale Emilia and San Felice sul Panaro, thus accurately
matching the most damaged locations.

Figure 3 shows 2 polar (radar) plots in which tweets of both the damage
and no damage classes are considered. The plots are centered on the epicenter
and present dotted concentric circles marking distances from the epicenter with a

3 http://en.wikipedia.org/wiki/2012 Northern Italy earthquakes.
4 http://www.reuters.com/article/2012/05/20/us-quake-italy-

idUSBRE84J01K20120520.

http://en.wikipedia.org/wiki/2012_Northern_Italy_earthquakes
http://www.reuters.com/article/2012/05/20/us-quake-italy-idUSBRE84J01K20120520
http://www.reuters.com/article/2012/05/20/us-quake-italy-idUSBRE84J01K20120520
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Fig. 3. Polar plots showing the hexbinned spatial distribution of tweets in Northern
Italy for the Emilia 2012 earthquake (Color figure online).

step of 50 km. To avoid overplotting, we used an hexagonal binning (hexbinning)
technique: the plot’s surface is divided into hexagons whose area is proportional
to the number of tweets geolocated in that space. Thus, areas with more tweets
have bigger hexagons (e.g.: Milan, Bologna). On the left-hand side of Fig. 3 is a
polar plot showing the spatial distribution of natively (GPS) geolocated tweets.
The low number of natively geolocated tweets is represented by both the sparsity
and the small size of the hexagons. This was the starting situation for our work,
with a small number of geolocated messages and no damage label. Instead, on
the right-hand side of Fig. 3 is the polar plot produced by our system in which
hexagons are colored according the ratio of tweets. Big urban
centers, such as Milan, Venice and Genoa, are represented by clusters of big
sized hexagons reflecting the high number of tweets geolocated in those areas.
However, despite the number of tweets, only the areas that actually suffered
damage are yellow- and red-colored.

4 Conclusions and Future Work

In this work we proposed a novel crisis mapping system that overcomes the main
limitations of current state-of-the-art solutions while still producing accurate
maps. By introducing damage detection and by proposing a novel geoparsing
technique, we are confident that our system represents a seminal work in the
research field of crisis mapping. As such, possible directions for future work are
manifold. The linguistic analysis carried out as part of the damage detection task
could be brought to a deeper level. In fact, the damage detection classifier could
be trained to detect the object that suffered the damage and such information
could be used to enrich the maps. Results for the message geolocation task are
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already promising, but the validation process showed that there is still space
for considerable improvements, especially regarding the Recall metric. Recent
developments of semantic annotation tools open up the possibility to provide
more implementations of our proposed geoparsing technique. Therefore we envi-
sion the possibility to simultaneously exploit multiple semantic annotators in a
voting system. Finally, we are currently working to embed the hereby discussed
system into the Web emergency management system described in [3].

Acknowledgements. The authors would like to thank Matteo Abrate and Salva-
tore Rinzivillo, for their insightful suggestions about data visualization. This research
was supported by the .it domain registration authority (Registro .it) funded project
SoS - Social Sensing (http://socialsensing.it/en).
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Abstract. How can we infer a tweet location? Are timestamps of tweets
effective for the location inference? In this study, we propose a novel
method for tweet location inference based on contents and timestamps
of tweets. It is important to infer the locations of tweets for the ser-
vices related to locations such as recommending restaurants, sending
disaster-related information to users, and providing commercial messages
to users. This study has two contributions: (1) we propose a novel method
to infer tweet locations based on the contents and timestamps of tweets,
andbreak (2) we experimentally demonstrate the effectiveness of the pro-
posed method using Twitter data. The experimental results suggest that
the proposed method can infer tweet locations more precisely than a
baseline that does not take the temporal association into account.

Keywords: Location inference · Twitter

1 Introduction

How can we infer a tweet location? Are timestamps of tweets effective for the
location inference? In this study, we propose a method for tweet location infer-
ence based on contents and timestamps of tweets. Due to the development of
the social media, many people are publishing various information on the social
media services. Twitter1 is one of the most successful social media services, and
mainly provides short message (tweet) service. Users can access Twitter easily
from devises such as smart phones. Hence, many users frequently send tweets
from places they are visiting and mention the topics about those places. There-
fore, many tweets include timely information such as their locations and events
around them.

Users can assign geotags, which are pairs of latitude and longitude, to tweets
to explicitly show the places where they are. By using geotag information, we can
provide services related to locations such as recommending restaurants, sending
disaster-related information, and providing commercial messages to users. How-
ever, in reality, a small portion of tweets have geotag information for reasons
such as privacy concerns. According to Cheng et al. [1], less than 0.42 % of all

1 https://twitter.com/.
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tweets have their geotags. Therefore, to make the above services possible, it is
important to infer tweet locations.

Current Work: In this study, we propose a novel method to infer tweet loca-
tions based on contents and timestamps of tweets. The proposed method infer
the locations by propagating location information from tweets to tweets on the
similarity graph that is constructed from the content similarity and the temporal
similarity. We put the following two assumptions: (1) If contents of two tweets
are similar in terms of their words, locations of those two tweets are likely to
be close to each other. (2) When a user publishes two tweets in a short time,
locations of these two tweets are likely to be close to each other. Based on these
two assumptions, our method calculates two similarities, and then construct the
similarity graph.

Contributions: The contributions of this work are summarized as follows:break
(1) Novel Method : We propose a novel method for tweet location inference, which
is based on the contents and timestamps of tweets. (2) Experiments: We exper-
imentally demonstrate the effectiveness of the proposed method using Twit-
ter data. Concretely, the experimental results suggest that the timestamps are
important clues to infer tweet locations. The proposed method can infer tweet
locations more precisely than a baseline that dose not take the temporal associ-
ation into account.

2 Background

In this section, we briefly overview the related work in the areas of user location
inference and the tweets location inference in Sect. 2.1. In Sect. 2.2, we explain
label propagation.

2.1 Related Work

The problem of location inference in social media can be divided into two cate-
gories: (1) User location inference: inferring user’s location of residence (2) Tweet
location inference: inferring the location the tweet was posted. The problem we
address in this paper is categorized in the latter.

User Location Inference: Many methods for user location inference has been
proposed. These methods are divided into two types, where the content-based
approaches (e.g., [1,2,7,8]) use the contents users posted, and the graph-based
approaches (e.g., [3,9,10]) use the social graph of users. Cheng et al. [1] proposed
a method of the content-based approach. They use local words to infer user
location. Local words are the words with the deflection in the locations of the
users who posted them. Chang et al. [2] proposed a method based on a model
of words distributions using a Gaussian Mixture Model to infer user locations.
Chang’s method can extract local words without using training data. Yamaguchi
et al. [7] proposed a method using local events detected in social streams to infer
user locations. As for the graph-based approach, Backstrom et al. [3] and Jurgens
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[10] proposed methods which focus on the friend relationship in social media.
They assumed that a user’s home location is close to his friends’ home locations
in social media. These studies mainly intended to infer users’ home locations,
while our method focuses on tweet location inference.

Tweet Location Inference: Kinsella et al. [4] proposed a method which create
language models of locations from geotagged tweets and infer tweet locations by
using these models. But this study differs from our proposed method because
they only use the contents of tweets. Ikawa et al. [6] proposed a method which
associates location information posted from location-based services with key-
words by using contents of past users’ tweets. This method uses the contents
and timestamps of tweets like our method, but it is different from ours in that
they only use the words as training data.

2.2 Label Propagation

Label propagation [5] (LP) is one of the semi-supervised learning methods. By
learning from labeled and unlabeled data, the label propagation achieves high
precision even when the number of labeled data items is small.

Given a set of n data points X = {x1, x2, ..., xn}, LP calculates the label
probability Fik that data i has label k as follows: F ← λLF + (1 − λ)Y . An
n × c matrix F is the label probability matrix whose ik-th element is Fik. An
n × c matrix Y stores the explicit labels of nodes, where Yij = 1 if the node xi

has a label lj and otherwise Yij = 0. L = I − D−1/2WD−1/2 is the normalized
Laplacian matrix, where W is the similarity matrix whose ij-th element Wij

is the similarity between data i and j, D is a diagonal matrix whose diagonal
component is the sum of the row of W , and I is an identity. λ is a parameter
(0 < λ < 1). The above recursive calculation is guaranteed to converge. The
predicted label of data i is given by argmaxjFij .

3 Problem Statement

This section defines some terminologies we use in this paper and state the prob-
lem of tweet location inference. Each tweet p = (u, s, t, l) is composed of user
u, timestamp s, text t and tweet location l ∈ L, where L is a set of predefined
locations. Text t is represented by a bag of words w. If the tweet location is
unknown, l = NULL. Let P = PL ∪ PU be a set of tweets, where PL is a set of
tweets whose locations are known, while PU is a set of tweets whose locations
are unknown. Using these terminologies, the tweet location inference problem is
stated as follows:

Problem 1 (Tweet Location Inference). Given a set of tweets P , inferbreak
locations of tweets pi ∈ PU .

We mention that we tackle the problem of inferring locations based solely
on the contents and timestamps. However, the proposed method in this paper
can be easily combined with location inference methods using other information
such as user profiles and social graphs.
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4 Proposed Method

Our proposed method infer locations of tweets based on their contents and
timestamps. The intuition behind the proposed method is that locations of simi-
lar tweets are close to each other. To calculate the similarity, we put the following
two assumptions: (1) If contents of two tweets are similar in terms of their words,
locations of those two tweets are likely to be close to each other. (2) When a
user publishes two tweets in a short time, locations of these two tweets are likely
to be close to each other. The former is called content similarity, and the latter
is called temporal similarity.

4.1 Constructing Feature Vectors

First, we extract feature words in geotaged tweets (i.e., training set) to gener-
ate feature vectors. Here we use spatially characteristic words as the features
words. For example, names of places (e.g., New York and Seattle), or names of
landmarks (e.g., Statue of Liberty) are regarded as feature words.

Let P (X) be a probability distribution of all tweets over the predefined loca-
tion set L and Qw(X) be a probability distribution of word w. We define feature
words as follows:

Definition 1 (Feature words). Feature words are the top r words that have
the largest KL divergence DKL(Qw ‖ P ) =

∑
l∈L Qw(l)logQw(l)

P (l) .

The intuition to use KL divergence to extract feature words is that spatially
characteristic words have significantly different spatial distributions from the
distribution of general words such as ’a’ or ’the’. Note that we tested four types
of feature words: extracting only place names by using dictionaries, mutual infor-
mation, information gain, and KL divergence. By this preliminary investigation,
we found that KL divergence is the most effective measure to extract feature
words. We omit the results for brevity in this paper.

After determining r feature words, we make a feature vector for each tweet
p. Feature vector v(p) of tweet p is a r-dimensional vector where each element
contains the tf-idf value of the corresponding word in tweet p.

4.2 Calculating Similarity

Content Similarity: We adopt the RBF kernel to calculate the content similar-
ity. Letting γ be a parameter of RBF kernel, the content similarity Sij between
tweet pi and pj is calculated as follows: Sij = exp(−γ ‖ v(pi) − v(pj) ‖2)
Temporal Similarity: We calculate the temporal similarity assuming that
when a user publishes two tweets in a short time, the locations of the two tweets
are likely to be close to each other. In addition to the content similarity, we add
the temporal similarity based on the above assumption. Letting θ be a parame-
ter, the temporal similarity Tij between tweets pi and pj from the same user
is calculated as follows: Tij = h if |si − sj | < θ and otherwise Tij = 0 where
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Fig. 1. Calculating the temporal similarity : θ = 60 m. The temporal similarity between
nodes connected by an arrow is Tij = 1 and otherwise Tij = 0.

si is the timestamp of tweet pi. Note that the temporal similarity between tweets
from the different users is always 0.

Figure 1 shows four cases of calculating the temporal similarity. The temporal
similarity between circles connected by an arrow is Tij = 1 and otherwise Tij = 0.
In Case I, the temporal similarity is 1 because tweets are published by the same
user and the timestamp interval is shorter than the parameter θ. In Cases II and
IV, the temporal similarity is 0 because tweets are published by different users.
In Case III, the temporal similarity is also 0 because the interval between two
timestamps is larger than θ.

4.3 Location Inference

Based on two similarities calculated above, we construct a similarity graph as
follows. First, we construct a k-nearest neighbor (kNN) graph using the con-
tent similarity, where k edges go from a node to the k most similar nodes. The
intuition here is to make the graph sparse to efficiently propagate location infor-
mation throughout the graph. Then we further add edges between nodes i and
j if Tij = 1. The weight matrix W of this similarity graph can be written as
follows: W = kNN(S) + αT , where α is a parameter to adjust the effect of
S and T , and kNN() converts the original S into the weight matrix of the kNN
graph.

After constructing the merged similarity graph, our proposed method propa-
gates the location information throughout the graph using the label propagation.
Then, we get the label probability matrix F as explained in Sect. 2.2. The final
estimate for the location l̂i of tweet pi is obtained as follows: l̂i = argmaxl∈LFil.

5 Experiments

We examined the effectiveness of the proposed method from the three perspec-
tives:

1. Temporal Association: How much the temporal similarity is effective?
2. Content Association: How much the content similarity is effective?
3. Parameter: Is the parameter θ really effective?
4. Comparison: Do the proposed method outperform the baseline?
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5.1 Setup

Dataset: We collected 3,526,922 geotagged Japanese tweets2 through Twitter
Streaming API3 from September 2nd to November 20th, 2014. The number
of users who posted these tweets is 259,420. From these users, we randomly
selected 10,000 users who published more than 2 geotagged tweets, and then
collected their latest 200 tweets. After that, users who published less than 10
geotagged tweets were selected from these 10,000 users. As a result, we obtained
296,865 tweets (including 7,752 geotagged tweets) from 1,652 users. Note that
this procedure of dataset making is required because (1) the number of allowed
API call is limited, and (2) we need multiple tweets published by the same user
to validate the effectiveness of the temporal information. We divided these tweets
into three sets: training set (0.4 %), validation set (0.1 %), and test set (99.5 %).

Settings: To extract nouns from the Japanese texts, we employ MeCab4, a
Japanese morphological analysis tool. We set r = 500 for feature extraction by
KL divergence. We tuned parameters using the training set and the validation
set. The parameters we tuned are γ in RBF kernel, k in kNN graph, α, and θ.
Since the parameter space of combination is huge, we tuned these parameters
as follows. We first tuned γ and k with values of α = 1 and θ = 60 min. And
then we tuned α and θ with determined values of γ and k. In addition, we set
parameter λ = 0.99 in label propagation according to the original paper [5]. We
divided the map of target area (Japan) into 552 cells. The target area is the
rectangle from 23 degree latitude and 122 degree longitude to 43 degree latitude
and 146 degree longitude. Each cell is the one degree square rectangle.

5.2 Results

Temporal Association: How effective the temporal similarity is? In this exper-
iment, we compared the proposed method and the one without the temporal
similarity (i.e., using only the content similarity), which is equivalent to the
special case where α = 0. Figure 2(a) shows the results. The y-axis denotes
the average accuracy rate of 5 repeated runnings, where the upper is the bet-
ter, and the error bars are standard deviations. We can see that the proposed
method achieves better result than the method which use only the content sim-
ilarity, which demonstrates that the temporal similarity is effective for location
inference.

Content Association: How effective the content similarity is? In this exper-
iment, we compared the proposed method and the one without the content
similarity (i.e., using only the temporal similarity), which is equivalent to the
special case where α = ∞. Parameters are θ = 60 min for each method, and
α = 1 for the full proposed method. Figure 2(a) shows the results. The y-axis
denotes the average accuracy rate of 5 repeated runnings, where the upper is
2 Tweets posted from Japan.
3 http://dev.twitter.com/streaming/overview.
4 http://taku910.github.io/mecab/.

http://dev.twitter.com/streaming/overview
http://taku910.github.io/mecab/
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(a) Temporal
association

(b) Content
accociation

(c) Parameter (d) Method
comparison

Fig. 2. Results: The x-axis denotes the each method and the y-axis denotes the average
accuracy rate of 5 repeated runnings. The error bars show standard deviations.

the better, and the error bars are standard deviations. According this figure,
the proposed method achieves better result than the method which use only the
temporal similarity, which demonstrates the effectiveness of the content similar-
ity. This result suggests that the contents of tweets are effective clue to infer
tweet locations because the locations of two tweets including the same words are
likely to be close each other.

Parameter: Is the parameter θ really effective? If users always publish tweets
from the same location, we do not have to use the parameter θ. We resolved this
question by this experiment. We compared the proposed method and the one
which connected all nodes published by the same user in chronological order.
The latter does not consider the content similarity and the parameter θ of the
temporal similarity, assuming that tweets of the same user are published from
the same location. Figure 2(c) shows the results. The y-axis denotes the average
accuracy rate of 5 repeated runnings, where the upper is the better, and the
error bars are standard deviations. According this figure, the proposed method
achieves better result than the method which excludes the parameter θ, which
demonstrates the effectiveness of the parameter θ. This result shows that the
parameter θ is effective because tweets of the same user are published from
different locations as time goes by.

Method Comparison: Do the proposed method outperform the baseline? We
adopt a SVM with an RBF kernel as a baseline. Parameters γ of the RBF
kernel and C, which is a cost parameter of misclassification, are tuned using the
validation set. Note that the SVM uses only the content similarity. Figure 2(d)
shows the results. The y-axis denotes the average accuracy rate of 5 repeated
runnings, and the error bars show standard deviations. According to the results,
the proposed method achieves higher accuracy rate than that of the baseline,
suggesting that incorporating the temporal associations is effective. It is not easy
for SVM to deal with the temporal information.

6 Conclusion

In this study, we proposed a novel method for tweet location inference, which
is based on contents and timestamps of tweets. Our proposed method propa-
gates the location information from tweets to tweets. We put the following two
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assumptions for calculating similarity: (a) if contents of two tweets are similar in
terms of their words, locations of those two tweets are likely to be close to each
other, and (b) when a user publishes two tweets in a short time, locations of these
two tweets are likely to be close to each other. The contributions of this work
are summarized as follows: (1) Novel Method : we propose a method to infer
tweet locations based on the contents and timestamps of tweets (Sect. 4). (2)
Experiments: we experimentally show the effectiveness of the proposed method
using Twitter data (Sect. 5). Concretely, the experimental results suggest that
the proposed method can infer tweet locations more precisely than the base-
line that does not take the temporal association into account. Our future work
includes, (1) improving the calculation method of the temporal similarity, and
(2) examining the effectiveness of the proposed method in the case that the
geographical range of labels change.

Acknowledgment. This research was partly supported by the program “Research
and Development on Real World Big Data Integration and Analysis” of the Ministry
of Education, Culture, Sports, Science and Technology, Japan.

References

1. Cheng, Z., Caverlee, J., Lee, K.: You are where you tweet: a content-based approach
to geo-locating twitter users. In: Proceedings of the CIKM 2010, pp. 759–768 (2010)

2. Chang, H.-W., Lee, D., Eltaher, M., Lee, J.: @Phillies tweeting from philly? predict-
ing twitter user locations with spatial word usage. In: Proceedings of the ASONAM
2012, pp. 111–118 (2012)

3. Backstrom, L., Sun, E., Marlow, C.: Find me if you can: improving geographical
prediction with social and spatial proximity. In: Proceedings of the WWW 2010,
pp. 61–70 (2010)

4. Kinsella, S., Murdock, V., O’Hare, N.: ‘I’m eating a sandwich in glasgow’: modeling
locations with tweets. In: Proceedings of the SMUC 2011, pp. 61–68 (2011)

5. Zhou, D., Bousquet, O., Lal, T.N., Weston, J., Schölkopf, B.: Learning with local
and global consistency. In: Proceeding of the NIPS 16, pp. 321–328 (2003)

6. Ikawa, Y., Enoki, M., Tatsubori, M.: Location inference using microblog messages.
In: Proceedings of the WWW 2012, pp. 687–690 (2012)

7. Yamaguchi, Y., Amagasa, T., Kitagawa, H., Ikawa, Y.: Online user location infer-
ence exploiting spatiotemporal correlations in social streams. In: Proceedings of
the CIKM 2014, pp. 1139–1148 (2014)

8. Eisenstein, J., O’Connor, B., Smith, N.A., Xing, E.P.: A latent variable model for
geographic lexical variation. In: Proceedings of th EMNLP 2010, pp. 1277–1287
(2010)

9. Abrol, S., Khan, L.: Tweethood: agglomerative clustering on fuzzy k-closest friends
with variable depth for location mining. In: Proceedings of the IEEE Second Inter-
national Conference on Social Computing (SocialCom 2010), pp. 153–160 (2010)

10. Jurgens, D.: That’s what friends are for: inferring location in online social media
platforms based on social relationships. In: Proceedings of the Seventh Interna-
tional AAAI Conference on Weblogs and Social Media, pp. 273–282 (2013)



Finding Influential Users and Popular Contents
on Twitter

Zhaoyun Ding(B), Hui Wang, Liang Guo, Fengcai Qiao, Jianping Cao,
and Dayong Shen

College of Information System and Management, National University
of Defense Technology, Changsha 410073, People’s Republic of China
{zyding,huiwang,guoliang,fcqiao,jpcao,dyshen}@nudt.edu.cn

Abstract. On Twitter, People do not only find new friends by following
others, but also propagation the information by retweeting. So, we can
not measure the users’ influence only by following relationships easily,
also, it is not reasonable to measure tweets’ popularity by the number
of retweets. In this paper, a novel random walk model was proposed
to measure the users’ influence and tweets’ popularity. In our model,
the influence of users was measured not only by random walk of the
following network, but also by the popularity of tweets. In fact, if a user
often tweets popular contents firstly, we think this user is important and
the influence of the user is higher. Moreover, if a content is retweeted by
many high influencers, we think this content is important and popular.
Experiments were conducted on a real dataset from Twitter containing
about 0.26 million users and 10 million tweets, and results show that our
method is consistently better than PageRank method with the network of
following and the method of retweetNum which measures the popularity
of contents according to the number of retweets.

Keywords: Influence · Popularity · Random walk model · Twitter

1 Introduction

Microblogs have rapidly become significant means for people to communicate
with the world and each other. Unlike other social network services, the rela-
tionship of following between users can be unidirectional; a user is allowed to
choose who she wants to follow without seeking any permission. Twitter employs
a social network called following relationship; the user whose updates are being
followed is called the friend, while the one who is following is called the follower.
In case the author is not protecting his tweets, they appear in the so-called public
timeline and his followers will receives all messages from him.

On Twitter, People do not only find new friends by following others, but
also propagation the information by retweeting. Studies by Kwak et al. [1] have
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shown that Twitter is more likely to be a news media. Users can not only find
friends by microblogs, but also can publish or forward messages by themselves,
and microblogs transform people from content consumers into content producers
and proliferators. So, the influence of a user on Twitter should be measured by
the relationship of following and the spreadability of contents comprehensively.

In this paper, a novel random walk model was proposed to measure the
users’ influence and tweets’ popularity. In our model, the influence of users was
measured not only by random walk of the following network, but also by the
popularity of tweets. In fact, if a user often tweets popular contents firstly, we
think this user is important and the influence of the user is higher. Moreover, if a
content is retweeted by many high influencers, we think this content is important
and popular. Figure 1 gives an example of the influence model.

following relationship

publish content

influence propagation 
for early users 

users contents

Fig. 1. An example of the influence model.

2 Related Work

With the popularity of Microblogs, there have been lots of studies about
Microblogs, focusing on the influence of users and the popularity of contents.
Most of the previous researches about the influence in Microblogs were based
on the relationship of following or retweeting. Tunkelang [2] originally proposed
a method analog to PageRank later named as TunkRank in order to measure
the influence of users in microblogs. Weng et al. [3] proposed an algorithm called
TwitterRank to measure the influence taking both the topical similarity between
users and the link structure into account. Cha et al. [4] presented an in-depth
comparison of three measures of influence: indegree, retweets, and mentions. Lee
et al. [5] found influential individuals based on the temporal order of information
adoption in Twitter. Pal and Counts [6] categorized tweets into three categories:
Original tweet (OT), Conversational tweet (CT), Repeated tweet (RT) to iden-
tify topical authorities in microblogs. Bakshy et al. [7] referred narrowly the
influencer as the ability to consistently seed cascades that spread further than
others, in which seed nodes had higher influence. M. Romero et al. [8] proposed
an algorithm that determined the influence and passivity of users based on their
information forwarding activity.

Yang and Counts [9] constructed a novel model to capture the three major
properties of information diffusion — speed, scale, and range — by analyzing
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information diffusion on Twitter, via users’ ongoing social interactions as denoted
by mentions. The most similar work was proposed by Silva et al. [10]. They
proposed ProfileRank, a new information diffusion model based on random walks
over a user-content graph. However, the relationship of following was neglected in
their work. So, the influence of users was not propagated from users to contents
in the model of random walks.

3 Model

The following networks on Twitter were defined as G = (V,E), where V was
the set of users on Twitter, and E was the set of relationships of followings.
Moreover, for the G = (V,E), the adjacency matrix G = (gij) was defined.

gij =
{

1
0

, if the user j follows the user i
others

. (1)

A content can be propagated by many users. if a content is retweeted by
many high influencers, we think this content is important and popular. So, the
popularity of a content was decided by the influence of each user who tweets or
retweets the content.

The bipartite graph was defined as Gfc = (V, Vc, Efc), where Vc was the set of
contents on Twitter, and Efc was the set of edges where users publish contents.
For the Gfc = (V, Vc, Efc), the adjacency matrix X = (xij) was defined.

xij =
{

1
0

, if the user j publishes the content i
others

. (2)

Moreover, the popularity of contents can react to the influence of users.
However, not all of users was reacted by the popularity of contents. In fact, we
think this user who often tweets popular contents firstly is important and the
influence of the user is higher. So, we think the influence only propagated from
contents to starting users. Attentively, there is not only a starting user for a
content usually. Because the same content was usually published by different
users on different time sometimes.

The bipartite graph was defined as Gcf = (V, Vc, Ecf ), where Ecf was the
set of edges where contents react to starting users. Moreover, for the Gcf =
(V, Vc, Ecf ), the adjacency matrix Y = (yij) was defined as follows.

yij =
{

1
0

, if the user i publishes the content j firstly
others

. (3)

In this paper, the random walk model was constructed on multiple networks,
including following graph and two bipartite graphs.

For the following graph G = (V,E) and corresponding adjacency matrix
G = (gij), we constructed transition probability matrix P = {pij} as follows.

pij =

{
G(i,j)

∑

vk∈outlink[vi]
G(i,k)

G(i, j) = 0
outlink[vi] �= 0

otherwise
. (4)
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For the bipartite graph Gfc = (V, Vc, Efc) and corresponding adjacency
matrix X = (xij), we constructed transition probability matrix M = {Mij}.

Mij =

{
X(i,j)

∑

vk∈outlink[vi]
X(i,k)

X(i, j) = 0
outlink[vi] �= 0

otherwise
. (5)

At last, the popularity of contents will react to the influence of users. How-
ever, not all of users was reacted by the popularity of contents. In fact, we think
this user who often tweets popular contents firstly is important and the influence
of the user is higher. So, we think the influence only propagated from contents
to starting users. Attentively, there is not only a starting user for a content
usually. Because the same content was usually published by different users on
different time sometimes. Figure 2 gives two common cascaded trees on Twitter.
How to assign values of reacting to different starting users for each content? In
fact, the earlier the content which was published by a starting user, the more
important this user was. So, the importance of users became lower and lower
as time goes on. In this paper, we think the importance of starting users decay
with an exponential distribution with the parameter λ .

Fig. 2. Two common cascaded trees on Twitter.

For each content i, we consume the influence of the earliest user was equal
1. For others, the reduced value of influence was computed as follows according
to the exponential distribution with the parameter λ.

ΔIi = (1 − e−λtij ) − (1 − e−λti0). (6)

The ti0 is the earliest time for a content i, and the tij is the time of a user j
for the content i. So, exceptional for the earliest user for a content, the influence
of others was as follows.

Iij = 1 − [(1 − e−λtij ) − (1 − e−λti0)]
= 1 − (e−λti0 − e−λtij ) . (7)

For the bipartite graph Gcf = (V, Vc, Ecf ) and corresponding adjacency
matrix Y = (yij), we constructed transition probability matrix L = {Lij} as
follows.
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Lij =

{
Iij

∑

vk∈outlink[vi]
Iik

Iij = 0
outlink[vi] �= 0

otherwise
. (8)

Then, we will combine three transition probability matrixes to construct
random walk models for multiple networks. For the transition probability matrix
P = {pij}, the random walk model was constructed as follows.

πk+1 = αPT πk + (1 − α)
1
n

e, e = (1, 1, ..., 1)T . (9)

In the transition probability matrix P = {pij}, if a user was visited by more
users, the influence of this user was higher. Also, if a user was visited by users
whose influence were high, the influence of this user was higher.

For the transition probability matrix M = {Mij}, the random walk model
was constructed as follows.

ρk+1 = αMT πk + (1 − α)
1
n

e, e = (1, 1, ..., 1)T . (10)

In the M = {Mij}, if a content was published or retweeted by more users, the
popularity of the content was higher. Also, if a content was published or retweeted
by users whose influence were high, the popularity of this content was higher.

For the transition probability matrix L = {Lij}, the random walk model was
constructed as follows: πk+1 = αLT ρk.

In the transition probability matrix L = {Lij}, if a starting user was reacted
by more contents, the influence of the user was higher. Also, if a user was reacted
by contents whose popularity were high, the influence of this user was higher.

We combine the above formulas to construct a new random walk model as
follows.

πk+1 = αPT πk + βLT ρk + (1 − α − β)
1
n

e, e = (1, 1, ..., 1)T . (11)

Random walk models were constructed by combining the above formulas.
{

πk+1 = αPT πk + βLT ρk + (1 − α − β) 1
ne, e = (1, 1, ..., 1)T

ρk+1 = αMT πk + (1 − α) 1
ne, e = (1, 1, ..., 1)T (12)

The formula 12 can be reconstructed as follows.

π = αPT π + βLT MT π + (1 − α − β)
1
n

e, e = (1, 1, ..., 1)T . (13)

For n users in the following networks G = (V,E) and m contents in the
bipartite graph Gfc = (V, Vc, Efc), P is a n × n matrix, LT is a n × m matrix,
and MT is a m × n matrix. So, the LT MT is a n × n matrix.

So, the formula 13 can be reconstructed as follows:π = Qπ.
Where Q = αPT + βLT MT + (1 − α − β) 1

nE and E is a n × n unit matrix.
Clearly, Q is a stochastic n×n matrix that parameterizes the combined random
walk. It is also easy to see that this Markov Chain is ergodic. Thus, the stationary
probabilities can be found as, for any initial vector π0.
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4 Experimental Studies

4.1 Datasets

For the purpose of this study, a set of Twitter data about Chinese-based twitters
who have published at least one Chinese tweet was prepared as follows. About
0.38 million users were collected through the API of Twitter. Moreover, we
get tweets published from 2014-03-01 to 2014-04-30. About 1.5 million tweets
published by only about 35 thousands were collected in these two months.

In order to test the effectiveness of our method, we extract 2000 contents and
corresponding cascaded trees with timestamps which was similar to Fig. 2. Then,
we constructed the bipartite graph Gfc = (V, Vc, Efc) and the bipartite graph
Gcf = (V, Vc, Ecf ) respectively. Also, we collected about 12 million following rela-
tionships of these 0.38millionusers and constructed followingnetworksG = (V,E).

4.2 Verifying the Convergence of Our Method

In order to verify the convergence of our method, we get the difference in value
Δπi of succession each user’s influence score. Figure 3 gives average difference in
value Δπ̄ of all users for six experiments. Our method was named as UserCon-
Rank. Also, we compare with the convergence of PageRank.
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Fig. 3. Average difference in value Δπ̄ of all users for six experiments.

Experimental results showed our method was convergent after about 80 itera-
tions, although there were some minor instabilities in the circulation process. On
the other hand, the convergent rate of our method was slower than PageRank.
Because random walk models were constructed by combining tree graphs in our
method, the complexity of our method was higher than PageRank.

4.3 Verifying the Important of Contents

In this subsection, we get top-85 important contents respectively according to
the number of retweets and our method. First, we verify how much difference for
our method and the number of retweets according to the quantile-quantile plot.
The quantile-quantile plot was described by the important ranking of contents
for our method and the number of retweets. Figure 4 gave experimental results.
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Fig. 4. The quantile-quantile plot for top-85.
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Fig. 5. The number of retweets.

Experimental results showed most of important contents got by our method
were similar to the method by the number of retweets. However, some contents
which were retweeted by less users were more important. In fact, although some
contents were retweeted by less users, some of these users had large number of
followers who could read contents published by their friends. So, these contents
were known by more users and they were more important. In order to verify
the effectiveness of our method, we get 5 contents which were important by the
number of retweets and were less important by our methods tagged as square
in Fig. 5. Also, we get 5 contents which were important by our method and
were less important by the number of retweets tagged as triangle in Fig. 5. We
compared the number of retweets for each content and the number of items in
the intersection of all followers for these users who retweeted the content.

Figure 5 gives experimental results. Although the number of retweets for our
method was lower, the number of items in the intersection of all followers was
higher and more users could read these contents. So, these contents were more
important.

4.4 Verifying the Popularity of Users

In this subsection, we get top-100 influential users respectively according to
PageRank and our method. First, we verify how much difference for our method
and PageRank according to the quantile-quantile plot. The quantile-quantile plot
was described by the influential ranking of users for our method and PageRank.
Figure 6 gave experimental results.

Experimental results showed most of influential users got by our method were
similar to the method by PageRank. However, some users were less influential
than PageRank. In fact, although some users like the reality of celebrities had
large number of followers, they published less contents which were not important.
So, these users did not play an important role on information diffusion, and these
users were less influential. In order to verify the effectiveness of our method, we
get 10 users which were more influential by PageRank and were less influential
by our methods. Also, we get 10 users which were less influential by PageRank
and were more influential by our method. For each user, we count the diffusibility
for 100 contents published by these users. The diffusibility was defined as how
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for 100 contents.

many users retweeting a content for one user. Moreover, we gave change rate of
ranking for top-100 users as follows: rc = rp−rm

rp
.

Where rp was the ranking of PageRank, rm was the ranking of our method,
and rc was the change rate of ranking for users.

Figure 7 gave experimental results. We found that the ranking of users could
be enhanced since they played an important role on information diffusion and
most of these users whose change rate of ranking were more than 0 had stronger
diffusibility. In contrast, The ranking of users whose change rate of ranking were
less than 0 could be reduced since these users were not almost involved in the
diffusion of information and their diffusibility were lower.

5 Conclusions

A novel random walk model was proposed to measure the users’ influence and
tweets’ popularity. In the future work, we will apply our algorithm to other
dataset such as Facebook, DBLP, etc. Moreover, the influence of group is also
an interesting work.
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Abstract. Cold start problem is a key challenge in recommendation
system as new users are always present. Most of existing approaches
address this problem by leveraging meta data to estimate the tastes of
new user. Recently, social network has been becoming an integral part of
daily life. Usually, social network information reflect users preferences to
some extent, combining this kind of data would contribute to address the
cold start problem. Existing approaches of this kind are either leverage
relationships between users or utilize meta data such as demographic
information. The huge textual information in social network has been
neglected. In this paper, we propose a novel recommendation framework,
in which the textual data in social network are used to improve the
recommendation accuracy for new users. In particularly, both of new
user’s interests and items are modeled by mining the textual data in
social network. Experimental results demonstrate that our approach is
superior to other baseline methods in both precision and diversity.

Keywords: Recommendation system · Social network · Cold start

1 Introduction

In the recent decade, recommendation system has become an integral part of
peoples lives, as a means to help users in information overload scenarios by
proactively finding items or services on their behalf. Recommendation technology
has been successfully applied in many e-commerce sites, such as Amazon.com,
WalMart.com and Netflix.com. Existing work usually relies on user’s historical
item ratings, especially for the Collaborative Filtering (CF) based recommen-
dation systems [12,15,16]. When it comes to new users without rating records,
however, the performance of these strategies falls a great deal, which is known
as the cold start problem and is one of the most challenging problems in recom-
mendation systems.

Because of the prevalence of social network, many e-commerce systems allow
users to provide their social network id (e.g., Twitter and Weibo). A large por-
tion of costumers are pleasure to offer their social network URLs. For example,
Douban website is a famous online bookstore in China, in which more than 23
percents of users has published social network URLs in their profiles. We argue
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 276–283, 2015.
DOI: 10.1007/978-3-319-26187-4 24
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that user’s social network information can help to capture user’s interests. For
example, a microblog “Captain Jack Sparrow in Pirates of the Caribbean” implies
the microbloger may be interested in fantasy-adventure films or books. Besides,
many social network websites allow users to define their own tag of interests.
This informations are also meaningful for product recommending. For example,
social network users labeled with tag “Comic” are most likely to purchase comic
related commodities.

In this paper, we design an efficient product recommendation system for
handling the cold start problem, by leveraging users social network information.
We run it on book domain as an example. The proposed techniques can also be
adapted to recommending other kinds of products. Firstly, books with similar
topics are aggregated into the same cluster which is used instead of specific
books to represent user’s reading interests. We propose an innovative approach to
model the user’s reading interests on book clusters by mining the textual data in
social network. Specifically, a probability model used to mine user interest from
user’s tags and a classifier-based microblog mining method are proposed. We
also construct item models based on book clusters using a matrix factorization
model. Finally, the recommendations to new user can be made based on users
interest model and the learned item models.

2 Recommendation System Using Social Network
Textual Data

2.1 Problem Definition

In this paper, we aim to recommend bo oks to new users using their social
network information. There are three major processes as below.

User interest modeling process can be represented as the constructing of a
vector V : V ∈ R1×p for a single user, p is the count of book clusters. Vi indicates
user’s preference on book cluster i.

Item modeling process is represented as the constructing of a matrix
I: I ∈ Rp×n, n is the count of books. The item modeling process can be abstract
into a mathematical expression: S ≈ UI, where matrix U : U ∈ Rm×p stands for
the interest models of m training users, S is the rating matrix. Given matrices
U and S, we provide a matrix factorization model to build I by solving the
following optimization problem:

minimize 1
2 ‖S − UI‖2F +

λ

2
‖I‖F 2 (1)

After the construction of I, the final problem is how to make recommendations
to new users with their interest models and I.

2.2 Overview of Our System

Figure 1 shows the detailed structure of our system. The major components are
user interest modeling, item modeling and recommendation-making. In order to
explain more clearly, framework is divided into two processes: training process
and predicting process.



278 C. Li et al.

Fig. 1. Framework of our recommendation system contains three major parts: user
interest modeling, item modeling and making recommendation. In order to explain
more clearly, it is divided into two processes: training process and predicting process.

2.3 Crawling and Preprocessing

Data we used in this paper are crawled from two websites: Douban and Sina
Weibo. Douban Website (http://book.douban.com/) is similar to Netflix, where
users can label books with tags which describe book’s contents by several terms,
the users also can mark whether they have read a specific book. Thus in rating
matrix S, if user u has read book i, Su,i = 1, otherwise Su,i = 0. Sina Weibo is
the biggest social network platform in China, where users can label themselves
with tags and publish microblogs. In addition, Douban users present their social
network information in profiles. After matching Weibo users and Douban users
by Weibo URLs provided in Douban users profiles, social network users reading
list can be obtained.

2.4 User Interest Modeling

User interest modeling aims to extract user’s interests from social network text.
We propose “book clusters” as the intermediary between users and books. Each
book cluster contains a group of similar books. The user interest modeling aims
to mapping user’s social network data to his tastes on book clusters.

UserInterestModelingUsingTags. In this section,weproposeaprobabilistic-
based model using chi-square goodness score of fit test. Here gives some definitions
of variables: T is the set of books read by users whose tags of interests contains tag
t, C is the set of books in book cluster c. C ∩ T is the set of books which have been

http://book.douban.com/
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read by users who labeled with tag t and also belongs to book cluster c. ∗ is the set
of all books. All sets but ∗ allow repeated records.

The global distribution of book clusters: P (C|∗) = Count(C)
Count(∗) . The condi-

tional distribution of book clusters given readers with specific tag of interests:
P (C|T ) = Count(C∩T )

Count(T ) .
S(T,C) is the degree of discrepancy between book cluster’s distribution given

all users and distribution given users labeled by specific tag.

S(T,C) =
(P (C|T ) − P (C|∗))2

P (C|∗)
× Count(C ∩ T ) (2)

To filter useless tags, we sort all scores in descending order and select top
K records as representative tags and their correlation coefficients with book
clusters. Considering the fact that users may have several different tags, we
select the largest S(T,C) for each tag t of the user as his interests score on book
cluster c.

Pt
′(U,C) = Max

all T of U
(S(T,C)) (3)

For each user, we can get a numeric vector V : V ∈ R1×p contains his preference on
all bookclusters.Thenwenormalize thevectorusing“Min−MaxNormalization”
strategy. Finally, we achieve user’s interest scores on book clusters as user’s interest
model.

User Interest Modeling Using Microblogs. We design a classifier-based
model to extract interest model from user’s microblogs. For each book cluster,
we train a binary classification model to decide whether the input microblog is
related to the book cluster. The count of microblogs related to a book cluster
are regarded as the user’s interest score on this book cluster.

In training process, for each book cluster, using each book’s tags, a SVM
classifier is trained for each book cluster by one-vs-all multi-class classification.
Books contained in a specific book cluster are represented in “Bag of Words”.
In predicting process, we take every single microblog as input and utilize the
trained models to decide whether the microblog is related to the specific cluster.
After processing all microblogs, we can get a vector V ∈ R1∗p contains counts
of microblogs related to every book cluster. Greater count values imply the user
is more interested in this book cluster. After the above processes, we get user’s
interest scores on book clusters from microblogs as user’s interests model.

Combination. Here we achieve two matrices representing user’s interests
models: Utag and Umicroblog. Utag is predicted from user’s tags, Umicroblog is
predicted from user’s microblogs. We choose a simple but effective method to
combine these two matrices.

U = λUtag + (1 − λ)Umicroblog (4)
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2.5 Item Modeling

Wepropose a novelway to combine bookpopularity and affiliation into itemmodel.
Item models are constructed from user’s reading history and user’s interest models.
User’s reading history can reflect book’s popularity, combining with user’s inter-
ests on book clusters, we can achieve book’s relevance with book clusters.

Matrix S represents training users’ rating scores, matrix U represents training
users’ interest models constructed according to Eq. (11). We propose to compute
matrix I : I ∈ Rp×n given U and S by solving the optimization problem (1).
Similar to solving optimization problem in [13], the optimal solution is given by

I = (UTU + λE)−1UTP (5)

where E is a k × k identity matrix. λ is a small positive numeric avoiding the
chance that determinant of UTU equals to 0. Each column in matrix I represents
a model of book. Larger Ii,j indicates the relevance between book cluster i and
book j is tighter, users who interest in book cluster i are likely to enjoy book j.

2.6 Making Recommendation for New User

In this section,we showhowour frameworkhelp solving cold start problem.Assume
new users social network information (tags, microblogs) are available, we can con-
struct his interest model V

cluster
: Vcluster ∈ R1×p, p is the count of book clusters.

Combining new user’s interest model and items’ models, we can achieve his tastes
on different books: Vbook = Vcluster ×I. After sorting elements in Vbook in descend-
ing order, we select top K books as the final recommendation list.

3 Experiments

3.1 Data Sets

We crawled user’s social network information from Sina Weibo (http://weibo.
com) and got users reading history from Douban Website (http://www.douban.
com). We also crawled book’s information from Douban Book Website (http://
book.douban.com). Finally we get 10242 active users and their related data. 2000
most popular books are picked as recommend targets. We select top K ranked
books as final recommendation list. 10-fold cross validation method is used to
assess the results.

3.2 Baseline Methods

Some frequently strategies used in cold start recommendation are shown below.
Random Strategy: Recommended books are randomly selected from all books
[12].This is the simplestmethod to solve cold start problem.MostPopularStrat-
egy: This is a naive method to select most popular books as recommendation list
which is same to all new users [8,13]. Tags Only Strategy: User interest models

http://weibo.com
http://weibo.com
http://www.douban.com
http://www.douban.com
http://book.douban.com
http://book.douban.com
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are extracted only from user’s social network tags. Microblogs Only Strategy-
trategy: User interest models are extracted only from user’s microblogs.Nearest
Neighborhood Strategy:Ten nearest users are selected as new users neighbors
according to their interest models and neighbor’s most favorite books are picked
as final recommendation list [6].

3.3 Evaluation Protocol

We adopt several binary relevance based information retrieval performance met-
rics. Pre @ K: In the K recommended books, this is the ration of books user
has read. For all test users, we take the average of Pre @ K scores to evaluate
different strategies. MRR: Mean Reciprocal Rank is a popular metric strategy
used in information retrieval field, the reciprocal value of the mean reciprocal

Table 1. Experimental results

Strategy K PRE @ 10 MRR MAP DS

Random 3 0.01 0.018 0.018 7

Most popular 3 0.200 0.423 0.341 4

Tags Only 3 0.263 0.423 0.378 6.85

Microblogs Only 3 0.152 0.221 0.316 5.94

Nearest Neighborhood 3 0.156 0.196 0.211 4.33

Our Strategy 3 0.266 0.434 0.399 8.53

Random 5 0.015 0.036 0.036 12

Most popular 5 0.201 0.416 0.362 12

Tags Only 5 0.237 0.419 0.369 9.81

Microblogs Only 5 0.15 0.214 0.304 7.96

Nearest Neighborhood 5 0.163 0.204 0.214 6.8

Our Strategy 5 0.249 0.447 0.426 12.61

Random 10 0.022 0.056 0.025 20.63

Most popular 10 0.184 0.414 0.361 18

Tags Only 10 0.21 0.429 0.376 18.247

Microblogs Only 10 0.146 0.219 0.337 11.10

Nearest Neighborhood 10 0.163 0.217 0.242 17.12

Our Strategy 10 0.229 0.459 0.405 20.42

Random 20 0.019 0.071 0.015 34.26

Most popular 20 0.147 0.413 0.351 33

Tags Only 20 0.197 0.434 0.358 28.52

Microblogs Only 20 0.126 0.246 0.316 14.50

Nearest Neighborhood 20 0.148 0.208 0.227 22.75

Our Strategy 20 0.193 0.456 0.397 31.19
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rank corresponds to the harmonic mean of the ranks. MAP: Mean Average
Precision is a popular metric method used in IR domain. Diversity: Diversity
is a very important quality in recommendation systems. A recommendation sys-
tem with higher diversity can satisfy users’ special tastes better. In fact there is
no standard formula to evaluate the diversity score. Thus we simply choose the
count of distinct book clusters in final recommendation list as diversity.

3.4 Experimental Results

The complete results are shown in Table 1. Given different size (K) of recommen-
dation list, we compare performance of our framework with baseline methods.
According to result, using users interest model extracted from his social network
information, our strategy achieve a better performance.

4 Related Works

Cold start recommendation has received a lot of attentions in recent decades. In
general, there are two main categories of research approach to solve the cold start
problem. The first category is to make cold start recommendation without using
external information. To improve precision of recommendation with few rating
scores, Zhang [4] aimed to predict unrated items from like-minded user clusters
and similar item clusters. The second category utilizes external information to
recommend items for new users. Schein proposed an aspect model with latent
variable method which combines both collaborative and content information
in model fitting [5]. A predictive feature-based regression model that leverage
information of users and items, was proposed by Park [8].

5 Conclusion

In this paper, we proposed a novel approach for solving cold start problem in
production recommendation by leveraging social network textual information.
Book clusters are viewed as the intermediaries between users and books. User
interest models representing user’s interests on book clusters are extracted from
user’s textual data (tags, microblogs). Item models representing correlations
between book and book clusters are built by a well-designed matrix factorization
method. Recommendations for new user without rating history are made based
on his interest model and the trained item models. Experimental results show
our framework is able to attain both high precision and diversity.
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Abstract. Following the classical TBD (Track before Detection) framework
popular used in ATR (Automatic Target Recognition), a fast algorithm is pro-
posed in this paper. Different from the classical data association methods, the
extraction of target trajectory is converted into clustering process of searching
density peaks. At first, the 3D time sequence is projected into 2D plane and then it
is segmented into multiple zones either targets or clutter. Finally, the target trace
is discriminated further by continuous and consistency constraints. During pre-
processing, in order to guarantee the sparse of the background and the intensive of
the targets SURF (Speeded up Robust Features) detector is introduced. The
experiments result shows that the algorithm can detect small targets with lower
SCR both in cloudy sky and sea background, compared with most recent algo-
rithms it has a priority in time complexity and false alarm suppression ratio.

Keywords: Dim small target � SURF � Density clustering � ROI

1 Introduction

The dim small targets detection and tracking series problem are originated from early
space warning system in military. As a main research aspect of ATR (Automatic Target
Recognition), it had undergone a long research course. From the DBT (Detect before
Tracking) to TBD (Track before detect), many classical methods and important schemes
are presented, Such as dynamic programming [1], matching filter [2], top-hat filter [3],
NN [4], correlation filter [5], and HMM filter [6] etc. For the inherent low SNR or SCR
and small size, it is difficult to perform hard decision based on a single frame so that the
framework whose emphasis on TBD is most popular. The main idea of the framework is
to enhance the SNR of the image by constantly carrying out data association to create
the candidate trajectory, and accordingly performing the soft decision. A series of
methods are gathered in a handbook written by Bar shalom [7]. However, the methods
were built on the premise that the probability distribution and dynamic of the targets are
known. In many cases it is difficult to predict the distribution of the target and dynamic.
Further, the decision relies on the candidate trajectories created during data association
process and the time complexity will be exponential order.
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During recent five years, with the development of new technology and integrated
methods, many researchers shift back to the scheme of DBT based on single frames.
Tae designed two kinds of new filter to detect small target [8, 9], in Ref. [10], the
original image is regarded as a sparse matrix plus a low-rank matrix, and the detection
of the target is transformed as a matrix decomposition problem. Motivated by the
robust properties of HVS, the detection of small target is solved by using scale-space
theory and optimization method [11]. Assuming the target has a higher local contrast
compared to the non-target, the derived kernel model [12] and local contrast map [13]
methods are presented. Besides the improvements in technology, a new sensor is given
in [14] for selecting new features to finish the detection progress. All the methods will
be efficient in some situations; however, with the increase of the disturbance in real
applications the performance will decline quickly and cause large quantity of false
alarms which seriously affect the recognition process.

Aimed at suppressing false alarm and reducing time complexity a new method is
proposed in this paper. Different from the classical data association methods, a
framework of density clustering is introduced in which the target trajectories are
segmented and extracted by constantly clustering without considering complex data
association process, additional, SURF detector is adopted to suppress background to
guarantee the result of clustering.

The paper is organized as follows. In Sect. 2, we give the description of the
algorithm. Section 3 we analyze the algorithm in theory. Section 4 presents the
experimental results to verify the algorithm compared with present algorithms. Finally
we conclude this paper is Sect. 5.

2 Algorithm Description

The algorithm is composed of three steps: extract of ROI (Region of Interest), intensity
clustering and discrimination of targets. We will explain it in the following chapters.

2.1 Extraction of ROI Based on SURF

The key to carry out density-based clustering is that the interested object areas have a
higher density than the disturbance irritated by the noise and background clutter, so it is
necessary to suppress large scale background and make the image matrix sparse.
The SURF detector uses the multi-resolution pyramid technique to detect points of
interest in images which can remove the highly structural and correlated background
[15]. During preprocessing, depending on the good performance of SURF we suppress
the background and make the image sparse.

2.2 Clustering by Fast Searching Density Peak

After preprocessing, we project the 3D image sequence into 2D image plane and in the
accumulated image we can find the target trajectory present the state of intensity
clustering but the isolated noise and clutter edge will have no the property. For the
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purpose, we carry out density clustering to extract the trajectories. In 2014 a fast
clustering method to find density peaks is given by [16]. Unlike the mean-shift method
[17], the procedure does not require embedding the data in a vector space and maxi-
mizing explicitly the density field for each data point. For different target traces will
locate in a local density peak which corresponds to one cluster so we can use the
method to extract target traces faster.

The algorithm assumes that cluster centers are surrounded by neighbors with lower
local density and that they are at a relative large distance from any points with a higher
local density. For any point xi of the data set, we can define two qualities qi and di.

– Local density: we choose Gaussian kernel shown in Eq. (1)

Gaussian kernel qi ¼
X

j2ISnfig
e�ðdijdcÞ

2 ð1Þ

The dc is the cut-off distance.

– Distance di: assuming fqigNi¼1 is a index decedent sequence of fqigNi¼1 which sat-
isfied that

dqi ¼
min
qj

j\ii

fdqiqjg; i� 2

max
j� 2

fdqjg; i ¼ 1

8
>><

>>:
ð2Þ

When ðqi; riÞ is the max then cluster center is defined.
In order to give a quantity of cluster center a new variable gamma is introduced

that:

ci ¼ qidi; i 2 IS ð3Þ

The bigger gamma is, the more possibility it is assumed as cluster center, so that
depending on gamma we can identify the center automatically.

2.3 Iterate Density Clustering

Ideally, one cluster will stand for one potential target trajectory, however, according to
the algorithm principle in our application multiple adjacent target traces will be
attributed into one cluster. To solve the problem we update the algorithm to an iterate
version. Corresponding, we give the convergence criterion.

– Convergence criterion: after per iteration if the cluster number tends to one or in
other words there is only one prominent gamma then the iterative process will stop.
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3 Discrimination of the Target from the Clutter

After density-clustering the candidate target zone has been segmented multiple smaller
areas which correspond to target or clutter. During this stage we will complete the
discrimination process. For the slowly moving targets have smooth line or curve tra-
jectory segment so it will meet with continuous and consistency in time spatial space.

– Definition 1: continuous

For a real trace every point belongs to the trace will present by times.

– Definition 2: consistency

Because the target is moving slowly from far distance, in generally the movement
offset between the adjacent frame is within several pixels so for every pair of adjacent
points belongs to the trace, they will meet the following equation:

jpointðx1; y1; tÞ � pointðx2; y2; t � 1Þj � velocity ð4Þ

Wherein velocity is decided by the movement range of the targets along x and
y axis and (x1, y1), (x2, y2) are the point in frame t and t − 1 respectively.

4 Experiments and Analysis

4.1 Algorithm Performance Testing

In order to evaluate the performance of the algorithm we experimented on many
simulated synthetic sequences with different background. In this section, we select two
kinds of representative sequences for experimental evaluation.

Simulated sequence 1: the background is real cloudy sky and embedded 5 targets
with different dynamics. The noise is Gaussian ðl ¼ 0; r2 ¼ 0:03Þ (Fig. 1).

Fig. 1. One synthetic image embedded
Gaussian noise and five targets

Fig. 2. Decision graph of accumulated image
sequence based on density clustering
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Simulated sequence 2: the background is sea and sky; three targets are embedded
into the background. Two targets are in the sea and the other one is in the boundary of
the sea and sky. Noise is Gaussian ðl ¼ 0; r2 ¼ 0:02Þ.

Fig. 3. The achieved five clusters after first
density clustering

Fig. 4. Decision graph of cluster 2 after first
clustering

Fig. 5. The separated clusters for cluster 2
after second clustering

Fig. 6. One target trace compared with the real
one

Fig. 7. One synthesis image Fig. 8. The blobs after using SURF detector in
one frame
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From Figs. 2, 3, 4 and 5 we give the clustering process of cluster 2 in which two
targets are clustered into one cluster and we can see that after iterative clustering it is
segmented correctly.

The clustering result is given in Figs. 8, 9 and 10, we can find the good perfor-
mance of the algorithm and final detected result is shown in Fig. 11. Due to target 2
moves towards the boundary of the sea and sky so we only obtain part of its trace and
with the affection of sea clutter it has a little bigger offset from the real one (Fig. 11).

4.2 Comparison Experiments

In order to verify the performance presented in this paper many comparison experi-
ments are carried out based on different background and SCR. Some results are shown
in Tables 1, 2 and 3. For all of the four selected sequences, the noise embedded is
Gaussian (0, 0.02) and the SCR is between 0.9 * 5.0.

During the Tables 1 and 2 the ‘–’ means the algorithm is invalid. From the
experiments results we find that the methods proposed in [10] and [14] are invalid in

Fig. 9. The result of first clustering
Fig. 10. The result of overlapping the first
clusters on the original image

Fig. 11. The comparison of the real one and the detected target trajectory
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some situations and our method is more popular in dealing with different background.
It is closer to the real time of LMC [14] and more efficient than the other two methods
in detection ratio and false alarm suppression (Table 3).

5 Conclusions

In this paper a framework based on clustering analysis is given to solve the ATR
problem. Based on iterative density clustering we can divide the candidate target trace
from the background step by step. Compared with the traditional data association
algorithm, the time complexity of our proposed algorithm is reduced heavily and the
false alarm suppression is obvious. Next step we will solve the missing detection and
trace smoothing problems.

Acknowledgements. The work is supported by National Natural Science Foundation of China
(No: 61303080) and Natural Science Foundation of Fujian Province, China (No: 2013J01249).

Table 1. The detection result using LMC method in Ref. [14]

Performance factor Sky1 Sky2 Sea-sky1 Sea-sky2

Num of real target 5 4 4 4
Detection ratio (%) 100 % 0 0 0
False alarm 20 – – –

Missing detection 0 – 4 4
Time (s) 7.169 8.045 6.211 9.741

Table 2. The detection result using the method in Ref. [10]

Performance factor Sky1 Sky2 Sea-sky1 Sea-sky2

Num of real target 5 4 4 4
Detection ratio (%) 0 100 % 0 100 %
False alarm – 0 – 10
Missing detection 5 0 4 0
Time (s) 44.55 44.97 19.69 50.29

Table 3. The detection result using our method

Performance factor Sky1 Sky2 Sea-sky1 Sea-sky2

Num of real target 5 4 4 4
Detection ratio (%) 100 % 100 % 100 % 100 %
False alarm 0 0 1 1
Missing detection 0 0 0 0
Time (s) 8.616 8.443 8.518 9.307
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Abstract. Collaborative ratings of forum posts have been successfully applied
in order to infer the reputations of forum users. Famous websites such as
Slashdot or Stack Exchange allow their users to score messages in order to
evaluate their content. These scores can be aggregated for each user in order to
compute a reputation value in the forum. However, explicit rating functionalities
are rarely used in many online communities such as health forums. At the same
time, the textual content of the messages can reveal a lot of information
regarding the trust that users have in the posted information. In this work, we
propose to use these hidden expressions of trust in order to estimate user rep-
utation in online forums.

Keywords: Trust � Reputation � Online forums � Social networks

1 Introduction

Online forums are areas of exchange generated by their own users. Therefore, the
veracity and the quality of the posted information vary wildly according to their author.
With the massive and rapid growth of these conversational social spaces, it becomes
very difficult for human moderators to separate good posts from bad ones. Conse-
quently, more and more forums are implementing automated trust and reputation
metrics to infer the trustworthiness of posts and the reputation of their authors. These
metrics vary from ranks based on a simple post count to more elaborated reputation
systems based on collaborative ratings. If the first category of metrics tries simply to
reward users according to the number of their posts, the second category uses col-
laborative intelligence to rate a user’s posts and then aggregate these ratings to give him
a reputation value [1]. This idea has been successfully applied in many online forums
such as news groups (Slashdot1), question-answering websites (Stack Exchange2), etc.
However, collaborative rating is not so popular in other communities such as health
forums, where users prefer to post a new message in order to thank each other rather
than clicking the ‘like’ or ‘vote up’ button. The objective of this work is to use this

1 http://www.slashdot.org/.
2 http://www.stackexchange.com/.
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implicit collaborative intelligence hidden in the textual content of the replies in order to
infer user reputations.

Many definitions of trust and computational trust exist in the literature [2, 3]. Here
we define the trust that a user A has in another user B as: “the belief of A in the veracity
of the information posted by B”, and the reputation of a user A as “the aggregation of
trust values given to user A”. To infer such trust from textual replies and aggregate user
reputations, we need to know both the recipient of each forum message and the trust
expressed in it. However, the forum structure does not always provide explicit quoting
or direct answering functionalities. Besides, when these functionalities are provided,
many users prefer posting a message answering the whole thread rather than a one
answering or quoting another specific message. In order to deal with this issue, we
propose a rule based heuristic to extract an interaction network where the nodes are the
users and the edges are the replying posts. Regarding the semantic evaluation of each
post’s content, the features that we are looking for are agreement and valorization for
trust, and disagreement and depreciation for distrust. The rest of posts are considered as
neutral. Finally, we propose a metric to aggregate trust and distrust replies that a user
receives and infer his reputation in the forum. The proposed reputation metric considers
propagation aspects by giving more weight to the replies posted by trusted users and
less to the replies posted by untrusted ones.

The rest of the paper is organized as follows: Sect. 2 presents a summary of related
work that match our methods. Section 3 gives the theoretical framework, presents the
corpus of our study and describes the proposed approach. Section 4 presents and
discusses the obtained results using manual annotations. Finally, Sect. 5 gives our main
perspectives.

2 Related Work

Most of the methods found in the literature in order to extract interaction networks from
online communities use the HTML structure of the web page [4–7]. They try to identify
explicit message quoting. However, explicit quoting functionality is not always pro-
vided in online forums, and even when it exists many discussion participants do not use
it. Moreover, a message may have many recipients. Consequently, posting it as an
answer to another specific one may be insufficient. Gruzd [8] presented an automatic
approach to discover and analysize social networks from threaded discussions in online
courses. The authors proposed a Name Entity Recognition system to extract name
mentions inside the textual content of posts. After a preprocessing step (removing
quotations, stop words, etc.), their method used a dictionary of names combined with
manually designed linguistic rules. Another textual based method has been proposed by
Forestier et al. [9] to extract a network of user interactions. They suggested to infer
three types of interactions: structural relations, name citations, and text quotations.
While structural relations can be inferred directly from the structure of the forum, name
citations and text quotations require analyzing the textual contents. First, name citation
relations have been extracted by searching pseudonyms of authors inside the posts.
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Then, text quotations are extracted by comparing sequences of words inside a message
and the messages that have been posted before in the same thread.

On the other hand, existing trust metrics dealing with online forums can be orga-
nized in two main categories: structure-based trust metrics and content-based trust
metrics. The first category focus on the structure of the website (including the number
of postings, the distance between messages, quotes, citations, etc.) [10], while the
second one use the textual content of messages to infer trust and reputation. For
example Wanas et al. [11] automatically score posts based on their textual content.
Their method is inspired from forums that use collaborative intelligence to rate posts.
They tried to model how users would perceive a post as good or as bad. However,
unlike Wanas, we believe that the textual content of the messages that reply to a user’s
post may reveal a lot of information regarding the trust or the distrust that the other
users have in this post and therefore in its author. Consequently, instead of inferring a
user’s reputation from his own posts, we suggest to consider the messages replying to
his posts. Moreover, we would like to give more importance to a reply made by a
trusted user and less to a reply made by an untrusted user. A large effort has been done
to include propagation aspects in order to rank webpages [12]. Similarly, we propose a
reputation metric that include these propagation aspects.

3 Materials and Methods

3.1 Corpus of Study

CancerDuSein.org is a French health forum specialized in breast cancer. 1,050 threads
have been collected which amounts 16,961 messages posted by 675 users. It represents
all the data that have been posted between October 2011 and November 2013. This
forum allows users to thank each other using a “like” button, but this functionally is
rarely used. Less than 1.4 % of messages received at least one “like”. On the other hand,
CancerDuSein.org gives a rank to each user based on the number of posts since his
registration. However, we believe that these ranks are not sufficient to infer reputations.

3.2 Theoretical Framework

Let G ¼ V ;E; t; rð Þ be a multigraph where: V is the set of users, E is the multiset of
‘reply-to’ edges between these users, t is a function that returns the transmitter of a
reply, and r is a function that returns the recipient of a reply:

t : E ! V r : E ! V

e ! tðeÞ e ! rðeÞ

Let v 2 V be a user. Then Ev�E is the set of edges that reply to the user v:

Ev ¼ fe 2 E : rðeÞ ¼ vg
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Let Eþ
v ;E�

v andEn
v �Ev be the subsets of trust, distrust and neutral edges that reply

to the user v. Note that Ev ¼ Eþ
v [E�

v [En
v and Eþ

v \E�
v \En

v ¼ ;.

3.3 Extracting the Interaction Network

We suggest searching nine types of relations using manually designed heuristic rules,
checked sequentially in the following order:

Explicit Quoting: CancerDuSein.org allows users to explicitly quote another user’s
post. However, only 349 posts on the Website are explicit quoting. They have been
detected automatically using the HTML tag <quote>.

Second Posts: Messages posted at the second place in each thread have been con-
sidered as replying to the first one.

Names and Pseudonyms: If a message contains the pseudonym or the name of a user
who previously posted a message in the same thread, then this user is considered as the
recipient of the message. The following preprocessing steps were been applied to detect
names and pseudonyms: (1) Remove all non-alphabetic characters except spaces;
(2) Replace all accented characters by the corresponding non-accented ones;
(3) Lowercasing.

Grouped Posts: If a message contains a group marker (“hello everyone”, “Hi girls”,
“Thank you all”, etc.) then all the users who previously posted in the same thread are
considered as recipients for this post.

Second Person Pronouns: In French, singular second person pronouns and plural
second person pronouns are different. If a singular second person pronoun is used then
the recipient is considered to be the author of the previous post.

Activator Posts: If the activator3 posts a new message in the same thread, we consider
that his new message is addressed to all the users who posted after him.

Questions: If the message contains a question, then the message is addressed to all the
users who previously posted in the same thread.

Answers: If there is a question posted before in the thread, the recipient is the user
who posted this question.

Default: If none of the above rules before are satisfied, we consider that the recipient
of the message is the activator.

3.4 Predicting Trust and Distrust

Once the interaction network is constructed, we need to classify each post with one of
the following three classes: (1) Positive: the post expresses trust to its recipient;
(2) Negative: the post expresses distrust to its recipient; (3) Neutral: otherwise.

3 The user who opened the thread by posting the first message.
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Building Lists of Trust and Distrust Expressions: We manually created two lists of
expressions that should indicate if a message expresses trust (or distrust) to its recipient.
These lists have been obtained by manual annotations of a set of threads using the brat
tool4. The annotators were asked to choose trust, distrust or neutral for each thread post
and to indicate the expressions that justify their choice. These expressions have been
manually validated, and then corrected, lowercased and lemmatized.

Handling Negation: If a trust expression is under the scope of a negation term, it is
considered as a distrust expression and vice versa.

Computing the Frequencies and Classifying the Posts: All posts have been auto-
matically lowercased, lemmatized, and corrected using the Aspell5 spell checker. Then,
each post is assigned to the majority category carried by its words.

3.5 Proposed Metrics

For each user v, we define a reputation value R(vÞ as follows:

Rnþ 1 vð Þ ¼
P

e2Eþ
v

Rn t eð Þð ÞP
e2Eþ

v
Rn t eð Þð Þþ

P
e2E�v

Rn t eð Þð Þ ; ifEn
v 6¼ Ev

0:5; Otherwise

8
<
:

This equation is recursive and can be computed by starting with reputations equal
to 1 and iterating until it converges. The proposed reputation equation depends on both
the number of trust and distrust replies a user receives and the reputations of the users
who posted these replies.

We also define two complementary metrics: the neutral rate of the user NRðvÞ; and
the reliability of the computed reputation value Rel RðvÞð Þ.

NRðvÞ ¼
jEn

v j
jEvj ; if Evj j 6¼ ;
0; Otherwise

�
; Rel RðvÞð Þ ¼

Evj j
maxR ; if Evj j\maxR
1; Otherwise

�

Where maxR is a constant that represents the maximum replies that a user should
receive in order to have a reliability of one in his reputation.

4 Results

4.1 Evaluating the Network Extraction Step

Two datasets were used to test our rule based heuristic. The rules have been designed
according to a development set (10 threads) and tested on other 10 unseen threads.

4 www.brat.nlplab.org.
5 www.aspell.net.
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Prior-assessment: 15 non-expert annotators, unaware of the designed rules, annotated
our two datasets. Each one annotated between 1 and 5 threads so that each thread had 3
different annotators. The goal was to find the recipient(s) of each post without knowing
the results of our heuristic.

Post-assessment: Three expert annotators (the authors) annotated the links found by
the heuristic in the two datasets. The goal was to validate or not the links found
automatically with the possibility of adding a link which was not found by the
heuristic.

Evaluation: Using these annotations, the quality of the developed heuristic was
evaluated. The links obtained automatically were compared with those obtained from
the annotations by considering only those that have been validated by two or more
annotators (a majority vote). We compare the results of the prior-assesment and the
post-assesment with two baselines. The first one considers the activator of the thread as
the recipeint of all the messages posted in this thread (activator). The second baseline
considers the author of the previous message as the recipient (previous) (Table 1).

Discussion: Our heuristic obtained higher F1-scores than both baselines. The results
obtained using a post-assessment are better than those obtained using prior-assessment.
This observation can be explained by the nature of the prior-assessment itself which
gives much more freedom in choosing the links. Surprisingly, the results obtained on
the test set have been better than those obtained on the development set.

4.2 Evaluating the Trust Prediction Step

Two new datasets have been used to evaluate the automatic trust inference. Unlike the
first step where both datasets had prior-assessment and post-assessment, here
prior-assessment has been done only for the first dataset and post-assessment has been
done only for the second one.

Prior-assessment: Three annotators annotated the trust expressed in 97 messages
without knowing the results of the automatic system. The agreement between them was
less than the recipient assessment but still acceptable.

Table 1. Precision (P), recall (R) and F1-score (F1) of baselines and our heuristic obtained on
both dataset using prior and post assessments

P R F1

Development set Baseline 1 (activator) 0.39 0.24 0.30
Baseline 2 (previous) 0.76 0.45 0.57
Prior-assessment 0.70 0.68 0.69
Post-assessment 0.80 0.84 0.82

Test set Baseline 1 (activator) 0.55 0.35 0.45
Baseline 2 (previous) 0.63 0.43 0.51
Prior-assessment 0.81 0.83 0.82
Post-assessment 0.83 1 0.91
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Post-assessment: The same three annotators annotated the trust expressed in 102 other
messages. The results of the automatic system have been displayed, and annotators can
chose the same value of trust or another one.

Evaluation: The results obtained by comparing the classification made by the system
with the annotations (majority vote) are presented Table 2.

Discussion: The results obtained for the trust class are good but the recall is higher
than the precision using both assessments. Therefore, our list of trust expressions seems
to be sufficient to find the majority of trust posts. Moreover, the results obtained on the
neutral class are also good, but the precision is higher than the recall. Finally, the
results obtained on the distrust class have been the worst but it is difficult to make
conclusions regarding the small number of distrust posts.

4.3 Evaluating the Proposed Metric

In our experiments, the constant maxR has been fixed to the average number of replies
received by each user. The reputations of 157 users had reliabilities greater than 0.5.

Discussion: Figure 1 shows that all considered reputations are greater than 0.7. This
observation can be explained by the fact that CancerDuSein.org is a forum where little

Table 2. Precision, recall and F1-score of the trust inference system using prior-assessment and
post-assessment

Datasets Class P R F

Prior-assessment Trust 0.67 0.93 0.78
Distrust 0.50 0.25 0.33
Neutral 0.96 0.83 0.89
Global 0.86 0.84 0.84

Post-assessment Trust 0.77 0.87 0.82
Distrust 0.23 0.60 0.33
Neutral 0.92 0.75 0.83
Global 0.84 0.78 0.80

Fig. 1. User reputations that had more than 0.5 of reliability according to the number of posts
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distrust is expressed, since the users aim at first to exchange emotional support.
Moreover, the user reputations seem to be independent from the number of posted
messages, which reinforces our opinion that the number of postings do not represent a
good estimation of user reputations or ranks.

5 Conclusion

Many perspectives can be considered in order to improve the work and to better
explore the idea. First, the user’s reputation can be computed for each thread topic in
addition to the global reputation in the whole forum. In fact, the user’s expertise may
change according to the discussed topic. Then, we are now scrolling other French
forums in order to apply our method on a larger number of forums. Finally, we are
planning to compare ourselves to PageRank or HITS based models built on the user
interaction network.
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Abstract. This paper presents an efficient approach to query big RDF
datasources in order to get more relevant and complete results. The app-
roach deals with two important heterogeneities in huge amount of data:
semantic and URI-based entity identification heterogeneities. The paper
proposes: (1) a semantic entity resolution approach based on inference
mechanism to manage ambiguity of real world entities for linking data
at the semantic and URI levels (2) a MapReduce-based query rewriting
approach based on entity resolution results to include implicit data into
query results (3) algorithms based on MapReduce paradigm to deal with
huge amounts of data.

1 Introduction

Today, the need of organisations is to handle efficiently the volume of big data
coming from not only proprietary data sources but also data from other het-
eregeneous souces developped by other organisations including government data
named open data. The fusion of such data is needed to extract appropriate mutli
sourced information and knowledge. Therefore, many challenges issue from that
fusion including how to integrate data from multiple and heterogeneous data
sources, how to identify the meaning between entities of different sources, how to
handle the inconsistent naming styles in different data sources, and the conflict-
ing data types for the same entity. Moreover, the Linked Data paradigm allows
to describe a recommended best practice for exposing, sharing, and connecting
data, information, and knowledge on the Semantic Web using URIs and RDF
format, consequently create collections of interrelated datasets on the Web. The
SPARQL language has been developped to get access data and draw inferences
using vocabularies. Besides, some technologies that drive and enable open data
exist, and is known as Linked Open Data such as DBpedia, FoaF, Geonames
etc. We guess in our work that linked data contributes to solving the prob-
lem of structural heterogeneity and identifying entities. However, RDF and its
URI mechanism are not sufficient to solve the semantic heterogeneity problem.
For example, consider two real data sources Datasource1 (ds1) and Datasource2
(ds2) as depicted in Fig. 1 (both sources are represented in RDF data) related to
insurance application of housing. The query over the data sources is to retreive
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 300–307, 2015.
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all information about the house h03. By mean inference mechanism, ds1 will
give an incomplete information - “Bob is living in the house h03” - because of
the heterogeneity of the terminology used to describe the data from these two
sources. Once a linking is processed between ds1 and ds2 through entity resolu-
tion method between h03 and h25 related to the same entity, the query result is
complete {bob, nboccupants}. Entity Resolution (ER) is the task of disambiguat-
ing manifestations of real world entities in various resources by linking through
inference across networks and semantic relationships in application.

Traditional evaluation techniques of a query (i.e., Jena1 or Sesame2) are
not suited to Big data since they require the loading of data previously estab-
lished in memory before making its evaluation. It is then necessary to develop a
SPARQL query execution engine adapted to big data with the help of MapRe-
duce. For that purpose, several studies have been conducted such as HadoopRDF
[1], Cliquesquare [2], H2RDF [3], but they are focusing on RDF storage.

To tackle with the aforementionned issues, the paper proposes an efficient
querying approach over big RDF data including (1) inference mechanism to
infer implicit data embedded in big data based on Mapreduce paradigm (2)
entity resolution algorithm to cope with the ambiguity of real world entities in
various sources that happens by linking (3) a rewriting SPARQL query mode
evaluation over RDF big data to include implicit data into query result.

The rest of the paper is organized as follows. Section 2 presents an overview
of the semantic big data fusion architecture. Inference-based semantic ER and
linking approaches are discussed in Sect. 3. The query rewriting based inference
over big RDF data is presented in Sect. 4. Section 5 concludes our work.

Fig. 1. Motivation example of semantic big data fusion

1 https://jena.apache.org/.
2 http://rdf4j.org/.

https://jena.apache.org/
http://rdf4j.org/
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2 Architecture of Semantic Big Data Fusion Framework

The fusion architecture we propose in this paper supports four layers and is
depicted in Fig. 2.

Fig. 2. Overall architecture for the semantic fusion of big RDF data

Indexing and Storing Merged Data: RDF data is indexed and stored in
a distributed way on HDFS. The Indexing process deals with partitioning the
merged large RDF data volume into several files to restrict the amount of data
explored during the query evaluation process. Any exsiting technology is used
for storing RDF such as the one developped in [2].

Semantic Linking: Semantic links are built to connect RDF data of different
sources with the concepts of OWL ontology. Those connections are used by entity
resolution and query rewriting algorithms we developped in order to generate
the integrated data.

Entity Resolution of RDF Resources: This layer identifies and connects
RDF data provided by multiple datasources that refers to the same real world
entity. Such resolution is processed using semantic connections and domain-
expert inference rules. Those rules will be evaluated on each pair of resources,
and then MapReduce jobs are used due to the huge volume of data to be handled.

MapReduce-Based Query Rewriting: There are much implicit data embed-
ded in the large volume of data obtained from the fusion, then this layer aims
to infer the implicit data and include them in the query evaluation results. The
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inference is achieved by a query rewriting process. The rewriten query is a plan
of MapReduce jobs.

3 Inference-Based Semantic Entity Resolution and
Linking

Each datasource uses its own OWL ontology (as conceptual model) and identi-
fies the resource using internal URIs (as entity identification). Therefore, same
entities may be described using different or equivalent concepts (semantics) iden-
tified by different URIs among different data sources. As a real world exam-
ple, Paris is identified in INSEE source (National Institute for Statistic and
Economics Studies-France) by the URI http://id.insee.fr/geo/departement/75,
whereas Paris is identified in DBpedia source by the URI http://fr.dbpedia.
org/page/Paris. To reconcile such entities, we present in this section an infer-
ence mechanism to connect semantically all heterogeneous RDF fragments to
the same entity. For illustration, Fig. 3 shows fragments of two RDF sources,
ds1 : h03 and ds2 : h25, describing the same house provided by Insurance com-
pany and INSEE datasources, respectively. The RDF fragments are serialized
by facts, some of them are as follows: (1) ds1 : h03 is a ds1 : House and located
at ds1 : ad03, (2) ds2 : h25 is a ds2 : Housing and has address ds2 : ad25, (3)
ds1 : ad03 is in Street 1 eiffel st, inCity of ds1 : paris, (4) ds2 : ad25 is in 1 eiffel
st., inCity ds2 : dep75, (5) ds1 : paris is same as ds2 : dep75, (6) ds1 : House is
a ds2 : Housing. When propagating Fact (5) on facts (3) and (4), it is inferred
that ds1 : ad03 and ds2 : ad25 represent the same address. This resolution will
be propagated to facts (1) and (2) to infer that ds1 : h03 and ds2 : h25 represent
the same house by considering the semantic linking given by axiom (6) and the
given domain rule: there can be only one house at a given address.

We give in the following some useful definitions before presenting the infer-
ence approach for big RDF data.

Definition 1. (Entity). An Entity is a real world object described by set of non
disjoint concepts Ec = {c1, c2, ..., cn} and properties Ep = {p1, p2, ..., pn}. The
Entity may be maintained in multiple heterogeneous datasources and identified
using different URIs-based identifiers, Eid = {uri1, uri2, ..., urin}.
Definition 2. (An entity fragment). An entity fragment EF is RDF resource
that represents a part of entity E. An entity fragment is maintained in a single
datasource and identified by a unique URI urife ∈ Eid and described using subset
of concepts EFc ∈ Ec and subset properties EFp ∈ Ep.

Definition 3. (Functional key of entity resolution). A functional key of entity
resolution is a set of properties that identify a unique entity. If we consider a
functional key fk = {p1, ..., pn}, then we have:

∀(i, j),∀k ∈ [1, n], (?xi ?pk ?vki ∧ ?yj ?pk ?vkj ∧ ?vki SameAs ?vkj) ⇒ (?xi

SameAs ?yj)

http://id.insee.fr/geo/departement/75
http://fr.dbpedia.org/page/Paris
http://fr.dbpedia.org/page/Paris
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Fig. 3. Semantic connections between multiple datasources

where (?xi ?pk ?vki) and (?yj ?pk ?vkj) are RDF triples stating that entity
fragments ?xi has property ?pk, which takes the value ?vki. We use ? to specify
variable.

In general way, fk of entity resolution is given by business experts, and is a
necessary but not sufficient condition for semantic entity resolution. That is, the
fragments of same entity must be described using equivalent concepts.

Definition 4. (Semantic entity resolution). The semantic entity resolution is
based on a functional key that includes the property rdf : type. That is, given a
functional key fk = {p1, ..., pn} and two entity fragments EFi and EFj then:

∀k ∈ [1, n], (∃r ∈ [1, n], pr = rdf : type) then (?xi ?pk ?vki ∧ ?yj ?pk
?vkJ ∧ ?vki SameAs ?vkj) ⇒?xi SameAs ?yj

Let us consider in Fig. 3 two domain rules, there is only one house at a given
address and a street name is unique in a city. These two rules define respectively,
the functional keys (rdf : typeHousing, located) and (typeLocation, inCity) for
entity resolution. The underlying resolution rules is RDF N-Triples given as
follows:

R1 (?xi rdf:type ds2 : Housing ∧ ?yj rdf:type ds2 : Housing) ∧ (?xi ds1:located
?ai ∧ ?yj ds1:located ?aj) ∧ (?ai owl:SameAs ?aj) ⇒ (?xi owl:SameAs ?yj)

R2 (?xi rdf:type ds1:Location ) ∧ (?yj rdf:type ds1:Location ) ∧ (?xi ds2:street
?si) ∧ (?yj ds2:street ?sj) ∧ (?si owl:SameAs ?sj) ⇒ (?xi owl:SameAs ?yj)

The entity resolution rules are applied on RDF data using a resolution algo-
rithm. In traditional programming, the complexity of the algorithm is factorial
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with respect to the size of data, since it combines all data triples in order to trig-
ger rules. This complexity makes the resolution algorithm not appropriate to deal
with big data. Therefore, to address this limitation, we propose a MapReduce
based algorithm that trigger entity resolution rules in parallel way on distrib-
uted small pieces of data. The algorithm reconciles pairs of entity fragments
matching a functional key that appears in the antecedent of resolution rules. It
is processed by connecting URIs using the ontological “owl:SameAs” relation-
ship. The Map function groups the entity fragments related to the same entity
by assigning them the same key. For that, the Map function transforms each
serialized entity fragments into < key, value >. The key part is composed of
properties of serialized entity fragment that appears in the antecedents of entity
resolution rules and the value part is the URI of the entity fragment to be rec-
oncilied. The Reduce function gets as input a list of < key, List < value >>
where key is the key resolution defined by the Map function and List < value >
is the list of URIs of entity fragments sharing the key, thus representing frag-
ments of the same entity. The Reduce function reconciles URIs of same key by
connecting them using “owl:SameAs” relationship. Due to the space limitation
the algorithm is presented through an example depicted in Fig. 4. Only the R2
rule is used in this example.

Fig. 4. MapReduce process of entity resolution

4 MapReduce-Based Query Rewriting on Big RDF Data

We present in this section a MapReduce query rewriting approach to compute
a complete query results by including implicit data. Let us consider a SPARQL
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query Q2: ?x rdf:type ds2:Housing ∧ ?x ?p ?y) with the aim is to get any infor-
mation about housings.Traditional processing of this query returns only the
address of housing ds2 : h25. However, when we consider: (1) entity resolu-
tion result of previous section, namely ds1:h03 owl:SameAs ds2:h25, result will
be completed by the ds1:h03 owner property and (2) the semantic connection
ds1:House rdfs:subClassOf ds2:Housing, the result is completed by ds1:h03.

We propose a query rewriting algorithm based on MapReduce paradigm in
order to enrich user query by adding more RDF patterns that explicitly refer
to implicit data. It is processed into two steps. In the first step, a query plan
composed of MapReduce jobs is generated for the query. In the second step, the
generated query plan is evaluated in Hadoop framework to produce results.

The user query is rewritten using inference rules, including entity resolution
as SameAs relationship rules. Inference rules are of the form: antecedent ⇒
goal. The list of inference rules contains RDFS, OWL and the axioms rules
defined by the user. To illustrate the proposed approach, we give only one typing
and one entity resolution rule: (R1): RDFS typing inference rule: (?x rdf :
type ?y) ∧ (?y rdfs : subClassOf ?z) ⇒ (?x rdf : type ?z) and (R2): Entity
resolution inference rule: (?x ?p ?v) ∧ (?x owl : SameAs?y) ⇒ (?y ?p ?v).
Inference rules are applied by backward reasoning algorithm. For a given query,
the algorithm generates (i) MapReduce plan by applying inference rules to enrich
query patterns and (ii) generates MapReduce jobs. For each query pattern, the
algorithm generates new sub-patterns corresponding to the antecedent of rules
whose goal matches the pattern (Fig. 5).

Fig. 5. Example of query rewriting plan in MapReduce jobs
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Afterthat, MapReduce rewriting plan is evaluated on MapReduce framework
in bottom up mode. MapReduce jobs on leaves are evaluted on data nodes. The
output results are used as inputs for internal Jobs. Synchronization mechanism
is developped to process job evaluations of MapReduce query rewriting plan.
Experiments have been conducted on distributed clusters to show the efficiency
of the algorithm by measuring the query time processing when applying infer-
ence mechanisms in Hadoop MapReduce framework with using real data from
insurance company and open data INSEE 3.

5 Conclusion

We proposed a framework to process semantic fusion over big RDF data. We
have developped an inference based semantic entity resolution and linking mech-
anism when the same entity is identified in different data sources and described
using different semantics. We also have developed a rewriting SPARQL query
evaluation approach over RDF data based on MapReduce paradigm to deal with
the big RDF triplets and infer implicit data to include them in query results.
We have verified experimentally, the effectiveness of the approaches using real
data sets from insurance application.
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Abstract. Among the various recommender systems proposed in the lit-
erature, there is an increase in relevance and number of those that suggest
users of possible interest to the target user. In this article, we propose a
new algorithm for realizing user recommenders, named SCORES (Senti-
ment COmmunities REcommender System). This algorithm relies on the
identification of sentiment communities in which, for each topic cited by
the user, we consider not only the relative sentiment, but also the volume
and the objectivity of contents generated by him. The graph related to
each topic is obtained by considering the Tanimoto similarity between
users. The recommendation process occurs by clustering the obtained
graph to detect latent communities, and suggesting to the target user
the most similar K users based on tie strength measures. A comparative
analysis between SCORES and some state-of-the-art approaches shows
the benefits in term of performance.

Keywords: Sentiment analysis · Recommender system · Community
detection

1 Introduction

With the proliferation of user-generated contents on social media such as reviews,
discussion forums, blogs, and tweets, detecting sentiments and opinions from the
Web and especially from Social Media is becoming an increasingly widespread
form of data interpretation.

In this article, we exploit sentiment analysis for a new task: the identification
of latent communities and their subsequent use in recommending similar users
to the target user, that is, the user we want to suggest someone to follow. The
research questions underlying our work are, therefore, the following:

1. Can the consideration of sentiment bring benefits for recommending users to
follow?

2. If so, what is the best approach to do this?
3. Are there differences depending on the category of topics dealt with by the user?
c© Springer International Publishing Switzerland 2015
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In particular, we show how this can be done by means of the identification of
latent communities of users that, instead of considering social relationships, takes
into account of the user’s sentiment and interest towards specific topics. Based
on such contributions, we define a sentiment-volume-objectivity (SVO) function.
Hence, our method relies on (i) the construction of graphs, one for each topic
cited by the user, (ii) the detection of the SVO-based latent communities through
clustering techniques, (iii) the use of different measures of tie strength to adopt
in the computation of the global similarity between users.

The experimental tests were performed on different real-world datasets,
obtained by monitoring the traffic produced by users on Twitter1. Such data
enabled us to realize a comparative analysis of our system, called SCORES (Sen-
timent COmmunities REcommender System), with different approaches pro-
posed in the literature.

The paper is structured as follows. Section 2 reviews some related works.
Community detection in Sect. 3, whilst the user recommendation process is
presented in Sect. 4. Section 5 reports the results of the experimental efforts.
Section 6 concludes and outlines some possible future works.

2 Related Work

With the exponential advancement of social media and networking sites, senti-
ment analysis is increasingly being applied for the task of social network analysis
for several purposes such as prediction in political elections [9], and event iden-
tification [8]. As far as we are aware, however, there have been few attempts to
consider user attitudes in micro-posts for community detection or user recommen-
dation. In [10] the authors view the problem of community sentiment discovery as
a semidefinite programming (SDP) problem and as an optimization problem, and
solve both of them through a SDP-based rounding method. Yuan et al. [11] provide
an interesting study on how to make use of sentiment towards topics of common
interest for link prediction between users. They put forward different techniques
to assess how the sentiment homophily (i.e., the tendency of people to express
similar levels of sentiment to that expressed by their friends) can improve the pre-
diction of the likelihood of two users to follow each other. User recommendation
approaches that ignore sentiment opinions have been proposed by Chen et al. [3],
and Arru et al. [2] exploring different recommendations strategies.

3 Community Detection

The idea behind this work is that taking into account user attitudes towards his
own interests can yield benefits in recommending friends to follow. Specifically,
we consider (i) which is the sentiment expressed by the user for a given concept,
(ii) how much he is interested in that concept, and (iii) how much he expresses
objective comments on it. For concept we mean any entity hashtag extracted
from a tweet that can somehow characterize it.
1 twitter.com.

http://twitter.com
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In our model the first contribution is the sentiment S(u, c), which represents
a feeling or opinion about a concept c expressed by the user u, with u ∈ U (set
of all users) and c ∈ Cu (set of all concepts expressed by the user u). The goal
of our sentiment analysis system is to obtain an output value that represents
how much positive, negative or neutral is the sentiment expressed in a tweet.
For this reason, we implemented a supervised machine learning algorithm based
on a Näıve Bayes classifier. The second contribution in our model is the volume
V (u, c), that is, how much a user u wrote about a specific concept c. The third
and last contribution is the objectivity O(u, c), which expresses how many tweets
about a concept c do not contain sentiments.

All of this contribution are entirely explained in [4]. Based on such contribu-
tions, we define a sentiment-volume-objectivity (SVO) vector, which takes into
account all of them. If we consider a user u ∈ U and a concept c ∈ Cu, it is
defined as follows:

SVO(u,c) = [αS(u, c), βV (u, c), γO(u, c)] (1)

where α, β, and γ are three constants in the [0, 1] interval, such that α + β + γ =
1. In order to determine the optimal values of those parameters, we implemented
a mini-batch gradient descent algorithm. In Sect. 5 we will see how such values
depend on the category of topics mentioned by the user.

For each concept c we compute the Tanimoto similarity [7] between users u
and v ∈ U as follows:

sim(u, v, c) =
SVO(u,c) · SVO(v,c)

‖ SVO(u,c) ‖2 + ‖ SVO(v,c) ‖2 − SVO(u,c) · SVO(v,c)
(2)

The similarity value lies in between [0, 1].
Once the similarities between users are computed, for each concept c we

build a graph Gc(V,E), where V represents the set of users, E the set of edges
between them. We consider the similarity value as an edge between them, only
if the similarity value between two users exceeds a threshold value Θ. Also the
optimal value for Θ was determined through a gradient descent algorithm that
maximizes the recommender precision. Afterwards we implemented a clustering
algorithm based on modularity optimization that allows us to detect the latent
communities for the considered concept c. This algorithm tends to optimize the
modularity value Q that has the following expression:

Q =
1

2m

∑
u,v

[Auv − kukv
2m

] · δ(gu, gv) (3)

where Auv represents the weight of the edge between u and v, ku =
∑

v Auv is
the sum of the weights of the edges linked to the user u, gu is the community to
which user u is assigned, m = 1

2

∑
uv Auv, and δ-function δ(s, t) is 1 if s = t and 0

otherwise.

4 User Recommendation

Once identified the communities for all concepts mentioned by the target user u,
the user recommender system works as follows. For every user v in the dataset,
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for each mentioned concept c we verify if it was also mentioned by the user u.
In the positive case, we consider the related graph and calculate the measure of
tie strength between u and v to obtain the recommendation score.

The notion of tie strength in social networks was introduced in [5]. Since a
lot of tie strength measures have been proposed in the literature, we introduce
in Table 1 which of those measures we employed in our recommender system.

Given a graph Gc(V,E), we define neighbor of its node u a node with a direct
link to u (i.e., a node with a path distance equal to one), and denote by Γ (u)
the set of its neighbors.

The first tie strength measure we employed is the Graph Distance, that is,
the number of hops of the shortest path between node u and node v. Common

Neighbors represents the shared neighbors between u and v, meanwhile Jac-

card Index normalizes the common neighbors with the total neighbors of u
and v. In the Adamic-Adar tie strength, Γ (u) and Γ (v) are the neighborhoods
of u and v respectively, and N is the number of nodes belonging to both of them.
The Weighted Adamic-Adar is a modified version of the previous Adamic-
Adar measure, where sim(Γ (u) ∩ Γ (v)) is given by SVO Similarity in Eq. 2,
that is, the average edge weight of the common neighbors between u and v. The
Preferential Attachment represents the number of neighbors of u multi-
plied by the number of neighbors of v. In this case we do not take the community

Table 1. Tie strength measures
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structure into account, but emphasize well-connected nodes over less connected
ones. The Katz measure sums over the entire collection of paths, each one
exponentially damped by its length to emphasize short paths. In the equation
|paths<l>

u,v | is the set of all length-l paths from u to v. A very small value of τ
yields a tie strength much like common neighbors, since paths of length three
or more yield a slight contribute to the summation. SimRank represents the
similarity between two nodes u and v by recursively computing the similarity of
their neighbors with 0 ≤ φ ≤ 1. In the Random Walk the tie strength between
u and v is the probability that the last node of the process is v.

To calculate the total score between two users u and v, we consider the sum
of tie strength contributions for concepts mentioned by both of them:

Score(u, v) = ω ·
∑

c∈Cu∩ Cv

TSc(u, v) (4)

ω =
|Cu ∩ Cv|
|Cu ∪ Cv| (5)

where ω is the ratio between the number of concepts shared by u and v and all
the concepts cited by u and v. In this way the contribution of users sharing more
concepts with the target user is greater than others.

We evaluate the total score between the target user u and all the users v in
the dataset, and suggest to him a ranked list of the most K relevant users based
on such value.

5 Experimental Evaluation

5.1 Datasets

In order to comprehensively evaluate SCORES, we considered three datasets
obtained from Twitter. Those datasets were gathered using the Twitter APIs
searching for specific hashtags.

– Dataset 1 was obtained in 2013 during the Italian political elections. We
retrieved the Twitter streams about politician leaders and Italian parties from
Jan 25th to Feb 27th. The final dataset counts 1,085,121 tweets written in
Italian language and 70,977 unique users.

– Dataset 2 contains Italian tweets representing the most important mobile
tech companies such as Samsung, Apple, Nokia, Huawei, LG, Motorola, and
Blackberry. The dataset was gathered from Sep 2014 to Feb 2015, and counts
3,511,455 tweets from 181,000 unique users.

– Dataset 3 was gathered searching automotive brands such as Audi, BMW,
Ferrari, Jaguar, Mercedes, Toyota, and Porsche. The collection set was retrieved
in English to facilitate the reproducibility of our approach from Dec 2014 to Feb
2015, and counts 2,915,131 tweets from 110,350 unique users.
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5.2 Results

The goal of our recommender is to suggest to a target user someone to fol-
low. To compare different profiling approaches and recommendation strategies,
we need to determine when a user u is indeed relevant to another user v. We
suppose that u is relevant to v if a following relationship exists between them.
This assumption has already been proposed in literature [1,2,6] and is sup-
ported by the phenomenon of homophily, that is, the tendency of individuals
with similar characteristics to associate with each other. In order to evaluate
our system we selected, for each dataset, 1000 users that (i) posted at least
50 tweets in the observed period, and (ii) had more than 30 friends and fol-
lowers. We used the Success at Rank K (S@K) metric, which provides the mean
probability that a relevant user is located in the top K positions of the list of sug-
gested users. Table 2 shows the performance of our recommendation algorithm
for different tie strength measures. Interestingly, our experimental evaluation
enabled us to notice strong correlations among communities related to a specific
dataset. The first analysis indicates that the best measures among all datasets
are Weighted Adamic-Adar and Katz, but these results change while varying
the dataset and, therefore, the concepts. Katz measure works best for topics
about politics (Dataset1) where the strong ties are very important. Indeed, if
we use Katz tie strength, we suggest the most similar SVO users and, there-
fore, the nearest users within the same SVO community. On the contrary, in the
other two datasets Weighted Adamic-Adar resulted the best tie strength mea-
sure, which is inversely proportional to the number of common neighbors and
the SVO similarity. In this case, we are indeed suggesting the weak ties, that is,
users that belong to different SVO communities with low similarity. These find-
ings highlight that in less opinion-oriented topic such as technology (Dataset2)
and automotive (Dataset3), recommending users belonging to a different SVO
communities might be more useful. We plan to further investigate this issue in
order to fully understand the real nature of those interactions and exploit such
knowledge in the recommendation process.

In Table 3 we report the results of a comparative analysis of our system with
some state-of-the-art functions. More precisely, we considered the following func-
tions: (i) a content-based function, called S1-Twittomender [6], where users are
profiled through the content of their tweets, (ii) a collaborative filtering func-
tion, S7-Twittomender [6], where users are represented through a combination of
followers and followees, (iii) a VSM (Hashtag) function representing cosine sim-
ilarity in a vector space model, where vectors are weighted hashtags and (iv) a
Friend-of-Friend (FOF) function proposed in [3], which only leverages the social
network information (followers and followees).

As can be seen, our approach outperforms the other ones. These results
confirm the potential of sentiment as a valuable feature for improving user rec-
ommender systems.

Finally, we also analyzed the user recommender performance in terms of vari-
ations of the three parameters α, β, and γ (see Eq. 1). In order to determine the
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Table 2. Performance in terms of S@10 metric for different tie strength measures and
different datasets (*τ = 0.2; **φ = 0.8).

Tie strength Dataset1 Dataset2 Dataset3 Average

Graph Distance 0.155 0.151 0.159 0.155

Common Neighbors 0.202 0.172 0.169 0.181

Jaccard Index 0.178 0.162 0.167 0.169

Adamic-Adar 0.177 0.195 0.185 0.186

Weighted Adamic-Adar 0.179 0.215 0.205 0.200

Preferential Attachment 0.152 0.158 0.161 0.157

Katz* 0.218 0.191 0.189 0.199

SimRank** 0.165 0.156 0.159 0.160

Random Walk 0.175 0.161 0.165 0.167

Table 3. A comparison among different state-of-the-art techniques. The values of Θ
similarity threshold are 0.821 for Dataset1, 0.630 for Dataset2, and 0.711 for Dataset3.

Recommender system Dataset1 Dataset2 Dataset3

SCORES 0.218 0.215 0.205

S1-Twittomender 0.130 0.118 0.115

S7-Twittomender 0.172 0.163 0.161

VSM (Hashtag) 0.127 0.099 0.105

FOF 0.165 0.155 0.159

best values of those parameters, we implemented a mini-batch gradient descent
algorithm and found the following values:

– Dataset1: α1 = 0.45, β1 = 0.45, and γ1 = 0.10
– Dataset2: α2 = 0.25, β2 = 0.50, and γ2 = 0.25
– Dataset3: α3 = 0.28, β3 = 0.52, and γ3 = 0.20

Based on the proposed model and the used datasets, these weights appear to
highlight the contribution of volume and sentiment in Dataset1, and objectivity
in Dataset2 and Dataset3. This can be explained because Dataset2 (technology)
and Dataset3 (automotive) are likely to contain more news and articles with few
opinions and sentiments than Dataset1.

6 Conclusion

In this paper, we have described an approach to leveraging community detection
for people recommendation. Our work emphasizes the use of implicit sentiment
analysis in improving recommendation performance. The experimental results
reveal the benefits of our approach comparedwith some state-of-the-art techniques.
Such findings enable us to answer the research questions as follows:
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1. Exploiting sentiments within user recommendation may indeed improve the
system performance;

2. The best approach observed is a specific combination of SVO integrated into
Weighed Adamic-Adar and Katz tie strength measures;

3. The aforementioned combination are topic dependent. Particularly, the contri-
butions of sentiments are higher for politic-oriented topics instead of automo-
tive and technology.

As future work, we plan to exploit temporal information for understanding the
evolution of relationships between users over time. We also plan to further inves-
tigate how parameters α, β, and γ shape the formation of the communities and
deploy SCORES in a wide domain such as movie or news recommendation.
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Abstract. Many web services, such as Twitter and Google, provide a
list of their most popular terms, called a trending topics list, in descend-
ing order of popularity ranking. The changes in people’s interest in a
specific trending topic are reflected in the changes of its popularity rank
(up, down, and unchanged). This paper analyses the nature of trending
topics and proposes a temporal modelling framework for predicting rank
change of trending topics using historical rank data. Historical rank data
show that almost 70 % of trending topics tend to disappear and reappear
later. Therefore it is important to reflect this phenomenon in the pre-
diction model, which is related to handling missing value and window
size. Missing value handling approach was selected by using expectation
maximization. An optimal window size is selected based on the minimum
length of topic disappearance in the same topic but with a different con-
text. We examined our approach with four machine-learning techniques
using the U.S. twitter trending topics collected from 30th June 2012 to
30th June 2014. Our model achieved the highest prediction accuracy
(94.01 %) with C4.5 decision tree algorithm.

Keywords: Trending topic · Temporal prediction · Trends prediction

1 Introduction

Many web services, including Google and Twitter, analyze their user data and
provide a Trending Topics service, which displays the most popular terms that
are discussed and searched within their community. One of these services, Twit-
ter, monitors their social data, detects the terms currently most often mentioned
by their users, and publishes these on their site. Kwak et al. [3] demonstrated
that over 85 % of trending topics in Twitter are related to breaking news head-
lines, and the related tweets of each trending topic provides the people’s opinion
in real-world issue. Hence, being able to know which topics people are currently
most interested in on Twitter, and their point of view, may lead to opportuni-
ties for analyzing the market share in almost every industry or research field,
including marketing, politics, and economics. The ‘Trending Topics’ list shows
the top 10 trending topics in descending order of popularity ranking. Based on
the rank of a trending topic, it is possible to recognize the degree of current
popularity of that topic in a specific geographic location, from individual cities
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 316–323, 2015.
DOI: 10.1007/978-3-319-26187-4 29
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to worldwide1. The lower the rank the higher the popularity, the higher the rank
the lower the popularity. Based on people’s interest change, the trending topic
has different hourly ranking changes: up, down, and unchanged. Predicting the
trending topics hourly ranking change can be helpful to identify the influence of
the topic in the near future.

However, the ‘Trending Topics’ list displays only limited information, includ-
ing the trending topic term, its rank, location, and updated date and time. We
used only this available information to predict the future rank changes of trend-
ing topics. Therefore, the research aim of our study is to answer the following
question: “how can we predict the change of trending topics’ popularity (up,
down, and unchanged) by using historical rank data?” In order to use the histor-
ical rank data for rank change prediction, there is an issue to investigate. Several
trending topics tend to disappear and reappear from the trending topics list so
it is impossible to know the exact rank when it disappears. Historical rank data
show that almost 70 % of trending topics tend to disappear and reappear later.
It is important to reflect this ‘disappearance and reappearance’ phenomenon in
the prediction model, which is related to handling missing value and window
size. First, we applied and compared four missing value-handling approaches in
Sects. 2.1 and 4.2. Secondly, for selecting window size, we proposed a method to
select the appropriate window size for predicting rank change of trending topics.
It was found that the context can change while the trending topic has disap-
peared. We need to find the minimum length of topic disappearance hours in
the same topic with different contexts, and apply it to the window size.

2 Temporal Modeling of Trending Topic Ranking
Changes

The goal of this research is to predict the trend of trending topics rank change
in the next hour. We propose a temporal modeling framework for predicting
trending topics rank change using historical rank pattern and machine learning
techniques. The proposed model can be described using the following equation:

FRC(Tx) = ML(PRP (Tx)) (1)

PRP (Tx) = [rt−n, ..., rt−1, rt] (2)

FRC(Tx) =

⎧⎨
⎩

up, if rt − rt+1 > 0
down, if rt − rt+1 < 0
unchanged, if rt − rt+1 = 0

(3)

In order to predict the next rank change FRC of a specific trending topic Tx,
we used past rank pattern data (PRP ) of the topic Tx. Then, machine learning

1 Twitter, Inc. 2014 https://support.twitter.com/articles/101125-faqs-about-trends-
on-twitter.

https://support.twitter.com/articles/101125-faqs-about-trends-on-twitter
https://support.twitter.com/articles/101125-faqs-about-trends-on-twitter
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techniques ML are applied for learning our model. Equation 3 describes the
example of historical rank pattern PRP of a specific trending topic Tx at time t.
It shows all historical rank patterns of a topic Tx in the specific period n. FRC
represents the trends of the topic’s ranking in the next hour. By comparing the
current rank and the next-hour rank, the predicted rank change in the next
hour will be one of three classes: up, down, and unchanged. For example, if the
next-hour rank rt+1 is higher than the current rank rt, the FRC will be ‘down’.
There are two main issues when we use the historical ranking data for our model:
missing ranking handling and window size selection.

2.1 Missing Ranking Handling

As the ‘Trending Topics’ list displays the top 10 trending topics of the moment, it
displays the topics from rank1 to rank10. In other words, if the topic is suddenly
out of the ‘Trending Topic’ list, it is impossible to recognize the exact ranking,
whether the topic is ranked 11th or 50th.

(a) Topic ‘#iPhone5s’ (b) Topic ‘Beyonce’

Fig. 1. Topic disappearance and reappearance from ‘Trending Topics’ list

Figure 1 shows the example of the nature of trending topics disappearance
and reappearance. The figure contains two sub-figures that display the hourly
rank change of two different trending topics in 24 h; x-axis represents the 24 h
from the point the trending topic initially appeared on the list, and y-axis shows
the ranking, from rank1 to rank under 10th, of the trending topic. ‘Under 10’
in y-axis describes when the topic disappeared from the list. The first figure
shows the hourly rank change of the topic ‘#iPhone5s’, which appeared when
Apple introduced the iPhone5. The topic was out of the list for three hours
from the point it appeared in the 16th hour. The second figure shows the rank
change of the topic ‘Beyonce’ that is referring to news that Beyonce had a fight
with her husband. Manual inspection of the trending topics revealed that topic
disappearance and reappearance is not limited to the type of topic. Various types
of trending topics, including breaking news, persistent news (e.g. TV show or
sport match) and hash tags seem to disappear and reappear randomly. We then
analyzed how many trending topics actually disappear and reappears. Table 1
shows the percentage of trending topics that reappear and failed to reappear
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Table 1. The percentage of trending topics that reappeared or non-reappeared

Reappearance No-reappearance

Percentage 66.28 % 34.82 %

after the topic disappeared. The proportion of reappearing trending topics is
almost 70 %.

Based on this analysis, we claim that it is crucial to deal with missing rank
data for our prediction model. We applied the following four missing value-
handling approaches: (1) Deletion: we applied pairwise deletion approach, (2)
Dummy variable control: we handle the missing value as zero (0), (3) Mean
substitution: we replaced all missing rank in a variable by the mean of that
variable, and (4) Expectation maximization (EM): This is a maximum likelihood
approach that can be used to create a new data set in which all missing values
are imputed with a maximum likelihood value. Based on the EM calculation, we
found that the replaceable value for the missing value of our data should be the
rank, lowest+1.

2.2 Window Size Selection

The proposed temporal model uses historical trending topics rank pattern, time-
series data, so it is important that sequences of the same window size should be
used in training and testing. However, the primary difficulty is selecting an opti-
mal window size for prediction using a good learning technique instead of trial
and error. We analyze the actual trending topic ranking data on USA Twitter.
According to the data analysis result, we found that the same topic terms are
sometimes referring to different events, and this normally occurs when the time
length of the topic disappearance exceeds a certain time. For example, Table 2
shows the example of analyzing the same trending topic ‘#MalaysiaAirlines’ that
is about two different events. The table displays the collected date and represen-
tative content of each topic. In 2014, there were two sad events that are related
to Malaysia Airline: Firstly, the Malaysia airline flight MH370 disappeared on
8 March carrying 227 passengers and 12 crews. The second referred to MH17
which is believed to have been downed by a surface-to-air missile in the eastern
Ukraine on 17 July with 259 passengers on board. The table shows that the same
topic ‘#MalaysiaAirlines’ are about two different events based on the collected
date. On the first row, the extracted content shows the words missing, disappear
and loss, which are related to the missing airline but those on the second row has
the words shot, missile, kill, crash, and attack which relates more to the airplane
that was allegedly attacked by missile. Hence, before and after almost 4 months
disappearance, the topic term ‘#MalaysiaAirlines’ is separated into two different
events.

We proposed the approach to identify the minimum length of topic disap-
pearance that has different contexts by comparing the context similarity in two
time-points (before-and-after the topic disappearance). As mentioned earlier, the
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Table 2. The trending topic ‘#MalaysiaAirlines’ with different events

Collected date Extracted contents

2014/03/08 missing, flight, Malaysian, MH370, passenger, disappear, crash,
pray, crew, lost, ocean, fail, safety, loss, airplane

2014/07/17 shot, down, missile, incident, kill, crash, attack, another, flight,
victims, Malaysian, report, 259, explode

trending topic terms consist of words, hash-tags or short phrases but it does not
provide any description. It is almost impossible to recognize the exact meaning of
a trending topic without extracting its detailed information. Hence, we proposed
an approach to extract the representative contents for each trending topic and
compare the context similarity in two time points if the topic disappeared at one
point. The proposed approach is conducted as follows: (1) collect the trending
topic and related tweets of the topic published less than 1 h ago, (2) preprocess
the related tweets by removing stop words and (3) extract the representative 15
(fifteen) terms using term frequency (TF), and (4) calculate the cosine similarity
of context of a specific trending topic at two different time-points.

(a) Disappear in Hours (b) Disappear in Days

Fig. 2. The average of content similarity based on the topic disappearance time

Figure 2 presents two sub-figures that show the result of context similarity
based on the length of continuous disappearance; x-axis represents the length
of topic continuous disappearance, and y-axis shows the cosine similarity rate
(1 means exactly same and 0 is completely different). As you can see from the
graphs, you can find that the context similarity is very low (0.2) if the topic
continuously disappeared for over 7 h. Moreover, the similarity does not go down
after 7 h, which is around 0.2. In other words, if a specific trending topic ‘A’ does
not appear in the list for over 7 h and then reappears again, we can tell the first
appeared topic ‘A’ and reappeared topic ‘A’ are talking about different contexts.
In other words, if the topic disappears for less than 7 h and reappears, the topic
can be considered as the same topic. If the topic disappears for more than 7 h, the
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topic is considered a different topic. Based on this result, the optimal window
size for trending topic rank data can be the minimum length of continuous
disappearance without different contexts in same topic term. The optimal size
for U.S. twitter trending topic rank data should be 7 (seven). The evaluation of
prediction with different window size will be conducted in the Sect. 4, evaluation
result.

3 Experimental Setup

3.1 Evaluation Data

For evaluating the trending topics’ rank prediction, we used Twitter API and
collected trending topic terms, related tweets and ranking patterns for those
topics for two years (from 30th June, 2012 to 30th June, 2014) in different
countries (USA, UK, and Australia). For trending topic terms, we crawled the
top 10 trending topics every hour. The API returns the trending topic term,
the rank, the location and time of the API request. In total, we collected 57359
unique trending topics from U.S., 33400 topics from U.K., and 10039 topics from
Australia. Since the trending topics list displays only the topics terms, with
no detailed information, it is impossible to identify the meaning of trending
topic until you examine related tweets for that topic. To solve this issue, we
searched the related tweets of each trending topic. While collecting the related
tweets, we aimed to avoid crawling the tweets that contain irrelevant contents.
We used the published date-time to extract the appropriate related tweets. As
we collect the top 10 trending topics on an hourly basis, we search the related
tweets that users upload in the last one hour. For example, when ‘Malaysia
Airline’ is on the trending topics list at 8pm, we search and collect the related
tweets that users uploaded between 7pm and 8pm. This collecting approach
minimizes irrelevant tweets. In order to achieve the Eq. 2 in Sect. 2, the training
data contains historical rank pattern as features, and the predefined future rank
as class. The number of features are changing based on the optimal window size.

4 Evaluation Result

4.1 Window Size Selection Examination

As we discussed in the Sect. 2.2, we proposed that the approach to selecting the
optimal window size for trending topics’ ranking change predictions. We found
that optimal window size can be same as the minimum length of topic disap-
pearance time that has same topic term with different meaning (see Sect. 2.2).
We discovered the optimal window size for U.S. twitter data can be 7 (seven).
In order to examine the proposed window size selection approach, we applied
our approach to the trending topic rank data from U.K. and Australia Twitter.
Based on this examination, we found that the optimal window sizes for U.K. and
Australia was 6 (six) and 8 (eight) respectively, as shown in Table 3. We evalu-
ate the prediction performance with those window sizes to examine whether the
proposed approach selects the optimal window size of different data.
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Table 3. Optimal window size for three countries (U.S., U.K., AU.)

USA UK AU

Optimal Window Size 7 6 8

Table 4. U.S trending topics ranking change prediction accuracies with different miss-
ing ranking handling approaches and window sizes

Window Size Missing Value NB NN SVM C4.5

(1) 5 Zero(0) 79.71% 88.20% 79.91% 88.74%

(2) 5 Lowest+1 80.11% 88.92% 80.82% 89.85%

(3) 5 Mean 75.10% 86.56% 77.29% 87.49%

(4) 5 Deletion 75.91% 85.42% 77.52% 85.74%

(5) 7 Zero(0) 83.91% 93.56% 85.36% 93.08%

(6) 7 Lowest+1 83.03% 93.68% 86.04% 94.01%

(7) 7 Mean 80.23% 91.06% 83.22% 92.91%

(8) 7 Deletion 82.93% 92.76% 83.93% 90.10%

(9) 9 Zero(0) 83.88% 92.53% 85.31% 93.00%

(10) 9 Lowest+1 83.00% 92.54% 85.61% 93.88%

(11) 9 Mean 80.34% 91.40% 83.29% 92.14%

(12) 9 Deletion 82.91% 90.92% 83.91% 90.11%

4.2 Prediction Evaluation

The experiments were designed to test the proposed model. We use the pre-
diction performance as an indication of the suitability, which is obtained from
four machine-learning techniques we discussed in the previous section. We used
10-fold cross validation on two years of training data. Each experiment result
has different window sizes and different missing ranking handling techniques.
Table 4 shows the prediction result of U.S. trending topics ranking changes with
different window sizes (5,7,9) and four different missing handling techniques
(Zero, Lowest+1, Mean, and Deletion). As mentioned in Sect. 2.2, the optimal
window size for U.S. data can be size 7. The result shows that the prediction
with size 7 has the highest performance among 5, 7 and 9, which proves that
our approach performs successfully. Since there is little difference in prediction
accuracy of size 7 and 9, it is difficult to define whether 7 is better than 9.
However, we can infer that if there is no difference, using size 7 is effective in
performance, including data size and speed. For missing ranking handling, miss-
ing value imputation with lowest+1 achieve the best prediction performance.
This is because the other three approaches, mean, zero, and deletion, are not
considered the nature of trending topics ranking but the imputation with EM.
Therefore, it shows the best prediction accuracy in all three instances. We applied
four machine learning techniques, including Naive Bayes, Neural Network, Sup-
port Vector Machine, and C4.5 Decision Tree algorithm, and C4.5 achieved the
highest performance (94.01 %). Finally, we analyzed the performance of other



Trending Topics Rank Prediction 323

countries (U.K. and AU.) to make sure that our model performs well. Previ-
ously, we found that the optimal window sizes for two countries were size 6 and
size 8 respectively. As a result, U.K. Trending Topic Ranking change prediction
achieves the best prediction performance (92.54 %), and Australian results the
highest accuracy (80.13 %) in 6 and 8 instances, and lowest+1 imputation.

5 Related Works

The Trending Topics list has received much attention [3]. ‘Twitter Trending Top-
ics’, real-time event detection service provided by Twitter, shows the most often
mentioned terms. They show only the topic term and its rank with no detailed
explanation so various summarisation and extraction approaches are proposed
to reveal the exact meaning of trending topics. Han and Chung [2] applied simple
Term Frequency approach for extracting the representative keywords to disam-
biguate the approach. Han et al. [1] proved that the most successful approach
to reveal the exact meaning of trending topics is simple Term Frequency. Lee
et al. [4] classifies trending topics into 18 general categories by labeling and
applying machine-learning techniques.

6 Conclusion

In this paper, we proposed a temporal modeling framework that predicts trend-
ing topics’ hourly ranking change. The only available data for this problem is
rank history data of each trending keywords. People may have question about
whether any predication models using this data can suggest any promising pre-
diction results. Surprisingly, our method achieved significant performance. It is
possible to obtain additional feature but it would be very difficult to predict
rank perfectly, which is not because of algorithmic factors but because of trend-
ing topics’ irregularly changing nature.
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Abstract. There has been growing interest in correlating co-visualizing
a video stream to the dynamic geospatial attributes of the moving cam-
era. Moving videos comes from various GPS-enabled video recording
devices and can be uploaded to video-sharing websites. Such public web-
site do not presently display dynamic spatial features correlated to a
video player. Although some systems include map based playback prod-
ucts, there has been no unified platform for users to share geo-referenced
videos that takes spatial characteristics into account. We present here
Moving Video Mapper, which integrates both historical and live geo-
referenced videos to give users an immersive experience in multidimen-
sional perspectives. The platform has been evaluated using real data in
an urban environment through several use cases.

Keywords: Geo-referenced video · Moving objects · Online map ·
Dashboard camera · Digital city

1 Introduction

A photograph is usually taken from a location. An action video, which can be
seen as a series of photographs from different locations, usually reflects an object
moving along a trajectory. In recent years, thanks to the price drop and miniatur-
ization of Global Positioning System (GPS) chips, GPS-enabled video recording
devices have proliferated. One remarkable example is the now widely used dash-
board cameras (dashcam), which continuously record videos and GPS tracking
while the users are driving [7]. Other examples include smartphones, unmanned
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aerial vehicles (UAVs), and sports (a.k.a. action) camcorders. Some devices with
networking capabilities can even stream real-time video remotely. Videos taken
by such devices comprise Big Data. However, the playback software modules
are generally from different providers and they are often incompatible with each
other. Integration is need to facilitate route preview, virtual sightseeing, crime
monitoring, smart city applications [7] and data mining [13].

With the rapid development of online geographic information system (GIS)
services, Web-based map applications have entered the everyday life. Many exist-
ing online map services include geo-tagged photos and videos, either uploaded
by users or collected by the provider [6].

This paper proposes Moving Video Mapper, a framework to integrate geo-
referenced videos from moving objects for immersive city observation through
multidimensional perspective. Compared with the state of the art, our main
contributions include:

– A smart data importing system able to recognize a wide variety of video and
GPS track forms from devices of wide range of brands

– Supports real-time video streaming along with historical video archiving
– Geo-tagging service for video recording devices without GPS capabilities
– When possible, retrieve and display data from other sensors (e.g. accelerom-

eter, gyroscope, and barometer)
– Automatically and intelligently classify related videos of specific locations by

time of day, weather conditions, etc.
– Synchronous playback of both the video and the route, with cross-interactive

capability

The rest of the paper is organized as follows. In Sect. 2, we introduce the related
work. We then describe the architecture of our framework in Sect. 3. A prototype
has been implemented and used to validate our system using volunteer collected
data, which is discussed in Sect. 6. Finally, we conclude in Sect. 7.

2 Related Work

Displaying multimedia containing geographic information on a map is not a new
idea. Many products on the market can display geo-tagged multimedia on a map
[6,12], most of which are photo-based. For videos, they only reference them as
points (markers on the map). It is difficult for users to understand how the videos
were recorded by these scattered markers. Google developed a product named
StreetView, based on GoogleMaps, which provides panoramic view-points along
streets worldwide [1]. Although StreetView covers almost all sceneries along the
road, it is still discrete photos. Some systems have been proposed to solve this
problem by generating smooth videos or photos from panoramas along streets
[2,5,8]. These methods depend on the intensity of the panoramas collected and
therefore the quality of the videos or images generated from these panoramas
can be compromised.
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Recently, several platforms and frameworks have been proposed to utilize geo-
referenced videos along with the map. These kinds of videos come with spatial and
temporal information bound to frames of the video. PLOCAN [10] focuses on com-
bining a Web-based video player and a map together to play dedicated videos with
positions shown on the map. Citywatcher [7] lets users annotate dashcam videos
and upload them to the City Manager. Chiang et al. [3] proposed a framework
to share and search user-uploaded dashcam videos. However, it requires a specific
application installed on the smartphone to record the video. Furthermore, there
is no existing platform that integrates all kinds of geo-referenced videos.

The limitations of the aforementioned methods/systems have motivated us
to find new ways of showing geo-referenced videos that provide the best user
experience. Our proposed platform is based on our previous work named City
Recorder [11]. We will introduce the architecture of Moving Object Mapper in
the next section.

3 System Design

The Moving Object Mapper is an online GIS platform based on classic three-tier
server-client. As shown in Fig. 1, the presentation tier resides on the client side
while the logic tier and data tier run at the server side.

Fig. 1. System architecture

3.1 The Presentation Tier

The presentation tier collects data from users and respond with query results.
The event-driven main user interface relies on three major modules. The track
module and video module are core parts of the website to show tracks and videos
to users, respectively. We use TerraFly [9] as our map engine to support the
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track visualization, and the video module utilizes the open-source jPlayer1. The
historical uploader redirects users to the geo-referenced video uploading page
and guides users through-out each step. Real-time videos will be transferred to
the server by the streaming client.

3.2 The Logic Tier

The logic tier processes data between presentation tier and data tier. The his-
torical data will be transferred to desired format and stored into the database,
which covered in Sect. 4. In Sect. 5 we will show how to deal with data streaming.
The track and video query processor mainly handles general queries from the
main user interface. Section 6 will explain their visualization in depth.

3.3 The Data Tier

We use various types of databases to adapt different data in the data tier. The
videos are stored in multi-media database. The tracks, road network vectors and
satellite imagery tiles are stored in separate spatial databases. The recording
locations of live videos are constantly updated into the MOD (Moving Object
Database).

4 Historical Data Processing

Most GPS-enabled devices will store track files along with recorded videos in
some kinds of storage media. Here the historical data specifically refers to the
offline data that users uploaded manually.

4.1 Track Data Processor

The track data processor extracts tracks from the user-uploaded file and stores
them into the track database. Since there are a variety of devices from different
manufacturers on the market, the first step is converting these tracks to a device-
independent format. The most common track file formats include: NMEA 01832,
GPX, and KML. A track parse module inside this processor handles all the track
extraction tasks.

For videos that recorded along streets (e.g. dashcam videos), we can align the
track data based on the road network using a map matching algorithm (MMA).
Regarding to the devices without GPS capabilities, there is also a geo-tagging
tool for users to manually mark the track on the map.

1 http://jplayer.org/.
2 http://en.wikipedia.org/wiki/NMEA 0183.

http://jplayer.org/
http://en.wikipedia.org/wiki/NMEA_0183
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4.2 Video Data Processor

Similar to track processings, we want a unified format for the videos which is
suitable for Web-based players. The mp4 (MPEG-4 Part 14) is chosen consid-
ering its broad network compatibility. Another task is compression in order to
reduce the video size. We utilize a free video processing tool FFmpeg3 to perform
video re-coding and compression tasks.

Then we utilize Support Vector Machines (SVM) to learn and classify the
videos by different characteristics (e.g. weather, road condition, and time of day).

5 Live Video Streaming

We provide a mobile application for live video streaming purpose. After users
correctly registered on the server, the application will notify the server when-
ever it is online. The video will be transferred to the server wirelessly along with
current location from the GPS sensor. s The location of the moving object is
updated in the MOD. Then the buffered video file on server is ready for respond-
ing to streaming requests from the users. The videos and tracks will be archived
into the historical database in a certain time interval.

6 Use Case Study

In this section we demonstrate the effectiveness of our system and show how it
is used in real life through a series of use cases.

(a) (b)

Fig. 2. (a) Street tracks. (b) Route query.

6.1 Street Network Based Videos

Most street network based videos come from dashboard cameras. Figure 2a shows
that a car is turning right. The line graph below the video indicates the speed
drop. It also can be switched to the altitude graph as needed. Figure 2b is a
map with tracks rendered as polylines in different colors. We did a route query
between two points. After clicking the simulator button, it will open the driving
simulator shown in Sect. 6.3.
3 https://www.ffmpeg.org/.

https://www.ffmpeg.org/
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6.2 Free Moving Objects

Free moving objects (e.g. pedestrians, boats, and aircrafts) usually have unpre-
dictable tracks. Figure 3 shows a live streaming video from a balloon. The poly-
gon represents the field of vision projected on the ground.

Fig. 3. Live video from UAV.

(a) (b)

Fig. 4. (a) Car simulator. (b) Aircraft simulator.

6.3 Moving Video Simulator

The simulator is designed for providing the user an immersive experience. We
have designed several different themes to simulate various life situations. Figure 4a
simulate a car using the dashcam video. If other videos are found at the same
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location and have same directions, the application will notify users (See the blue
“Night Mode” button). This allows users to preview a place under different time of
day, season of year, weather conditions, etc. It will greatly improve the user expe-
rience. Figure 4b shows an aircraft simulator using the video from a hexacopter
drone.

6.4 Data Management

Users can upload their geo-referenced videos to our system using a guided inter-
face as shown in Fig. 5a. Then the data will be processed at the server side and
the estimated time is displayed to users as shown in Fig. 5b. Users can choose
between waiting online or getting a notification email. Users have the option to
change privacy settings of videos as seen in Fig. 5c. They can also share a video
with others using the system generated URLs, and the video will not available
to public without this URL.

(a) (b) (c)

Fig. 5. (a) Data uploading. (b) Data processing. (c) Data management.

7 Discussion and Future Work

This study presented the Moving Object Mapper for geo-referenced video shar-
ing. City Recorder is a public service that relies on contribution from and coop-
eration of voluntary users. This mode is proven to be successful in numerous
geolocation-related domains in recent years (e.g. OpenStreetMap). However, it
is difficult to ensure the quality of the videos or detect inappropriate contents.
Another concern is privacy protection. We are working on utilizing some tech-
nologies like automatically blurring faces and license plates [4] to prevent pub-
lication of sensitive information. As we are entering an era of Virtual Reality
(VR), we are also planning to deliver 3D contents via the Web.
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Abstract. Decentralized social networks have attracted the attention
of a large number of researchers with their promises of scalability, pri-
vacy, and ease of adoption. Yet, current implementations require users
to install specific software to handle the protocols they rely on. The
WebRTC framework holds the promise of removing this requirement
by making it possible to run peer-to-peer applications directly within
web browsers without the need of any external software or plugins. In
this demo, we present WebGC, a WebRTC-based library that supports
gossip-based communication between web browsers and enables them
to operate with Node-JS applications. Due to their inherent scalability,
gossip-based protocols constitute a key component of a large number of
decentralized applications including social networks. We therefore hope
that WebGC can represent a useful tool for developers and researchers.
(A previous version of this demo appeared in [8]. Since then, we have
integrated the library with a new decentralized signaling service and
introduced support for web workers.)

1 Introduction

A number of authors have proposed the use of gossip-based protocols for the
implementation of decentralized social networks [9,13,14], these protocols form
an unstructured distributed system to disseminate information in a periodic
way, they are easy to deploy and resilient to failures. Yet, like for other peer-to-
peer (P2P) solutions, their implementations have always required users to install
specific software to support decentralized protocols to enable users to access the
social network from their web browsers. This constitutes a major show stopper
for the adoption of decentralized social-network solutions.

In this demo, we present WebGC, a library for gossip-based communica-
tion between web browsers. Based on the WebRTC framework, WebGC has
the potential to improve the applicability of decentralized user-centric applica-
tions like social networks by enabling them to run directly within web browsers.
WebGC is a Javascript library to provide a simplified framework for building
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 332–336, 2015.
DOI: 10.1007/978-3-319-26187-4 31
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gossip-based applications. This includes the implementations of standard com-
ponents such as random-peer-sampling [11] and clustering [19] protocols. More-
over, it augments the WebRTC connection-initiation protocol by means of a
decentralized signaling mechanism.

WebRTC’s primary goal consists in enabling direct communication between
two browsers for media and real-time communication. For this reason, WebRTC
relies on a signaling server that makes it possible to establish a connection
between two browsers that do not know each other. While this feature is very
convenient for applications that need to establish a small number of connec-
tions, the signaling server quickly becomes a bottleneck in the context of P2P
applications. WebGC’s decentralized signaling service establishes connections by
exploiting the very operation of peer-sampling protocols.

The demo will present a running example of a WebGC-enabled application:
a semantic overlay grouping users by interests. Attendees will be able to join
the application using their own laptops and follow its evolution in real time on
a web page.

2 WebGC Architecture

WebGC is a Javascript library and relies on two underlying frameworks: WebRTC,
and SimplePeer. The former is directly provided by compatible web browsers and
implements the low-level interaction primitives that make it possible to establish
communication between browsers. The latter also takes the form of a Javascript
library and provides a wrapper around WebRTC that simplifies the establishment
of data connections between peers. The left diagram in Fig. 1 places WebGC in the
context of these two libraries.

The figure also shows that WebGC comprises a decentralized signaling service
that replaces the centralized signaling server used in WebRTC applications. This
makes it possible to eliminate bottlenecks when operating in environments that
do not involve NAT and firewalls. When these are present, WebGC relies on
ICE, STUN, and TURN like standard WebRTC applications. However, we are
currently considering augmenting the library with NAT traversal solutions such
as Nylon [12] or Croupier [10]. In the following, we describe the gossip-based
framework provided by our library and detail its decentralized signaling service.

WebGC Internals. The right diagram in Fig. 1 depicts WebGC’s architecture.
Its core consists of a Coordinator object that instantiates the gossip proto-
cols and acts as a communication broker dispatching incoming messages to the
various protocols. The library currently includes the implementation of two peer
sampling protocols, Cyclon [18] and the generic protocol suite from [11], as
well as a clustering protocol [7,19]. All protocols implement a GossipProto-

col “interface”—since Javascript does not natively support interfaces, we adopt
the interface pattern described in [15]. The Coordinator makes it possible to
stack these protocols on top of each other [7] to implement applications.
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Fig. 1. General architecture

The GossipProtocol interface follows the scheme proposed in the liter-
ature [11,16,17] and defines the high-level operations that constitute a gossip-
protocol. Developers can use the protocols provided by the library, but they
can also implement the operations in GossipProtocol to define new proto-
cols. Finally, the latest version of WebGC also includes support for web workers.
This makes it possible to run complex CPU-intensive tasks without blocking the
browser’s user interface.

Decentralized Signaling. A Signaling Service acts a mediator between two peers,
say P1 and P2, by assisting them during the establishment of a mutual con-
nection. Let us assume P1 wants to initiate a connection to P2. WebRTC does
not allow nodes to contact each other using their IP addresses. So P1 sends
its connection request to P2 via the signaling service. P2 responds by sending a
reply also through the signaling service, and finally P1 initiates a direct link with
P2 thanks to the data (IP address, communication protocol, etc.) contained in
the request and reply messages. WebRTC does not require a specific signaling
server but most existing solutions rely on a centralized architecture. However, a
centralized signaling server would easily become a bottleneck in a peer-to-peer
setting, particularly when using gossip-based protocols, which frequently need
to establish new connections.

While other decentralized signaling libraries exist [1], WebGC integrates sig-
naling within the operation of peer-sampling and clustering protocols. In both
these types of protocols, which we refer to as overlay protocols, nodes main-
tain data structures called views that contain references to other nodes, and
periodically exchange messages that contain subsets of their views.

Our decentralized signaling solution maintains an additional routing table
that contains an entry for each of the node references that appear in any of
the views of running overlay protocols. Each such entry contains the node refer-
ence of a mediator node, i.e. a node that has an active connection with the node
in the entry. When a node needs to establish a connection to another node in its
table, it simply contacts the node’s mediator and uses it as a signaling server.

WebGC maintains its routing tables by augmenting the messages sent by
the overlay protocols it hosts. Specifically, for each message sent by one such
protocol, WebGC also sends a routing table update that tells the receiving node
how to establish a connection which each of the nodes referenced in the overlay
message. Consider a node Pj sends to node Pi a message containing a reference
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to node Pk. If Pj has an open connection with Pk, then Pj itself can act as
a mediator between Pi and Pk, so it sends a routing table entry < Pk, Pj >.
Otherwise, Pj simply forwards the information about its current mediator for
Pk and thus sends an entry < Pk, Rj [k] >, where Rj [k] is the mediator for Pk

stored in Pjs routing table.

3 Demo Timeline

Our demo will present a simple WebGC-based application consisting of two
stacked overlay protocols and a chat service. We will provide one or two demo
machines, but users will also be able to join the demo using their laptops. The
application’s web interface will require each user to specify his/her own interests
in the form of keywords. This will organize users into a semantic overlay thereby
identifying groups of users with similar interests.

Each of them will be able to follow the application’s evolution on the web
interface in the form of graphs that will display their RPS [11] and a cluster-
ing [19] views. In addition, users will be able to broadcast messages to each of
the users in either view. Thanks to this feature, the demo might also provide
workshop attendees with a way to exchange messages during the workshop.

4 Related Work

The introduction of WebRTC [2] has motivated a number of developers to design
in-browser peer-to-peer solutions. PeerJS [3], SimplePeer [4], and P [1] all seek to
offer a simplified API to program peer-to-peer applications on top of WebRTC.
The previous version of WebGC [8] was built on top of PeerJS and exploited
PeerServer, its associated signaling server. Since then, we have performed a com-
plete refactoring to build our decentralized signaling solution, and to support
multi-threading by means of web workers. In the process, we also migrated from
PeerJS to SimplePeer, which simplified the library’s requirements and made it
possible to run WebGC applications without a browser on NodeJS [5].

While we designed our decentralized signaling solution to work in conjunction
with gossip-based overlay maintenance, others have considered the idea of having
a decentralized signaling server. P [1], for example, uses servers only for boot-
strapping and then each peer can take up the role of a mediator. Unlike WebGC,
however, P does not integrate signaling with gossip-based overlay maintenance.
Finally, our work on WebGC is closely related to past efforts dedicated to the
modular implementation of gossip protocols [6,11,16,17].

5 Conclusions

We presented WebGC, a library that simplifies the development of gossip-based
applications based on the WebRTC framework. Built on top of SimplePeer [4],
WebGC includes a decentralized signaling service as well as the implementation
of several standard gossip protocols. Our demo demonstrates the effectiveness of
our library in a real context, with a gossip-based chat application.



336 R. Carvajal-Gómez et al.
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Abstract. In this paper, we propose a community application that helps users to
access communities and organize social exchange between members. The key
design of this application is to consider community as distinct social entity that
should be supported with the services as a single user is. We propose a service
discovery strategy based on semantic modeling of service, semantic distance
computing and inference rules to offer the right service to communities mem-
bers. Then, selected services will be deployed through the software platform for
deploying reconfigurable distributed applications.

1 Introduction

The democratization of mobile devices has made information accessible to anyone at
any time and from anywhere while facilitating the capture of physical contextual data,
thereby justifying the growing interest for pervasive computing. Fostering the social
dimension has given rise to an emerging field of research called Pervasive Social
Computing [1]. The notion of “community” is one among many elements of this field.
The contextual information associated with a community can be exploited for adapt-
ability and dynamic deployment of services, which are important factors for Pervasive
Computing. A community is considered in our approach as a set of distinct social entity
that should be supported with the services as a single-user is.

Our work particularly focuses on spontaneous and short-lived communities. Intu-
itively, it is the type of community that best matches with circumstantial, accidental,
incidental or fortuitous situations. We define this new type of communities as ‘a
spontaneous group of individuals having a common interest or purpose related to a
circumstantial situation and relative to a geographical territory’. This kind of com-
munity has to meet specific needs (i.e. adapt to a circumstantial situations), which are
not taken into account by perennial communities. In previous work [2], we described
our community application, called Taldea, that helps users to access to communities
and exchanges multimedia documents with other members. Services are associated
with communities so that when a user creates or joins a community, the corresponding
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services can be deployed on his device. This raises the following issue: how to help
users to discover services adapted to their social context (i.e. communities)?

Motivated by this and the fact that no studies, to our knowledge, have been done to
discover services that match with community perceptions in term of interests and
needs, we propose an approach that guides communities to discover services.

The paper is organized as follows. In Sect. 2, we propose a scenario of the com-
munity application Taldea showing two parts of our contribution. From this use case,
seven requirements are identified in Sect. 3 to foster spontaneous communities’
applications. The architecture and the service discovery strategy of Taldea are
described in Sect. 4. Related work is presented in Sect. 5. Finally, a conclusion
summarizes the presented approach and outlines some future work.

2 Motivating Scenario

In this paper, we propose an application called Taldea for fostering spontaneous
communities.

As shown in Fig. 1, our contribution mainly consists in helping people to access
communities and to facilitate service discovery for them. To motivate our work and to
identify the main requirements for such a new collaborative environment, we illustrate
the following scenario.

A visitor equipped with her Smartphone enters into a botanical park. Thanks to
Geofencing1 techniques, the Smartphone is automatically connected to Taldea. Once
connected to Taldea, the user can join existing communities and access proposed
services in three ways: through recommendation, by searching or creating of a new
community. Communities that have semantically close interests and that are geo-
graphically close will be recommended to the visitor.

The user can also look for a specific community by formulating a natural language
query. The results are those that semantically match the user query.

Fig. 1. Main contributions of Taldea

1 The geo-fencing approach is based on the observation that users move in a virtual perimeter for a
real-world geographic area.
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On the occasion of the World Environment Day, the user decides to create a new
community “Shrubs planting” and invites people to join him. The new community is
recommended to relevant users of Taldea (they can be members of other communities)
currently present and visiting the park. Services used by communities semantically
close are recommended to the new community.

If the user is not satisfied with the recommendation results or his circumstances
change, he can search for a specified situation with corresponding services by for-
mulating a query. In this case, the user seeks to learn how to prune shrubs. The
situation that meets to his query proposes a video showing how to prune shrubs. Due to
low bandwidth, we deploy a new service reconfiguration like displaying subtitled
image sequences of watering tree to ensure the continuity of service. This configuration
is ensured by the platform Kalimucho for adaptation [2].

In the further alternative, the user can define a new situation with correspondent
services to facilitate a further search. For example, he designs a set of service that will
be deployed in case of accident situation.

3 Taldea Requirements

To address the issues stemming from the use case presented in the previous section,
Taldea must fulfil the following requirements:

a. Community Management: creating a community, joining a community, exchanging
and sharing data, managing the community space, etc.;

b. Community knowledge Management: using a knowledge base to store all social
exchanges between users and capitalize knowledge produced by the communities;

c. Processing multimedia data and services: ensuring the management of multimedia
data and provide the dedicated services for their exploitation in mobile computing
environments;

d. User Context awareness: Acquiring and managing user context in order to
dynamically deploy services that match with the social context of the user (i.e.
communities);

e. Managing user profiles: managing information such as interests, preferences, pri-
vacy constraints;

f. Privacy issues: in the simplest form, reasoning with policies-based access control
allows users to control their data and protect their privacy.

Nothing prevents from considering other requirements in order to adapt to the user
preferences, or other dimensions of the context.

4 Contribution

4.1 Overall System Architecture

The architecture contains two types of structural entities: Community Manager and
Member Device. Figure 2 show an overview of the Taldea Architecture:
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– The Community Manager is the coordinator, which interacts with the knowledge
base. The core of this manager is a set of services used to supply and to extract
knowledge from ontologies and update them. It interacts with two types of
ontologies: the communities’ ontology and the domain ontology. The communities’
ontology is used to formally describe the communities’ resources. The domain
ontology describes a specific domain with concepts and relationships that hold
between those concepts; in our case, is the botanical domain.

– The Member Device allows the user to discover and interact with the communities
using a set of services. We have classified services in two groups according to how
they will be deployed: the core services and the communities’ aware services. Core
services are required for user connection and access to the communities. Regardless
of the user or the type of community, these services must be automatically (at the
runtime) deployed. On the other side, communities’ aware services are deployed
depending on the social context of the user. More details can be found in our
previous work [2].

4.2 Community Access

As previously mentioned, our contribution consists mainly in helping people to access
communities and to facilitate service discovery for them. The first part of our contri-
bution facilitates the user access to communities. There are three ways to access a
community in Taldea: recommendation, search and creation of a community. For more
details, the reader can refer to our previous paper [2].

4.3 Service Discovery

In this paper, we highlight the role of communities as a source of contextual infor-
mation. Services are deployed according to the social context of the user (i.e. specif-
ically her communities). Services used to support exchanges with user ‘communities
are deployed on the user device. Once connected to communities, the user selects
services to be deployed from the proposed list of communities’ related-services. For a
new community or new requirements, a large amount of services is available. Find the

Fig. 2. Overview of Taldea’s Architecture
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right service is a heavy task. In our work, we attempt to overcome service overload (i.e.
growing number of proposed services compared to the resource-limited mobile devi-
ces) by helping the user to discover relevant services. For this purpose, we define three
ways of service discovery: service recommendation, situation search and situation
construction. User selected services will be deployed through Kalimucho [3], a
service-based reconfiguration platform that provides a contextual-deployment of
applications in order to meet context requirements. This platform is able to trigger the
context changes and to modify the structure and the deployment of the application
using five basic actions: add, remove, connect, disconnect and migrate component/
connector. Our application is composed of interconnected services supervised by the
Kalimucho platform.

4.3.1 Service Recommendation
In our work, a particular emphasis has been given to the dynamic deployment of
service. Based on semantic service recommendation, we address the problem of service
overload by presenting services that can be relevant to a given community. Taldea
exploits the semantic expressed and structured in the ontologies in order to recommend
to a new community services that are used by semantically closed communities (i.e.
communities with close interests). A service is automatically annotated by the interests
of communities that have used it. Each time a community use a service, its interest is
added to the service description. Then, we explore semantic measures to discover
services for the new community.

Community and service are annotated each one with one or more concepts. Thus,
the problem consists in measuring the similarity between two sets of annotations.
Different semantic measures have been proposed in the literature [4] to assess the
semantic proximity between concepts. In this context of community applications, we
evaluate the semantic similarity between the service’s profile and community’s profile,
by the mapping of community interests and service annotations in the domain ontology
(i.e. the botanic ontology). In this context, we adopted Wu and Palmer measure. It
is simple to implement, and has good performance compared to other similarity
measures [5]. We have adopted this approach based on arcs between concepts because
other approaches used the frequency of information. This is not significant in the case
of communities because a community is created around infrequent concepts in the
corpus. The question of measuring the similarity between community interests and
service annotations would come down to measuring the similarity between two sets of
concepts. However to our knowledge, no existing research address the matching
problem between two sets of concepts. We use the Hausdorff distance as metric that
measures how far two subsets of a metric space are from each other. The problem is
formulated as follows:

For a new community Ck 2 C and a given service Sh 2 S. We consider a set of the
community interests Ik and Ah the annotations’ set of the service Sh where Iki 2 Ik and
Ah

j 2 Ah. We take (1- wup ðIki ;Ah
j Þ) as the semantic distance between Iki and Ah

j . Wup
is similarity measure between two concepts, where distance = (1 – normalized simi-
larity measure). The following formula presents Relevance (Community, Service) with
Hausdorff distance.
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Calculate the relevance of a service compared to a community is calculating the
semantic distance between service annotations and community interests. The Wu and
palmer measure ðwupÞ computes the distance between two concepts. Then, Hausdorff
distance is used to compute the overall distance between the two sets. For example, a
community that has the set A = {a1, a2} as interests and a service that have the set
B = {b1, b2, b3} as annotations. We compare the minimum of {(1-wup (a1, b1)),
(1-wup (a1, b2)), (1-wup (a1, b3))} with the minimum of {(1-wup (a2, b1)), (1-wup
(a2, b2)), (1-wup (a2, b3))} and we keep the maximum of the two values. Using
Hausdorff distance, we can say that any concept Iki 2 Ik is at most at distance Relevance
Ik;Ah
� �

to some concept of Ah
j 2 Ah.

4.3.2 Situation Search
In the literature, service search is the process of finding appropriate services for a given
request. The basic approach was proposed by Paolucci’s [6]. Then, it was extended by
others studies. The main idea of this approach is to annotate the service advertisement
and the service request explicitly using semantic annotations. The service requester
provides some functional properties (i.e. input, output, precondition, result) of the
requested service. The similarity among requested properties and offered properties are
based on subsumption reasoning between ontology concepts.

In a previous work, we adopted this approach, but ultimately, we have seen a
difficulty for end-user to make a service request. The approach of service search is not
intended for end-user but for advanced users. We propose a more user-friendly method
to search services. The basic premise was to define user situation and correspondent
services. Matheus [7] introduced the notion of situation as “a situation corresponds to
the limited parts of reality we perceive, reason about, and live in. In situation semantics,
basic properties, relations, events and even situations are reified as objects to be rea-
soned about.” For this reason, we add the notion of situation to our community
ontology as you see below (Fig. 3).

A situation is triggered by a query (contextual information captured by human) or
reasoning on contextual information captured by sensor. In this paper, we consider only
the case of natural language query. Situation deduction using context reasoning and
situation awareness are presented in our work [8]. As mentioned in [7], “the primary
basis for situation awareness is knowledge of the objects within the region of interest,
typically provided by “sensors” (both mechanical and human) that perform object
identification and characterization”. In this context, we use the most sophisticated
sensor, the human. The user describes his situation in natural language query. The
query will be annotated through Textannot2. Using the results of annotation, a Sparql

2 http://themat2i.univ-pau.fr:8080/TextAnnot-WWW/.
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query is formulated to search situation and to deduce later the corresponding service.
One or more services are attached for each situation.

A set of rules is defined for the concept situation. These rules propose a set of
services (atomic or composite) to a community in a given situation. Example of an
atomic service: returns the address when given a longitude and latitude. Example of a
composite service: after pinpointing the user, the service pushes notification when
user’s friends passe nearby and gives them the ability to meet at the same bar (Fig. 4).

4.3.3 Situation Construction
The end-user can define a situation and correspondent services to facilitate next search.
For example, the user defines a situation of accident where a set of services are
deployed once the situation is triggered. To define a situation, the concept situation and
related concept and relationship are instantiated (Fig. 5).

Fig. 3. Extract from the community ontology.

Fig. 4. Example of rules for situation.

Fig. 5. Situation and related concepts.
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We present in the table above, an example of situation in the botanical domain.
A member of the gardeners community attribute the service “trigger the coolant pump”
to the loam drought situation. Afterwards, for each search that reveals the concept
Loam and Sec (i.e. Concepts results of queries such as ‘dry soil’), services related to the
drought situation are dynamically deployed on runtime via the Kalimucho platform [3]
(Table 1).

5 Proof of Concept for Taldea

Taldea has been designed to gather the innovative aspects as data ephemerality,
location based services, context awareness, semantic technologies, etc. for helping
nomad user to join communities, to interact with people around and to have adapted
services. Several scenarios highlight the importance of spontaneous community. Sev-
eral use cases can be defined for Taldea like Conference, Exposition, Festival, Sport
Event, Natural Disaster, etc. Screenshots in Fig. 6 shows some implemented features
in the context of botanical Park.

Table 1. Example of rules-based situations.

Assertions SWRL Rules Inferences' result
Gardeners_community

has_situation
Drought_situation

Community(?x), 
has_situation (?x, ?y),

corresponding_service (?x, 
?y) use_service(?x, ?y)

Gardeners_community
use_service

Coolant pump

Drought_situation
definedBy

(Sec and Loam)
Drought_situation

correspond_service
Coolant_pump

(a) (b) (c) (d)

Fig. 6. Screenshots of the Taldea application running on a Samsung phone - showing some
implemented features such as the communities access, the service recommendation, the
community Space, the chat.
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These screenshots show the community access module (a). Once connected to a
community, the user can view the community space (c). He can access to the list of
related services (b) as take picture or P2P chat (d).

6 Related Work

Several studies focused in community’s applications but few of them are interested to
ephemeral and spontaneous communities. In this paper, we propose an application for
fostering spontaneous communities. Five features shape our system: community, the
semantics, location awareness, ephemerality, context awareness. Taldea is not the first
to incorporate one of these dimensions but it can be seen as one of the few attempts to
combine them. Our contributions crosses several domains including semantic web,
community application, location based service, semantic service discovery, ubiquitous
computing, community application, temporary social network. In this section, we
identify the main related works to the proposed contribution.

6.1 Community Oriented Application

Recently the notion of communities has gained worldwide popularity in different
domains. Researches are more interested in discovering communities as in [9]. The
challenge is to cluster users based on the semantics of data exchange and on the
structure of communications to retrieve implicit communities and user interests. In
pervasive social computing, applications are increasingly interested in communities.
In some works (e.g. [10]), community is considered as some contextual information
that can be harnessed for adaptability and personalization. On the other hand, some
approaches like [11] are community-centered. They manage factors that affect directly
communities and provide service for this granularity of users. The existing applications
offer services and information related to a specific theme, which has to be defined in
advance by developers. Therefore, community application represents new challenge in
terms of the ability to have a spontaneous social experience.

6.2 Temporary Social Network

Mostly for privacy implication, the perception and orientation of users is directed to
Temporary Social Network (TSN). Users, particularly the youngest ones, do not want
their data to be online forever. The success of these platforms is explained by data
ephemerality and user-friendly interaction. Among the researches that have been done
targeting TSN: CALBA [12] is a framework designed for TSNs to select vendors as
advertising sources for mobile users in a specific place. The selection is based on
geographical proximity and user’s preferences. Bfriend [13] is a location-aware ad-hoc
social networking platform based on the Facebook social graph. Users receive push
notification when a friend is in the same place at the same time. Snapchat [14] is a
mobile messaging app for sharing pictures that disappear: it sends photos and then
deletes them from the receiver’s phone a few seconds after that are viewed. The user’s
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content on Snapchat does not to end users online forever. Existent TSN offer the ability
to have a private and spontaneous social experience, but does not and cannot entirely
live up to this claim, giving users a false sense of security because there are some
loopholes. For example recipients can take a screenshot or to plug the phone into a
computer to recover the content from the local memory. We are also interested in
ephemerality and one of the main characteristics of our community is short lifespan.

6.3 Semantic Service Discovery

Semantic service discovery is an important paradigm in distributed application
development. Multiple researches studied this process and are interested to their
architecture, algorithms, and tools. Klusch [15] presents a critical survey of different
approaches in literature. In this field, several proposals have emerged. For instance to
compute the semantic similarity between the service and the query [16, 17], to use
alternative language to annotate services [18], to develop P2P architecture for service
discovery [19], to consider other part of profile for matching [19], and to propose
matchmakers (i.e. standalone tools) available to the end user [20].

7 Conclusion

The main contribution of this paper is to propose relevant services for spontaneous
communities. To achieve this, we incorporate the notion of services in our proposed
community ontology. This is particularly important for spontaneous communities to
find the right service in circumstantial situation among the large amount of available
services. We proposed three ways of service discovery: service recommendation, sit-
uation search and situation construction. User selected services will be deployed
through Kalimucho. We used the semantic distance to recommend services for com-
munities. For service search, we used a web service to annotate user query. We
combine the obtained results with inference rules to find the desired services. To
facilitate further search, we enabled the user to attribute some services to a particular
situation. Our immediate plan is to evaluate Taldea usability by assessing the user
satisfaction for the proposed services. In the future work, several issues will be
investigated, we plan to integrate spatial and temporal dimensions for services rec-
ommendation and enrich the community description to include a spatio-temporal
contextualization of social exchanges between users.
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Abstract. The C3PO project promotes the development of new kind
of social networks called Spontaneous and Ephemeral Social Networks
(SESNs) dedicated to happenings such as cultural or sport events. SESNs
rely on both opportunistic networks formed dynamically by the mobile
devices of event attendees, and on an event-based communication model.
Therefore, user can exchange digital contents with the other members of
their SESNs, even without Internet access. This paper presents the frame-
work developed in the C3PO project to provide network and application
supports in such challenged networks. This framework exploits the dif-
ferent wireless interfaces of the mobile devices to interconnect them and
to disseminate content through the resulting opportunistic network. At
the application layer, this framework is composed of plugins that process
locally the data stream and interact with the network level to offer generic
features, or to easily build applications dedicated to specific happenings.

1 Introduction

The massive adoption of Online Social Networks (OSNs) has changed the way the
information is generated and exchanged between people. Besides the two giants
Facebook and Twitter, a multitude of more or less specialized social platforms
allow people to interact and share information via the Internet. Although users
are faced with a diversity of purposes and types of platforms (business-oriented,
dedicated to music, books or sports, designed to share photos, videos or news...),
the vast majority of these social networks are build on the same architectural
model: a centralized service provider acts as a broker to filter and disseminate the
data produced by users. This architecture follows the traditional Web 2.0 model
but is not without drawbacks from the user’s point of view. First, it induces a
dependence on a centralized authority that controls the data management and
exchange (more than often, data ownership is even transferred to the service
provider). Second, this architecture requires that the user has a permanent access
to the Internet to exchange with others. Third, social acquaintances between
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 348–358, 2015.
DOI: 10.1007/978-3-319-26187-4 33
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users are mostly permanent and are used as pipes of communication: information
transits among users following these social links.

To overcome these limitations, the C3PO project (Collaborative Creation of
Contents and Publishing using Opportunistic networks) [9] investigates multi-
media content production and exchange in a new type of social networks that
we call Spontaneous and Ephemeral Social Networks (SESNs). SESNs rely on
a peer-to-peer distributed architecture formed spontaneously by mobile devices
carried by people and, optionally, by fixed devices that can be deployed to sup-
port such networks. Devices are interconnected using their wireless interfaces
(e.g., Wi-Fi or Bluetooth). Opportunistic communication techniques are devised
in order to support the connectivity disruptions resulting from the mobility of
users and the short communication range of the radio interfaces. Thus, these
techniques allow devices to exchange data even if they are out of the radio range
of each others and no end-to-end path exist between them.

Due to their spontaneous and ephemeral nature, SESNs are suited to pro-
duce multimedia reports on conferences and cultural or sport events, such as a
marathon as illustrated in Fig. 1. The spectators, competitors, organizers and
other participants of a marathon can take photos, can write comments or gen-
erate information, and can publish these contents in the SESN dedicated to
this event. During such large events, the geographic vicinity of users is a more
appropriate paradigm than spreading content through social links in conven-
tional online social networks. Moreover, relationships set up during the event
can disappear at the end of the event.

Fig. 1. Cultural and sport events are typical use cases of SESNs

In this paper, we present the framework designed in project C3PO to support
both opportunistic networking and applications in SESNs. At the network level,
this framework allows the building of a communication middleware that offers
a message-oriented API (based on the concepts of topic and named channel)
to application programmers. This communication middleware is done by imple-
menting a small number of functions that constitute a set of reactions to standard
communication events (reception of a message, appearance of a neighbor...). The
programmer either develops original implementations of these functions, or uses
the implementations provided in the C3PO toolkit. At the application level, the
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application programmers develop C3PO plugins adapted to specific needs. For
instance, a plugin may be dedicated to the emission, reception and presentation
of the official results of a race. To date, the C3PO framework proposes sev-
eral plugins, from filtering schemes to present specific contents to more complex
recommendation operations which highlight valuable contents over time.

2 Network Layer of C3PO

This section presents the network layer of the C3PO project. It considers both
the network architecture and the framework that sustains this architecture.

2.1 Network Architecture

A SESN is formed by users carrying off-the-shelf mobile devices (smartphones,
tablets) communicating with each others thanks to short range wireless interfaces
implementing communication standard such asBluetooth or IEEE802.11 (Wi-Fi).
In most cases, the users that compose the SESN can move, and are not necessarily
all located in the same place at the same time. The topology of the network formed
by their devices changes continuously and can be fragmented into communication
islands. Thus, as depicted in Fig. 2, the network is structured as a collection of what
we call micronets, grouped together in independent macronets.

Fig. 2. SESNs rely on opportunistic networks formed dynamically by the mobile devices
of happening attendees.

Micronets: We define a micronet as a subset of devices connected using a
common communication technology, that are able to communicate directly with
each others. A micronet is an abstraction of a piconet for Bluetooth, a Basic
Service Set (BSS) for Wi-Fi legacy, or a group for Wi-Fi direct. We consider
that devices in a micronet communicate directly as there exists a network layer
that allows any device to address and send messages to any other device in its
micronet, even if it is not the case at the MAC layer. Wireless communication
technologies available for current off-the-shelf mobile devices allow only a limited
number of devices to be interconnected and exchange data directly between them
(e.g. at most 8 devices for a Bluetooth piconet). Consequently, micronets have to
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be interconnected in order to allow SESN users to communicate over the whole
network.

Macronets: We define a macronet as a group of micronets interconnected
through devices that are members of at least two micronets. The resulting com-
munication network is a collection of independent macronets. Macronets can be
analogized to Wi-Fi Direct multi-groups as defined in [3] or to Bluetooth scat-
ternets. But the micronets forming a macronet can use different communication
technologies.

It cannot be assumed that there is a common addressing scheme in a macronet
nor that messages can be transmitted directly between the devices of a macronet,
even in the case of a Bluetooth scatternet. The C3PO framework relies on the store-
carry-and-forward principle for both intra-macronet and inter-macronet commu-
nication. Indeed, temporaneous end-to-end paths in the whole SESN (i.e., between
macronets) cannot be established; therefore, a store-carry-and-forward layer must
bedeveloped for communicationbetweenmacronets, and this layer can also beused
for exchanging messages inside a macronet. Besides the simplification of the frame-
work, this option is likely to provide a better tolerance against network disruptions.

2.2 Network Framework

The C3PO network level framework is a Java-based framework dedicated to
opportunistic networking. It provides application developers with an API offering
two distinct application-level communication paradigms, namely a topic-based
publish/subscribe paradigm, and a channel-based send/receive paradigm. Its
architecture, illustrated in Fig. 3, is organized in five main modules deployed on
each device of the network.

Fig. 3. General architecture of the C3PO network level framework
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Modules 1 and 2 are related to the management of micronets and macronets.
Module 1 manages wireless interfaces and sets up communications in micronets.
It defines abstract neighbor discovery managers and network managers, that are
respectively responsible for discovering neighbor devices (i.e., devices in radio
range) to build micronets and for managing communications to support data
exchanges between devices inside a micronet. Module 2 defines opportunistic net-
working mechanisms to perform data forwarding inside and between macronets.
It includes a cache of messages, a message forwarder and abstract forwarding
strategies in order to implement the store-carry-and-forward principle. The three
other modules, namely modules 3, 4 and 5, composing the framework define func-
tionalities that are respectively dedicated to the configuration of the framework,
to the management of the events produced by the framework, and to log the
traces that are generated by the framework (e.g., contact and message exchanges
traces). Several concrete implementations of the abstract functionalities defined
in the C3PO framework are provided in a toolkit. These implementations can
be used as they are, or can be extended by developers in order to adapt them
to their own needs.

Two distinct application-level communication paradigms are provided by the
network level framework: a topic-based publish/subscribe model, and a channel-
based send/receive model.

– The topic-based publish/subscribe communication model makes it possible to
develop applications that can publish multimedia contents on specific topics,
and subscribe in order to receive the contents related to given topics. The
model implemented in the C3PO framework relies on a purely peer-to-peer
decentralized approach. The subscription and the publication are local to each
device. Thanks to the store-carry-and-forward principle, contents published in
a topic by publishers are disseminated opportunistically in the communication
network by mobile devices, being either devices hosting subscribers for this
topic or ordinary intermediate devices, and are thus delivered to the topic
subscribers.

– The point-to-point communication paradigm using the concept of channel is
intended for applications that allow users to communicate with each others by
sending messages addressed to specific recipients. In the framework, a channel
between two devices is identified by the addresses of the devices and a chan-
nel ID. Messages sent through a channel are opportunistically forwarded by
intermediate devices towards their destination according to one of the mes-
sage forwarding strategies implemented in the framework. Thus, two devices
can exchange data even if they are not within mutual radio range.

The C3PO framework implements the store-carry-and-forward principle. Dif-
ferent types of messages are currently considered: application-level messages and
several types of control messages such as beacon messages that are used to
exchange the neighbor lists, gossiping messages, acknowledgements, and drop
messages that make it possible to implement network healing protocols in
order to reduce the number of messages that are disseminated in the network.
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The messages that are published or sent by the applications are exchanged by
mobile devices according to a given forwarding strategy. In order to accomo-
date expected field conditions, a specialized instance of the framework can be
built by programming (mainly by inheritance) a message forwarding strategy
as a set of reactions to four main events: the emission of a message by a local
application, the reception of a message from the network, the discovery and con-
nection of a new neighbor device, and the disappearance and disconnection of a
neighbor device. To date, we provide message forwarding strategies that repli-
cate the messages on all the nodes forming the opportunistic network (i.e., epi-
demic strategies), provided these nodes have enough space in their local cache to
store these messages. Compared to a plain flooding, our implementation reduces
drastically the number of messages transmitted, by maintaining on each device
information about the caches of its neighbors, through the exchange of catalogs
of message IDs. More information on the C3PO network level framework can be
found in [11].

3 Application Layer of C3PO

The application layer of the C3PO framework is built on top of the network
layer and uses its API for receiving and sending messages throughout the SESN.
This application layer is designed as an in-browser architecture, so as to comply
to any device as soon as it provides a browser compatible with the Javascript
technologies.

The main objective of the application layer is to offer a mean to define,
adapt and extend the application to the target SESN. As a matter of fact,
SESNs should provide generic functionalities that are common to any SESN, but
also specific functionalities according to the happening it covers. An example of
generic functionality is presenting the flow of contents exchanged by end-users,
while a specific functionality can be the identification of numbers in runners
pictures during a race. Another challenge in such systems is to help users read
first the most valuable contents in the data stream. In C3PO, each functionality
is developed as a single plugin while the whole application is done through
plugins composition. In this section, we present the general architecture of the
application layer of C3PO, as well as some examples of application plugins.

3.1 Application Layer Architecture

At the application level, the C3PO framework gets messages as a flow of events,
processes them and presents the results to the end-users. This level is also respon-
sible for the creation of new events reflecting some end-user actions. For example,
end-users can create new contents to be exchanged with other end-users; they
can also promote a received content to stress their special interests.

Depending on the SESN happening nature, the events may carry very dif-
ferent contents, from a short text message to information about a promote, and
thus event processing requires extensibility. Devices in the same SESN have a
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Fig. 4. C3PO application layer architecture.

set of identical processing units, but some more powerful devices may also have
additional specific ones.

The global architecture of the application level framework part is illustrated
on Fig. 4. Plugins are components responsible for the processing of incoming
events and for the interaction with the end-user [7]. The event dispatcher filters
incoming events with regular expressions (RE) stored in the plugin registry. For
each matching RE, the corresponding plugin processing unit is invoked with
the corresponding event. Plugins can store their processing results in their own
context. When a device connects to a SESN, the SESN Manager registers the
corresponding plugins in the registry. A SESN Canvas organizes plugins in the
graphical user interface.

A plugin is defined with three elements: (1) the RE of the events contents it
is interested in, (2) the processing modalities of the corresponding events, (3) the
management of end-user interactions with the results of its process. For example,
an image plugin candeclare in itsRE that it requires events containing references to
images, process the events by uploading the images, interacting with the end-user
by showing the list of images and proposing a “promote” button for each image.

Plugins must conform to the C3PO plugins API, that contains one standard-
ized function invoked by the event dispatcher. This method has one parameter:
a reference to an event in the event registry. An event can be processed by many
plugins.

The plugin registry gathers all RE in a way that optimizes plugins selection,
the event dispatcher uses this registry to trigger processing units in plugins, and
the event registry stores all event that have to be handled. The architecture is built
as a message bus. Plugins may be orchestrated with their RE specification. A first
plugin generates messages whose RE is exclusively requested by another plugin.

Plugins are developed using the AngularJS framework. User interactions in a
plugin are developed as an AngularJS directive. This Directive may also include
an event creation. This new event is thrown into the events queue of the network
level input. The graphical user interface is implemented using HTML5, CSS3,
Javascript, AngularJS and Design Material. The binding between the user inter-
face and the network level part is done using Apache Cordova. Several Cordova
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plugins have been developed in order to make accessible the functionalities pro-
vided by the framework in Javascript.

3.2 Application Plugins

In this section, we describe a subset of plugins that have already been devel-
oped in the C3PO project. Programmers can easily develop their own plugins to
provide applications that match with the targeted SESNs.

– The “Flow” plugin takes all the received and emitted events and displays
them as a list ordered with the last received first. Users can browse the list,
and can click a “promote” icon that indicates that they are interesting in this
event. Each promote done by the end-user generates and throws a new event
including a #promote hashtag and the source event id. A screenshot is given
on Fig. 5a.

– The “Tags Cloud” plugin takes all the incoming events and builds a tags
cloud that reflects the frequency of each hashtag in the content of the events
set. Its user interface displays the tags cloud. A screenshot of the Tags Cloud
plugin interface is given on Fig. 5b.

– The “Image” plugin selects events containing a reference to an image (url)
and displays them as a list ordered with the last received first.

– The “My Journal” plugin displays all events promoted by the user. Users
can manipulate the displayed list to raise, diminish or remove contents. At
the SESN termination it provides a summary of the happening. A scrennshot
of the MyJournal plugin interface is given on Fig. 5c.

– The “Popular” plugin allows users to show the most popular events, based
on the “promote” actions of the SESN members that have been received by
the device. The processing of the most popular events is done independently
by each device. So two devices in two isolated macronets will not have the
same list of contents in this plugin. Two devices subscribing to the same topic
and being in the same micronet have a bigger chance to get the same list of
contents in this plugin.

– The “Vote” plugin allows users to submit a content to a collaborative vote,
and to vote about a content. At the user interaction level, vertical swiping is
used to vote: down to ignore, up to promote. The Vote plugin is associated to
a “VoteResult” plugin that displays the results of the collaborative votes on
each submitted content.

– The “Live Recommendation” plugin quickly identify the most valuable
contents over time. To achieve that, the underlying algorithm of this plugin
attributes a score to each content based on both criteria, its popularity and
its freshness. While the former exploits the number of promotes, the latter
captures the delay between the publication of the content in the system and
their promotes. This plugin uses a sliding window, and refresh the score to
each content after a certain time window of size w. The following equation
computes the score attached to content c at the current date d:
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score(c, d) =
∑

P (c,d)∈[d0,d0+w]

P (c, d) × w

ΔT
where P (c, d) is the number of promote that c has collected so far, d0 the
starting date of the sliding window, and ΔT = d− dt which reflects the fresh-
ness of c where dc is the date when c has been created.
Each element of the sum follows the pattern of 1

x . As a consequence, each ele-
ment of the sum (i.e. each promote in the considered sliding window) increases
if ΔT < w. It means when the promote has happened before the considered
time window w. In contrast, this score is minored if the promote happens
after the time window w. In addition, this score is weighted by the number of
promote c has obtained so far. Lastly, the score associated to c is cumulative
and sums the score computed to each promote received in the considered time
window w. The starting date of the time window is different for each content
and is initialized at the reception of its first promote. The size of the time
window defines the temporal granularity to follow the event, more the time
window is small, more the event is largely detailed (by default, w is set at
10 min).

– The “Config” plugin helps user to activate or to deactivate each other plugin.
When deactivated, the plugin is removed from the user interface but keeps its
local context. If the user reactivates a plugin, it starts processing events with
the previous saved context.

(a) Flow (b) Tags Cloud (c) My Journal

Fig. 5. C3PO application level is organized through plugins composition.

4 Related Work

Nowadays, it exists a plethora of social networks. Most of them rely on a central-
ized architecture and require connectivity to the Internet. Over the last years,
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decentralized social networks have been studied and developed by researchers
and non-academic projects, especially to address privacy issues related to online
social networks [5,8]. However, none of them have considered social networks
formed spontaneously by a set of mobile devices.

Data sharing in opportunistic networks have been studied in different
projects. Haggle [10] takes advantage of contact opportunities and of device
mobility in order to follow the “store, carry and forward” principle in the com-
munication between devices. PodNet [6] implements a publish/subscribe model,
where users can express their interests via keywords and receive content items
accordingly. In Crowd [1], multimedia contents are exchanged via an online Web
portal through Wi-Fi hotspots. SocialNet1 mainly aims at detecting the social
links between people to improve the opportunistic forwarding of contents. Social
links rely on community memberships, history of contacts, recurrent mobility
patterns and/or user interests.

In C3PO, people implicitly express their common interests by physically
attending happenings, and by being members of the same SESNs. Due to the
ephemeral nature of the SESNs, the exploitation of information such as the his-
tory of contacts or the recurrent mobility patterns is not relevant. Projects Sarah
and Scampi [4] both have defined a middleware platform to support communi-
cation and service provision in opportunistic networks. They have also imple-
mented Android applications based on these middleware platforms. Sarah allows
to discover neighbors, manage a list of contacts, exchange contents in a secure
manner. Nevertheless, none of these projects provides incentive tools to support
a collaborative production of rich multimedia contents during ephemeral events.

5 Conclusion

In this paper, we have introduced a new type of social networks dedicated to
happenings, namely Spontaneous and Ephemeral Social Networks (SESNs). A
SESN has the characteristic of relying on the opportunistic network formed by
the devices of the happening attendees. We have presented the framework devel-
oped in the C3PO project to support opportunistic network communication and
application in SESNs. This framework is able to manage the different wireless
interfaces of mobile devices so as to form an opportunistic network dynamically.
At the application level, this framework exploits plugin composition to provide
both generic functionalities and specific functionalities according to the targeted
happenings. It is designed to be highly configurable and extensible, namely mak-
ing it possible to define various message forwarding strategies and various appli-
cation functionalities. Preliminary evaluation results we have obtained for this
framework in real conditions confirmed the validity of the approach [2].

Acknowledgments. The C3PO project is supported by the French ANR (Agence
Nationale de la Recherche) under contract ANR-13-CORD-0005. http://www.
c3po-anr.fr/.

1 http://www.social-nets.eu.
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Abstract. Data quality has become a pervasive challenge for organi-
zations as they wrangle with large, heterogeneous datasets to extract
value. Existing data cleaning solutions have focused on scalable tech-
niques to resolve inconsistencies quickly. However, given the proliferation
of sensitive, confidential user information, data privacy concerns have
largely remained unexplored in data cleaning techniques. In this work,
we present a new privacy-aware, data cleaning framework that aims to
resolve data inconsistencies while minimizing the amount of information
disclosed. We present a set of data disclosure operations that facilitate
the data cleaning process, and propose two information-theoretic mea-
sures for privacy loss and data utility that are used to correct inconsis-
tencies in the data.

Keywords: Data cleaning · Data quality · Information disclosure

1 Introduction

Organizations have found it increasingly difficult to extract value from their
data due to increasing data volume and data heterogeneity. Many data process-
ing tasks assume the data conforms to standard formats and data types, which
is rare in real data. Most real datasets contain missing, duplicate, and incom-
plete values. Data quality is a pervasive problem that spans across all industries.
Recent studies report that the annual cost of poor data quality for an organi-
zation ranges between $5M–$20M , with over half of these companies indicating
that managing data quality remains their number one issue [6].

Given increasing amounts of personal and sensitive information that are col-
lected online by social media sites and by organizations, there is growing concern
of how to perform automated data cleaning tasks while ensuring sensitive and
confidential information remains protected. Data privacy and data cleaning have
becoming increasingly important, and new techniques for improving data quality
while ensuring minimal data disclosure are strongly needed.

Developing automated techniques for data cleaning while providing data pri-
vacy guarantees is challenging, as these two tasks normally have competing goals.
In data cleaning, the objective is to gain as much knowledge about the data as
possible to correctly resolve data errors. In data privacy, the goals is to conceal
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 359–365, 2015.
DOI: 10.1007/978-3-319-26187-4 34
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Table 1. Master table M

ID Age Nationality Disease

m1 Gorou 26 Japan H1N1

m2 Mary 26 Canada H1N1

m3 Joe 30 U.S H1N1

m4 Wang 24 China H2N2

m5 Zhang 24 China H2N2

m6 Zhao 35 China Hepatitis B

m7 Jirou 34 Japan Hepatitis A

m8 Bush 40 Canada Skin cancer

m9 Kate 40 U.S Skin cancer

m10 46 Canada

Table 2. Target table T

ID Age Nationality Disease

t1 Gorou 26 Japan H1N1

t2 Mary 26 Canada colitis

t3 Bush 40 Canada Skin cancer

t4 Jirou 34 Japan Hepatitis A

t5 White 35 Canada Hepatitis B

as much of the data as possible. For example, consider Tables 1 and 2, represent,
respectively, a trusted (clean) master data source M (such as hospital medical
records), and a potentially dirty target data source T (e.g., patient records from
a local pharmacy).

Suppose there is a data quality (business) rule that states for each unique
value in the attribute age, we expect to see a unique value in the attribute
disease, as age influences the occurrence of particular diseases. This rule can
be represented by F1 : age → disease1. We observe that Table 2 contains two
records, t1 and t2 which violate rule F1, as the unique value age = 26 corresponds
to two non-unique values H1N1 and colitis. For the pharmacy to correct these
data inconsistencies, it requires consultation with a curated and clean master
data source such as M in Table 1 to reveal its data values to T . Naturally,
T would like M to disclose as much information as possible to maximize the
data utility in T . However, given the sensitive nature of the data, M would
like to disclose a minimal amount of information to maximize its data privacy
(enough to help T resolve its data inconsistencies).

To solve this problem, we need to consider three challenges: (a) the design of
a framework that combines data cleaning and data privacy; (b) define metrics
to quantify privacy loss and data utility; and (c) define a set of operations that
can be applied to M to control the amount of data disclosure. We present pre-
liminary results of our work, and make the following contributions: (1) We pro-
pose a privacy-aware, data cleaning framework that aims to balance the tradeoff
between data privacy and data utility; (2) We define information-theoretic met-
rics for privacy loss and for data utility; (3) We propose a set of data disclosure
operations that control the amount of privacy loss incurred.

2 Related Work

Our work finds relation to two lines of work: (1) privacy preserving data
publishing; and (2) data cleaning.
1 For illustration purposes of this example, we assume persons of a unique age
determine a unique disease.
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Privacy preserving data publishing (PPDP) techniques aim to publish data
in a manner that ensures sensitive information is not inadvertently released.
Techniques such as k-anonymity, l-diversity, (α, k)-anonymity focus on pro-
tecting sensitive and quasi-identifier attribute values using various partitioning
strategies [5,7]. However, these techniques only consider how to break the link-
age between sensitive and quasi-identifier values, and do not consider how to
manage and resolve inconsistent data values.

Data cleaning techniques have mainly focused on identifying a minimal
number of updates to the data to correct the underlying inconsistencies [1–3].
However, these solutions aim to identify sufficiently clean portions of the (same)
data instance to resolve the inconsistencies without considering data privacy nor
sensitive attribute value requirements. We aim to bridge the gap between data
cleaning and data privacy by proposing a framework that recommends updates
to the data while being cognizant to reveal a minimal amount of information.

3 Preliminaries

We introduce definitions and concepts from information theory and dependency
theory that will be used in our framework.

3.1 Self-information and Conditional Entropy

Self-information. It quantifies the information content associated with the
occurrence of an event in a probability space [8]. I(x) = log( 1

p(x) ) = − log(p(x))
where p(x) is the probability of event x. The smaller the probability, the larger
the self-information. Let R be a relation, X ∈ R is an attribute that generates
a probability space. Hence, each value x ∈ X corresponds to an event, and we
use self-information to capture the information contained in each value x.

Conditional Entropy. Given a particular value of a random variable Y ,
the conditional entropy of X given Y = y is defined as H(X|y) =
−∑

x∈X p(x|y) log p(x|y) where p(x|y) = p(x,y)
p(y) is the conditional probability

of x given y. The value H(X|y) measures the uncertainty in X when y is given.

3.2 Functional Dependencies

For a relation R, a functional dependency F : X → Y is a constraint between
two attribute sets X and Y . A data instance I of R satisfies F , denoted I � F ,
if for every pair of tuples t1 and t2 in I, if t1[X] = t2[X] then t1[Y ] = t2[Y ].
Consequently, if t1[X] = t2[X] and t1[Y ] �= t2[Y ], then we say that t1 and
t2 are inconsistent tuples w.r.t. F . For example, Table 1 satisfies F1, whereas
Table 2 does not. A data repair is an update to a data value that resolves an
inconsistency w.r.t. F . Specifically, if t1[X] = t2[X] then we can update t1[Y ] to
be equal to t2[Y ] to resolve the inconsistency. We consider repairs only to the
right hand side attributes of F .



362 Y. Huang and F. Chiang

4 Privacy Preserving Data Cleaning Framework

Figure 1 shows our privacy preserving data cleaning framework. We assume that
T contains inconsistent tuples, and to clean these errors, requests that M disclose
its data values to T . Both M and T each reveal a minimal amount of information
to each other, that is, T only discloses its inconsistent tuples to M . In the
following sections, we describe each module of our framework.

Fig. 1. Framework overview Fig. 2. Ontology tree

4.1 Identify Conflicts and Record Matching

The identify conflicts module identifies all inconsistent tuples in T w.r.t. each
defined FD. This can be done by partitioning the tuples in T according to the
values of X, and identifying those tuples with different values in Y for the same
value in X. For each group of values (that have the same X values) but different
values in Y , T will send these records to M for record matching.

In the record matching module, tuples from M are matched with the incon-
sistent tuples from T according to the values in X. We use the string similarity
measure cosine similarity. Records from M that satisfy a given minimum simi-
larity threshold are returned as matching records. For example, in Table 2, the
values t1[disease] and t2[disease] (the values in bold) are identified as inconsis-
tent data values w.r.t. F1. From the record matching, records m1, m2 ∈ M are
matched against inconsistent records t1, t2 ∈ T .

4.2 Repair Generation

In the repair generation module, we generate a set of repairs to the values in
T based on the matched records from M . We propose three data disclosure
operations for the data value m[Y ]:

1. M discloses m[Y ] to T , e.g., M reveals m1[disease] = “H1N1” to T .
2. M discloses no values to T . In this case, M maintains its data privacy, but

does not help to clean T ’s data.
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3. M discloses a generalization of value m[Y ]. Figure 2 shows an ontology tree
containing the disease values in M , depicting relationships between various
diseases and higher level categorizations of diseases. Instead of disclosing the
specific disease value ‘H1N1’ to T , we disclose its parent value, which is the
less specific (more generalized) value ‘influenza’. This reveals less specific,
sensitive information while still resolving the inconsistency in T .

M passes the disclosed data value(s) to T , who then applies these value(s) as
repairs. To ensure that the tuples in T are consistent following a generalization
repair operation, we slightly modify the definition of FD satisfaction to include
parent (and ancestor) values from the ontology tree. Specifically, given F : X →
Y , let y ∈ Y and ancestor(y) be the ancestral node of y. A data instance
I satisfies F if for every pair of tuples t1[X] = t2[X] then t1[Y ] = t2[Y ] or
t2[Y ] = ancestor(t1[Y ]). In our example, if t2[disease] is updated to ‘influenza’
then t1 and t2 now satisfy F1.

4.3 Repair Optimization

The repair optimization module quantifies the amount of privacy loss and data
utility gain from a repair operation. We first describe our privacy loss and data
utility metrics, and then show how we model the tradeoff between privacy loss
and data utility via a multi-objective optimization function.

Privacy Loss Metric. We propose an information theoretic based metric to
measure the amount of information disclosed by M . We consider two types
of information loss: (1) Self-information loss: denoted as I(y), to quantify the
amount of information in an attribute value y. (2) Association information loss:
denoted as aI(y) = H(X) − H(X|y). Given an FD F : X → Y , there is an
association between the attributes X and Y . If M discloses a value y ∈ Y , this
will disclose information about the associated X. The entropy value H(X) −
H(X|y) measures the reduction in uncertainty of X after y is known. A large
value indicates a large reduction in the uncertainty of X, which consequently
indicates that there has been a large information gain (i.e., more information
about X has been revealed). Let y be a value from M , we define our privacy loss
metric, priv(y), as the sum of the information loss for a single attribute value
and its associated values, priv(y) = I(y) + (H(X) − H(X|y)).

Data Utility Metric. Let y be the value disclosed by M to T . We want to mea-
sure the utility of y, util(y). If M discloses y directly, we define util(y) = 1

H(y)+1 ,
where H(y) is information entropy, and measures the amount of uncertainty in y.
We take the inverse since the lower the uncertainty value, the greater the utility
gain, and we add 1 to prevent a zero denominator. If M discloses a generalized
value of y (an ancestor of y), we define H(ancestor(y)) = −∑

p(u) log p(u) for
every descendant u of ancestor(y) in the ontology tree.
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Example: We continue our running example, and compute the privacy
loss and data utility for each of the three disclosure operations discussed in
Sect. 4.2. First, if M discloses m1[disease] = H1N1, since p(H1N1) = 3

10 , we
get I(H1N1) = 0.523 and aI(H1N1) = H(Age) − H(Age|H1N1) = 0.543,
then priv(H1N1) = 1.066; and util(H1N1) = 1

0+1 , since there is no uncer-
tainty. Second, if M discloses no attribute values then priv = 0, and there is
also no data utility gain, hence util = 0. Lastly, instead of revealing H1N1,
M discloses a generalization value influenza. We consider all descendant
nodes of influenza that occur in M to be an instance of influenza. Hence,
p(influenza) = p(H1N1) + p(H2N2) = 0.5. We get I(influenza) = 0.301,
and H(Age|influenza) = 0.458, and aI(influenza) = 0.316, and finally
priv(influenza) = 0.617; and H(influenza) = −(4 ∗ (0.25 log 0.25)) = 0.602
(assuming equal likelihood of each influenza type), then util = 1

0.602+1 = 0.624.
Disclosing a generalization repair significantly reduces the amount of informa-
tion disclosed (priv: 1.066 → 0.617), and data utility metrics (util: 1 → 0.624)
as expected.

Finally, to ensure a balanced tradeoff between privacy loss and data utility,
we consider modelling our problem as a multi-objective function. Since we want
to find a y which can minimize priv(y) and maxmize util(y), the objective func-
tion is obj(y) = min(priv(y))+max(util(y)). We can convert it to weighted sum
optimization function as wsum(y) = (α priv(y)) + (β 1

util(y) ) [4]. The weights α

and β represent the relative importance of privacy loss and data utility, respec-
tively, in the optimization, and should sum to 1. We use the simulated annealing
algorithm to navigate the search space for an optimal solution.

5 Conclusion

We presented our privacy-preserving data cleaning framework that recommends
data repairs to correct inconsistencies while minimizing information disclosure.
We proposed: (1) a set of disclosure operations that control the amount of infor-
mation revealed; and (2) information-theoretic privacy loss and data utility met-
rics. In future work, we intend to extend the set of disclosure operations, and
focus on evaluating the efficiency and effectiveness of our framework.

References

1. Beskales, G., Ilyas, I., Golab, L.: Sampling the repairs of functional dependency
violations under hard constraints. In: VLDB, pp. 197–207 (2010)

2. Beskales, G., Ilyas, I., Golab, L., Galiullin, A.: On the relative trust between incon-
sistent data and inaccurate constraints. In: ICDE, pp. 541–552 (2013)

3. Chiang, F., Miller, R.J.: Active repair of data quality rules. In: ICIQ, pp. 174–188
(2011)

4. Deb, K.: Multi-objective optimization. In: Burke, E.K., Kendall, G. (eds.) Search
Methodologies, pp. 403–449. Springer, New York (2014)



Towards a Unified Framework for Data Cleaning and Data Privacy 365

5. Fung, B., Wang, K., Chen, R., Yu, P.S.: Privacy-preserving data publishing: a survey
of recent developments. ACM Comp. Surv. 42(4), 14 (2010)

6. Howard, P.: The business case for data quality. Bloor Research, White Paper (2012)
7. Sweeney, L.: k-anonymity: a model for protecting privacy. J. Uncertainty Fuzziness

Knowl. Based Syst. 10(5), 557–570 (2002)
8. Thomas, J., Cover, T.: Elements of Information Theory, vol. 2. Wiley, New York

(2006)



A Data Quality Framework for Customer
Relationship Analytics

Fei Chiang(B) and Siddharth Sitaramachandran

McMaster University, Hamilton, Canada
{fchiang,sitaras}@mcmaster.ca

Abstract. Poor data quality has become an increasingly pervasive prob-
lem for organizations leading to operational inefficiency, increased costs,
and missed opportunities. As high quality data is a prerequisite to trusted
data analysis, we propose a framework that focuses on improving the data
model to improve data quality. In particular, we show how changes to
the underlying data design can achieve key data quality properties. We
conduct a case study that demonstrates the application of the framework
to a customer relationship management (CRM) problem. Our evaluation
shows that a set of CRM queries can be efficiently run over data sizes of
up to 10million records, and organizations can glean new insights about
customer preferences and activity.

Keywords: Data quality · Data design · Data analytics

1 Introduction

Poor data quality is a serious problem for organizations as it has become increas-
ingly difficult to reap value from their data, leading to operational inefficiency,
increased costs, and missed sales opportunities. Studies have indicated that by
2017, 33 % of the largest global organizations will experience an information
crisis due to poor data quality [9]. While recent legislations such as the US
Sarbanes-Oxley Act, the European Basel Accords, and the Privacy Act in Aus-
tralia, require organizations to maintain accurate and compliant records, there
are no specific guidelines provided as to how to achieve high data quality.

Most real data often contain missing, incomplete, duplicate, and inconsistent
values. To manage this problem, organizations focus on correcting data errors
by implementing specific, often manual, cleansing routines [2,4]. For example,
many existing solutions focus on identifying and correcting misspellings, syntac-
tic inconsistencies, or data that does not conform to an expected format and
structure. These solutions, however, do not address semantic notions of correct-
ness that are often subjective, and specific to an individual user or organization.
For example, consider an organization with a financial database that has an error
in the income field. If the error is corrected by representatives from the Mar-
keting department, the correction involves updating the income value to include
all gross product sales. Alternatively, if the error is corrected by representatives
c© Springer International Publishing Switzerland 2015
J. Wang et al. (Eds.): WISE 2015, Part II, LNCS 9419, pp. 366–378, 2015.
DOI: 10.1007/978-3-319-26187-4 35
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from the Accounting department, the income value is updated to include gross
sales and monetary donations, which are also considered sources of income. This
semantic interpretation of data quality is often modelled via a set of data quality
rules. These rules are often referred to as integrity rules as they are defined over
a data set to preserve data integrity. They represent the domain specific rela-
tionships that should hold over the data and that the data values are expected
to satisfy.

Having the correct data design is a critical component in the data quality
management process. A data architect gathers the requirements for the sys-
tem and its applications. A satisfying design ensures that the defined tables,
attributes, and the relationships among the data values, model the application
requirements. A data design that fails to capture the intended user and applica-
tion requirements produces unreliable and irrelevant data.

As increasing amounts of data are generated, the importance of having high
quality data for trusted data analysis has become critical for organizational
success. Data driven decision making has become a requirement for many orga-
nizations. Examples of data analytic queries include mining data repositories
to glean insights about customer preferences, identifying popular products, and
forecasting customer behaviour and preferences to predict future sales. All these
queries require high quality data to ensure the results are accurate, trusted and
timely.

Unfortunately, many organizations today are faced with data deluge, with an
overwhelming abundance of data and little insights on how to reap value from
this data. Legacy systems with outdated data models, stale data quality rules,
and adhoc data designs that are pieced together on an as-needed basis, all further
exacerbate the problem. In this paper, we propose a framework that focuses
on improving data quality by improving the data design with the objective of
providing more accurate, less redundant, and correct information for customer
relationship analytics. We make the following contributions:

1. A framework that improves the data design to improve data quality.
2. We conduct a case study showing the application of the framework to a cus-

tomer relationship management (CRM) problem. We discuss how changes to
the data model lead to knowledge about customer preferences and behaviour.

3. We conduct experiments to evaluate CRM query performance. In addition to
having a more complete and accurate view of customers, we show that the
queries run efficiently and produce higher quality results.

2 Related Work

Recent data cleaning systems provide a holistic view to data cleaning by using
a variety of data quality rules to capture different application and user seman-
tics [5,7]. Some of these systems have focused on building scalable, distributed
platforms that provide ease-of-use and increased efficiency [10].
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A recent research thrust in data cleaning has focused on statistical based
techniques that consider different types of error, and aim to minimize the dis-
tance between a clean data distribution and an ideal data distribution [3,6].
Wang et al., take a diagnostic approach to data cleaning by proposing tech-
niques that identify errors during the data generation process [14]. Our work
follows a similar diagnostic thread where we aim to provide a more automated
data cleaning process via: (1) focusing on data design errors that are a com-
mon source of data quality problems; and (2) leveraging integrity constraints to
ensure intended data relationships are enforced in the data.

3 Preliminaries

3.1 Data Quality Properties

The notion of high quality data is often subjective based on user and application
requirements. However, the following are data quality properties that organiza-
tions aim to maximize [12]:

– Existence: whether the organization has (or is able to collect) the data.
– Validity: whether the data values are within the acceptable domain.
– Consistency: the same piece of data contains the same value across different

locations.
– Integrity: the completeness of relationships between data elements.
– Accuracy: the data describes the properties of the object it is meant to model.
– Relevance: whether the data is appropriate to support the desired objectives.

A data quality model must first address the existence and relevance properties
prior to implementation. The remaining four properties are defined according to
an organization’s specific requirements and data usage.

3.2 Integrity Constraints

Integrity constraints (also known as data dependencies or data quality rules) are
the primary means for preserving data integrity. Constraints represent domain
specific rules and relationships that hold over any database instance that accu-
rately reflects the domain. Several types of integrity constraints exist in data-
bases. Keys represent a common constraint that consist of a set of one or more
attributes that uniquely identify a record in a database. Normally, one key is
designated a primary key, which is used to uniquely identify a record. To support
references between different datasets (and tables), a foreign key consists of a set
of attributes from table B that refers to the primary key in another table A. The
use of primary and foreign keys support referential integrity, that is, to ensure
that referenced values between tables are NOT NULL and are complete.

In relational data, a functional dependency (FD) F over a relation R is an
integrity constraint represented as F : X → Y , where X,Y are attributes in
R. A data instance of R satisfies F if for every pair of records t1, t2 in the
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data instance, if t1[X] = t2[X] then t1[Y ] = t2[Y ]. A functional dependency
defines a relationship between two specific attribute sets, where all records in
the data instance are expected to satisfy this relationship. By having the correct
integrity constraints defined and enforced over the data, prevents inadvertent and
anomalous data updates that can alter the underlying attribute relationships.

4 Framework Overview

Figure 1 presents an overview of our framework that improves data quality and
CRM data analytics. We assume the input data consists of a relational data-
base or data files that can be transformed into relational format. In the Design
Validation component, we first validate the schema of the input data by: (1)
checking whether appropriate integrity constraints1 are defined to model the
intended attribute relationships; (2) validating that the table is not ‘overloaded’
(i.e., modelling several entities in a single relation); (3) whether the data model
(and data) support the intended application semantics. At the end of the Design
Validation phase, we identify the gaps between the current and intended design,
that is, the missing constraints, tables and data that are needed to capture the
intended CRM application semantics.

Fig. 1. Framework overview

In Customer Profiling, we fill the gaps by implementing the necessary tables
and data quality rules to capture customer preferences and behaviour. This
includes capturing customer demographic data, and information about a cus-
tomer’s preferences for particular products, areas of interest, and customer activ-
ity (e.g., the type of products recently purchased, the amount spent). Given the
new design, a set of analytical queries that aggregate data across the tables can
be run to glean insights about customers, their preferences, their recent activity,
and anticipated future behaviour.

5 A Data Quality Framework for CRM Analytics

We describe how each component in our framework helps to improve overall data
quality and CRM analytics.
1 We refer to data quality rules and (integrity) constraints interchangeably.
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5.1 Design Validation

In the Design Validation component, our objective is to develop a data model
(schema) that satisfies as many of the data quality properties as possible (dis-
cussed in Sect. 3.1). We focus on addressing the following design issues commonly
seen in practice leading to poor data quality [12]:

D1 Minimize duplicate data. We discourage the use of disparate database
instances where information is duplicated. Unfortunately, this is common
practice in many organizations due to siloed organizational structures, and
poor data modelling. By minimizing the data duplication, we improve data
consistency (by minimizing the number of occurrences that represent the
same value), and data accuracy (we avoid having to reconcile duplicates).

D2 Minimize overloading of tables. We validate that information stored
within each table represents a single entity and its properties, or represent the
relationship between entities. Overloading a table to model multiple entities
leads to “wide” tables containing many attributes. While this centralized
design avoids the need to aggregate data from multiple tables, records that
do not have values for all the attributes will contain missing or NULL values.
Validation must be done to ensure that the attributes represent the desired
properties and are of the correct data types.

D3 Define and enforce data quality rules. We validate that a set of correct
integrity constraints are defined. This includes having keys to ensure unique
values are enforced, and appropriate attribute relationships are defined and
enforced via FDs. For example, in a financial dataset, a business rule such
as [salary] → [mortgageRate] can be modelled as an FD, stating that
a customer’s salary level determines their mortgage interest rate. This pro-
vides a validation mechanism to verify that changes to the data conform
to the constraints. Primary keys ensure that appropriate identifiers exist to
uniquely identify a record. Foreign key relationships ensure that references
between tables involve values that exist in the participating tables.

D4 Minimize incomplete information. Organizations often populate
attributes with default or dummy values, or worse, leave them empty. This
creates inconsistencies in the data, especially if there is duplication of data. In
some cases, for a table containing many incomplete values across all records,
it is preferable to partition the table into multiple, smaller, tables to mini-
mize data incompleteness.

If the data is loaded in a database system, the above issues can be identified
by running queries (with unique, non-distinct keywords) over tables suspected
of containing redundant data to identify duplicate data records. We validated
the data quality rules via: (1) validating that correct key and check constraints
were defined; and (2) in consultation with domain experts, we defined the nec-
essary FDs to ensure they aligned with the intended application semantics. An
alternative would be to apply FD discovery algorithms [8,11], to identify the
relationships that hold in the data. However, if the given data is potentially
dirty, then caution must be taken to identify those rules that are most relevant
and aligned with the intended application semantics.
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5.2 Customer Profiling

To support CRM analytics, organizations require a holistic view of customers
that provides complete information on their demographics, behaviour, and pref-
erences. In Customer Profiling, we fill the gaps between the current data design
and the desired CRM functionality. This includes capturing new data on cus-
tomer preferences and behaviour, defining new integrity constraints, and re-
designing existing tables to enable more efficient CRM queries. We discuss the
type of data we collect in each of these categories and the resulting queries that
are enabled.

Demographics. We first define tables that include customer identification and
contact information. Supplementary data such as age, gender, marital status,
and salary are additional characteristics that we use to segment customers for
targeted marketing. We collect this information by aggregating data from exist-
ing customer tables, customer response surveys, and customer profile accounts.
Depending on the source reliability of this data, some data values are susceptible
to errors and omissions. For example, sensitive data such as ethnicity, and salary
may be less trustworthy due to customer privacy concerns. To handle such cases,
a reliability weight w ∈ [0, 1] can be assigned to each attribute to represent the
trustworthiness of the data source. Attribute values with w = 1 denote a lineage
from a trustworthy data source, where a weight of w = 0 indicates an unreliable
source.

Preferences. Targeted marketing towards individuals and customer segmen-
tation groups requires a detailed understanding of customer preferences. This
information is obtained by mining customer purchase data. We apply data min-
ing algorithms such as the Apriori algorithm [1], and frequent item set mining
[13] to extract correlated attribute value relationships from the data. This data
includes customer purchase transactions showing the type of product, the pur-
chase price, the quantity, date and time of the sale, correlated with demographic
data, this data is used to derive a more comprehensive view of the customer.

Behaviour. This includes information such as customer purchase patterns, time
between purchases, and mining for correlations among recent purchases. To cap-
ture this information, we adopt a similar model as data warehouse environments.
We define tables that aggregate customer data and recent activity along a set of
time dimensions (per hour, per day, per week, etc.). These tables support online
analytical processing (OLAP) queries that aggregate information across a set
of dimension and fact tables. In contrast, to support frequent customer activity
such as purchase transactions, we store this data (e.g., transaction timestamps,
product characteristics) in a transaction table. We use IBM DB2 v.10.5.3 to
implement these two workload models and SQL scripts to populate the tables.
We use data from both types of tables (OLAP and transactional OLTP) to
gain a holistic view of recent customer activity and how this compares against
past behaviour. This provides us with a temporal view of customer activity and
preferences that previously were not available.
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5.3 Data Cleaning and Data Analysis

Following the Design Validation and Customer Profiling stages (conducted dur-
ing data design) we enter the Data Cleaning and Data Analysis stage. This
stage is executed during runtime once the data has been consumed, processed
and initial analysis has been done. Normally, data quality errors arise and are
identified as new data is generated, and integrated with existing data. We use the
defined integrity constraints to identify violating records and flag these incon-
sistencies for review by a user. Data cleaning algorithms that utilize integrity
constraints can be applied to propose updates (also known as repairs) to the
data to correct the inconsistencies [4]. These algorithms use constraints (such as
FDs) as a benchmark of the conditions and relationships that the data should
satisfy. Data that do not conform to these conditions and relationships are iden-
tified as inconsistencies. Repair algorithms propose data updates according to
a cost function that aims to minimize or maximize an objective. For example,
one such objective is to resolve all inconsistencies using at the fewest number of
data updates. As the data is corrected and inconsistencies are removed, a set of
OLAP and transactional OLTP queries are run over the data stores to identify
customer purchase patterns and trends. As new data is generated and added to
the data stores, the Customer Profile tables can be updated to include new (and
revised) table schemas and integrity constraints, as needed to ensure relevant
data is returned and efficient query performance is maintained.

6 Case Study

We conduct a case study to evaluate our framework by working with a
telecommunications company named AirWave2. AirWave provides communi-
cation based services via chip technology embedded in electronic devices. Their
clients (also referred to as vendors) apply this technology to market and sell
products to customers (also referred to as users). Customer activity such as
purchases and interactions with client products are recorded via chip enabled
devices. To increase sales for their clients (and for AirWave), a re-design of their
data model was needed. The objectives were to enable management to perform
targeted marketing towards different customer segments, and identify data qual-
ity issues.

6.1 Redesign

Figure 2(a) shows a portion of AirWave’s schema revealing several issues (as
discussed in Sect. 5.1):

(a) Customer information is stored on a per client basis, each with a differ-
ent schema, duplicating data and causing redundancy. In the client 2
instance, customers are referred to as users. To reconcile whether two cus-
tomers (across different client instances) are the same person will involve

2 The name AirWave is used to protect the organization’s identity.
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Fig. 2. Case study schema.

checking the appropriate attributes for equality (e.g., Client2.UserID and
client1.CustomerID). The current design has limited scalability, as addi-
tional clients are added, customer data is further duplicated. Queries exe-
cuted over the original design provide only a local (client) view of customer
activity. Similarly, there are schema inconsistencies for capturing sales infor-
mation. The design in Fig. 2(a) does not permit a global view of sales, and
computing total sales for an Event is possible only for Clients 2 and 3.

(b) The Client2.User table contains information about users and the prod-
ucts that he/she has expressed interest (via MinsSpent interacting with the
product). For each product that a user has expressed an interest, the user
name is duplicated. This is an example of an overloaded table containing
information that should be contained in two (smaller) tables.

(c) No integrity constraints are defined. For example, attribute Client3.
Customer.ProdID is not defined as a foreign key referencing the primary
key Client3.Product.ProductID. Changes to the primary key do not trig-
ger an update to all foreign keys, thereby, causing inconsistencies.

Design Changes. Figure 2(b) shows a sample of the changes we implemented:

(i) Reconcile inconsistencies and standardize naming conventions across all
tables such that entities have a consistent name (user vs. customer), and
attributes represent the same information (e.g., LName and FName should
be used to represent a customer’s name).

(ii) Implement a global schema and remove the localized (per-client) schema
model. Our global schema contains a table for each entity and its properties.
For example, a single Customer table exists for all clients, a Product table to
capture product information, and a Customer-to-Product Interactions
table to capture the products for which customers have shown interest.
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(iii) Define integrity constraints between foreign keys and primary keys. For
example, the attributes CustomerToProductInteractions.CustID and
CustomerToProductInteractions.ProdID reference, respectively, the pri-
mary keys CustID and ProdID in tables Customer and Product. We also
define check constraints to ensure that specific data types are enforced, and
out of range values for attributes are flagged as errors.

6.2 CRM Analytics

In CRM, a customer lifecycle describes the progression of steps a customer
undergoes when evaluating, purchasing, and maintaining loyalty to a product
or service. Figure 3 shows how our customer profiling data is used in a customer
lifecycle. In Stage 1, a lead is the entry point to the customer lifecycle, and any
user who registers with AirWave is considered a lead. As part of our redesign
and profiling, AirWave can query basic user information from survey response
and user registration data, to move a lead towards the next stage of the lifecycle.

In Stage 2, a lead is converted to a prospect when the data shows persons who
have interacted with products, and engaged with client representatives. This is a
critical stage in the lifecycle, as key information on user preferences, time spent
with the product, and demographic data, can be used for personalized market-
ing to convert this prospect into a customer. Lastly, in Stage 3, our objective
is to retain customer loyalty and increase the return on investment (ROI) for
each customer. We mine the historical transaction data to gain a deeper under-
standing of a customer’s buying habits, lifestyle, and product preferences. These
factors are used to identify related products and services that can be leveraged
in cross-selling and up-selling for increased sales.

6.3 Evaluation

We evaluated a set of CRM queries to test the efficiency of our framework. The
final design consisted of 29 tables, and was implemented on an Intel Xeon E5-
2670, 2.6 GHz, with 6 cores, and 32 GB RAM, using IBM relational database
DB2 v10.5.3. Our evaluation focused on three objectives:

1. Evaluate the query performance and scalability of commonly run CRM
queries to ensure the running times are within acceptable time limits for
AirWave.

2. Compare the query performance using the original data design versus using
the new, revised design.

3. A qualitative evaluation showing improved data quality via a reduction in
the number of duplicate, and incomplete data records.

Query Performance and Scalability. In consultation with data architects
and analysts at AirWave, we evaluated the performance of 13 commonly run
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Fig. 3. Customer lifecycle

CRM queries. Due to space limitations, we provide full details of the queries on
our website.3 The queries are classified into three broad categories:

– Sales: Compute product sales across clients, events, and customer segments.
– Customer: Determine customers that belong to each stage of the lifecycle, and

customer characteristics that lead to increased sales.
– Aggregation: Compute statistical summaries to extract information about his-

torical sales trends, customer buying activity, and product popularity.

To evaluate scalability, we ran the queries over increasing data sizes ranging
from 0.5 M to 10 M records. Due to space limitations, we report the main results
(running times can be found on our website):

(a) For 6 M records, 95 % of the queries ran in less than 2 s. This set of queries
included commonly run sales queries to determine total revenue, the cus-
tomer ROI, and characteristics of loyal customers. The remaining 5 % of the
queries ran in under 3m. These longer running queries included aggregation
queries that extracted and summarized historical information.

(b) Figure 4 shows the running times in milliseconds (ms) for each query cate-
gory. The aggregation queries running times are shown using the right y-axis
scale. Due to larger table sizes and complex statistical summaries, we observe
that the aggregation queries have higher running times than the sales and
customer queries. Customer queries show improved performance over the
sales queries due to a number of records pruned based on selective customer
characteristics (e.g., identify popular products for only male customers).

3 The CRM queries can be found at: www.cas.mcmaster.ca/∼sitaras/casestudy/.

www.cas.mcmaster.ca/~sitaras/casestudy/
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Fig. 4. Query performance.

(c) We measured the time to compute total sales for an event across all clients; a
query that was not possible using the original design. The query ran in 425 ms
over 10 M records, demonstrating the efficiency and value of our framework.

Comparative Performance. We evaluate the running time of eight queries
(Q1–Q8) using the original data design versus using the new, revised design. Due
to space limitations, the definitions and descriptions of the queries Q1–Q8 are
given on our website. Figure 5 shows the comparative query performance. For all
queries (except Q5), we see a performance improvement of at least 75 % or more,
demonstrating the effectiveness of our design changes. For query Q5, we observe
no difference in performance as the data records retrieved across multiple clients
in the old design were equal to those retrieved in the new design.

Fig. 5. Comparative performance Fig. 6. Qualitative evaluation
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Qualitative Evaluation. To study the data quality benefits of our design
changes, we ran the queries Q1–Q8 (using the original data design versus the
new design), and computed the number of records returned that were unique,
and those that contained incomplete or duplicates data values. In the interest
of clarity, Fig. 6 shows the returned records for the top-3 queries with the great-
est benefit (Q3, Q4, Q7), and the proportion of these records that were dupli-
cates or had incomplete attribute values, using the old data design. Between 87–
90 % of the records returned were either duplicates or contained missing values.
When we ran the same queries using the new design (that included revised table
schemas, and new integrity constraints), the duplicate and incomplete records
were removed from the result (only the unique records were returned), demon-
strating the quality improvement of the query results.

7 Conclusion

We presented a framework that focuses on improving data design to improve data
quality. As high quality data is a prerequisite to trusted data analysis, we conduct
a case study to show the value of our framework towards improving CRM data
analytics. Our evaluation shows that common sales, customer, and aggregation
queries can be efficiently run to glean insights that were not previously possible.
As next steps, we intend to investigate the use of ontologies for improving data
quality, to model and infer different interpretations of correctness.
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Abstract. Vegetation growing on railway trackbeds and embankments
can present several potential problems. Consequently, such vegetation is
controlled through various maintenance procedures. In order to inves-
tigate the extent of maintenance needed, one of the first steps in any
maintenance procedure is to monitor or inspect the railway section in
question. Monitoring is often carried out manually by sending out inspec-
tors or by watching recorded video clips of the section in question. To
facilitate maintenance planning, the ability to assess the extent of vegeta-
tion becomes important. This paper investigates the reliability of human
assessments of vegetation on railway trackbeds.

In this study, five maintenance engineers made independent visual
estimates of vegetation cover and counted the number of plant clusters
from images.

The test results showed an inconsistency between the raters when
it came to visually estimating plant cover and counting plant clusters.
The results showed that caution should be exercised when interpreting
individual raters’ assessments of vegetation.

1 Introduction

Vegetation that grows on railway trackbeds and embankments can present
potential problems. The presence of vegetation threatens the safety of person-
nel inspecting the railway infrastructure. In addition, vegetation growth clogs
the ballast and results in inadequate track drainage, which in turn could lead
to the collapse of the railway embankment. In the main, assessing vegetation
within the realm of railway maintenance is carried out manually by making
visual inspections along the track. If on-site inspections are not carried out,
monitoring is carried out by watching videos recorded by maintenance vehicles
operated by the national railway administrative body.

The true extent of vegetation is contained within the vegetation biomass. To
collect this, one has to perform destructive tests, i.e. excavating plants (roots

c© Springer International Publishing Switzerland 2015
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and shoots) and then weighing the dried or fresh roots and shoots on a scale.
This is very time consuming and, thus, financially expensive. Instead, a visual
estimate (VE) is often used in which humans visually make estimates of the
extent of vegetation. Common measurable vegetation attributes include density
of individual plants, cover, frequency and production [1,2]. In this investigation,
VEs of cover were used, together with the counting of plant clusters. Carrying
out VEs to measure vegetation can introduce problems, particularly with regard
to the reliability of the measurements; such concerns are the focus of this paper
and [3].

Several methods have been used to quantify whether the participating raters
(variously known as judges, assessors, observers and coders) are in agreement
with each other, and to assess the reliability of their estimates when making
independent ratings about a set of subjects (here, plants). A concise summary of
the many reliability measures is: “All reliability measures are intended to express
the degree to which several assessors, several measuring instruments, or several
interrogations of the same units of analysis yield the same descriptive accounts,
category assignments, quantitative measures or data for short” [4].

Other investigations into raters’ reliability in the railway domain have shown
that human raters tend to have a low level of agreement [5,6]. The purpose of
this investigation was to confirm and thereby strengthen previous findings or to
question and reject them.

For more detailed information on methods for measuring raters’ reliability
and agreements refer to [7,8]. Details of how to use the ICC can be found in
[9,10].

2 Method

Five maintenance engineer administrators representing four national regions of
the Swedish national railway administration, the Swedish Transport Administra-
tion (STA), and Borlange municipality were asked to make VEs from images that
showed the railway trackbed. Common to these maintenance engineer admin-
istrators was that each was ultimately responsible for determining whether
or not vegetation management should be carried out within their region, or
municipality.

The image data were acquired during a one-day field experiment at a railway
section along the railway between Falun and Grycksbo, Sweden (WGS 84 decimal
(lat, lon) coordinates 60.6657, 15.5437). Weather condition: Sunny, almost clear,
1/8th of the sky was covered with clouds, 25–27◦C, Dry conditions. All images
were acquired vertically from a nadir (bird’s-eye) perspective with a Nikon D90
DSLR camera, which sensed the visual spectrum (approx. 390 to 750 nm). A
tripod was used.

The investigation was carried out as an online Internet survey. First, each
of the respondents was contacted by telephone. Then, each respondent was
instructed through slideshow presentations and web conferencing software as
to what to do and how to make the VE. Each respondent was able to browse
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a). b)

Fig. 1. (a) Sampling area, and (b) AFC vs ACC method

the images on a website and they had the opportunity to ask questions orally
in real time while taking the survey. The respondents had no contact with each
other.

All the participating raters were instructed on where to make their assess-
ment, i.e., by defining the sampling area (see the non-yellow sampling area in
Fig. 1a), and how to make their assessments using the aerial foliage cover (AFC)
and aerial canopy cover (ACC) observation methods (see Fig. 1b). A review of
these two methods of observation can be found in [2]. The order of the images
was randomly re-arranged. Each rater then proceeded to make a series of VEs
using AFC or ACC.

By using these methods, the raters were asked to make a VE of vegetation
cover on a scale of 0 to 100 %. Vegetation was categorized as either: (1) woody
plants, (2) herbs, (3) grass, and (4) the remainder. The latter category included
gravel, soil, wood, and rocks, as well as litter, such as dead plants. After finishing
making VEs of the attributes shown in the list above, the raters were also asked
to count the number of vegetation clusters in each image.

Plant Cluster Definition: In this investigation, a plant cluster was defined
as being an individual plant or a tightly clumped group of individual plants,
as shown in Fig. 2. The number of clusters is dependent on the position of the
centre of gravity of each observed sub-cluster, or plant.

It is relatively easy to assess whether a plot is devoid of vegetation, or is
completely covered by the plant type in question; thus, images with 0 % and
100 % of the attribute in question were removed before the analysis. The purpose
of this investigation was to see whether or not the raters would give the same
estimate or whether there would be differences between them. It was not in the
interests of this study to try to find out which raters differed in their estimates;
therefore, no post-hoc tests were performed.

2.1 Inter-rater Agreements of Visual Estimates of Plant Cover
and Counting Plant Clusters

Inter-rater agreement, (or inter-rater reliability) is the degree of agreement
between the five raters who estimated the number of plant clusters from the
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Fig. 2. Plant cluster definition

same set of images. The term “inter-rater” implies “between raters”. The raters
participating in this investigation were assumed to be representative of a larger
number of similar raters in the population. Hence, the ICC(2,1) class was chosen
(see Definition in Eq. 1).

ICC(2, 1) =
var(β)

var(α) + var(β) + var(ε)
(1)

where var denotes the variance, var(α) denotes the variability due to differences
in the rating scale used by the raters. For example, when considering a sample
plot containing a “true” value of 5 % plant cover, rater A estimates this plot to
contain 10 % cover; however, rater B estimates the same plot to contain 15 %.
Here, var(β) denotes the variability caused by differences in the observed phe-
nomenon/subjects (e.g., the sample plots containing plants), and var(ε) denotes
the variability caused by differences in the evaluation of the observed phenom-
enon or subjects by the raters. For example, rater A finds that a sample plot
contains 45 plants, but rater D finds the same sample plot contains 5 plants,
because of different personal opinions on what and how to count. The ICC(2,1)
class is generalisable, whereas ICC values from ICC(3,1) class are not. The ICC
coefficient can theoretically vary between 0 and 1.0, where an ICC value of 0
indicates no agreement (i.e., no reliability), while an ICC value of 1.0 indicates
perfect agreement (i.e., the raters were unanimous in their decisions). Qualita-
tive ratings of ICC agreement based on the ICC values were suggested by [11] as
follows: Poor ICC-value < 0.40; Fair ICC-value 0.40 to 0.59; Good ICC-value
0.60 to 0.74; Excellent 0.75 to 1.0. In addition to the ICC(2,1) method the
Krippendorff’s α was calculated for the ratio data using the general Eq. 2;

αKripp = 1 − Do

De
(2)

where Do is the observed disagreement and De is the expected random dis-
agreement.

Six sub-investigations were carried out (see Sects. 3.1 to 3.6). Each rater
visually assessed the cover extent from images using two different methods: AFC
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and ACC, respectively. The type of target plants were woody plants, herbs and
grass, respectively. After making VEs to assess the cover of woody plants, herbs,
and grass, the raters were asked to count the number of plant clusters in each
image (see Sect. 3.7). This counting procedure was carried out twice, once after
they made their VE using AFC, and once after using ACC.

3 Results

The total number of images presented in each sub investigation was 51. In cases
where all raters unanimously estimated an image to contain exactly 0 % cover of
the target plant (i.e., woody plants, herbs or grass), these images were removed.
This approach was chosen in favour of allowing the investigator to decide if the
target plant was present or not.

Parametric methods were used for the analysis of the VEs. ANOVA tests at
95 % confidence level were performed on the raters’ VEs of each target plant
using ACC and AFC. All of the density plots indicated irregular, positively
skewed distributions. Therefore, in order to perform a parametric analysis the
data was log10-transformed, x′

i, and then normalised by subtracting the mean
log10-value, log10(x)i of all the human raters individual estimate of the same
image i. This type of normalisation, which is essentially a rescale operation, is
commonly named per-example mean subtraction, mean-centring, or normalisa-
tion by subtracting the mean. In essence, it centres the distribution to give a zero
mean value. This makes the distribution of the raters’ estimates of each image
more comparable with estimates of other images used in the experiment.

3.1 Visual Estimates of Woody Plants Using the ACC Method

The number of observed images in the analysis was 42. A non-significant dif-
ference in estimates was reported. F = 1.499 at df = 4 and 205, p = 0.2037. (H0

could not be rejected at 0.05 significance level; see box-plot in Fig. 3a).
Plot-wise variation and differences are presented in Fig. 3b. The maximum

difference when the raters made a VE of the same plot was 79 %, i.e., the highest
estimate minus the lowest estimate in the same plot. The minimum difference
was 0 %, i.e., total agreement. The median difference (over all plots) between the
highest and lowest plot cover estimate: Md = 14 % and the mean: x = 19.6%.

3.2 Visual Estimates of Woody Plants Using the AFC Method

The number of observed images in the analysis was 38. A significant difference
in estimates was reported. F = 5.219 at df = 4 and 185, p = 0.0005262. (H0 was
rejected at 0.05 significance level; see box-plot in Fig. 4a).

Plot-wise variation and differences are presented in Fig. 4b. The maximum
difference when the raters made an VE of the same plot was 35%, i.e. the highest
estimate minus the lowest estimate in the same plot. The minimum difference
was 0%, i.e. total agreement. The median difference (over all plots) between
highest and lowest plot cover estimate: Md = 6% and the mean: x = 9.0%.
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Fig. 3. Log10 transformed data for: (a) VE by each rater, and (b) VE per sample plot.

3.3 Visual Estimates of Herbs Using the ACC Method

The number of observed images in the analysis was 42. A non-significant dif-
ference in estimates was reported. F = 1.227 at df = 4 and 245, p = 0.2998. (H0

could not be rejected at 0.05 significance level: see box-plot in Fig. 5a).
Plot-wise variation and differences are presented in Fig. 5b. The maximum

difference when the raters made a VE of the same plot was 70 %, i.e., the highest
estimate minus the lowest estimate in the same plot. The minimum difference
was 0 %, i.e., total agreement. The median difference (over all plots) between the
highest and lowest plot cover estimate: Md = 26.5 % and the mean: x = 30.0 %.

Fig. 4. Log10 transformed data for: (a) VE by each rater, and (b) VE per sample plot.
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Fig. 5. Log10 transformed data for: (a) VE by each rater, and (b) VE per sample plot.

3.4 Visual Estimates of Herbs Using the AFC Method

The number of observed images in the analysis was 47. A significant difference
in estimates was reported. F = 4.674 at df = 4 and 230, p = 0.001206. (H0 was
rejected at 0.05 significance level; see box-plot in Fig. 6a).

Plot-wise variation and differences are presented in Fig. 6b. The maximum
difference when the raters made a VE of the same plot was 44 %, i.e., the highest
estimate minus the lowest estimate in the same plot. The minimum difference
was 0 %, i.e., total agreement. The median difference (over all plots) between the
highest and lowest plot cover estimate: Md = 9 % and the mean: x = 13.9%.

Fig. 6. Log10 transformed data for: (a) VE by each rater, and (b) VE per sample plot.
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Fig. 7. Log10 transformed data for: (a) VE by each rater, and (b) VE per sample plot.

3.5 Visual Estimates of Grass Using the ACC Method

The number of observed images in the analysis was 37. A significant difference
in estimates was reported. F = 2.666 at df = 4 and 180, p = 0.03395. (H0 was
rejected at 0.05 significance level; see box-plot in Fig. 7a).

Plot-wise variation and differences are presented in Fig. 7b. The maximum
difference when the raters made a VE of the same plot was 59 %, i.e., the highest
estimate minus the lowest estimate in the same plot. The minimum difference
was 0 %, i.e., total agreement. The median difference (over all plots) between the
highest and lowest plot cover estimate: Md = 9 % and the mean: x = 19.3 %.

3.6 Visual Estimates of Grass Using the AFC Method

The number of observed images in the analysis was 33. A significant difference
in estimates was reported. F = 5.427 at df= 4 and 160, p = 0.0004012. (H0 was
rejected at 0.05 significance level; see box-plot in Fig. 8a).

Plot-wise variation and differences are presented in Fig. 8b. The maximum
difference when the raters made a VE of the same plot was 84 %, i.e., the highest
estimate minus the lowest estimate in the same plot. The minimum difference
was 0 %, i.e., total agreement. The median difference (over all plots) between the
highest and lowest plot cover estimate: Md = 9 % and the mean: x = 22.2 %.

3.7 Counting Plant Clusters

In this investigation, the raters had to estimate the number of plant clusters
by counting them in each image, as defined in Fig. 2. ANOVA tests at 95 %
confidence level were performed on the raters’ assessment of the number of plant
clusters after the ACC and AFC sessions, respectively.
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Fig. 8. Log10 transformed data for: (a) VE by each rater, and (b) VE per sample plot.

Inter-rater Agreements in Counting Plant Clusters. Parametric methods
were used for the analysis of the log10-transformed data set. The original data
was not normally distributed, the original data points xi were transformed into

x̂ = log10(xi),
n=51∑
i=0

xi. A significant difference in count estimates between the

raters was reported. F = 5.579 at df = 4 and 250 df = 4 and 250, p = 0.0002566.
(H0 was rejected at 0.05 significance level; see box-plot in Fig. 9a).

Plot-wise variation and differences are presented in Fig. 9b. The maximum
difference between the raters in counting the same plot was 76 plant clusters,
i.e., the highest count minus the lowest count in the same plot (see Fig. 9b).

Fig. 9. Each rater’s counting of: (a) plant clusters after the ACC session, and (b) plant
cluster counts per sample plot
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Fig. 10. Each rater’s counting of: (a) plant clusters after the AFC session, and (b)
plant cluster counts per sample plot

Table 1. The raters’ levels of counting agreement as of the ICC(2,1) and
Krippensdorff’s α.

Count during session n Reliability ICC(2,1) p-value Krippendorff’s α

ACC 50 0.25 3*10−7 0.22

AFC 50 0.40 2.7*10−10 0.36

The median difference (over all plots) between the highest and lowest plot was:
Md = 16 plant clusters and the mean: x = 20.65 plant clusters.

The rater’s assessment of the number of plant clusters after the AFC session
also reported a significant difference in count estimates in between the raters.
F = 8.093 at df = 4 and 250, p = 0.000003761. (H0 was rejected at 0.05 signifi-
cance level; see box-plot Fig. 10a)

Plot-wise variation and differences are presented in Fig. 10b. The maximum
difference between the raters in counting the same plot was 70 plant clusters,
i.e., the highest count minus the lowest count in the same plot (see Fig. 10b).
The median difference (over all plots) between the highest and lowest plot was:
Md = 13 plant clusters and the mean: x = 17.8 plant clusters.

Table 2. The five raters’ reliability according to the ICC(2,1) and Krippendorrf’s α

Target plants VE method NO. of images n Reliability ICC(2,1) ICC p-value Krippendorff’s α

Woody plants ACC 42 0.27 1*10−6 0.25

AFC 38 0.38 5*10−10 0.30

Herbs ACC 50 0.36 1*10−11 0.30

AFC 47 0.41 4*10−14 0.35

Grass ACC 37 0.16 0.003 0.12

AFC 33 0.13 0.010 0.11
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To assess the reliability of the five raters, ICC(2,1) and Krippensdorff’s α
were calculated for the two plant cluster counting sessions (see Table 1, where n
denotes the number of images).

4 Conclusion and Discussion

Visual Estimates of Plant Cover. The ANOVA test results showed a degree
of inconsistency when it came to estimating plant cover. Four out of six tests
were found to be significant concerning differences in the mean estimates of cover.
Note that for each sub investigation a density plot of the residuals from the log10-
transformed data was produced to qualitatively determine that the residuals
were approximately normally distributed. The residuals in each sub investigation
appeared to be approximately normally distributed, thereby justifying our choice
of the ANOVA test. It should be noted that some of the raters sometimes found
it difficult to differentiate between a pine and a tuft of grass. This could explain
some of the fluctuations in cover estimates.

The raters’ level of agreement was assessed by computing the intracorrelation
coefficient ICC(2,1) and the Krippendorrf’s α. The degrees of freedom used for
the calculations in Table 2 are df1 = (n − 1) and df2 = (o − 1)(n − 1), where o
is the number of raters, and n is the number of estimated images.

Results for the ICC(2,1) and Krippendorrf’s α presented in Table 2 shows
values between ICC(2, 1) = 0.13 and αKripp = 0.11 (when estimating the cover
of grass using AFC) up to ICC(2, 1) = 0.41 and αKripp = 0.35 (when estimat-
ing the cover of herbs using AFC). If values around the arithmetic mean (in
between 0.4 to 0.6) are characterised as being moderate agreement, then the
results obtained for raters using ICC(2,1) could be described as ranging from
poor agreement to just about fairly moderate agreement. Similarly, the αKripp-
values could be described as poor agreement.

Counting of Plant Clusters: The results of our investigation into the inter-
rater reliability of raters’ counting of plant clusters showed instability between
individual raters. ANOVA tests showed that there were significant differences
between the raters’ counting of plant clusters. This applied both to the counting
after the ACC session, as well as that carried out after the AFC session (see
Sect. 3.7). In addition, ICC(2,1) and Krippensdorff’s α values were calculated
(see Table 1). Again, raters’ levels of agreement ranged from poor agreement
up to the lower boundary of moderate when counting plant clusters.

Thus, if individual raters were to estimate the amount of cover or count plant
clusters, the inter-rater reliability results would show poor to moderate agree-
ment. Hence, caution should be exercised when interpreting individual raters’
results.
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Abstract. Current day vegetation assessments within railway maintenance are
(to a large extent) carried out manually. This study has investigated the relia-
bility of such manual assessments by taking three non-domain experts into
account. Thirty-five track images under different conditions were acquired for
the purpose. For each image, the raters’ were asked to estimate the cover of
woody plants, herbs and grass separately (in %) using methods such as aerial
canopy cover, aerial foliar cover and sub-plot frequency. Visual estimates of
raters’ were recorded and analysis-of-variance tests on the mean cover estimates
were investigated to see whether if there were disagreements between the raters’.
Intra-correlation coefficient was used to study the differences between the esti-
mates. Results achieved in this work revealed that seven out of the nine
analysis-of-variance tests conducted in this study have demonstrated significant
difference in the mean estimates of cover (p < 0.05).

1 Introduction

Vegetation on and alongside railway tracks is a serious problem. The presence of
vegetation on the tracks reduces the elasticity of the ballast. Vegetation alongside
railway tracks (especially in curves and level crossings) severely challenges visibility,
as a result of which, trains have to be slowed down. Proper control and maintenance is
therefore necessary to ensure smooth operational routines [1–4]. Current day vegetation
assessments within railway maintenance are largely carried out manually by visually
inspecting the track on-site, or by looking at video clips collected by maintenance
trains, or trailers as they run along the track. The aim of this study is to investigate and
assess the reliability of such manual assessments; more specifically to compare the
visual estimates reported by the different raters’ to be able to evaluate disagreements (if
any). Two different studies have been conducted in parallel to investigate the above.
First study has mainly investigated issues relevant to quality and reliability of the visual
estimates reported by domain experts [5]. Second study has investigated similar issues
based on the visual estimates reported by non-domain experts and is the topic of this article.
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Work reported in this article is part of a major research project aimed at automating the
process of detecting vegetation on railway embankments. A complete description of the
research project is out of the scope of this article but could be found elsewhere [6–8]. The
rest of the paper is organised as follows. Section 2 presents data acquisition and
methodology. A brief introduction to the methods is also provided for the benefit of the
readers unfamiliar with the methods. Section 3 presents results of the visual estimates
reported by the different raters’. The paper finally presents concluding remarks.

2 Image Acquisition and Methodology

Images of railway tracks were acquired and presented to the raters’ for the sake of
simplicity. A DSLR Nikon D90 camera mounted on a tripod was used to acquire the
relevant images in visible spectrum (400 to 700 nm). The camera was set up on a tripod
at a height of 1.6 meters vertically above the ground to capture a nadir view of the track
bed. Note that no additional lighting or flash was used and all the images were acquired
under normal weathering conditions. All the images were of high (4288 * 2448 pixels)
resolution and were saved as RAW files in the RGB colour space. A total of 35 images
have been acquired to compensate for the ocular inspection onsite. Note that the limited
number of images in the current work is mainly due to the operational constraints in the
rail transportation domain. Collecting images of railway tracks, embankments, and
other relevant track components demands rerouting or even cancellation of traffic
operations and are expensive procedures. Three raters’ were picked at random from
among the academic staff at Dalarna University, Sweden. The raters’ neither had
experience in estimating plant cover nor did they have any experience of the railway
domain. For each image, the raters’ were asked to estimate the cover of woody plants,
herbs and grass separately (in %) using three different methods as follows:

1. Aerial canopy cover (ACC)
2. Aerial foliar cover (AFC)
3. Sub-plot frequency (SF)

In the context of assessing vegetation aerial canopy cover (ACC) is the area of
ground covered by the vertical projection of the outermost perimeter of the natural
spread of foliage of plants, also known as the convex hull. Small openings within the
canopy are included. If more than one species is to be included in the total cover, the
canopy cover may exceed 100 % because of overlapping. Aerial foliar cover (AFC) is
the area of ground covered by the vertical projection of the aerial portions of the plants.
Small openings in the canopy and intra-specific overlap are excluded. In contrast,
sub-plot frequency is a measure of the number of sub-plots that contain the target
species. A good discussion concerning the methods could be found elsewhere [9]. Note
that the raters’ were briefed about the aforementioned methods in prior and were asked
to visually assess the extent and sub-plot frequency in a maximum of 35 images. At this
stage it is worth mentioning that the images used for SF contained a 10 × 10 sub-plot
sampling frame (Fig. 1). As mentioned earlier the three raters’ were asked to estimate
the presence of woody plants, herbs and grass in images and a total of nine investi-
gations were recorded for further analysis. In this article the mean estimates reported by
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the raters’ were computed and analysis-of-variance (ANOVA) tests were tried and
tested to investigate whether if there were differences between the estimates and
intra-correlation coefficient (ICC) was employed for the purpose. i.e. it tested the null
hypothesis (H0) that the means of estimates are equal between the raters’ in order to
assess reliability in terms of the consistency of measurements made by several raters’
measuring the same quantity.

ICC is deemed particularly useful while assessing the reliability of ratings by
comparing the variability of different ratings of the same subject with the total variation
across all ratings and all subjects. The ICC coefficient can theoretically vary between 0
and 1.0, where an ICC value of 0 indicates no agreement whereas an ICC value of 1.0
indicates perfect agreement/reliability. A complete discussion of the classed is out of
the scope of this article but could be found elsewhere [10]. In this particular article, ICC
(2,1) class was chosen (Eq. 1).

ICCð2; 1Þ ¼ varðbÞ
varðaÞþ varðbÞþ varðeÞ ð1Þ

Before proceeding any further it is worth mentioning that preliminary visual
analysis of the (raters’) mean and median histogram plots have indicated an irregular,
positively skewed distribution. Therefore the data was log10 transformed for all further
parametric analysis. The fact that the density plots of the residuals obtained from the
log10 transformed data were approximately normally distributed further justifies the
choice of the ANOVA test.

3 Results and Analysis

What follows next is a brief discussion of the visual estimates reported using the
different methods.

3.1 Visual Estimates on Woody Plants

Estimates using ACC. An ANOVA test at 95 % confidence level was performed on
the raters’ visual estimates of woody plants using ACC. A significant difference in

Fig. 1. Sub-plot sampling frame

Reliability of Manual Assessments in Determining the Types 393



estimates was reported. F = 4.943 at df = 2 and 60, p = 0.0103 (H0 was rejected at 0.05
significance level, Fig. 2).

Estimates using the AFC. An ANOVA test at 95 % confidence level was performed
on the raters’ visual estimates of woody plants using AFC. A significant difference in
estimates was reported. F = 10.5 at df = 2 and 63, p = 0.0001158. (H0 was rejected at
0.05 significance level, Fig. 3).

Estimates using SF. An ANOVA test at 95 % confidence level was performed on the
raters’ visual estimates of woody plants using SF. A significant difference in estimates
was reported. F = 9.897 at df = 2 and 66, p = 0.0001741. (H0 was rejected at 0.05
significance level, Fig. 4).

Fig. 2. Log10-transformed visual estimates the raters’ on woody plants using ACC

Fig. 3. Log10-transformed visual estimates the raters’ on woody plants using AFC
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3.2 Visual Estimates on Herbs

Estimates using ACC. An ANOVA test at 95 % confidence level was performed on
the raters’ visual estimates of herbs using ACC. A non-significant difference in esti-
mates was reported. F = 1.391 at df = 2 and 66, p = 0.256. (H0 was not rejected at 0.05
significance level, Fig. 5).

Estimates using AFC. An ANOVA test at 95 % confidence level was performed on
the raters’ visual estimates of herbs using AFC. A significant difference in estimates
was reported. F = 3.955 at df = 2 and 60, p = 0.02435. (H0 was rejected at 0.05
significance level, Fig. 6).

Estimates using SF. An ANOVA test at 95 % confidence level was performed on the
raters’ visual estimates of herbs using SF. A non-significant difference in estimates was

Fig. 4. Log10-transformed visual estimates the raters’ on woody plants using SF

Fig. 5. Log10-transformed visual estimates the raters’ on herbs using ACC
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reported. F = 2.129 at df = 2 and 60, p = 0.1278. (H0 was not rejected at 0.05
significance level, Fig. 7).

3.3 Visual Estimates on Grass

Estimates using ACC. An ANOVA test at 95 % confidence level was performed on
the raters’ visual estimates of grass using ACC. A significant difference in estimates
was reported. F = 55.62 at df = 2 and 54, p = 7.676 ∗ 10−14. (H0 was rejected at 0.05
significance level, Fig. 8).

Estimates using AFC. An ANOVA test at 95 % confidence level was performed on
the raters’ visual estimates of grass using AFC. A significant difference in estimates
was reported. F = 48.94 at df = 2 and 54, p = 7.472 ∗ 10 − 13. (H0 was rejected at 0.05
significance level, Fig. 9).

Fig. 6. Log10-transformed visual estimates the raters’ on herbs using AFC

Fig. 7. Log10-transformed visual estimates the raters’ on herbs using SF

396 S. Yella et al.



Fig. 8. Log10-transformed visual estimates the raters’ on grass using ACC

Fig. 9. Log10-transformed visual estimates the raters’ on grass using AFC

Fig. 10. Log10-transformed visual estimates the raters’ on grass using SF
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Estimates using SF. An ANOVA test at 95 % confidence level was performed on the
raters’ visual estimates of grass using SF. A significant difference in estimates was
reported. F = 21.21 at df = 2 and 57, p = 0.0000001304. (H0 was rejected at 0.05
significance level, Fig. 10).

Finally the raters’ agreements have been tabulated for simplicity (Table 1). The
degrees of freedom used in the article are df1 = (n − 1) and df2 = (o − 1) (n − 1), where
o is the number of raters’ and n is the number of estimated images.

4 Conclusions

Current day vegetation assessments within railway maintenance are (to a large extent)
carried out manually; either through visual inspection onsite or by looking at video
clips collected by maintenance trains. This study has investigated the quality and
reliability of such manual assessments by taking non-domain experts into account to be
able to compare inter-rater assessments. Thirty-five track images under different con-
ditions were acquired for the purpose. Three (non-domain experts) raters’ were picked
at random from among the academic staff at Dalarna University, Sweden. For each
image, the raters’ were asked to estimate the cover of woody plants, herbs and grass
separately (in %) using methods such as aerial canopy cover (ACC), aerial foliar cover
(AFC) and sub-plot frequency (SF). Visual estimates of raters’ were recorded and
analysis-of-variance (ANOVA) tests on the mean estimates were investigated to see
whether if there were disagreements between the raters’. ICC (2, 1) was used to study
the differences between the estimates. Seven out of the nine ANOVA tests conducted in
this study have demonstrated significant difference in the mean estimates of cover
(p < 0.05). See Sects. 3.1, 3.2 and 3.3. However estimation of herbs using ACC and SF
methods were found to be non-significant i.e. no difference has been observed between
the raters’. The fact that raters’ expressed difficulty in differentiating between a pine
and a tuft of grass (when seen in a nadir perspective) further explains the fluctuation in
cover estimates. In the future it would be interesting to extend the work further by
carrying out cross investigations between domain experts and people who are
instructed (as in the current article) to carry out the assessment intuitively.

Table 1. Raters’ agreements as per ICC(2,1)

Type Method ICC(2,1) value p-value

Woody plants ACC 0.68 1.5 ∗ 10−8

AFC 0.62 3.9 ∗ 10−8

SF 0.76 1.1 ∗ 10−12

Herbs ACC 0.58 2.4 ∗ 10−6

AFC 0.73 7.4 ∗ 10−10

SF 0.78 4.1 ∗ 10−11

Grass ACC 0.15 0.011
AFC 0.19 0.003
SF 0.43 2.4 ∗ 10−5

398 S. Yella et al.



References

1. Hulin, B., Schussler, S.: Measuring vegetation along railway tracks. In: Proceedings of the
IEEE Intelligent Transportation Systems Conference, pp. 561–565 (2005)

2. Banverket: Vegetation maintenance manual, Bvh 827.1, Original title in Swedish: Handbok
om vegetation’ (2000)

3. Banverket: Vegetation maintenance requirements, Bvh 827.2, Original title in Swedish:
behovsanalys infor vegetationsreglering’ (2001)

4. Banverket: Safety inspections manual, Bvf 807.2, Original title in Swedish:
sakerhetsbesiktning av fasta anlaggningar (2005)

5. Nyberg, R.G., Yella, S., Gupta, N., Dougherty, M.: Inter-rater reliability in determining
types of vegetation on railway track beds. In: Accepted for Publication in the 3rd
International Workshop on Data Quality and Trust in Big Data in Conjunction with the 16th
International Conference on Web Information Systems Engineering (WISE), Miami, USA
(2015)

6. Yella, S., Nyberg, R.G., Payvar, B., Dougherty, M., Gupta, N.: Machine vision approach for
automating vegetation detection on railway tracks. J. Intell. Syst. 22(2) (2013). ISSN
2191-026X

7. Nyberg, R.G., Gupta, N., Yella, S. Dougherty, M.: Detecting plants on railway
embankments. J. Softw. Eng. Appl. 6(3B), pp. 8–12 (2013) ISSN online 1945-3124

8. Nyberg, R.G., Gupta, N., Yella, S. Dougherty, M.: Monitoring vegetation on railway
embankments: supporting maintenance decisions. In: Proceedings of the 2013 International
Conference on Ecology and Transportation, Scottsdale, Arizona, USA (2013)

9. Coulloudon, B., Eshelman, K., Gianola, J., Nea, H.: Sampling vegetation attributes,
Interagency Technical Reference BLM/RS/ST- 96/002 + 1730, Bureau of Land
Management’s National Applied Resource Sciences Center, Bureau of Land management.
National Business Center. BC-650B. P.O. Box 25047, Denver, Colorado 80225-0047
(1999)

10. Shrout, P., Fleiss, J.: Intraclass correlations: Uses in assessing rater reliability. Psychol. Bull.
86, 420–428 (1979)

Reliability of Manual Assessments in Determining the Types 399



A Comparison of Patent Classifications
with Clustering Analysis

Mick Smith1(&) and Rajeev Agrawal2

1 School of Technology, North Carolina A&T State University,
1601 E. Market Street, Greensboro, NC 27411, USA

csmith14@aggies.ncat.edu
2 Department of Computer Systems Technology, North Carolina A&T State

University, 209 Price Hall, Greensboro, NC 27411, USA
ragrawal@ncat.edu

Abstract. There is an abundance of data and knowledge within any given
patent. Through the use of textual mining and machine learning clustering
techniques it is possible to discover meaningful associations throughout a corpus
of patents. This research demonstrates that such relationships between USPTO
patents exist. Through the use of k-means and k-medians clustering, the accu-
racy of the USPTO classes will be assessed. It will also be demonstrated that a
more refined classification process would be beneficial to other areas of analysis
and forecasting.

Keywords: Clustering � K-means � K-medians � Patent classification �
Machine learning � Text mining

1 Introduction

As the age of big data continues to evolve so does the potential for analytic oppor-
tunities within large data sets. One area in particular that may lend itself to ongoing
analysis comes in the form of patent analysis. In addition to the quantitative analysis
that can be done on the frequency or patterns of patents, there exists massive amounts
of knowledge that can be extracted from the textual bodies of each document. It’s
possible that this knowledge could be used to improve on techniques used for searching
and retrieving patents of various classification or content. It is important to improve on
this process since the quality of the improper searching may result in unexpected
overlapping into another person’s intellectual property (IP).

The goal of this research is to determine which clustering method most accurately
represents the classification of patents as proposed by the United States Patent and
Trademark Office (USPTO). The clustering techniques examined in this paper will be
k-means and k-medoids. While this is by no means an exhaustive list of clustering
methods, it does offer a good starting point of investigation. Both of these methods are
efficient, proven approaches for the clustering of textual documents. The establishment
of a good clustering technique will provide a baseline for future research on patent
clusters. More specifically, it will provide a proven methodology to be applied in a
future quantitative and qualitative data mining analysis.
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A lot of benefits could be realized from the development of an efficient mechanism
for clustering and classifying patents. For instance, due to the sheer volume of patent
data there is an increased chance of copyright infringement. Individuals who desire to
submit a patent for a new idea may not be aware that the same concept already exists.
Such a violation could be avoided if the patents were correctly classified. Furthermore,
if the author of the patent had a mechanism to compare similarity of content to either a
single patent or group of patents, then this may result in a reduction of IP infringement.
Another benefit comes in the form of business value. New marketing and innovation
strategies can be discovered proper classification and analysis of patents [10].

The USPTO attempts to make their current classification as specific as possible. At
this time it includes 473 classes and offers even more granularity as there are over
150,000 sub-classifications. Although, such specificity may not be beneficial to the
analysis of large number of patents. For instance, if someone wanted to conduct
research on all “Green Energy”, they could perform a key word search on the USPTO
website and return a list of 643 related patents. However, this list may not be inclusive
of all patents related to green energy. Another approach may be to drill down into the
already defined classes that the USPTO has set forth. Though this method might only
yield patents related to a specific subset of green energy. Especially since each patent
may have multiple sub-classifications.

To properly encapsulate the scope of a patent search, it is necessary to consider
textual and content relationships from one patent document to the next. By extension, it
is suggested in this research that more meaningful relationships exist between patents
than is indicated by the classification and subsequent sub-classification. It should be
mentioned that this study is not fully conclusive and that this research is ongoing.

2 Background

One area in particular that exists as a byproduct of big data is the ability to autono-
mously retrieve textual information and associate various bodies of text. This need
spans anything from a web search conducted through an internet web search engine to
in-depth textual analysis and natural language processing. Recent research has used
semantic and word analysis to identify hidden relationships in social media comments
[12]. Additionally textual mining has been used to analyze and compare patents [2, 8,
9, 18].

2.1 Patent Clustering/Classification Techniques

Currently the USPTO suggests using a seven step searching strategy (www.uspto.gov).
Their process recommends that the person performing the search, brainstorm some
possible relevant terms, and using those terms recursively over multiple searching
trials. However, while this method may return a wide breadth of patents related to the
search, it is far from an exhaustive list. Furthermore, it is left up to the subjective
aptitude of the searching party.

A language based clustering approach was utilized by Kang et al. [9] to associate
patent documents. In their research, log-likelihood term frequency and data smoothing
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techniques are used to establish a good general information retrieval method. Reference
[11] used the k-nearest neighbor algorithm, the maximum entropy model, and support
vector machines, to classify Japanese patents. Although, their grouping strategy relied
heavily on the existing classifications assigned to the patents.

As proposed in this paper, similar research has been done in the field of patent
classification. A back propagation neural network was used by Trappery et al. [16] to
group a specific class of patents down to the sub-class level. Chen and Chang [2] also
proposed a three phase categorization method by which each patent is classified down
to the same level of detail. While their method offers an incredible amount of granu-
larity, it differs from this research in that their goal is to match patents to already
existing classifications. As previously mentioned, this paper aims to demonstrate that
there might be “hidden” clusters defined by textual clustering methods that offer better
classification than the current USPTO system.

2.2 Clustering

The data mining technique of clustering is one that has many benefits and can be
utilized in a variety of fields. According to Han and Kamber [6] examples of clustering
can be seen in marketing, land use, insurance, city-planning, and earth-quake studies.
Clustering is also widely used for text mining, pattern recognition, webpage analysis,
and marketing analysis [17]. By grouping and subdividing a collection of documents
or keyword it may be possible to discover certain trends that exist in data. This
grouping is one of the benefits of using clustering techniques. As it pertains to patent
mining and technology forecasting there have been many instances of use in other
research [4, 7, 8, 17]. Ruffaldi et al. [15] suggest that by using patent citations, that it is
possible to understand a given technology’s trajectory. The quality of a clustering result
depends on both the similarity measure used by the method and its implementation.
The quality of a clustering method is also measured by its ability to discover some or
all of the hidden patterns.

2.3 K-Means

K-Means Clustering is a clustering technique that clusters data based on the mean
vector distance between data points. It is a recursive algorithm that looks to find the
minimal mean distances between pieces of data and then group them together.
K-Means clustering often terminates at a local optimum. The global optimum may be
found using techniques such as: deterministic annealing and genetic algorithms [6].
According to Chernoff et al. [3] there are various versions of k-means algorithms,
depending on the method in which covariance matrices are estimated and the procedure
of reclassifying the means. K-means has also been proven to be an effective method for
classifying patent documents [2].

There are of course some limitations and weaknesses associated with the k-means
clustering method. Han and Kamber [6] offer a list of such weaknesses:
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• Applicable only when mean is defined, then what about categorical data?
• Need to specify k, the number of clusters, in advance
• Unable to handle noisy data and outliers
• Not suitable to discover clusters with non-convex shapes

2.4 K-Medoids

The K-Medoids clustering method is similar to the K-Means method in that both
attempt to minimize the vector distance between data points. The difference between
the two is that instead of finding the nearest mean the K-Medoids looks for the center
points as defined by the data and works to improve that data center through the use of
an arbitrary distance matrix. A common algorithm used for K-Medoids is PAM
(Partitioning Around Medoids). K-Medoids clustering has a computational advantage
over K-means clustering. K-Medoids clustering finds the representative objects (me-
doids) in clusters [8].

2.5 Other Clustering Methods

Sometimes when trying to describe a system it is necessary to use a non-discrete
metric. This is even truer when attempting to classify two or more potentially similar
groups. Through the use of fuzzy logic it is possible to use varying degrees of mem-
bership to measure levels of similarity. The principles of fuzzy logic can be extended to
the concept of fuzzy clustering. Goswami and Shishodia [5] have shown that it is
possible to use the fuzzy c-means (FCM) clustering algorithm to associate different
collections of texts. In their approach they use a bag of words approach to determine
the frequency of words in a document. Some important steps in their process include
pre-processing the text, feature generation, and feature selection. The large dimen-
sionality of textual collections is also challenging for classification algorithms and can
drastically increase running time. Researchers apply dimensionality reduction before
running the classification algorithm to alleviate these challenges [1].

Li et al. [13] proposed the use of two different document clustering algorithms,
Clustering based on Frequent Word Sequences (CFWS) and Clustering based on Fre-
quent Word Meaning Sequences (CFWMS). Their algorithms focused on the sequence
of words as opposed to the bag of words approach. The reason behind this was to cluster
based on implied meanings within the document instead of word frequency. In their
algorithms, each document is reduced to a compact document by keeping only the
frequent words. In the compact document, they kept the sequential occurrence of words
untouched to explore the frequent word sequences. By building a Generalized Suffix
Tree (GST) for all the compact documents, the frequent word sequences and the doc-
uments sharing them are found. Then, frequent word sequences are used to create
clusters and describe their content for the user [13]. Ideally a comprehensive metric of
text semantic similarity should be based upon the relation between the words in addition
to the role played by the various entities involved in the interactions described by each
of the two texts. Following this, the semantic similarity of textual components is based
upon the similarity of the component words in them [12].
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3 Experimentation

This research will utilize various data clustering methodologies to better assess the
quality of patent classifications by the USPTO. To achieve the results for this research
several applications were used. Figure 1 details the process used to create the desired
clusters. All of the patents used in this research were obtained from the UC Berkley
Fung Institute (https://github.com/funginstitute/downloads). The UC Berkley patent
data was extracted from the USPTO website and converted from XML to a SQLite
table structure. The database covers all US patents from 1976 to 2013 and consists of
4,823,407 patents. While it would be ideal to perform clustering on all patents, the
sheer size and volume patents makes that unrealistic for a short term analysis. To
address this issue a smaller sample of patents was extracted. Queries were run on the
SQLite database to extract patents that meet the following characteristics:

– Granted between 1995 and 2013
– Contains the word “Technology” in either the abstract or title
– For each patent, the following information was extracted:

• Patent title, Abstract, USPTO Class, USPTO Patent Number

These initial queries reduced the number of patents to 9,087. However, this was too
large a sample to conduct preliminary analysis on, so further filtration was carried out.
A random sample of 449 patents was taken from the reduced set of 9,087 and it
consisted of 10 USPTO classes. Table 1 contains the list of classes, descriptions,
quantities of patents that are used in this experimentation. The data was saved in .csv
format and the titles and abstracts were concatenated to create one “document” per row.

The .csv file was then loaded into RapidMiner so that a term frequency data term
matrix could be created. RapidMiner was used to tokenize the text in each row, make
all words lower case, remove stop words, and perform Porter stemming. The resulting

Fig. 1. Workflow for patent clustering
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data term matrix is then exported to another .csv file. This data term matrix that was
consisted of 449 rows and 1,417 columns. R was then used to perform various clus-
tering analyses on the data set.

Two types of clustering was performed in R, k-means and k-medoids. The first
objective of our research was to determine if each algorithm could accurately
approximate the classifications assigned by the USPTO. For this reason the number of
centers (k) was set to 10. Table 2 shows the clustering results for k-means while
Table 3 shows the results for k-medoids.

Table 1. Technology patent classifications, descriptions, and quantities

USPTO
class

Classification description Quantity

257 Active solid-state devices (e.g., transistors, solid-state diodes) 44
340 Communications: electrical 50
359 Optical: systems and elements 51
365 Static information storage and retrieval 55
370 Multiplex communications 48
435 Chemistry: molecular biology and microbiology 8
439 Electrical connectors 54
514 Drug, bio-affecting and body treating compositions 46
705 Data processing: financial, business practice, management, or

cost/price determination
50

707 Data processing: database and file management or data structures 43

Table 2. K-means cluster results
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A second objective of this research was to determine if the clustering carried out by
the USPTO was accurate. In other words, for the group of patents in this study, what is
the optimal number of groupings? To address this a few different approaches were
used, first a sum of squared error scree plot was created for the k-means clustering. This
graph can be seen in Fig. 2, where the objective is to observe an abrupt bend in the
curve which would indicate a suggested number of clustering centers. From observing
the plot in Fig. 2, there doesn’t appear to be a clear point where the curve bends.

Table 3. K-medoids cluster results

Fig. 2. K-means SSE Scree plot
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Table 4. Gap statistics

Fig. 3. Silhouette plot of k-means (k = 10)
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Fig. 4. Silhouette plot of k-means (k = 14)

Fig. 5. Silhouette plot of k-medians (k = 10)
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Another approach to finding the right number of clusters is to use a gap statistic.
Table 4 shows the gap statistic and standard error for both the k-means and k-medoids
results. As the highlighted row indicates, the gap statistic suggests 14 clusters for both
k-means and k-medoids. It should be noted that the gap statistic identifies the smallest
value of k such that f(k) is not more than one standard error away from the first local
minimum [14].

Unfortunately, the silhouette plots (Figs. 3, 4, 5 and 6) for each clustering approach
don’t reveal much of an association between the generated clusters and the data points
assigned to them. In the graphs, the clusters are listed in order from top to bottom with
each cluster element’s silhouette score displayed. The scores can range between -1
and 1, scores closer to 1 are desirable as they demonstrate a stronger association. Low
or negative scores may also indicate either too many or too few clusters. However, as it
has been stated, this research is in the preliminary stages, and further tweaking and
adjustments of the parameters of each algorithm should produce stronger results.

What may be of more interest is to notice that when the number of clusters
increased to 14, as suggested by the gap statistic, the strength of the silhouette scores
and plots improved. This may be initial support to one of the running arguments in this
paper. The classification of patents might be done in a more efficient manner if the
context of each patent is assessed analytically instead of subjectively.

To further support these findings the data was also transformed using Principal
Component Analysis (PCA). One of the known problems with the clustering of vectors

Fig. 6. Silhouette plot of k-medians (k = 14)
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from a data term matrix is that there may be a lot of sparseness within the matrix. This
may reduce the quality of the clustering results. To overcome this problem PCA can be
applied and reduce possibility of problems due to dimensionality issues. When applied
to this data the resulting gap statistic suggested 14 clusters as well.

Table 5. K-Medoids cluster results by percentage (k = 14)

Fig. 7. Pseudo code for assigning USPTO classes to clusters.
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Table 6. Patent cluster classifications based on USPTO classes

Cluster USPTO
class

Initial
quantity

Cluster
quantity

USPTO classification
description

Terms

1 n/a n/a 28 n/a Optical, light, surface,
includes, system,
member, plane

2 257 44 31 Active solid-state devices
(e.g., transistors, solid-state
diodes)

Layer, substrate,
region, formed,
device,
semiconductor,
dielectric

3 n/a n/a 49 n/a Device,
semiconductor,
devices, system,
signal, control,
network

4 435 8 15 Chemistry: molecular biology
and microbiology

Sub, signal, surface,
conductive, lens,
film, light

5 365 55 48 Static information storage and
retrieval

Memory, voltage, cell,
line, device, bit, cells

6 340 50 15 Communications: electrical Battery, circuit, rfid,
communication,
power, message,
electrical

7 n/a n/a 74 n/a Data, system, method,
memory, includes,
plurality, device

8 n/a n/a 40 n/a Information, network,
user, method,
system, based, data

9 370 48 13 Multiplex communications Signal, sequence,
reference, using,
method, value, assets

10 359 51 17 Optical: systems and elements Lens, group, side,
power, positive, sub,
zoom

11 514 46 51 Drug, bio-affecting and body
treating compositions

Methods, invention,
thereof, treatment,
use, pharmaceutical,
relates

12 707 43 18 Data processing: database and
file management or data
structures

Search, content, query,
results, method, web,
user

(Continued)
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One of the challenges of this experimentation is that the cluster classification was
not carried through to the final results. While this makes it impossible to construct a
true confusion matrix, it allows for interpretation beyond the initial USPTO classifi-
cation. Still a method for associating the generated clusters to the initial patent groups is
good for visual and contextual reference. Especially in the case of 14 clusters.
Observing what patents were deemed to be outside the scope of the suggested USPTO
class is an important step toward the creation of an alternative classification scheme.

The assignment of USPTO classes back to the created clusters starts with the
transformation of the cluster results table to indicate the quantity of patents in each
cluster as a percentage. This is shown in Table 5. To assign a cluster to a Classification,
the steps outlined with the pseudo code in Fig. 7 were followed. The highlighted cells
in Table 5 indicate the assigned class.

After associating a USPTO class to a cluster, the seven most frequent terms from
each cluster were extracted. As it can be seen in Table 6, the frequent terms do seem to
coincide with the USPTO classification descriptions. The terms listed are in order of
occurrence rank within the cluster. Also, clusters 1, 3, 7, and 8 were not assigned a
class and may warrant a new classification.

4 Conclusion

In this paper a subset of technology patents were clustered using k-means and
k-medians clustering. The goal was to determine how accurate these methods could be
and if the classifications suggested by the USPTO were sufficient for further patent
analysis. The quality of the classification scheme is extremely important to those
looking to delve deeper into trends and themes that are available in a patent corpus. It is
almost a certainty that the quality of more advanced textual mining and natural lan-
guage processing of patents would be improved with a less subjective grouping.

This research demonstrated that it was possible to create clusters of patents based
on the frequency of terms within each patent. The initial assessments certainly suggest
that it might be possible to improve on the accuracy of the clustering methods by
adjusting and testing different parameters. However, since many variations have
already been checked, the enhancements may be minimal. In line with the second goal

Table 6. (Continued)

Cluster USPTO
class

Initial
quantity

Cluster
quantity

USPTO classification
description

Terms

13 439 54 37 Electrical connectors Connector, includes,
portion, housing,
terminal, body,
contact

14 705 50 13 Data processing: financial,
business practice,
management, or cost/price
determination

Order, system, orders,
trading, method,
deposit, received
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of this research, the results showed that it is possible to generate new clusters and
classifications from existing ones. It may be possible to categorize each new cluster
better with Topic Modeling techniques such as Latent Dirichlet allocation. This will be
the focus of future related research.
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Abstract. In the view of the current service development of the express
delivery industry and the data quality problem experienced thereof, we consider
to construct an index-based evaluation system for the service quality for the
express delivery industry through the analysis of market investigation and data
analysis. This system applies analytic hierarchy process (AHP), to survey
expert’s options and obtain the index weights. The analytical evaluation of
service quality for the specific express delivery company is conducted with the
fuzzy comprehensive evaluation method. A service satisfaction degree for the
express delivery company is generated to improve the overall service perfor-
mance. Through evaluating results of the solution to the problems in the quality
of service, this paper aims at establishing a guideline to improve their service
quality for express delivery enterprises. This research aims at the development
of a novel method for service quality evaluation in the area of the fast growing
businesses of express delivery enterprises.

Keywords: Express delivery enterprise � Evaluation of service quality � Index
system � Analytic hierarchy process

1 Introduction

With the rapid development of web based e-commerce technologies, including
e-suppliers, logistics and e-distribution, many fast and convenient delivery businesses
such as “N deliveries per day” have emerged and progressed. Management of courier
companies and their service capabilities have received vast attentions from publics and
academics. Many express companies are gradually turning from competition of
delivery prices to enhancement of services.

Many researchers and developers have proposed and developed usable and effec-
tive theories and methods to evaluate the performance and qualities of logistics
enterprises. Saunders and Jones [7] put forward an information system based perfor-
mance evaluation model, which mainly considers an evaluation of logistics enterprise
at the organization level, the management level, and the system function performance
level. Several performance evaluation index system and methods were proposed for
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information platform of logistics and applying the entropy method and analytic hier-
archical process (AHP) method to evaluate the index system [3, 4, 12]. It gave the
construction of China express delivery service quality system and fuzzy comprehensive
evaluation [8]. Fuzzy evaluation based on SERVQUAL model used for online shop-
ping delivery service quality [9]. The researchers further construct a combination
approach of Copeland evaluation method to provide a useful reference for the devel-
opment of information platform. And in the before, A comprehensive evaluation model
was constructed. It based on a gray correlation analysis and entropy weight method,
which reduces the evaluation defects from personal factors and hence increases the
accuracy of evaluation methods [13]. Yan et al. propose a two-stage method composed
of the methods of analysis of network programming (ANP) and goal-oriented pro-
gramming (GP) [10], which provides support of comparative study of express delivery
companies and thus makes an accurate selection of the candidate express companies
based on their assignment proportions of businesses.

The SERVQUAL scale was derived from the works examine the meaning of
service quality and define service quality and illuminated the dimensions along which
consumers perceive and evaluate service quality [5]. In terms of the service quality
evaluation, an enhanced SERVQUAL (service quality) evaluation model was proposed
in [11], which can effectively evaluate the quality of delivery services. The
SERVQUAL model has been widely recognized by many marketing experts in the
world. It is considered the most typical method for evaluating the quality of services
[1, 2, 6, 15]. Based on the SERVQUAL model, it proposed a method to extend
the “security” dimension with one more reference, and based on the analysis of the
exploratory factor analysis and confirmatory factor to make it more suitable for the
assessment of the quality of Chinese express delivery services [14]. However, due to
the secondary indexing factors removed from the process of building the service quality
index system, it causes the result of information loss.

From the afore-mentioned, we have observed that very few good research methods
have been developed for performance/satisfaction evaluation analysis for express
delivery market for the fast growing demand in China. It is necessary for the courier
companies to improve their service quality and customer satisfaction before they are
driven out of the delivery service market. In this paper, we propose an innovative
evaluation model for both quantitative and qualitative analysis of performance eval-
uation of delivery enterprises. The weight coefficients are selected based on the
closeness to reality. The model can not only evaluate the service quality of express
delivery enterprises, but also improve the service quality as well as the customer
satisfaction.

The rest of this paper is organized as follows. In Sect. 2, we discuss the current
status of the service quality problems in express delivery businesses, focusing on
challenges caused by the fast growing and problems occurring delivery service quality.
In Sect. 3, we propose our method for service quality evaluation, by analyzing the
process of evaluation, extending the existing analytic hierarchy process (AHP), and
incorporating fuzzy comprehensive synthesis. Section 4 aims to test our method
through an establishment of performance evaluation index model and its implemented
system, with which we calculate the weights for the entire evaluation model and
perform the fuzzy evaluation. In the final section, Sect. 5, we conclude the paper by
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summarizing our improvement of the AHP method and pointing out how we will
further explore the evaluation of express delivery services in a real business
environment.

2 Express Service Quality Status

2.1 Fast Development of Express Business

With the growing prosperity of e-commerce businesses, the emerging express
logistics industry starts booming and its various functions gradually emerge in many
sectors of all kinds, including people’s daily life, governments’ activities, and public
activities.

According to the State Post Bureau, as of 2013 the total amount of postal services
reached RMB 267.9 billion yuan, accounting for nearly 9.2 billion couriers. The
courier has been approaching towards superpower, with an increase of 60 % over
last year, the daily processing maximum reaching more than 65 million items, and
the express income 142.9 billion yuan, with an increase of nearly 36% over last
year [16].

In the first quarter of 2014, the business volume of express delivery service
enterprises totaled 2.6 billion items, an increase of 51.9 % over the same period of last
year, and the business revenue totaled 41.35 billion yuan, an increase of 45.6 % of the
same period of last year [17]. The express processing volume and business revenue
have been rising at a high rate.

2.2 Express Service Quality Status

While the fast-growing of the express delivery businesses, problem comes as well, for
example, growing number of customer complaints. According to the general statistics
of fast delivery services, the overall rate of complaints has increased by nearly 80 %
compared to last year, and among others, the customers mainly complain the com-
modity damage and the delivery delays. The key problems include the shipment delay,
commodity damage, poor delivery services, express item loss, illegal charges, and
sign-first-inspection-later. Of these problems, delivery delays account for 52.1 %,
unsatisfactory services for 24 %, and item loss for 15.7 % [18].

Apparently, there are many problems existing in the entire procedure of express
delivery businesses, from shipment, delivery, payment, and post-delivery services,
which has been reflected in the high complaint rate. Probably, the rating of dissat-
isfaction lies in the topmost and however, it involves in many different aspects
(characteristics), such as delivery delay, hidden charges, and careless delivery. In
order to follow a healthy development path for the express delivery businesses in the
fast growing e-commerce, mobile-commerce, social-commerce industries, an inves-
tigation of improvement of the customer service satisfaction in the express delivery
business is indispensable and therefore it is necessary to study how to evaluate the
performance of express delivery services and propose an advanced evaluation model
and method.
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3 Service Quality Evaluation Method

3.1 Express Service Quality Evaluation Process

For an express delivery enterprise, an evaluation process of the service quality of
express delivery business mainly consists of the following steps.

Step 1 Determination of evaluation subject/agent. It is critical to determine the
evaluation subject/agent, which will provide an evaluation to quality of services
delivered by express logistics enterprises. The level of knowledge and industry
experience, possessed by the subject/agent, is heavily related and crucial to the accurate
degree of the evaluation results and thus the success of the evaluation.

Step 2 Seeking for information for evaluation. In order to establish the evaluation
goals, all relevant information about the evaluation methods, the procedure of the
delivery, and the delivery enterprise, should be properly collected, both from the
literature and the actual work, sorted and classified.

Step 3 Establishment of an evaluation index system. The creation of the evaluation
index system aims at effectively associating an express enterprise with the participants
involved in the procedure of evaluation.

Step 4 Distribution of weights. In the evaluation index system for delivery service
quality, the status and function of each index may not be necessarily the same. In other
words, some of the functions may have stronger influence on the evaluation than the
others. Therefore an appropriate weight is considered to give to each index based on its
importance to the evaluation of express satisfaction.

Step 5 Comprehensive evaluation. Using the weight coefficients and the index data
gained from the above steps, the service satisfaction degree of an express enterprise is
analyzed and the evaluation value is calculated.

Step 6 Analysis of evaluation results. Based on the service quality evaluation
results of general express logistics enterprises and the actual situation of a particular
express enterprise, a certain evaluation method is selected and applied to judge the
comprehensive evaluation value and draw a reasonable conclusion.

3.2 Service Quality Evaluation Method

Analytic Hierarchy Process. The analytic hierarchy process (AHP) is an effective
method for the quantitative analysis of the problems in the process of quantitative
analysis, which is a combination of qualitative and quantitative analysis model [3].

The steps of the analytic hierarchy process are described as follows [4].
Step 1 Establishing a hierarchical structure. When using the analytic hierarchy

process, the problem is divided into several levels, and a multi-level structure analysis
model is established based on the relationship between the levels of the factors. See
Fig. 1.

Step 2 Constructing judgment matrix. After the establishment of the hierarchical
layout, the relationships between the upper and lower factors are established. In order
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to make a quantitative decision, it is essential to determine the proportion (scale) of
1*9 by the relative importance of the matrix. Details are shown in Table 1.

Step 3 Hierarchical single sorting consistency checking. The feature vector W is
obtained from the matrix A in terms of the maximum eigenvalue λmax, and is nor-
malized in order to obtain a target at the same level compared to the corresponding
target level.

The consistency check algorithm is described as follows. Firstly, we calculate the
consistency index CI, namely CI = (λmax−m)/(m−1), where m is the number of the
order number of the judgement matrix. Secondly, we compute the second consistency
index RI, denoting the mean random consistency index, to produce the consistency
ratio CR, CR = CI/RI. Finally, we reckon the consistency of the judgment matrix A.
When λmax = m, CI = 0, it means the consistency of the judgment matrix A is entirely
consistent. The bigger the CI value and the zero deviation, the worse the consistency is.
The values of the judgment matrix RI of the order 1–10 are given in Table 2.

When CR < 0.10, it is considered that the judgment matrix A has the same degree of
satisfaction. If CR > 0.1, we need to adjust the judgment matrix A to achieve the
consistency of satisfaction.

Scheme M1

Criterion B1

Target A

Criterion B3Criterion B2

Scheme M3Scheme M2

Target layer

Scheme layer

Criterion layer

Fig. 1. Multilevel structure analysis model

Table 1. The proportion of scale

Bij

assignment
Meaning Bij

assignment
Meaning

1 i and j are equally important
3 i is more important than j 1/3 i is slightly less important

than j
5 i is significantly more

important than j
1/5 i was significantly less than j

7 i is strongly more important
than j

1/7 i is less important than j

9 i is extremely more
important than j

1/9 i is extremely less important
than j

2, 4, 6, 8 between{l, 3, 5, 7, 9} 1/2, 1/4,
1/6, 1/8

Between {1,1/3,1/5,1/7,1/9}
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Step 4 Total ranking and consistency checking. After calculating the weight of each
layer and the consistency check, we can get all the indicators from the same level for
the relative importance of a level of total sorting weight. This process is to calculate the
layers of satisfaction evaluation system, from high to low layer by layer, using the
linear weighting method, and in terms of the overall objectives to sort the plans based
on their weights to give the pros and cons of each plan.

Step 5 Make a decision. According to the results of the total rankings, the decision is
made in terms of the objectives.

Fuzzy Comprehensive Evaluation Method. The fuzzy comprehensive evaluation
method is a kind of quantitative evaluation method for the evaluation object. It can
provide an accurate decision-making basis for the evaluation method [9]. The
parameters and the procedure are described as follows.

(1) A set of factors U: U={u1, u2, …, un}.
(2) A set of evaluation V: V={v1, v2, …, vm}.
(3) Making single factor evaluation.
(4) Establishing an evaluation matrix.
(5) Determining the weight vector.
(6) Making fuzzy synthesis.
(7) Normalizing the vectors of fuzzy comprehensive evaluation.

For the last two steps, we need to select a weighted average operator, represented by
“*”. Both the weight vector W and the fuzzy comprehensive evaluation matrix R are
integrated to form a fuzzy comprehensive evaluation result vector S, S = W * R.
According to the evaluation grades of subordinate degree of evaluation object to make
decisions, for each plan we normalize the vectors and the criterion for decision making
is to prioritize the highest level of evaluation.

4 Express Service Quality Evaluation Model

4.1 Establishment of Performance Evaluation Index System

Evaluation of service quality scale is very impartment, which includes 5 dimensions
and 22 indicators in the SERVQUAL model [5]. Based on the above mentioned
problems in the express delivery industry and express satisfaction survey, we propose
an evaluation of service quality scale, which includes 6 dimensions (i.e. delivery
services, security, responsiveness, business level, service level, tangibility) and 18
indicators. The specific indicators are shown in Table 3. The table is divided into two

Table 2. The RI value of judgment matrix

Order 1 2 3 4 5

RI 0 0 0.58 0.9 1.12
order 6 7 8 9 10
RI 1.24 1.32 1.41 1.45 1.49
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parts: the first level indicators and the second level indicators, and the second level
indicators are the expansion of the first level indicators. The selection of these indi-
cators is based on the survey and analysis of the status quote and characteristics of the
quality of express delivery services, and can be used as an effective basis for evaluating
the quality of express delivery services.

4.2 Calculation of Weights

Here is the combination of the analytic hierarchy process (AHP) and the expert opinion
method to calculate the weight of the distribution [8]. A part of these data was obtained
through questionnaires. The data set collated in the paper includes a service delivery
quality table with 24 indicators. The original data come from the biggest e-commerce
company Taobao1 in China. The time range of soliciting the data is from 30th Oct. to

Table 3. Evaluation index system

Level indicators Secondary indicators

Express delivery service quality
evaluation system

A

Delivery B1
service

the way and the speed of take and
send express

delivery timeliness
order fulfillment

Security B2 express without loss
express without damage
compensation is reasonable and
clear

Responsiveness
B3

timely door-to-door service
the service hot line open
timeliness of the complaint
resolved

Business B4
level

scale and credit facilities
delivery network coverage
product diversification

Service B5 level staff professional and
communication skills

the attitude of take and send
express

the ability to handle complaints
order tracking query ability

Tangibility B6 cost reasonable and transparent
the delivery man dressed in
decent appearance

1 www.taobao.com.
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19th Nov. in 2008. We also adopted the research sources (mainly the experiment data)
from literature, process quality, corporate image data, as well as other statistical results.

For the index exceeding three dimensions of the secondary indexes, we summarize
the expert opinion and use the analytic hierarchy process (AHP) to determine the
weights together with the consideration of the express industry survey.

On the basis of the actual investigation and the summary of the expert opinions, we
allocate the weights and determine the judgment matrix A as follows:

A ¼

1 1=3 3 4 1=2 2
2 1 4 5 3 3

1=3 1=4 1 2 1=3 1=3
1=4 1=5 1=2 1 1=3 1=3
2 1=3 4 3 1 3

1=2 1=4 3 1=3 1=3 1

2

6666664

3

7777775

The result shows that the largest eigenvalue of the matrix A is 6.2546. We get the
result of consistency index 0.05092 by using the formula CI = (λmax−m)/(m−1). The
order of the judgment matrix A is 6, and the corresponding RI = 1.24 is obtained by
looking up the Table 2. Using the formula CR = CI/RI = 0.05092/1.24 = 0.04106, the
result CR < 0.1 shows that the judgment matrix A has a consistent satisfaction. The
feature vector of the maximum eigenvalue of the matrix is calculated and normalized.
The A level of the index weight is W = (0.1953, 0.3603, 0.0693, 0.0502, 0.2318,
0.0932).

Now let us determine the judgment matrix of the B1 level:

B1 ¼
1 1=2 1=3
2 1 1=2
3 2 1

2

4

3

5

By calculating the matrix, the largest eigenvalue λmax = 3.0092, CR = 0.0079 < 0.1.
It has a consistence satisfaction too, with the B1 level index weight W1 = (0.1634,
0.2970, 0.5396).

For the judgment matrix of B2 level, we have:

B2 ¼
1 3 2

1=3 1 1=2
1=2 2 1

2
4

3
5

Its maximum eigenvalue is λmax = 3.0092, CR = 0.0079 < 0.1. It has also a
consistence satisfaction (Note that the maximum eigenvalue λmax is calculated based on
the matrixes B1 and B2 respectively). The result is the same due to the same the
dimension of judging matrixes. Similarly, the same value is obtained for CR. Its B2
level index weight is W2 = (0.5396, 0.1634, 0.2970).

For the judgment matrix of B3 level, we have:
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B3 ¼
1 3 2

1=3 1 1=3
1=2 3 1

2

4

3

5

Its largest eigenvalue λmax = 3.0536, and CR = 0.0462 < 0.1. It has a consistence
satisfaction with the B3 level index weight W3 = (0.5278, 0.1396, 0.3325).

The judgment matrix of B4 level is:

B4 ¼
1 1=5 1=4
5 1 2
4 1=2 1

2
4

3
5

It has the largest eigenvalue λmax = 3.0246, and CR = 0.0212 < 0.1. It has a
satisfactory consistency, with the B4 level index weight W4 = (0.0974, 0.5695,
0.3331).

The judgment matrix of B5 level is:

B5 ¼
1 1=3 1=3 1=2
3 1 2 3
3 1=2 1 2
2 1=3 1=2 1

2
664

3
775

and its largest eigenvalue λmax = 4.0710, and CR = 0.0263 < 0.1. It has a satisfactory
consistency and its B4 level index weight W5 = (0.1059, 0.4476, 0.2829, 0.1636).

For the B6 level of the index weight determination, we establish the index weight
W6 = (0.816, 0.184) using the method of expert evaluation and statistical summary as
discussed earlier.

The weights of each layer are listed in Table 4.
In the selection of the 18 customer satisfaction index factors, these factors, delivery

timeliness, order fulfillment, price reasonability, items loss, reasonable compensation,
the attitude of send-and-take express have the highest weight indicators. However, the
facilities, product diversification, and order tracking query have relatively low weights,
which is consistent to the actual survey we received from the express delivery
enterprises.

4.3 Fuzzy Evaluation

A fuzzy analysis method is used to evaluate the degree of satisfaction of three express
delivery enterprises.

The steps of the fuzzy evaluation method are described as follows.
Determine the evaluation factors. This is a two-level evaluation method. The

corresponding evaluation factors should belong to two different levels.
The first level contains B1 = {the way and the speed of take-and-send express,

delivery timeliness, order fulfillment}, B2 = {no item loss, no damage, the compen-
sation is reasonable and clear}, B3 = {timely door-to-door service, service hot line
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open, timeliness of the complaint resolved}, B4 = {scale and credit facilities, delivery
network coverage, product diversification}, B5 = {staff professional and communica-
tion skills, the attitude of take-and-send express, the capability to handle complaints,
order tracking query ability}, and B6 = {the cost is reasonable, transparent, the delivery
is appropriate}. The second level has only U = {delivery service, security, respon-
siveness, business level, service level, tangibility}.

Determine the planning level set. The planning contains four levels “very high”,
“high”, “average”, and “low”, namely the establishment of the evaluation level set
V = {very high, high, average, low}.

Calculation of a single-factor evaluation and building of an evaluation matrix.
According to the collected data of research and expert opinions, we evaluate single
factors and set up the evaluation matrix R1, R2, R3, R4, R5, and R6.

Establishment of weight vectors with fuzzy synthesis. The analytic hierarchy pro-
cess (AHP) is applied to obtain index weight for each item W1, W2, W3, W4, W5, and
W6. Then we make the fuzzy synthesis as follows:

Si ¼ Wi � Ri; 1\ ¼ i\ ¼ 6:

The results S1, S2, S3, S4, S5, and S6 form a fuzzy comprehensive evaluation
matrix R. The weight vector W and the fuzzy comprehensive evaluation matrix R are
combined to provide the fuzzy comprehensive evaluation results vector S, S = W * R.

Table 4. The value of index weights

Target
layer

Level indicators
weights

Secondary indicators weights
The weight relative to level
indicators

The weight relative to
target layer

W W1 0.1953 0.1634 0.0319
0.2970 0.0580
0.5396 0.1054

W2 0.3603 0.5396 0.1944
0.1634 0.0589
0.2970 0.1070

W3 0.0693 0.5278 0.0366
0.1396 0.0097
0.3325 0.0230

W4 0.0502 0.0974 0.0049
0.5695 0.0286
0.3331 0.0167

W5 0.2318 0.1059 0.0245
0.4476 0.1038
0.2829 0.0656
0.1636 0.0379

W6 0.0932 0.816 0.0761
0.184 0.0171
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Normalization process. The normalization process yields SA = (0.23, 0.31, 0.25,
0.20), SB = (0.28, 0.28, 0.23, 0.21), and SC = (0.19, 0.22, 0.29, 0.29).

This decision making process is carried out by using the principle of maximum
subordinate degree. By the fuzzy evaluation we find that the overall satisfaction of
these three courier companies is not very high, and the results is that the enterprise B
has its comprehensive satisfaction higher than that of the enterprise A, which in turn
higher than that of the enterprise C. At present, the total score of the express service
quality is low and the gap between the customer expectations and the quality of service
delivery is large. The express delivery service quality has a lot of space to improve.
Enterprises can ameliorate service delivery quality to improve satisfaction according to
the different weighting of different dimensions.

5 Conclusion

With the development and enhancement of e-commerce technology, to purchase online
becomes more and more popular. This certainly brings a huge development opportunity
for express delivery businesses. However, many problems occur in the businesses too,
for example, low service quality in delivering items, while it becomes indispensable in
our daily life. Therefore, to correctly and efficiently solve these problems in service
quality and performance of express delivery businesses is the key to the enhancement
of their competition powers.

In this paper, the evaluation index system of express service quality is the com-
bination of quantitative and qualitative analysis, and the weight coefficient is more
close to the reality, which makes the evaluation results more accurate. It helps to
evaluate the service quality of express enterprise, which makes the enterprise to
understand the essence of express service. According to the weight of each index,
the enterprise should make a clear direction of service development and find out
the method to improve the quality of express delivery service. So is to improve the
satisfaction level of express enterprises to enhance their competitiveness. The
shortcomings of this paper lie in that the indicators in the evaluation index system
constructed is overmuch, the data acquisition caused the limitations to a certain
extent.

It is known to us, the subjectivity and arbitrary of measurement of the service
quality, particularly in the areas of e-commerce businesses, are the major obstacles to
effective and reasonable judgement of service quality and rigorous development of the
measure theory and algorithm. We plan to pursue this research direction in our next
study.
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Abstract. People often share their visited Points-of-Interest (PoIs) by
“check-ins”. On the one hand, human mobility varies with each individ-
ual but still implies regularity. Check-ins of an individual tend to localize
in a specific geographical range. We propose a novel model to capture
personalized geographical constraint of each individual. On the other
hand, PoIs reflect requirements of people from different aspects. Usually,
places of different functions show different temporal visiting distributions
and places of similar function share similar visiting pattern in tempo-
ral aspect. Temporal distribution similarity can be used to characterize
functional similarity. Based on the findings above, this paper introduces
improved collaborative filtering models by jointly taking advantages of
geographical constraint and temporal similarity. Experimental results on
real data collected from Gowalla and JiePang demonstrate the effective-
ness of our models.

Keywords: Recommendation system · Collaborative filtering · Geo-
graphical constraint · Temporal similarity

1 Introduction

The popularity of smart mobile devices with positioning technologies triggers
the advent of Location-based Social Networks (LBSNs), such as Foursquare,
Facebook Place and Yelp, which combine online services and offline activities.
In traditional social networks, users build digital social connection. However, in
LBSNs, with mobile communication devices now reaching almost every corner
of planet earth, users are encouraged to share their location information and
extend virtual social connection to real life by sharing their life experiences with
“check-ins”.

There are two kinds of participants playing important roles in LBSN, namely,
ordinary users and business owners. Ordinary users play the part of consumers

c© Springer International Publishing Switzerland 2015
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who consume services provided by business owners and LBSN platform develop-
ers. Users can choose services that satisfy their requirements or save expenses.
Business owners provide information that draws attentions of users and favors
profits of business owners themselves. Business owners partnering with LBSN
platforms can publish advertisements or discount information. Based on users’
historical behaviors, their interests can be explored, which makes it easy for
business owners to provide corresponding services.

In this work, we focus on Point-of-Interest (PoI) recommendation in LBSNs.
Both of users and business owners can benefit from recommendation systems.
For business owners, they can make their services stand out. For users, good
services matching their preferences can be provided. The key issue of achiev-
ing a successful PoI recommendation is to capture factors that influence users’
decisions to visit PoIs and model these factors. Our work is based on exploiting
geographical constraint and temporal similarity.

Geographical constraint of a user influences the possibility of visiting a PoI. It
does not make sense to recommend the user a PoI out of her mobility range even
though the PoI satisfies her requirements and matches her preferences. There
have been several models developed for capturing human mobility pattern. For
example, previous work [1,8,11,13] used a power law distribution to model geo-
graphical influence. Other work [3,4,14] modeled geographical constraint using
Kernel Density Estimation (KDE) method. Gaussian Mixture Model (GMM)
can also be adopted when capturing geographical clustering phenomenon [12].

Besides geographical influence, temporal influence should be noted from daily
check-in behaviors as well. Human form repetitive behavior patterns, which
provides predictability to human mobility, temporal preferences and temporal
requirements. Work [1,12] demonstrated that geographical states of some users
are influenced by the time factor. Exploring temporal proximity can also con-
tribute to recommendation effectiveness [11,13]. In this work, we examine tempo-
ral similarity of PoIs’ visiting distributions and use the similarity to characterize
functional similarity.

This paper first investigates geographical constraint and temporal similarity
separately, and then combines geographical influence with temporal influence in
two different ways. The main contributions of our work are:

– We propose a novel geographical pattern model called Short-term Cluster-
based Gaussian Mixture Model (SCBGMM) to capture a personalized check-
in distribution for each individual.

– We measure functional similarity of PoIs by using temporal distribution. Tem-
poral similarity is capable of explaining characteristics of a PoI.

– We demonstrate the effectiveness of geographical constraint, temporal simi-
larity and two combinations of geographical and temporal influences by incor-
porating factors mentioned above with a basic model.

The remainder of the paper is organized as follows. We discuss previous
studies related to PoI recommendation in Sect. 2. We introduce models based on
geographical constraint and temporal similarity in Sects. 3 and 4, respectively.
We present two ways to combine geographical and temporal influences in Sect. 5.
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In Sect. 6, we verify the effectiveness of our proposal on two real datasets. We
conclude our work in Sect. 7.

2 Related Work

Collaborative Filtering. There exist two basic flavors of collaborative filter-
ing (CF), user-based CF (UCF) and item-based CF (ICF). UCF recommends
items that users with similar preferences have visited, viewed or purchased. ICF
recommends items which are similar to those having been visited, viewed or
purchased by same user [5].

In this paper, ICF is used as the basic algorithm. The reasons of this in the
context of LBSN are two-fold. First, in UCF, similarity between users is indi-
cated by historical PoI records and is hard to extend to other respect of user
behaviors. While in ICF, temporal similarity makes up for lacking of semantic
information and provides another angle for evaluating PoI similarity beyond PoI
visiting history. Second, in traditional CF application domains (e.g., e-commerce
platforms), capturing users’ preference is the main purpose. LBSNs bridge the
gap between online communications and real life activities, which is an impor-
tant distinction between LBSN and other virtual applications. In addition to
preferences, users’ physical and daily life related requirements must be satisfied.
This needs more attentions from PoIs’ perspective.

Let N(i;u) be a set of PoIs visited by user u, and N(u; i) be a set of users
who have visited PoI i. Generally, notations like i, j denote PoIs and u, v denote
users. We follow this convention. Given the rate (frequency) ruj of PoI j visited
by user u, the recommendation rate of some unvisited PoI is:

rui =

∑
j∈N(i;u) sij ∗ ruj∑

j∈N(i:u) sij
(1)

where sij represents the similarity of two PoIs. Cosine similarity is one of the
most popular measures:

sij =

∑
v∈N(u;i)

⋃

N(u;j) rvi ∗ rvj√∑
j∈N(u;i) r2vi ∗

√∑
j∈N(u;j) r2vj

(2)

Geographical Influences for PoI Recommendation. In previous work, dif-
ference approaches have been adopted to describe personalized geographical con-
straint in an individual’s visiting records.

Power law distribution can model the distribution of distances of PoIs [1,11,
13]. It is based on a global observation that the probability of people visiting
PoIs decreases with the increase of their distance. Ye et al. [9] proposed a power
law distribution of distances between PoIs to estimate check-in probability of
an unvisited PoI. Yuan et al. [11,13] modeled the likelihood of a user’s check-in
at some PoI by using power law distribution of distance between the PoI and
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previously visited PoI. The distribution of distances of PoIs and current user’s
“home” location is observed to follow a power law distribution in [1].

KDE is adopted based on a more personalized assumption than power law
distribution by modeling PoIs visited by same user. There are some variations
when adopting KDE. In some context, KDE was proposed to capture the intu-
ition that every PoI has an influence over nearby PoIs. For example, a famous
scenic spot has a higher chance to attract tourists to visit surrounding restau-
rants or hotels. Capturing the influence spreading phenomenon can more rea-
sonably explain choices of PoIs that users make. Lian et al. [3] proposed kernel
density estimation to model the influence areas of a PoI which is fixed to be
Gaussian distribution. Besides, KDE can model that the distances of PoIs vis-
ited by same user are subject to some kind of distribution, usually Gaussian
distribution. A mixture kernel density method which has the ability to model
global location data and personal location data is proposed in [4]. Zhang et al.
[15] proposed a pilot estimation which is given by a weighed average of distance
distribution between current PoI and visited PoIs. KDE is also used to model
differences of distances of PoIs. A one-dimensional kernel density estimation to
model difference distribution was investigated in [14].

GMM approach can also be used to model check-in distribution. Yuan et al.
[12] proposed a probabilistic model based on the intuition that human mobil-
ity centers at predefined geographical regions (which is captured by a sampling
Gaussian distribution) and influenced by current requirements. GMM describes
a user’s check-in distribution intuitively and the possibility of a PoI being vis-
ited from geographical perspective is represented by GMM value. The GMM
describes geographical constraint from another angle.

We choose GMM as our basic model based on the analysis as follows. Power
law distribution is often adopted in two aspects - indicating social intimacy [8]
and modeling likelihood of users’ geographical transfers between PoIs (which is
represented by distance distribution of PoIs visited by a same user [9,11,13]). As
mentioned above, we adopt ICF as the basic algorithm so that social intimacy
has a limited influence. In addition, distance distribution is sensitive to noise
spots. KDE is a non-parametric method, but it fails to resist interference of
noise spots. GMM needs an assumption about the predefined number of human
mobility centers for all users, which can be against the principle of personal-
ization. Based on the global assumption of centers (e.g., “home” and “work”),
personalized geographical constraint will take fewer effects. To avoid such global
assumption, we use density-based clustering to automatically detect the num-
ber of centers to initialize GMM, so that GMM can start from a personalized,
reasonable assumption about the number of an individual’s mobility centers.

In our model, we adopt a density-based clustering algorithm for each user
to capture kernels that the user’s check-ins center at, which, at the same time,
remove noise spots. However, not all check-in clusters are useful. For example,
an individual may move from New York to San Francisco. Clusters in New York
that the individual used to visited will be no longer visited. Only short-term
clusters should be considered to build the individual’s geographical mobility
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pattern. Thus, Short-term Cluster-based Gaussian Mixture Model (SCBGMM)
is built and can be incorporated with ICF for recommendation. Note that we
do not make the assumption that a user’s check-in distribution is centered at
“home” location (such as [1]).

Temporal Influences for PoI Recommendation. Human behaviors show
strong periodicity in respect of time [1,11,13]. Temporal influence has been inves-
tigated from various aspects. Decisive influence of time on geographical mobility
was examined in [1,12]. Cho et al. [1] modeled temporal movement between the
“home” state and “work” state based on the Gaussian distribution of each state
over the time of the day respectively. Yuan et al. [12] modeled a probabilistic
graph, in which, geographical region of a user is decided by time factor. Different
from the above studies, we exploit decisive influence of time on clusters to predict
which clusters will be visited. Besides temporal influence on geographical infor-
mation, we use the relationship between temporal similarity and PoIs’ functional
(categorial) similarity. Yin et al. [10] claimed that PoIs visited at similar time
tend to belong to similar category. Ye et al. [7] proved temporal and semantic
interaction of PoIs. Different from [7], we use cosine similarity to measure tem-
poral similarity and consider temporal similarity as a factor that influences the
possibility of a user’s visit to a PoI. In our work, temporal similarity corresponds
to current user’s requirement rather than short-term preferences such as in [6].

3 Using Geographical Constraint

In our model, we first employ a density-based clustering method in geograph-
ical coordinate system to cluster an individual’s check-ins. Clusters visited a
long time ago are removed and those visited recently are retained. Then, we use
remaining clustering centers to initialize parameters of GMM, such as the num-
ber of centers and positions of centers. Expectation Maximization (EM) algo-
rithm is employed to learn GMM. Finally, SCBGMM is incorporated with ICF.

3.1 Density-Based Clustering

Yin et al. [10] claimed that PoIs visited by users tend to form several cluster
centers and modeled each region with a Gaussian distribution. Different from
[10], we assume that PoIs visited by each user are gathering into several centers
and capture each region with a density-based clustering algorithm. DBSCAN [2]
is capable of clustering a region with higher density than a predefined density
value. It detects a kernel based on the principle that if there exist more than an
fixed number (minPts) of points within an acceptable distance (ε), the point is
considered as a kernel. Each kernel with neighbors within the acceptable distance
forms a cluster. If a neighbor of a kernel is a kernel itself, it will be added into
the current cluster with its neighbors. The iteration process continues until no
point is added. Traditionally, DBSCAN is employed in two dimensional surface.
Here, we extend DBSCAN to the earth surface by replacing Euclidean distance
with geodesic distance.
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3.2 Decisive Influence of Time

Unlike previous work [1] which uses time to decide which cluster current user to
stay, in our work time factor is used to decide which cluster is useless. Firstly, we
calculate time span which all check-ins of current user are within. Then check-ins
visited after a time spot are marked as recently visited ones. The time spot is set
to a value that can split the time span into two intervals with some proportion.
Check-ins in the first interval are visited a relatively long time ago, and those in
the second interval are visited recently. A cluster without any check-in marked
as recently visited one will be removed. Remaining clusters are used to initialize
the number of Gaussian components next.

3.3 Gaussian Mixture Model

Given the number of Gaussian model components K, GMM is represented as:

p(x) =
K∑

k=1

πkN (x|μk, Σk) (3)

where N (x|μk, Σk) is kth Gaussian component, πk is the weight of each Gaussian
component, μk and Σk represent mean and standard deviation of kth Gaussian
component. The basic assumption of GMM is that each data point is generated
from K Gaussian models jointly so that GMM can provide richer sorts of den-
sity models than only one Gaussian model. We use two steps to describe the
data point generating process which provides us with a deeper insight into this
distribution:

– Choosing one Gaussian model component from K components. The probabil-
ity of each component being chosen is πk.

– Picking one data point from the Gaussian model chosen in last step. The
process follows a Gaussian distribution parameterized by μk and Σk.

Suppose N data points are in our dataset. We need to learn parameters men-
tioned above. EM algorithm is used to fit GMM by maximizing the probability
that data points in the dataset are generated from GMM.

3.4 Expectation Maximization for GMM

EM algorithm offers an powerful method to find maximum likelihood solutions
for models with latent variables. Parameters of GMM are unknown, and max-
imum likelihood provides a feasible solution by estimating parameters of the
distribution and making the observed dataset fit the distribution most likely.
The basic process of EM is: (1) finding the expected value of a maximization
function, and (2) maximizing the expectation function.

We will introduce EM for GMM model as an example. For a dataset X, let
xn denote an observed value in X. The likely function of the observations is
given by:

p(X) =

N∏

n=1

p(xn) =

N∏

n=1

K∑

k=1

πkN (xn|μk, Σk) (4)
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To avoid the underflow of the production above, a log-likelihood function is
adopted instead.

lnp(X|π, μ, Σ) = ΣN
n=1ln{ΣK

k=1πkN (xn|μk, Σk)} (5)

Two-step iteration is implemented:

– E-Step (Expectation): Use values of the parameters from last iteration
to evaluate the probability of generating an observation from K Gaussian
models.

γ(n, k) =
πkN (xn|μk, Σk)

∑K
j=1 πjN (xn|μj , Σj)

(6)

– M-Step (Maximization): Re-estimate the distribution parameters to max-
imize the log-likelihood function.

μk =
1

Nk

N∑

n=1

γ(n, k)xn (7)

Σk =
1

Nk

N∑

n=1

γ(n, k)(xn − μk)(xn − μk)
T (8)

πk =
Nk

N
(9)

We need to reevaluate the log-likelihood function and check for the conver-
gency. The Expectation and Maximization iteration will not stop until the
convergency is achieved.

3.5 Incorporating SCBGMM with ICF

PoIs out of the geographical range described by SCBGMM are less likely to
be visited. We propose an algorithm named ICF-SG. For each candidate PoI
i, we calculate the possibility of i being visited by user u according to Short-
term Cluster-based Gaussian Mixture Model (SCBGMM). Those PoIs with lower
possibility than a threshold κ will not be recommended. Detailed ICF-SG is
presented in Algorithm 1.

3.6 CBGMM

To understand decisive influence of time, we introduce another geographical
model slightly different from SCBGMM. GMM is initialized by the clustering
result of DBSCAN directly (without filtering clusters that are visited a relatively
long time ago). After learning with EM, a simpler model called Cluster-based
Gaussian Mixture Model (CBGMM) can be built. We can incorporate CBGMM
with ICF in a similar way as Algorithm 1, and we call this algorithm ICF-
LG. In the experiments, by comparing ICF-SG with ICF-LG, we can verify the
effectiveness of decisive influence of time factor in filtering clusters.
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Algorithm 1. ICF-SG Algorithm
1: U ← user set;
2: u ← current user;
3: Cu ← queue of unvisited PoIs ranked by user’s predicted preference calculated by ICF;
4: Ru ← top-K
5: κ ← threshold to filter;
6: for each user u ∈ U do
7: learn personalized SCBGMM;
8: for each unvisited PoI i ∈ Cu do
9: if p(i) =

∑K
k=1 πukN (i|μuk, Σuk) < κ then

10: continue;
11: end if
12: if sizeOf(Ru)¡=K then
13: add i to Ru;
14: end if
15: end for
16: end for

4 Using Temporal Similarity

PoIs satisfy individuals’ requirements from various aspects, and normally these
requirements are time-related and show periodicity. We propose a way to describe
time-relevance and use this characteristic in our model. In this paper, we analyse
temporal distribution similarity of PoIs and propose a model to take advantage
of temporal similarity. A smoothing approach is discussed as well.

4.1 Characterizing Functional Similarity

People’s visits to PoIs are often driven by their requirements. These requirements
are different in category and show time-relevance. Here, time-relevance of PoIs
does not mean short-term preference [6]. Short-term preference means a user’s
interest of PoIs with a specific style. For example, someone who is used to go to
tidy, quite restaurants, may go to romantic restaurants since his girlfriend who
has a long-distance relationship with him comes to visit him. In this work, time-
relevance corresponds to an individual’s requirements. For example, at mealtime
we should pay attention to users’ preferences for restaurants, whereas in the
afternoon users’ preferences for leisure-related spots such as cafes should be
concerned.

An intuitive way is to analyse categories of PoIs which are often visited in a
time interval and capture the requirements in this time interval. For example,
if we analyse categorial information of PoIs often visited in 12 pm or 1 pm
in a day, we can find they tend to be restaurants. However, without textual
information or categorial annotation in PoI data, we find it hard to analyse
users’ preferences in PoIs’ respect. Previous work [7] mined the relationship
between temporal similarity and categorial information. We follow and apply the
discovery in our work. We use temporal distribution over 24-hour slots to capture
functional characteristic of a PoI. However, considering normalization, we use
cosine similarity of temporal distributions to evaluate categorial similarity, which
is different from [7].
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4.2 Temporal Similarity Evaluation

Let Tik and Tjk denote temporal distribution of PoIs i and j in kth hour of a
day time, temporal similarity of PoIs i and j is defined as:

stij =

∑23
k=0 TikTjk

√∑23
k=0 T 2

ik ∗
√∑23

k=0 T 2
jk

(10)

Both of users’ time-related requirements and preferences for a PoI should be
taken into consideration. PoIs which meet the time-related requirements and sat-
isfy current user’s preferences should have high possibilities to be recommended.
In traditional ICF (Eq. 1), a user’s preference for an unvisited PoI is evaluated
by weighted average of the user’s preferences for visited, similar PoIs.

4.3 Incorporating Temporal Similarity with ICF

We adopt a linear combination to balance requirement relevance of a PoI and
a user’ preference for the PoI (Eq. 2), which is called ICF-T and defined as
follows.

sT
ij = (1 − α)sij + αst

ij

= (1 − α)

∑
v∈N(u;i)

⋃

N(u;j) rvi ∗ rvj√∑
j∈N(u;i) r2vi ∗

√∑
j∈N(u;j) r2vj

+ α

∑23
k=0 TikTjk√∑23

k=0 T 2
ik ∗

√∑23
k=0 T 2

jk

(11)

We substitute Eq. 11 into Eq. 1 and get

rT
ui =

∑
j∈N(i;u) sT

ij ∗ ruj∑
j∈N(i:u) sT

ij

(12)

4.4 Smoothing

The idea of smoothing visiting frequency was proposed in [7,11]. Ye et al. [7]
applied an empirical window to replace the PoI’s visiting frequency in a hour
slot with an weighted sum of visiting frequency in current hour, an hour earlier
and an hour later. The weight is set to a fixed and empirical value. Yuan et al.
[11] evaluated similarity between two time slots by averaging cosine similarity
between PoI check-in frequency vectors in the two time slots for all users. In our
work, we evaluate similarity between time slots by calculating cosine similarity
of all PoIs’ check-in frequency vectors in two time slots from a global respective.
We use seh to represent similarity between hour h with an hour earlier and slh
to represent similarity between hour h with an hour later. We smooth each PoI’s
number of check-ins in some hour by

N(i;u)s
h =N(i;u)h +

seh

seh + slh
N(i;u)(h+23)/24 +

slh
seh + slh

N(i;u)(h+1)/24

(13)



Geographical Constraint and Temporal Similarity 435

5 Combination of both Factors

In this section, we will investigate combinations of geographical constraint and
temporal similarity factors in two ways, in order to examine effectiveness of these
combinations and a mutually reinforcement relationship of them.

Combinations of the two factors can be various for the reason that we set dif-
ferent values for parameter κ in ICF-SG and parameter α in ICF-T, separately.
If we set parameter κ to a relatively higher value, PoIs having higher accordance
with geographical constraint range will be recommended and vise versa. Para-
meter α can balance the relative importance between time-relevance of a PoI
and current user’s preference for the PoI. For simplification and significance, we
choose two directions to investigate them in depth. We investigate influences of
parameter α on condition that ICF-SG performs best, and influences of para-
meter κ when best performance of ICF-T is achieved.

5.1 Using Temporal Similarity on ICF-SG

By applying ICF-SG, PoIs which fit a user’s preference and are possible to
be visited from geographical aspect are recommended. Besides, current user’s
requirements need to be taken into consideration. When κ equals to a specific
value, ICF-SG performs best. Based on ICF-SG, we investigate temporal influ-
ences by fixing parameter κ to the value mentioned above and balancing relative
importance of time-relevance (by changing the value of α). We call this model as
ICF-GT. If ICF-GT performs better than ICF-SG, we can conclude that this
combination of the two factors is effective and temporal influence can reinforce
geographical influence.

5.2 Using Geographical Constraint on ICF-T

ICF-T is capable to capture a user’s preference and requirement both. However,
only applying ICF-T lacks of filtering power to those PoIs out of geographical
mobility range. Geographical constraint needs to be considered. In Eq. 11, we
balance the importance of time-relevance and current user’s preference using
a parameter α. Similar to the method mentioned in Sect. 5.1, we analyse geo-
graphical influences through setting parameter α to a fixed value (the value that
makes ICF-T achieve best performance) and changing the value of κ. We call
this model as ICF-TG. If we observe better performances compared with ICF-
T, we can prove the effectiveness of this combination of the two factors and the
reinforcement of geographical influences to temporal influences.

6 Experiments

6.1 Experimental Setup

Datasets for Evaluation: We conduct our experiments using two datasets
crawled from Gowalla [1] and JiePang [3]. The dataset from Gowalla contains
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196,591 users and 6,442,890 check-ins from Feb. 2009 to Oct. 2010, and the
sample dataset from JiePang (jiepang.com) contains 9,237 users and 1,556,636
check-ins from Mar. 2011 to Mar. 2013. Every check-in record in the test datasets
contains coordinates and timestamp fields. Due to page limit, we mainly report
results of experiments on Gowalla dataset. Results on JiePang exhibit similar
trend. There are two ways to partition the datasets. Both of them need to divide
training set and test set as 7 to 1 in portion. The first way is that we split all
check-ins in portion of 7 to 1 in chronological sequence as training set and test
set, separately. The second way is to add first 7/8 part according to check-in
time of each individual into training set and the others into test set. The first
approach cannot guarantee that every user has check-ins in test set. We therefore
adopt the second approach so that we can evaluate algorithm effectiveness on
every user.

Evaluation Metrics: Precision, Recall and F1 are three most popular measures
to evaluate the effectiveness of recommendation algorithms. Precision evaluates
how many top PoIs recommended are actually visited. Recall measures how
many PoIs which are visited later are recommended. Empirically, we consider
top 7 returned results. Intuitively, stricter constraint condition means higher
Precision but lower Recall, where constraint condition means a standard that
we consider a PoI as one that should be recommended. F1 incorporates both
factors of Precision and Recall and gets a relatively fair measurement.

Evaluated Algorithms: We keep a list of top PoIs for each user in each algo-
rithm tested. We show effects of geographical constraint (Sect. 3), temporal sim-
ilarity (Sect. 4) and a combination of these factors (Sect. 5) by comparing pro-
posed models with ICF [5]. We set every measurement of ICF as 1, and calculate
the ratio of algorithm results of ICF-T, ICF-LG, ICF-SG, ICF-GT, ICF-TG to
ICF for each measurement.

– ICF: Item-based CF [5] expressed in Eq. 1 predicts user’s preference for an
unvisited PoI by calculating weighted sum of user’s preference for visited PoIs.

– ICF-2G: Some of previous studies (e.g., [1]) claimed that an individual’s
check-ins center at two locations (“home” and “work”). ICF-2G considers
two clusters with most check-ins as “home” cluster and “work” cluster so that
check-in distribution model for each individual is constituted of two Gaussian
components.

– ICF-LG: In Sect. 3.6, a long-term check-in distribution is captured for an
individual without filtering those clusters which may never be visited. GMM
is initialized by clustering results of DBSCAN directly.

– ICF-SG: As described in Algorithm 1, ICF-SG filters out those PoIs out of
range of personal geographical mobility with decisive influence of time.

– ICF-T: In ICF-T expressed by Eq. 12, time-relevance and current user’s visit-
ing preferences are combined to evaluate PoIs’ similarity. The relative impor-
tance of each factor needs to be tuned.

– ICF-GT, ICF-TG: ICF-GT focuses on temporal influences on condition
that the best performance of ICF-SG is attained, and ICF-TG investigates
geographical influences when ICF-T performs best.



Geographical Constraint and Temporal Similarity 437

6.2 Experimental Results on Gowalla Dataset

Study of Geographical Constraint: We show the influence of κ by comparing
Precision, Recall and F1 for different κ. ICF-SG is meaningful when κ is between
0 and 0.9. Specially, when κ is set to 0, the model reduces to basic ICF model.
We increase κ from 0 and take 0.1 as step length. The effect of κ is shown
in Fig. 1. Overall, ICF-SG outperforms ICF, which proves that geographical
constraint takes a promising effect. When κ increases, ICF-SG performs better.
ICF-SG performs best when we set κ to 0.9, which confirms that PoIs having
high accordance with our model SCBGMM are more likely to be visited.

Fig. 1. Performance of ICF-SG

Study of Decisive Influence of Time in Geographical Constraint: We
verify the effectiveness of filtering clusters based on time by comparing ICF-SG
with ICF-LG. In Fig. 2, we observe clear improvements of ICF-SG in terms of
three evaluation metrics and over all values of parameter κ.

Fig. 2. Comparison of performance between ICF-SG and ICF-LG

Study of Number of Gaussian Components: In our model ICF-SG, we do
not make any assumption about the number of Gaussian components. However,
in model ICF-2G, the number is fixed to 2. By comparison of ICF-SG and
ICF-2G showing in Fig. 3, we observe better performance of ICF-SG, and this
proves that our model is a more personalized one and can more properly describe
individuals’ check-in distribution.
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Fig. 3. Comparison of performance between ICF-SG and ICF-2G

Study of Temporal Similarity: We tune α to leverage the importance of
time-relevance and user’s preference as shown in Eq. 11. Same as κ, α is set to
be in the interval [0.0, 0.9], with a step length of 0.1. The result is shown as
in Fig. 4. When α increases, results fall after rising, and α = 0.5 gets the best
performance. That means time-relevance of a PoI is as important as current user’
preference for the PoI. A large (α = 0.9) or a small (α = 0) weighted value of
temporal similarity leads to poor performance. Compared with previous work
in [7], we adopted a different way to smooth a PoI’s check-ins distribution over
time slots by using temporal similarity rather than a fix window. We calculate
similarities between time slots in our dataset. The temporal distribution of each
PoI’s check-ins is smoothed by Eq. 13. However, smoothed ICF-T takes effect
compared with ICF when α is in the interval [0.1, 0.7] but performs worse than
ICF-T. As we can see from Fig. 5, the results of smoothed ICF-T show similar
tendency with results of original ICF-T when we increase parameter α. However,
we only observe slight improvement of smoothed ICF-T compared with original
ICF. The reason for the worse performance of smoothed ICF-T (compared with
ICF-T) may be that, in our work, temporal distribution of a PoI is used to
indicate distinguishing characteristics of PoIs. The number of check-ins in a
time slot of a PoI represents an attribute of the PoI’s visiting characteristic.
Smoothing loses this capability to some extent by sharing the specificity of a
time slot with its near time slot. In this way, a time slot may lose the ability to
be a special attribute, and the effect of denoting categorial similarity by temporal
similarity is reduced.

Fig. 4. Performance of ICF-T Fig. 5. Performance of smoothed ICF-GT
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Fig. 6. Performance of ICF-GT Fig. 7. Performance of ICF-TG

Combination of Geographical Constraint and Temporal Similarity: We
test the relative importance of time-relevance of PoIs on condition that ICF-SG
performs best by fixing parameter κ to 0.9. We set α to best performance value
in ICF-T and tune κ to investigate geographical influence. Overall, compared
with the best performance of ICF-SG, we observe an improvement of ICF-GT in
Fig. 8 for every value of α. Similarly, as shown in Fig. 9 ICF-TG in terms of all
values of κ outperforms the best performance of ICF-T, which indicates that with
geographical influences, effectiveness of temporal influence is improved. Accord-
ing to the analysis above, we demonstrate mutual reinforcement of geographical
and temporal influences and show the superiority of fusing geographical and
temporal information.

In the following, we demonstrate the effectiveness of geographical constraint
with and without temporal similarity, by comparing ICF-TG with ICF-SG and

Fig. 8. Comparison of performance between ICF-SG and ICF-TG

Fig. 9. Comparison of performance between ICF-T and ICF-GT
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the effectiveness of temporal similarity with and without geographical constraint,
by comparing ICF-GT with ICF-T. Firstly, we compare ICF-TG with ICF-SG.
Containing temporal similarity, ICF-TG outperforms ICF-SG for each value of
κ in terms of each metric, as shown in Fig. 8. With the increase of κ, Precision,
Recall and F1 of ICF-TG change in a similar tendency with those metrics of ICF-
SG. Both of ICF-TG and ICF-SG take best effect when κ is set to 0.9. Secondly,
we compare ICF-GT with ICF-T. Involving geographical constraint, ICF-GT
outperforms ICF-T clearly for each value of α in all evaluations, as shown in
Fig. 9. Variations of three metrics with the increase of parameter α differ a lot
between ICF-GT and ICF-T. We can owe this difference to the dominant position
of geographical constraint. When comparing ICF-T with ICF-SG, we can draw
similar conclusion because the improvement of ICF-SG is more noticeable than
that of ICF-T. ICF-GT performs best when α equals to 0.5 in terms of two
metrics. In ICF-GT, α = 0.5 performs slightly worse than α = 0.7.

7 Conclusion

SCBGMM adopts DBSCAN and remove clusters not recently visited to initialize
GMM. The proposed ICF-SG based on SCBGMM attains good performance. By
comparing ICF-SG with ICF-LG, we prove the effectiveness of filtering based on
time. By comparing ICF-SG with ICF-2G, we prove the advantage of varying
cluster numbers for individuals. In addition, we take advantage of temporal
similarity to describe time-relevance of a PoI and show that time-relevance of a
PoI has same importance as preference for the PoI in our model ICF-T. Finally,
we combine geographical constraint and temporal similarity to build ICF-GT and
ICF-TG, and our experiments show superiority over previous models without
considering these two factors or considering only one of them.
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Abstract. Cloud computing allows dynamic scaling of resources to
users as needed. With the increasing demand for cloud service, a chal-
lenging problem is how to minimize cloud resource provisioning costs
while meeting the user’s needs. This issue has been studied via pre-
dicting the resource demand in advance. Existing predicting approaches
formulate cloud resource provisioning as a regression problem, and aim
to achieve the minimal prediction error. However, the resource demand is
often time-variant and highly unstable, the regression-based techniques
can not achieve a good performance when the demand changes sharply.
To cope with this problem, this paper proposes a framework of pre-
dicting the sharply changed demand of cloud resource to reduce the
VM provisioning cost. In this framework, we first formulate the cloud
resource demands prediction as a classification problem and then propose
a robust prediction approach by combining Piecewise Linear Represen-
tation and Weighted Support Vector Machine techniques. Our proposed
method can capture the sharply changed points in the highly unstable
resource demand time series and improves the prediction performance
while reducing the provisioning costs. Experimental evaluation on the
IBM Smart Cloud Enterprise (SCE) trace data demonstrates the effec-
tiveness of our proposed framework.

Keywords: Cloud computing · Capacity planning · Piecewise Linear
Representation · Support Vector Machine

1 Introduction

Computing services have become an increasingly popular computing paradigm
which provide different styles of services to the cloud resource users with dif-
ferent flavors. Infrastructure as a Service (IaaS), Software as a Service (SaaS),
and Platform as a Service (PaaS) are three primary types of cloud computing
for both the applications delivered as services over the Internet and the hard-
ware/software systems in the data centers [1].
c© Springer International Publishing Switzerland 2015
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IaaS cloud is a provision model in which an organization outsources the
equipments used to support operations, including storage, hardware, servers,
and networking components [1]. In practical application, Iaas is an elastic and
economical choice for business IT support. It enables the cloud customers to
dynamically request proper amount of virtual machines (VM) based on their
business requirements. With the growth of a gigantic number of computing and
business server demand, a key issue of IaaS is how to minimize cloud resource
provisioning costs while meeting the clients’ demands. This is the problem of
effective cloud capacity planning and instant on-demand VM provisioning.

In general, resource provisioning is challenging due to the pay-as-you-go
flexible charging style in IaaS. The amount of resources demand is rarely sta-
tic, varying as the changes of application number and time. Inefficiency of
resource provisioning leads to either over-provisioning or under-provisioning.
Over-provisioning may result in idled resources and unnecessary utility costs,
while under-provisioning often causes resource shortage and revenue loss. More-
over, initializing a new virtual machine instantly in a cloud is not possible in
practice. Therefore, to accomplish effective cloud capacity planning and instant
on-demand VM provisioning, application resource needs must be predicted in
advance so that the cloud management system can adjust resource allocations
in advance.

Capacity planning and instant on-demand VM provisioning problem can be
tackled under a unified framework, generally as both problems can be formulated
as a generic time series prediction problem [12]. In cloud capacity management,
there are two inherent characteristics: nonlinearity and time variability. The
nonlinearity implies that the relationship between the resource demand and its
affecting factors is highly nonlinear while the time variability indicates the rela-
tionship changes over time. These two characteristics pose a great challenge on
effective cloud resource demand prediction.

The existing studies treat the cloud capacity prediction as a regression prob-
lem and leverage the state-of-art time series prediction techniques to predict
the future capacity of needed resources [8,11]. The Sliding window method [6],
Auto Regression (AR) [18], and other methods based on AR such as ARCH(Auto
Regressive Conditional Heteroskedasticity) [7], ARMA (Auto Regressive Moving
Average) [17] are commonly used techniques to characterize and model observed
time series. However, these models are parametric models they only perform
well under stable conditions. Artificial Neural Network(ANN) and Support Vec-
tor Machine(SVM) regression have also been used to predict the cloud capacity
resource demand. These methods decrease the predictive costs compared with
the linear regression [9,10].

However, the existing methods can not achieve good performance on resource
demand predicting due to the following reasons: (1) The imbalanced demand dis-
tribution, dynamic changing requests, and continuous customer turnover make
the resource demand highly non-linear and time-varying. Therefore, it is dif-
ficult to predict the exact quantity of demand. (2) In practice, the predicting
costs are mainly occurred in the cases of sudden changes. However, it is difficult
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Fig. 1. The illustration of two kinds of cloud resource demand prediction. The left
panel includes four commonly used regression-based methods, from top to bottom
are Moving average, Nearest neighbour regression, Ridge regression, and SVM regres-
sion respectively. The right panel is our proposed PLR-WSVM classification technique.
The red line represents real resource demand time series, blue square points are sharply
changed demand points, and green line represents the fitting line using different regres-
sion methods (Color figure online).

for regression-based methods to capture these changes. (3) Traditional regres-
sion cost measures are all symmetric measures [5], but cloud capacity planning
is cost sensitive. The estimation for suddenly increasing or decreasing resource
demand (noted as peak points and trough points) has different consequences.

In this paper, we propose a framework to address the aforementioned chal-
lenges in effective resource provisioning. Our goal is to predict whether the
future demand is suddenly changing instead of predicting the actual quantity of
demand. First, we formulate the cloud resource demand prediction as a weighted
three-class classification problem (peak points, trough points, and stable points).
Then, we combine Piecewise Linear Representation (PLR) and Weighted SVM
to predict the suddenly changed demand. In addition, we set different weights
according to the change rate of the demand, in which the weight reflects the
relative importance of each change point.

The main contributions of this paper are describe in Fig. 1. Four commonly
used regression-based cloud resource demand prediction methods and their pre-
diction performance on a real world cloud environment are described in the left
panel of Fig. 1. Our proposed classification-based method is described in the right
panel of Fig. 1. As shown in this figure, commonly used unsupervised regression-
based method MA, Nearest Neighbour Regression, Ridge Regression, and SVM
Regression cannot capture the suddenly changed points of the resource demand
time series. However, our method can identify most of the suddenly changed
points and provide a good prediction for all three kinds of points.
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The rest of this paper is organized as follows. Section 2 analyses the char-
acteristic of cloud capacity planning problem and briefly introduces PLR and
SVM. Section 3 describes the framework of PLR-WSVM. Section 4 presents the
experimental results. Finally, Sect. 5 summarizes the paper.

2 Background

To meet the practical demand and reduce the provisioning cost, this paper incor-
porates PLR and Weighted SVM(WSVM) to predict the change of future cloud
resource requirements. PLR is used to extract the peak and trough points, and
WSVM is used to model the relationship between the inflection points and the
impact factors. We choose these two methods for the following reasons: (1) PLR
is simple and the joint points between adjacent segments generated by PLR indi-
cate the change of trends [13–15]. (2) SVM has the excellent generational ability
as well as all solutions of SVM model are globally optimal [2,16].

2.1 Cloud Capacity Planning

Highly Unstable. Effective cloud capacity planning aim to prepare the
resources properly. However, unstable customer constituents and the freestyle
of resource acquisition/releasing make the cloud resource demand highly unsta-
ble. Figure 2 shows the change of the overall customer number over time. As
is shown, the total number of customers is continually increasing. Therefore,
even the request behaviors of old customers keep stable, the overall request still
changes over time. Figure 3 illustrates the request history of three frequently
requested customers. We can see that three time series share no common prop-
erty with each other. As a results, the distributions of the resource demands is
highly unstable.

Fig. 2. The change of total cloud service customer over time.
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Fig. 3. Time series of resource demands of three frequently requested customers.

Cost Sensitive. Traditional regression-based prediction cost functions such as
mean average error (MAE), lease square error (LSE), and mean absolute per-
centage error (MAPE) are all symmetric measures. In cloud demand prediction,
over- and under- prediction will cause different costs, therefore, a symmetric
measure is not appropriate for model the asymmetric cost. In this paper, the
cloud resource demand prediction is considered as a multi-class classification
problem, and we incorporate the different prediction costs as the weights for the
samples of different classes. Generally, the weights of peak and trough points
should be larger than those of stable points because the predicting costs are
increasing when the demand changes suddenly.

2.2 Time Series and PLR

Time series is an ordered set of elements, the element consists of sample values
and sample time. Given a time series T = {x1, x2, ...xn}, the set of segment
points is Ti = (xi1 , xi2 , ..., xim), (xi1 = x1, xim = xn,m < n), the PLR of T can
be described by

TL = {L1(xi1 , xi2), L2(xi2 , xi3), ..., Lm−1(xim−1 , xim)}, (1)

where the function Lm−1(xim−1 , xim) represents the linear fitting function at the
interval [xim−1 , xim ]. Because the PLR of time series represents a sequence by
connecting several linear functions, the value of each point in every interval can
be obtained by linear interpolation. Then, the fitting sequence is expressed as
T ′

i = (x′
1, x

′
2, ...x

′
n).

Most of the time series segmentation algorithms can be divided into the
following three types [13]:

– Sliding Windows: A segment is grown until it exceeds some error bound.
– Top-down: The time series is recursively partitioned until some stopping

criteria are met.
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– Bottom-up: Starting from the finest possible approximation, segments are
merged until some stopping criteria are met. There are two classical ways to
find the approximation line [13]:

• linear interpolation: The approximation line for the subsequence T [a, b]
is simply the line connecting ta and tb.

• linear regression: The approximation line for the subsequence T [a, b] is
taken to be the best fitting line in the least squares sense.

2.3 SVM

The main idea of SVM is to generate a classification hyper-plane that separates
two classes of data with the maximum margin [2,16,19]. The standard SVM
model is as follows:

min
w,b,ξi

1
2

‖ w ‖2 +C
l∑

i=1

ξi,

s.t. yi(〈w, φ(xi)〉xi + b) ≥ 1 − ξi,

ξi ≥ 0, i = 1, 2, ...l, (2)

where xi ∈ Rn and yi ∈ {−1, 1} are respectively the training sample and the
corresponding class label, φ is a nonlinear map from the original space to a high
dimensional feature space, w is the normal vector of hyper-plane in the feature
space, b is a bias value, ξi is the slack variable, 〈·, ·〉 denotes the inner product
of two vectors, and C is a penalty coefficient to balance the training accuracy
and generalization ability. The dual form of model (2) is:

min
α

1
2

l∑
i=1

l∑
i=1

αiαjyiyj〈xi, xj〉 −
l∑

i=1

αi

s.t.
l∑

i=1

yiαi = 0

0 ≤ αi ≤ C, i = 1, 2, ...l, (3)

The model (3) is an linear SVM method, and it can be easily generalized to
non-linear decision rules by replacing the inner products 〈xi, xj〉 with a kernel
function k(xi, xj). When each training sample has a weight, the standard SVM
can be extended to weighted SVM (WSVM) [4], the model (3) is transformed to

min
α

1
2

l∑
i=1

l∑
i=1

αiαjyiyj〈xi, xj〉 −
l∑

i=1

αi

s.t.
l∑

i=1

yiαi = 0

0 ≤ αi ≤ Cμi, i = 1, 2, ...l, (4)

where μi(i = 1, ..., l) represents the weight of instance xi. The decision function
for WSVM is the same as the standard SVM.
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3 The Method

As discussed earlier, a considerable amount of research has been conducted
to predict the change of cloud resource demand using regression-based tech-
nique. However, due to the characteristics of nonlinearity and time variability,
regression-base prediction can only do well in short-term demand prediction. In
addition, the predictive errors are usually high when the demand changed sud-
denly. In this paper, we formulate the cloud demand planning as a classification
problem and predict the sharply changed demand.

In this section, we describe the proposed classification-based method named
PLR-WSVM. To reduce the time-varying characteristic of resource demand, the
whole historic demand dataset is first divided into overlapping training-testing
sets. Then, PLR is used to capture the suddenly changed points to form the
training dataset, and the weights of the changed points are also assigned accord-
ing to the changing trend. Finally, WSVM is adopted to build the prediction
model.

3.1 The Data Partition

In order to reduce the time-varying feature while maintaining the order of time
in time-series data analysis, the whole dataset is often divided into overlapping
training-validation-testing sets [3,15]. Suppose the size of whole dataset is m,
and the size of each training set and testing set are m1 and m2 respectively.
Then the whole dataset will be divided into p overlapping training-testing sets:

p = �m − m1

m2
	, (5)

where �x	 denotes the minimal positive integer that is not less than x.

3.2 Generating the Suddenly Changed Points by PLR

After partitioning the time series dataset into overlapping training-testing sets,
PLR is used to automatically generate the suddenly changed demand points.
In this work, the top-down algorithm is selected to segment the cloud demand
time series and the linear interpolation is adopted to generate the approximation
line. The objective segmentation is to produce the best representation such that
the maximum error for any segment does not exceed the given threshold δ. The
detailed process of PLR is described in Algorithm 1.

Figure 4 presents some examples of using PLR to generate possible suddenly
changed points in a period of 120 days. The first subfigure shows the original
time series while the rest of the subfigures are generated using different threshold
values in PLR. As observed in Fig. 4, the higher the threshold value, the smaller
the number of segments generated. For a threshold value of 1.0, there are roughly
65 abrupt changed points while there are only 23 abrupt changed points for a
threshold value of 8.0. Each segmentation represents a local peak or trough, and
these extremes are transformed into resource demand suddenly changed points.
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Algorithm 1. PLR
Input:

δ: the threshold to decide the point is smooth or not;
Reqs: the sequence of requests;

Output:
Label: the type of each point;

1: for index in Reqs (without the first and last point) do
2: if Reqs[index] < Reqs[index + 1] then
3: Set Label[index] as pitprep.
4: else if Reqs[index] == Reqs[index + 1] and Reqs[index] == 0 then
5: Set Label[index] as troughprep.
6: else
7: Set Label[index] as peakprep.
8: end if
9: end for

10: Connect the first and last point in Reqs with a straight line, and figure out the
point P which is farthest from the line. Record the maximum distance as D.

11: while D ≥ δ do
12: Update the label of P in Label as trough or peak when the label of P is

troughprep or peakprep.
13: Connect the adjacent unstable points (including the first and last even they

are treated as stable points) with straight lines, and figure out the points
P1, P2, ..., Pn which are farthest from the lines in each segmentation. Record
the each maximum distance as D1, D2, ..., Dn.

14: end while
15: Update all troughprep and peakprep points in Label as ‘smooth’.
16: Return Label.

Fig. 4. The possible abrupt changed points generated by PLR
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3.3 Constructing Prediction Model by WSVM

We divide all the samples xi into three classes: peak points(demand suddenly
increased points), trough points (demand suddenly decreased points) and stable
points(demand changes a little), labeled as 1, 2 and 3, respectively. Furthermore,
cloud capacity planning is a cost sensitive problem, the weights of different class
instances should be different. According to the cost caused by the error, in model
(4), we set

µi =

⎧⎪⎨
⎪⎩

1 + α if yi = 1
1 + β if yi = 2
1 if yi = 3

(6)

where yi is the label of xi, α = λ · β , λ ≥ 1 is a parameter to adjust the cost
between peak and trough points.

Then a three-class weighted classification problem can be constructed for
each onerlapping training-testing set:

T (i) = T (i,tr) ∪ T (i,ts), i = 1, 2, ...p, (7)

where

T (i,tr) = {(x(i,tr)
t , y

(i,tr)
t , μ

(i,tr)
t ) | x

(i,tr)
t ∈ Rn, (8)

y
(i,tr)
t ∈ {1, 2, 3}, μ

(i,tr)
t ≥ 1, t = 1, 2, ...,m1}, (9)

and

T (i,ts) = {(x(i,ts)
t , y

(i,ts)
t , | x

(i,ts)
t ∈ Rn, y

(i,ts)
t ∈ {1, 2, 3}, t = 1, 2, ...,m2}, (10)

denote the training set and testing set respectively, x
(i,tr)
t is training sample,

x
(i,ts)
t is testing sample, y

(i,tr)
t and y

(i,ts)
t are corresponding class label. μ

(i,tr)
t is

the weight of the training sample computed according to Eq. (6).
WSVM is used to model this three-class classification problem. The overall

framework of PLR-WSVM is illustrated in Algorithm2.

4 Experiment Design and Evaluation

We use the real VM trace log of IBM Smart Colud Enterprise to evaluate the
effectiveness of our method. The trace data we obtained records the VM requests
for more than 4 months (from March 2011 to July 2011), and it contains tens
of thousands of request records with more than 100 different VM types. The
original trace data include 21 features such as Customer ID, VM type, Requset
Start Time, Requset End Time, and etc [12].
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Algorithm 2. PLR-WSVM
Input:

X: Cloud resource demand time series;
δ, r1, r2, α, β: the modeling parameters;

Output:
The testing accuracy, the decision of next day’s request (the type of each point);

1: Normalizing the dataset X by x̃i = xi−xmin
xmax−xmin

;

2: Computing p, the number of partitions according to (5);
3: set i=1;
4: while i ≤ p do
5: Selecting the ith training set and testing set from X;
6: Generating the three-class sample points by Algorithm 1;
7: Setting the weights of each instance in the ith training set according to (6);
8: Training a three-class WSVM model from the ith training set according to (4);
9: Predicting the labels on ith test set.

10: Set i=i+1;
11: end while
12: Computing the test accuracy;
13: Return Label;

4.1 Data Preprocessing

There are two data preprocessing steps before the raw data recorded by SCE
are used in modeling and prediction:

– Feature Selection: The raw data contain some request fields that are used
during prediction and also contain some noise during temporal pattern mining.
Therefore, not all these twenty-one features of a request record are useful. In
this work, we only selected two original features, VM Type (which illustrates
the type of VM the customer requests), Company (which include the infor-
mation of the customer send the request) and four statistics features obtained
from history data as the feature subset. The details of features involved in our
experiments are described in Table 1.

– Time Series Aggregation Granularity Selection: The raw trace data
are recorded per second. Aggregate these time series by different granularities
would have different levels of information and difficulty for prediction. A too
fine granularity would make the value on each timestamp lack statistical sig-
nificance, however, too large granularity would loss some useful information.
Figure 5 shows the different cloud capacity provisioning time series aggregated
by hour, day and week, respectively. We can see that the coarser the granu-
larity, the larger the provisioning amount in each time slot. Since the lifetime
of a VM is usually longer than hours, aggregate the records by hour is not
suitable in practice. On the contrary, if we aggregate the time series by week,
the cloud required to prepare the most VMs for each time slot. In this case,
the small prediction deviation will result in a large cost [12]. In order to pro-
duce the enough modeling data while maintaining the statistical significance
of raw time series, in this work, we use the daily time series in our system.
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Table 1. The description of features

Field Description

request1Part The number of request in current time period

requestAvg The average of request counts in fixed period recently

requestVar The variance of request in fixed period recently

requestLastWeek The number of request in the same time period last week

requestSubject The subjects of request currently (e.g., types of VM)

requestCompany The companies of request currently

Fig. 5. Time series aggregation granularity selection.

4.2 Experiment Results

We compare the proposed PLR-WSVM method with several commonly used
regression-based methods. The detail of methods are described in Table 2.

Regression-Based Methods vs. Real Time Series. Figure 6 displays the
original capacity change time series in three different periods and the fitting
results using different regression-based methods. From top to bottom, the time
series are: (1) Time series predicted by Moving Average; (2) Time series predicted
by Nearest Neighbour regression; (3) Time series predicted by Ridge regression;
(4) Time series predicted by SVM regression. From left to right, the unstability
of three parts of time series is generally increased (i.e., from low to high).

In Fig. 6, we can see that all the regression-based methods can predict well
only when the real time series are smooth. With the increasing of unstability

Table 2. The description of methods

Method name Description

Moving Average Naive Predictor

Nearest Neighbour Regression Linear Regression

Ridge Regression Non-linear Regression

SVM Regression Non-linear Regression with RBF kernel
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Fig. 6. Regression-based prediction results of three parts of time series.

(sharply changed demand), the fitting error is also increasing. These regression-
based methods can give a good prediction in the average sense. For those sharply
changed points, regression-based methods cannot predicting well. Among these
regression techniques, Moving Average shows a most similar changing tendency
with original time series, but its predicting curves have a time delay, limiting
its applicability in practice. Ridge Regression has the better performance than
Nearest Neighbour regression and SVM regression techniques, but it also cannot
predict the sharply changed points well in unstable time series.

PLR-WSVM vs. Regression-Based Methods. The goal of this paper is to
study a model predicting the suddenly changed points of cloud resource demand.
PLR-WSVM as a classification-based technique can give the results directly.
However, regression-based methods must do the following two steps: fitting the
original data and setting a threshold to decide whether the next demand is a
suddenly changed point or not. It is difficult to set the decision threshold because
the resource demand varying from one moment to another.

Table 3 shows the performance of PLR-WSVM compared with other
regression-based methods. The experimental setup is using one week time series
to predict the demand of next day. To ensure the comparability, the predict-
ing results of regression-based methods are transformed into three classes by
comparing the relative change of resource demand with a proper threshold. The
transform rule is defined as:

label(xt) =

⎧⎪⎨
⎪⎩

1 if c(xt) ≥ θ

2 if c(xt) ≤ −θ

3 if |c(xt)| < θ

(11)

where c(xt) represents change rate of resource demand between the current
regression value and the previous one, defined as

c(xt) =
R(xt) − R(xt−1)

R(xt−1)
, (12)
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where R(xt) and R(xt−1) indicate the current and previous regression value. θ
is the threshold to transform the relative change rate into a label.

Table 3. The comparison of predicted changed point between PLR-WSVM and other
regression-based methods.

Method Threshold Recall accuracy of Peak(%) Recall accuracy of Trough(%)

SVMReg 0.5 7.2 4.5

1.0 0.8 0.0

RidgeReg 0.5 20.7 5.6

1.0 3.8 0.0

NNReg 0.5 11.2 7.1

1.0 2.0 0.0

MovingAverage 0.5 0.0 0.0

1.0 0.2 0.0

PLR-WSVM - 37.42 37.91

We compared the range of threshold θ from 0.1 to 1.5, Table 3 shows the
experiment results. From this table, we can see that PLR-WSVM has the best
performance in predicting the troughs and peaks of cloud resource demand while
maintain a comparable overall accuracy. Regression-based techniques are very
sensitive to the thresholds and have poor performance in predicting suddenly
changed points.

We also compare the long term prediction performance of different methods
(e.g., using one month time series to predict resource demand of next week).
Figure 7 illustrates the prediction results. Compared with short term predicting
results, we can see that the predict performance of PLR-WSVM is increased
when the period has been extended from one day to one week. The performance
of other regression-based methods decreased greatly, especially on trough points.
The experimental results indicate that PLR-WSVM has more robust long term
prediction ability.

Fig. 7. The performance compare on different time span. The left figure is the predic-
tion results of peaks and the right figure is the prediction results of troughs.
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Fig. 8. The effect of turning α and β for capacity prediction.

In addition, PLR-WSVM can balance the cost among different classes of
points in cloud resource demand. According to Eq. (6), we can set different
weights to trough and peak points using α = λβ. In cloud predicting, since
the cost of under-prediction is large than over-prediction, we set λ ≥ 1.

Figure 8 shows the trough and peak points prediction with varying α and
β. We can see that the prediction accuracies of trough and peak points have
different variation trends. In practice, cloud providers can tradeoff these two
costs according the real demand to minimize the total cost.

5 Conclusion

The prediction of cloud resource demands is a very challenging task due to the
time-variant and highly unstable characteristics. Traditional regression-based
techniques cannot achieve good prediction performance, especially when resource
demand changed sharply. In this paper, we discuss the cloud capacity planning
problem from a new perspective: predicting the sharply increased and decreased
resource demand. Thus the service vendors can cope with the abrupt changed
cloud resource demand in advance and improve the quality of cloud service.

We transform the cloud capacity planning problem into a classification prob-
lem and use PLR-WSVM to predict the trough and peak points. In particular,
PLR is used to generate the training samples from the original resource demand
time series, and then WSVM is used to model the prediction of sharply changed
demand. Unlike regression-based techniques, our method formulates the cloud
resource demand into a three-class classification problem and it does not need
to determine the threshold of trough and peak points. Furthermore, WSVM can
assign the different weights for peak and trough points to minimize the total
provisioning costs.

Experimental results on the trace data of IBM Smart Cloud Enter-
prise demonstrate the effectiveness of our proposed method. Compared with
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regression-based techniques, our proposed method achieves more accurate and
robust prediction performance on suddenly changed cloud resource demand.
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Abstract. Privacy and usage restriction issues are important when
valuable data are exchanged or acquired by different organizations. Stan-
dard access control mechanisms either restrict or completely grant access
to valuable data. On the other hand, data obfuscation limits the overall
usability and may result in loss of total value. There are no standard
policy enforcement mechanisms for data acquired through mutual and
copyright agreements. In practice, many different types of policies can
be enforced in protecting data privacy. Hence there is the need for an
unified framework that encapsulates multiple suites of policies to protect
the data.

We present our vision of an architecture named security automata
model (SAM) to enforce privacy-preserving policies and usage restric-
tions. SAM analyzes the input queries and their outputs to enforce
various policies, liberating data owners from the burden of monitoring
data access. SAM allows administrators to specify various policies and
enforces them to monitor queries and control the data access. Our goal
is to address the problems of data usage control and protection through
privacy policies that can be defined, enforced, and integrated with the
existing access control mechanisms using SAM. In this paper, we lay
out the theoretical foundation of SAM, which is based on an automata
named Mandatory Result Automata. We also discuss the major chal-
lenges of implementing SAM in a real-world database environment as
well as ideas to meet such challenges.

Keywords: Automata · Access control · Differential privacy · Security

1 Introduction

Data is often the most valuable asset to its owner or person whose information is
captured in it. Certain information is private and should not be disclosed in any
form. Various laws and mutual agreements between parties require the organi-
zations to set strict policies in disclosing certain information. For example, laws
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such as Health Insurance Portability and Accountability Act (HIPAA) mandate
the organizations not to disclose personally identifiable information under any
circumstances. In the past, enormous efforts have been made to control data
access, optimize queries, and process queries efficiently. Little efforts are put to
monitor queries to protect against privacy violations occurring through improper
data usage [18].

On the other hand, there is the need to find out inherent patterns in the
stored data for targeted advertising, marketing, and other business purposes. It
is achieved through statistical analysis of the stored data, often done by exter-
nal analysts. Whether the analysis is done internally or externally, it should
follow the aforementioned rules in leaking private information. Thus, privacy-
preserving data analysis/mining has become an active field of research and prac-
tice. A common practice is to anonymize the data [9] before disclosing to third
party analysts. Unfortunately, the anonymous data sets can be combined with
information from other sources to extract the private information. In one such
example of attacks, users in an anonymized Netflix prize data were identified by
using an IMDB movie rating data set [15].

Data protected by mutual agreements and copyright laws needs to be moni-
tored for usages that may affect the businesses. For example, hobbies information
of Facebook users should not be combined with Google maps location services.
Even if the business has access to both data sets, it should not allow its employ-
ees or users to combine them. It may result in violation of privacy as well as
affect the data owners financially. Therefore, monitoring data usage becomes an
important task for organizations [18].

A number of privacy-preserving policies have been defined and enforced in
current database management systems (DBMS) through access control mech-
anisms (ACM). The main limitation of these ACMs is that they only enforce
“black and white” policies; the user is either granted access to the information
or completely denied. In the presence of such mechanisms it is challenging to
allow third-party analysts to access the database because the ACMs would have
to restrict access to private information. Effective analysis is possible if some
form of data aggregation, from sources who have private information, is made
accessible, without revealing the private information. It is also important to
monitor the accesses made by legitimate users. For example, a valid user may
access, out of curiosity, important information about important personalities (or
celebrities). Such unnecessary accesses should be monitored.

Our vision is to introduce an architecture named security automata model
(SAM), shown in Fig. 1, to enforce privacy policies and restrict data usage. An
important feature of the SAM architecture is that we can enforce many types
of database privacy policies within a single enforcement architecture.
The SAM model basically enforces ACMs and other declared privacy policies on
the data and query results. SAM is a query monitor based on previous work in
the area of software security by Ligatti and Reddy, namely, an automata called
Mandatory Result Automata (MRA) [11]. All the actions taken by the DBMS
for processing input queries and then returning their results are inspected before
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presenting the results to the user. This inspection feature of SAM is very useful in
monitoring authorized users accessing private information out of curiosity. The
results that may generate or help infer confidential information are substituted
or perturbed by the monitor through differential privacy (DP) [5].
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Fig. 1. Architecture: Basic monitor model

SAM works on the basic aggregates supported by state-of-the-art DBMS,
while controlling access through ACMs. The data owner can specify policies on
these aggregates rather than writing their own interfaces to protect the privacy.
This eliminates need to inspect, monitor, and control the programs written by
external analysts. The analysts don’t have to have any knowledge of special para-
meters and accuracy requirements, to access the data. The major contributions
of this work are:

1. A new privacy enforcement architecture parameterized by various privacy
policies.

2. Utilizing SAM to monitor data usage and preserve privacy in databases.
3. Formal model of the architecture using mandatory results automata (MRA).
4. Proof that security mechanisms modeled in our framework can be constructed

to enforce any of a large class of privacy policies.

Details of the problem studied and a brief summary of related work are presented
in Sect. 2 and the privacy architecture is discussed in Sect. 3. A formal model
to enforce policies and challenges involved are discussed in Sect. 4. We conclude
our paper in Sect. 5 with some details of possible future work.

2 Problem Description and Related Work

SAM is designed for protection of data stored in relational database management
systems (RDBMS). The RDBMS would incorporate SAM as an additional layer
to monitor the data usage and preserve privacy. We envision the following three
problems to be addressed using SAM.

1. Monitoring Users: Access to database from both unauthorized and autho-
rized users must be monitored. The problem of restricting unauthorized users
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falls into the realm of ACMs and hence we do not cover it in our work. Some
authorized users may access private data out of curiosity. Such accesses must
be monitored and appropriate action be taken to preserve privacy. Thus, SAM
should automatically audit authorized users accessing data that should not
be accessed during normal operations.

2. Monitoring Data Usage: Often business agreements and terms of usage
restrict the way in which data is used. For example, the use of maps with
location data could be restricted. The users of such data must be monitored
and combining one data set with other should not be allowed. In such cases,
prohibited operations on data are not allowed.

3. Enforcing Policies: Various privacy and data usage policies are expressed
as predicates that are enforced by the mechanism implemented in SAM. The
database administrator declares the policies to be enforced in a query lan-
guage. Then, SAM enforces ACMs and declared privacy policies to protect
the data.

Even though various policies are enforced on every query submitted by a
user, there is need to monitor the queries based on history of data accesses.
A sequence of relevant queries may give out private information. Therefore,
SAM should enforce policies by looking at the history of queries submitted to
the database. It becomes more challenging when multiple users collude to access
private data. We look at the architecture of SAM to address these problems.

2.1 Related Work

The problem of security in databases is well studied in the past three decades.
The security mechanisms of the past are categorized into four classes [1,14]:
Conceptual Models, Query Restriction, Output Perturbation, and Data pertur-
bation. A detailed survey is presented in [1]. In the recent past an extensible
platform for privacy-preserving data analysis has been studied [12]. There have
also been some systems built to enforce privacy-preserving policies [13,16]. These
systems have focused mainly on providing database interfaces for the programs
of data analysts. The data owner makes settings (specify parameters like privacy
budget etc.) so that the programs don’t reveal the private information. It is often
hard to inspect the bugs and possible privacy breaches in programs written by
external agents.

As there are different approaches to preserving privacy in databases, each
approach has its own advantages and disadvantages. In our privacy architecture,
we have presented a monitoring mechanism that we believe combines the best
features of these approaches. It is capable of restricting the queries during normal
operation and perturbing the results when it is absolutely necessary. The data
owner can define all the privacy policies and input them to the monitor. The pri-
vacy model enforces the policies while monitoring external programs for breach
in the data privacy. To the best of our knowledge, ours is the first framework for
enforcing many types of database privacy policies within a single enforcement
architecture.
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3 The SAM Architecture

Any database query can be expressed as a relational algebra expression (or
expression in short) on the values of database table attributes. The set of
records RC whose values satisfy the selection condition C in a given expression
is called the query set. The basic aggregates used as examples in this model
are: averages (AVG), sums (SUM), counts (COUNT), maximums (MAX), and
minimums (MIN). The AVG query, and many other statistics, can be computed
from the results of these basic aggregate queries. However, the model can be
extended to support any type of complex statistical queries.

In this section, we present the basic privacy architecture for databases,
using security automata. The runtime policy-enforcement mechanism works by
monitoring the queries submitted to the database and the results returned.
Runtime mechanisms are quite popular in monitoring database access-control
policies, firewalls, operating systems, spam filters, web browsers, etc. We pro-
pose a privacy-monitor architecture for DBMS, based on the mandatory results
automata (MRA) [11] to enforce the privacy policies in databases, as shown in
Fig. 2. The monitor is in-lined with the DBMS, interposing on the input queries
and output results. The monitor enforces policies by observing all the input
queries and their results. It transforms all queries and results to ensure that
the queries processed by the DBMS and the results to be returned to the users
are valid. A valid action is actually a query or result that satisfies the desired
policies of the DBMS. Some of the policies that are enforced by this architecture
are discussed in Sect. 4.

Monitor Input Queries: Every input query goes through the access control mod-
ule. Database access is granted only if the user submitting the query has autho-
rization. Otherwise, the query is rejected. Once authorized, the query is inspected
to see if the number of entities involved does not exceed the limit set by the
database administrator/owner. It is one of the methods to restrict data access
that is possible through a sequence of queries [4]. A history of entities and their
attributes is maintained to check the overlapping entities in the input queries.
A new entry is made in the log of a history tracker whenever a valid input query
passes through the entity check module.

The aggregate queries are modified into their basic components, before sub-
mitting to the DBMS, by the query rewrite module. For example, an AVG query
is split into COUNT and SUM queries. The results of these component queries
are monitored to protect privacy.

Monitor Query Results: The results of component queries are inspected by differ-
ent modules to detect possible situations in which the private information could
be revealed. For example, the result of COUNT component of the AVG query is
inspected by the set size restricter. This module restricts queries from disclosing
results with very few or just one tuple [7]. A valid result is inspected by the query
tracker module for presence of any tracker. A tracker is a query with auxiliary
conditions padded to the original conditions that are invalid (or not allowed by
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the DBMS) [3]. A valid response from the query tracker returns results to the
user. If the query set size restricter or the query tracker detect any possibility
of revealing private information, the differential privacy module perturbs the
results. Output perturbation [1,14] is necessary to make sure that nothing is
inferred by the user when the results are delivered. We enforce this requirement
through differential privacy [5,12].

Definition 1. Differential privacy [5]: Any randomized algorithm f is said
to provide ε-differential privacy if for all data set instances G,H ∈ Dn differing
in at most one record, and any set of possible outputs S ⊆ Range(f),

Pr[f(G) ∈ S] ≤ eε Pr[f(H) ∈ S]

where D is the domain of data records, and e is Euler’s number (2.71 . . .).

The parameter ε is called the privacy budget and is a basic requirement for
enforcing differential privacy. The accuracy of the results is inversely proportional
to the budget value, and hence the privacy guarantee. The database owner can
fix the budget requirement through policy predicates that are enforced by SAM.
Thus, the analysts do not have to specify any budget or accuracy requirements.
This gives the data owner power to control the accuracy precisely to protect the
private information.

The history tracker records information about the attributes that are
answered in the past queries. The overlap of attributes and results in a sequence
of queries is computed and stored for future queries [4]. Whenever a query result
violates tracker policy, the monitor applies differential privacy, making it a valid
query and protecting the information. The size of the stored history can be



464 A. Kumar et al.

managed by specifying policies on the history tracker. Policies can be defined
to discard the stored information whenever the database is updated. Thus, the
history tracker plays an important role in protecting private information that
could otherwise be accessed through a sequence of queries.

Complex Aggregates: It is often necessary for a DBMS to support user-defined,
complex, aggregate queries, such as standard deviation, cluster center, etc. The
private information that can be accessed through sequences of such complex
queries and other standard aggregates needs to be protected. All the aggregate
queries are modified into their basic components. The COUNT query is always
inserted before every complex aggregate by the monitor, to inspect the number
of unique records involved in the aggregate computation. When the number does
not satisfy policies of any of the modules, the monitor should take appropriate
action to apply differential privacy.

An interesting feature of using MRA for enforcing privacy is their ability to
support many policies, such as differential privacy, access control, mechanism to
sanitize results, etc. [11]. Policies can be specified in combination to strengthen
monitoring process. For example, set-size-restricter and differential-privacy mod-
ules, shown in Fig. 2 can work together to decide when to perturb the results. It
is also possible to plug-in new modules in this architecture to enforce complex
policies, enabling users to tune the level of control. We look into details of the
formal model in the following section.

4 Policy Enforcement

The power of SAM is in enforcing various privacy and data use policies. It has
various modules that can be utilized to enforce policies effectively. We have
identified three classes of policies that are necessary to protect privacy and data
usage: query control, result control, and access control.

Query control policies identify various entities and attributes involved in the
queries and check for violations of predefined conditions. Number of entities
present in the queries can be monitored to identify any privacy violations.
Restrictions related to allowed aggregates and joins can also be enforced.

Result control policies control the amount of data accessed by restricting the
number of records returned in the query results. A malicious user may issue
sequence of queries to access as much data as possible. However, SAM’s his-
tory tracker monitors such activities and denies access. Often it is important to
allow full access to the data for processing complex aggregates. In such cases, to
preserver privacy, differential privacy is applied to obfuscate the results.

Access control policies are enforced by any standard RDBMS. However, in order
to monitor authorized users accessing private data (e.g. celebrity), additional
information is required. SAM can store such additional information in a SAM-
specific private database and use it to monitor such activities.
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It can be noticed that the requirements of data use restrictions fall into all
of the above mentioned policy categories. Therefore, the problem of monitoring
data use is challenging. Any new policies that can be enforced by SAM fall into
one of the above mentioned categories. It is also important that there is need
for a query language to define such policies. An example policy P1 to dis-allow
entities containing user location and hobbies is shown below.

P1: RESTRICT ENTITIES UserLocation, UserHobbies
P2: CHECK HISTORY ( SELECT Entities, Attributes

FROM History )
WHERE Query.Entities IN History.Entities AND

Query.Attributes IN History.Attributes

Policy P2 checks the history of queries and returned results to check if any
privacy violations have occurred. Specifying policies in a user friendly language
is one of the challenges in enforcing data use restrictions and preserving privacy.
Size of history could pose performance issues in efficient query evaluation. In
Sect. 4.4 we discuss few possible solutions to overcome these difficulties.

4.1 Formal Model

The DBMS can be abstractly defined in terms of the queries it can process
(actions) and the possible results of those queries (results). Any request from
users of the DBMS is an aggregate query to be executed. The response to the
queries are results computed by the system. We represent the set of actions on
a database using the metavariable A, and results to these actions using R. An
action can be a query submitted to DBMS. Both sets A and R are nonempty,
possibly countably infinite, and R ∩ A = ∅. An event in the DBMS is a query or
a result, and it is denoted using E, where E = A ∪ R.

The sequence of submitting queries to the DBMS and obtaining their results
is called an execution. Each execution x is defined as a sequence of events with
event set E. The set of all finite-length executions possible is denoted by E∗. A
session is modeled as an execution. If the session terminates then the execution
is finite; otherwise the execution is infinite. Only one infinite-length execution is
allowed per user in our system. We denote the empty execution as ε. When an
execution x′ follows another execution x we denote it by concatenation, x;x′.
When x is a prefix of x′ it is written as x � x′. Throughout this paper we
abbreviate the formula ∀x′ ∈ E∗ : x′ � x ⇒ F as ∀x′ � x : F . Finally, we notate
the final query in execution x as Qx.

An MRA M is a quadruple denoted as (E,S, q0, δ), where E is the event
set over which M operates, S is the set of possible states (finite or countably
infinite) of M , q0 is the initial state, and δ is a transition function of the form
δ : S × E → S × E. An MRA in its current state takes an event, either an input
query or result of a query, and transitions to new state and produces an output.
The output can be a valid query to be executed by the query processor, or the
result to be presented to the user (Fig. 2). We write M ⇓ X when M produces
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an execution X ⊆ E∗ for input events that match the sequence of input events in
X. Section 4.2 will define enforcement as requiring an MRA to produce exactly
those executions that the desired policy allows.

MRA treat all actions as synchronous i.e., they finish processing the input
action and return results before accepting the next input for processing. Their
ability to transform the results of actions is novel and crucial for enforcing poli-
cies. This behavior is essential in DBMS and matches our requirement of enforc-
ing privacy-preserving policies.

4.2 Privacy Policies

The SAM is able to enforce any policies that can be defined on the DBMS. In
this section we look into different policies that are to be enforced on the queries.
The important aspect of the MRA-based architecture is that the MRA can adapt
itself to the changing queries over time by enforcing appropriate policies. The
policies listed here are well studied in the literature [1,2,12], but have never been
enforced collectively for protecting privacy.

A policy is a predicate defined over executions. A session (execution) X ∈ E∗

is said to satisfy policy P iff P (X).1

With the definitions of policies and MRA producing executions we are now
ready to define what it means for an MRA to enforce a policy. Definition 2 says
that an MRA M enforces a policy P exactly when the set of executions M
produces equals the set of execution P allows.

Definition 2. An MRA M on a system with event set E enforces policy P iff

∀x ∈ E∗ : (M ⇓ x) ⇐⇒ P (x)

We next describe different policies that can be enforced by MRA to protect
privacy.

Query and Result Control Policies: In this category of privacy policies, the
results returned by aggregates depend on the types of attributes involved in the
queries. If the attributes involved carry private information, M should enforce
the control policies. We examine broad categories of policies on aggregates that
M is able to enforce to protect privacy.

Definition 3. Any execution x ∈ E∗ is said to satisfy the query-set-size
restriction policy iff there exists a predicate Ps such that,

Ps(x) ⇐⇒ ∀x′ � x : K ≤ |Rx′ | ≤ N − K

where Rx′ is the query-set (result) of query Qx′ , N is the number of records in
the database, and the value of K is restricted by 0 ≤ K ≤ N/2.

1 Technically, these policies are called “properties” in the literature on formal security
models [10,11,17].
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Query-set-size policies restrict the size of the query set returned by the query
processor, to control the information disclosed to users [7]. Such policies can
prevent results with very few or just one tuple. The set-size-restricter module
of SAM enforces this property. However, when two queries are executed consec-
utively to get two query-sets G and H respectively, the privacy policy can be
violated, as the set difference |G − H| = 1. Hence, additional measures should
be taken to protect private data.

Definition 4. Any execution x ∈ E∗ is said to satisfy the query-set-overlap
restriction policy iff there exists a predicate Po such that,

Po(x) ⇐⇒ ∀x′ � x, ∀x′′ � x :
(
Qx′ �= Qx′′ =⇒ |Mx′ ∩ Mx′′ | ≤ O

)
where Mx′ is the set of entities involved in Qx′ (and similarly Mx′′ for Qx′′) and
O is the restricted number of overlapping entities.

In this policy, the number of entities that overlap in successive queries are
restricted [4]. When a sequence of queries is executed, the policy is either satis-
fied or not based on the size of the overlap. Given a minimum query set size K
and the number of entity overlaps O allowed in successive queries, the minimum
number of queries required to compromise is 1 + (K − 1)O. Our monitor M can
be made to look for this number to secure the data. The entity-check module of
SAM is capable of enforcing this policy.

A restricted query result can be calculated with the help of two kinds of
trackers [3]. One, using a general tracker when the query-set-size K ≤ N/4. A
policy to preserve privacy in the presence of a tracker can be enforced with the
help of set-size restricter in M by changing the set-size conditions in Definition 3
to

Ps(x) ⇐⇒ ∀x′ � x : 2K �≤ |Rx′ | �≤ N − 2K

The second type of tracker, called a double tracker, can reveal private infor-
mation when the query-set-size K ≤ N/3. This can be prevented with the help
of the query tracker in M enforcing the desired tracker policy.

Definition 5. Any execution x ∈ E∗ is said to satisfy the tracker policy iff
there exists a predicate Pt such that,

Pt(x) ⇐⇒ ∀x′ � x, ∀x′′ � x :⎛
⎝Qx′ �= Qx′′ =⇒

⎛
⎝Cx′ ∩ Cx′′ = ∅

∨ K �≤ |Rx′ | �≤ N − 2K
∨ 2K �≤ |Rx′′ | �≤ N − K

⎞
⎠

⎞
⎠

where Cx′ and Cx′′ are the selection conditions of the queries Qx′ and Qx′′

respectively, N is the number of records in the database, and the value of K is
restricted by 0 ≤ K ≤ N/3.

These trackers speculate the privacy compromise by computing all possible com-
binations of the table attributes that may be queried in the future to get answers
to restricted queries. The “query tracker” and “history tracker” modules of M
are responsible for enforcing tracker policies. Any algorithm to track quires can
be plugged-in.
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Differential Privacy Policies: The data owner can restrict the access and
accuracy of user queries to the DBMS using differential privacy policies. The idea
behind this mechanism is to allow user queries to execute on the actual data, but
the results are perturbed before being delivered to the user. The perturbation is
a function (differential privacy) f(Rx) on the results Rx of any query x ∈ E∗.
The important goal of perturbation is to prevent disclosing the correct value(s)
of the result(s). Perturbation may include rounding up (or down) of the resulting
values or adding (or subtracting) some pseudo-random numbers [7].

Definition 6. Any execution x ∈ E∗ is said to satisfy the differential privacy
policy iff there exists a function f satisfying Definition 1 such that,

Pd(x) ⇐⇒ ∀x′ � x : Rx′ = f(Rorig
x′ )

where Rx′ is the query-set (result) of Qx′ and Rorig
x′ is the original result the

DBMS returned for Qx′ .

The use of output perturbation satisfies the differential privacy policy, as the
actual results are never disclosed to the users. The differential privacy function f
perturbs results of each query differently, so that inference of private information
using multiple queries is impossible.

The advantages of having differential privacy enforcement in SAM is that the
analysts do not have to have knowledge about the budget requirements and accu-
racy needs. The data owner can set exact accuracy and budget requirements to
restrict access to private data. Thus, analysts do not have to invoke special appli-
cation program interfaces to access data through differential privacy mechanisms.

Access-Control Policies: There has been a tremendous amount of work done
in enforcing access control policies. Current DBMSs allow users to access different
parts of the data base by enforcing ACMs. The SAM can also enforce these
policies, as it is based on MRA, which are capable of enforcing arbitrary access-
control policies by monitoring and building a history of entire sessions.

The SAM can take advantage of existing ACM in the DBMS to enforce
access-control policies. The underlying MRA M has to request permission from
the DBMS before submitting its executions. The request is actually a verification
of permission of the current query. When the DBMS grants permission, the MRA
can take the action of the input query. This removes the burden of implementing
ACMs in SAM. The existing DBMS also does not require any changes.

4.3 Model Properties

In the previous text, we discussed different policies that can be enforced on
database queries. Now we need an enforcement mechanism that SAM can fol-
low to preserve privacy. In this section, we show how to enforce the privacy
policies defined above by constructing MRA and proving that these MRA can
enforce the policies. Given any query-set-size, query-set-overlap, query-tracker,
or differential-privacy policy P , Theorem 1 shows that an MRA M can enforce
P and Theorem 1’s proof shows how to construct such an M .
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Theorem 1. For all policies P such that P is a query-set-size policy, query-set-
overlap policy, query-tracker policy, or differential-privacy policy on a system
with event set E, there exists an MRA M such that M enforces P .

Proof. Given any such policy P , we show how to construct an MRA M =
(E,S, q0, δ) that enforces P on all executions x ∈ E∗. Note that δ is a par-
tial function when δ is undefined on a given input, the MRA cannot transition,
so the system effectively halts.

If P is a query-set-size restriction policy parameterized by N and K as in
Definition 3, let M = (E, {0, 1}, 0, δ), where δ is:

δ(q, e) =

⎧⎪⎨
⎪⎩

(0, e) if q = 0, e �= query

(1, e) if q = 0, e = query

(0, e) if q = 1, K ≤ |e| ≤ N − K

M enforces P because both produce/allow exactly those executions in which
all query results r satisfy the K ≤ |r| ≤ N − K constraint. Hence, the sets of
executions produced by M and allowed by P are equal.

If P is a query-set-overlap restriction policy parameterized by O as in Defi-
nition 4, let M = (E,E∗, ε, δ), where δ is:

δ(q, e) =

⎧⎪⎨
⎪⎩

(q, e) if e �= query

(q; e, e) if e = query, q = e1; e2; . . . ; en and
∀i ∈ {1, . . . , n} : |Me ∩ Mei

| ≤ O

M enforces P because both produce/allow exactly those executions in which all
queries only contain entity sets that never overlap previous queries’ entity sets in
more than O elements. Hence, the sets of executions produced by M and allowed
by P are equal.

If P is a query-tracker policy parameterized by N and K as in Definition 5,
let M = (E,E∗, ε, δ), where δ is:

δ(q, e) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(q, e) if e �= query
(q; e, e) if e = query, q = e1; e2; . . . ; en and

∀i ∈ {1, . . . , n} : (Ce ∩ Cei
= ∅ or

K �≤ |Re| �≤ N − 2K or
2K �≤ |Rei

| �≤ N − K)

M enforces P because both produce/allow exactly those executions in which
all queries Q satisfy at least one of the following three constraints: (1) Q has
no projection-condition attributes in common with previous queries, (2) K �≤
|Re| �≤ N − 2K, or (3) all the previous query results r satisfy the constraint
2K �≤ |r| �≤ N − K. Hence, the sets of executions produced by M and allowed
by P are equal.
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If P is a differential-privacy policy parameterized by perturbation function
f as in Definition 6, let M = (E, {0, 1}, 0, δ), where δ is:

δ(q, e) =

⎧⎪⎨
⎪⎩

(0, e) if q = 0, e �= query
(1, e) if q = 0, e = query
(0, f(e)) if q = 1

M enforces P because both produce/allow exactly those executions in which all
query results are perturbed by the perturbation function f . Hence, the sets of
executions produced by M and allowed by P are equal.

Hence, an MRA can enforce all query-set-size restriction, query-set-overlap
restriction, query tracker, and differential-privacy polices.

4.4 Challenges

The MRA based monitor can secure the database by enforcing the policies
defined above. In this section we discuss some of the challenges in enforcing
these policies with MRA, and possible solutions.

Infinite-Length Executions: An infinite-length execution is one that never termi-
nates. For simplicity, the definitions of privacy-preserving policies in Sect. 4.2 only
consider finite-length executions. However, these definitions can be generalized to
infinite-length executions straightforwardly by placing the same sorts of query-
result constraints on every query and result in every execution (including those of
infinite-length). All the modules of SAM are capable of monitoring sequences of
infinite-length queries, without requiring any changes to their functionalities.

Colluded Attacks: As explained before, MRA is a synchronous automata allowing
only one input event and producing a result for that event before processing the
next. Thus, concurrent events can’t be processed by the MRA. This leads to a
possible attack in which multiple users collude and share their results. Since the
MRA assumes one infinite-length execution per user, it can protect the private
information from only one user, not colluded users.

A possible solution is to assume the queries from all users as events of a
single infinite-length execution. Queries from all users can be serialized, possi-
bly based on arrival timestamps. Thus, completely eliminating the possibility of
compromise from colluding users. Another direction to eliminate the risk from
colluded attacks is taking advantage of differential privacy parameters. The data-
base administrators can specify different types of noise to be added to different
users, so the users can’t extract any private information by colluding. There
could be some limitations on the number of different types of noises that can be
generated at run time to a large number of users.

User-Defined Aggregates: It is often necessary to allow the analysts to write
their own programs to analyze the data. The data owner can specify differential
privacy policies on such programs. The MRA can enforce these policies directly
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without requiring any changes to the underlying architecture. When different
types of aggregates are supported, specifying proper policies becomes a chal-
lenging task. The policies should be specified such that the privacy is preserved.
It is analogous to specifying access control policies in standard databases.

Performance: Maintaining history of queries and results could impact overall
performance of SAM. Logging during query evaluation and log-access for pol-
icy enforcement could overload SAM, impacting overall performance. Enforcing
policies online as well as offline could alleviate the performance problems. Online
setting utilizes only recent past of the history, while offline setting audits to check
if any policy violations have occurred due to recent queries. High performance
computing strategies can also be applied to utilize large portion of the history for
faster processing. The problem of leveraging such strategies is another interesting
research challenge.

History tracking is an interesting feature of SAM, which can leverage lineage
of queries to preserve privacy and restrict data usage. Query lineage can be
utilized for data usage audits [6,8]. It becomes an effective tool to monitor curious
(authorized) users.

5 Conclusions and Future Work

We have presented our vision of a privacy architecture, called SAM, which can
enforce various privacy-preserving policies and restrict data usage in databases.
MRA are constructed to enforce query, result, and access control policies. An
interesting feature of SAM is that it allows accurate query results as long as
the privacy is preserved. It can be set up to begin enforcing differential-privacy
policies when none of the other policies are satisfied. The data owners can specify
policies and input to SAM instead of writing their own database interfaces to
preserve privacy. This also alleviates the need for analysts to specify any special
parameters to access the database.

The MRA construction method can be followed to enforce the policies defined
in this work. We believe that the MRA can be an independent component of
the database, without affecting other database modules. Much has to be done
to refine the SAM design and ensure effective and efficient implementation of
the architecture, as discussed in Sect. 4.4. Here we want to emphasize the very
interesting research topic of studying the possibility of utilizing these database
modules to improve the performance. SAM can be implemented as part of the
DBMS to monitor the results of different database operators. Monitoring oper-
ators inside DBMS would eliminate the need for the query-rewrite module in
SAM, as the partial results can be monitored even before computing the final
result. We believe that the formal architecture presented in this paper is capable
of enforcing a wide range of database policies.
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3. Denning, D.E., Schlörer, J.: A fast procedure for finding a tracker in a statistical
database. ACM Trans. Database Syst. 5(1), 88–102 (1980)

4. Dobkin, D., Jones, A.K., Lipton, R.J.: Secure databases: protection against user
influence. ACM Trans. Database Syst. 4(1), 97–106 (1979)

5. Dwork, C.: Differential privacy: a survey of results. In: Agrawal, M., Du, D.-Z.,
Duan, Z., Li, A. (eds.) TAMC 2008. LNCS, vol. 4978, pp. 1–19. Springer,
Heidelberg (2008)

6. Fabbri, D., LeFevre, K.: Explanation-based auditing. Proc. VLDB Endow. 5(1),
1–12 (2011)

7. Fellegi, I.P., Phillips, J.J.: Statistical confidentiality: some theory and application
to data dissemination. Am. Econ. Soc. Measures 3(2), 101–112 (1974)

8. Hasan, R., Winslett, M.: Efficient audit-based compliance for relational data reten-
tion. In: Symposium on Information, Computer and Communications Security, pp.
238–248 (2011)

9. Kushida, C., Nichols, D., Jadrnicek, R., Miller, R., Walsh, J., Griffin, K.: Strategies
for de-identification and anonymization of electronic health record data for use in
multicenter research studies. Med. Care 50, S82–S101 (2012)

10. Ligatti, J., Bauer, L., Walker, D.: Run-time enforcement of nonsafety policies.
ACM Trans. Inf. Syst. Secur. 12(3), 1–41 (2009)

11. Ligatti, J., Reddy, S.: A theory of runtime enforcement, with results. In: Pro-
ceedings of the 15th European Conference on Research in Computer Security, pp.
87–100 (2010)

12. McSherry, F.D.: Privacy integrated queries: an extensible platform for privacy-
preserving data analysis. In: Proceedings of the International Conference on Man-
agement of Data, SIGMOD, pp. 19–30 (2009)

13. Mohan, P., Thakurta, A., Shi, E., Song, D., Culler, D.: Gupt: privacy preserv-
ing data analysis made easy. In: Proceedings of the International Conference on
Management of Data, SIGMOD, pp. 349–360 (2012)

14. Muralidhar, K., Batra, D., Kirs, P.J.: Accessibility, security, and accuracy in sta-
tistical databases: the case for the multiplicative fixed data perturbation approach.
Manage. Sci. 41(9), 1549–1564 (1995)

15. Narayanan, A., Shmatikov, V.: Robust de-anonymization of large sparse datasets.
In: Proceedings of the Symposium on Security and Privacy, S&P, pp. 111–125
(2008)

16. Roy, I., Setty, S.T.V., Kilzer, A., Shmatikov, V., Witchel, E.: Airavat: security and
privacy for mapreduce. In: Proceedings of the Conference on Networked Systems
Design and Implementation, NSDI, p. 20 (2010)

17. Schneider, F.B.: Enforceable security policies. ACM Trans. Inf. Syst. Secur. 3(1),
30–50 (2000)

18. Upadhyaya, P., Anderson, N.R., Balazinska, M., Howe, B., Kaushik, R.,
Ramamurthy, R., Suciu, D.: Stop that query! the need for managing data use.
In: Conference on Innovative Data Systems Research (2013)



Correlation-Based Deep Learning
for Multimedia Semantic Concept Detection

Hsin-Yu Ha(B), Yimin Yang, Samira Pouyanfar,
Haiman Tian, and Shu-Ching Chen

School of Computing and Information Sciences,
Florida International University, Miami, FL 33199, USA

{hha001,yyang010,spouy001,htian005,chens}@cs.fiu.edu

Abstract. Nowadays, concept detection from multimedia data is con-
sidered as an emerging topic due to its applicability to various applica-
tions in both academia and industry. However, there are some inevitable
challenges including the high volume and variety of multimedia data as
well as its skewed distribution. To cope with these challenges, in this
paper, a novel framework is proposed to integrate two correlation-based
methods, Feature-Correlation Maximum Spanning Tree (FC-MST) and
Negative-based Sampling (NS), with a well-known deep learning algo-
rithm called Convolutional Neural Network (CNN). First, FC-MST is
introduced to select the most relevant low-level features, which are
extracted from multiple modalities, and to decide the input layer dimen-
sion of the CNN. Second, NS is adopted to improve the batch sampling
in the CNN. Using NUS-WIDE image data set as a web-based applica-
tion, the experimental results demonstrate the effectiveness of the pro-
posed framework for semantic concept detection, comparing to other
well-known classifiers.

Keywords: Deep learning · Feature selection · Sampling · Semantic
concept detection · Web-based multimedia data

1 Introduction

In recent decades, the number of multimedia data transferred via the Internet
increases rapidly in every minute. Multimedia data, which refers to data con-
sisting of various media types like text, audio, video, as well as animation, is
rich in semantics. To bridge the semantic gap between the low-level features
and high-level concepts, it introduces several interesting research topics like,
data representations, model fusion, imbalanced data issue, reduction of feature
dimensions, etc.

Because of the explosive growth of multimedia data, the complexity rises
exponentially with linearly increasing dimensions of the data, which poses a great
challenge to multimedia data analysis, especially semantic concept detection.
Due to this fact, it draws multimedia society’s attention to identify useful feature
subsets, reduce the feature dimensions, and utilize all the features extracted from
c© Springer International Publishing Switzerland 2015
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different modalities. Many researchers develop feature selection methods based
on different perspectives and methodologies. For example, whether the label
information is fully explored [1–5], whether a learning algorithm is included in
the method [7–11], etc. However, most feature selection methods are applied
on data with one single modality. Recently, a Feature-Correlation Maximum
Spanning Tree (FC-MST) [12] method has been proposed for exploring feature
correlations among multiple modalities to better identify the effective feature
subset.

On the other hand, the imbalanced data set is another major challenge while
dealing with real world multimedia data. An imbalanced data set is defined
by two classes, i.e., positive class and negative class, where the size of positive
data is way smaller than the size of negative one. When training a classification
model with unevenly distributed data, the model tends to classify data instances
into the class with a larger data size. To resolve the issue, two types of sampling
methods are widely applied, i.e., oversampling and undersampling. Oversampling
methods are proposed to duplicate the positive instances to balance the data
distribution. However, the computation time will increase accordingly. Under-
sampling methods are also widely studied to remove the negative instances to
make the data set be evenly distributed. Unlike most undersampling methods,
which remove the negative instances without specific criteria, Negative-based
Sampling (NS) [13] is proposed to identify the negative representative instances
and keeps them in the later training process.

Recently, applying deep learning methods to analyze composite data, like
videos and images, has become an emerging research topic. Deep learning is a
concept originally derived from artificial neural networks and it has been widely
applied to model high-level abstraction from complex data. Among different
deep learning methods, the Convolutional Neural Network (CNN) [14] is well
established and it demonstrates the strength in many difficult tasks like audio
recognition, facial expression recognition, content-based image retrieval, etc. The
capability of CNN in dealing with complex data motivates us to incorporate
it for multimedia analysis. Specifically, the advantages of CNN are two folds.
First, CNN is composed of hierarchical layers, where the features are thoroughly
trained in a bottom-up manner. Second, CNN is a biologically-derived Multi-
Layer-Perceptron (MLP) [15], thus it optimizes the classification results using
the gradient of a loss function with respect to all the weights in the network.

In this paper, an integrated framework is proposed to solve the semantic
concept detection problem by applying two correlation-based methods, e.g., FC-
MST and NS, on refining the CNN’s architecture. FC-MST aims to obtain the
effective features by removing other irrelevant or redundant features and it is
further applied on deciding the dimension of the CNN’s input layer. NS is intro-
duced to solve the data imbalance problem and it is proposed to better refine
the CNN’s batch assigning process.

The rest of this paper is organized as follows. Section 2 provides related work
on training the deep learning models for multimedia data analysis. A detailed
description of the proposed framework is presented in Sect. 3. The experiment
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dataset and the experimental results are discussed in Sect. 4. Lastly, the paper
is concluded in Sect. 5 with the summarization.

2 Related Work

With the enormous growth of data such as audio, text, image, and video, mul-
timedia semantic concept detection has become a challenging topic in current
digital age [16–18]. Deep learning, a new and powerful branch of machine learn-
ing, plays a significant role in multimedia analysis [19–21], especially for the big
data applications, due to its deep and complex structure utilizing a large number
of hidden layers and parameters to extract high-level semantic concepts in data.

To date, various deep learning frameworks have been applied in multimedia
analysis, including Caffe [22], Theano [23], Cuda-convnet [24], to name a few.
Deep convolutional networks proposed by Krizhevsky et al. [25] were inspired by
the traditional neural networks such as MLP. By applying a GPU implementa-
tion of a convolutional neural network on the subsets of Imagenet dataset in the
ILSVRC-2010 and ILSVRC-2012 competitions [26], Krizhevsky et al. achieved
the best results and reduced the top-5 test error by 10.9 % compared with the
second winner. A Deep Convolutional Activation Feature (Decaf) [27], the direct
precursor of Caffe, was used to extract the features from an unlabeled or inad-
equately labeled dataset by improving the convolutional network proposed by
Krizhevsky et al. Decaf learns the features with high generalization and repre-
sentation to extract the semantic information using simple linear classifiers such
as Support Vector Machine (SVM) and logistic Regression (LR).

Although deep convolutional networks have attracted significant interests
within multimedia and machine learning applications, generating features from
scratch and the duplication of previous results are tedious tasks, which may
take weeks or months. For this purpose, Caffe, a Convolutional Architecture
for Fast Feature Embedding, was later proposed by Jia et al. [22], which not
only includes modifiable deep learning algorithms, but also collects several pre-
trained reference models. One such reference model is Region with CNN features
(R-CNN) [28], which extracts features from region proposals to detect semantic
concepts from very large datasets. R-CNN includes three main modules. The first
module extracts category-independent regions (instead of original images) used
as the inputs of the second module called feature extractor. For feature extraction
and fine-tuning, a large CNN is pre-trained using the Caffe library. Finally, in
the third module, the linear SVM is applied to classify the objects. Based on
the evaluation results on one specific task called PASCAL VOC, CNN features
carry more information compared to the conventional methods’ extracted simple
HOG-based features [29].

Many researchers recently utilize a pre-trained reference model to improve
the results and to reduce the computational time. Snoek et al. [30] retrained
a deep network, which was trained on ImageNet datasets. The input of the
deep network is raw image pixels and the outputs are scores for each concept.
These scores are later fused with those generated from another concept detec-
tion framework, which uses a mixture of low level features and a linear SVM for
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concept detection. The overall combination framework achieves the best perfor-
mance results for 9 different concepts in the Semantic Indexing (SIN) task of
TRECVID 2014 [31]. Ngiam et al. [32] developed a multimodal deep learning
framework for feature learning using a Restricted Boltzmann Machines (RBMs).
To combine information from raw video frames with audio waveforms, a bimodal
deep autoencoder is proposed, which is greedily trained by separate pre-trained
models for each modality. In this model, there is a deep hidden layer, which mod-
els the relationship between audio and video modalities and learns the higher
order correlation among them.

Based on the successful results acquired by deep learning techniques, an
important question arises: whether deep networks are the solution for multimedia
feature analysis or not. Wan et al. [33] addressed this question for Content-Based
Image Retrieval (CBIR). In particular, CNN is investigated for the CBIR feature
representation under the following schemes: (1) Direct feature representation
using a pre-trained deep model; (2) Refining the features by similarity learning;
and (3) Refining the features by model retraining using reference models such as
ImageNet, which shows the promising results on the Caltec256 dataset. However,
the extracted features from deep networks may not capture better semantic
information compared with conventional low-level features.

More recent research in multimedia deep learning has addressed challenges
such as feature extraction/selection and dimension reduction, where the input is
raw pixel values. Specifically, CNN is widely used as a successful feature extractor
in various multimedia tasks. However, it is still unknown how it can perform as
a classifier for semantic detection tasks.

We address the aforementioned challenges by bridging the gap between
semantic detection and a deep learning algorithm using general features includ-
ing low-level visual and audio features as well as textual information, instead
of fixed pixel values of the original images. FC-MST, a novel feature extraction
method, is proposed to remove irrelevant features and automatically decide the
input layer dimension. Furthermore, NS is utilized to handle the imbalanced
datasets. Finally, by leveraging FC-MST and NS in the CNN structure, not only
the important and relevant features are fed to the network and the data imbal-
ance issue is solved, but also the computational time and memory usage are
significantly reduced.

3 Proposed Framework

As shown in Fig. 1, the proposed framework starts from collecting the data
derived from different data types, such as images, videos, and texts. Each modal-
ity requires the corresponding pre-processing step. For instance, shot boundary
detection and key frame detection are applied to obtain the basic video elements,
e.g., shots and keyframes, respectively. Then, low-level visual features and audio
features can be extracted from them. For the image data, visual features can
be directly extracted from each instance and possibly combined with the corre-
sponding textual information including tags, title, description, etc. For the text
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Fig. 1. Overview of the proposed framework

data, it is usually represented by its frequency or TF-IDF [34] values. Once all
the features are extracted and are integrated into one, the proposed FC-MST
method is adopted to select useful features and decide the dimension of the
input layer. On the other hand, NS is carried out to enhance the batch instance
selection for every feature map in each iteration process. Hence, the architecture
of the original CNN is automatically adjusted based on the FC-MST’s feature
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selection and NS sampling scheme. At the end, each testing instance is labeled
as 1 or 0 as an indication of a positive instance or a negative one, respectively.

3.1 Convolutional Neural Network

CNNs are hierarchical neural networks, which reduce learning complexity by
sharing the weights in different layers [14]. CNN is proposed with only minimal
data preprocessing requirements, and only a small portion of the original data
are considered as the input of small neuron collections in the lowest layer. The
obtained salient features will be tiled with an overlap to the upper layer in
order to get a better representation of the observations. The realization of CNN
may vary in the layers. However, basically they always consist of three types of
layers: convolutional layers, pooling layers (or sub-sampling layers), and fully-
connected layers. One example of the relationships between different CNN layers
is illustrated in Fig. 2.

Fig. 2. Convolutional neural network

1. Convolutional layer
There are many feature maps (representation of neurons) in each convolu-
tional layer. Each map takes the inputs from the previous layer with the
same weight W and repeatedly applies the tensor function to the entire valid
region. In other words, the convolution of the previous layer’s input x is ful-
filled with a linear filter, where the weight for the kth feature map is indicated
as W k and the corresponding bias is indicated as bk. Then, the filtered results
are applied to a non-linear activation function f . For example, if we denote
the kth feature map for the given layer as hk, the feature map is obtained as
follows.

hk = f((W k ∗ x) + bk). (1)
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The weights can be considered as the learnable kernels, which might be dif-
ferent in each feature map. In order to compute the pre-nonlinearity input to
some unit x, the contributions from the previous layer need to be summed
up and weighted by the filter components.

2. Pooling layer (Sub-sampling layer)
Pooling layers usually come after the convolutional layers to reduce the dimen-
sionality of the intermediate representations as shown in Fig. 2. It takes fea-
ture maps from the convolutional layer into non-overlapping blocks and sub-
samples them to produce a single output from each sub-region. Max-pooling
is the most well-known pooling method, which takes the maximum value of
each block [14,35], and it is used in the proposed framework. It is worth noth-
ing that this type of layer does not learn by itself. The main purpose of such
layer is to increase the spatial abstractness and to reduce the computation
for the later layers.

3. Fully-connected MLP layer
After several convolutional layers and pooling layers, the high-level reasoning
in the neural network is done via one fully connected MLP layer. It takes
all the feature maps at the previous layer as the input to be processed by a
traditional MLP, which includes the hidden layer and the logistic regression
process. At the end, one score is generated per instance for the classification.
For a binary classification CNN model as depicted in Fig. 2, each instance is
either classified as positive or negative class based on the generated score.

Convolutional neural network processes ordered data in an architecturally
different way, which transparently shares the weights. This model has been shown
to work well for a number of tasks, especially for object recognition [36] and it
has become popular recently on multimedia data analysis [22].

3.2 FC-MST Method in Deciding Input Layer Dimension

CNN is a biologically-evolving version of MLP and it is originally implemented
for tasks like MNIST digit classification or facial recognition. Though different
implementations might have its own unique CNN’s architecture, such as different
numbers of filtering masks, sizes of the pooling layers, etc., most of them take
the original image as the input and process the image as Height × Width pixel
values. Here, the low-level features are selected by the proposed FC-MST and
are deployed as the context of CNN’s input layer.

FC-MST is proposed in [12], which aims to obtain the effective features by
removing both redundant and irrelevant features. The methodology utilizes two
correlations listed as follows.

– The correlation among features across multiple modalities;
– The correlation between each feature towards the target positive concept.

Given the revealed correlation, the proposed FC-MST is able to distinguish
the effective features from others and greatly reduces the feature dimension. It
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Algorithm 1. How to decide the dimension of CNN’s input Layer by
FC-MST
input : The given training data set D with feature set as

TDF = F1, F2, ..., FM , along with the class label C
output: SF : A set of selected features, which indicates the dimension of

CNN’s input layer sizeH and sizeW
1 ISF ←− FCMST (TDF );
2 if NumISF mod 6 = 0 then
3 sizeH = 6;
4 sizeW = NumISF /6;

5 else
6 NumISF = NumISF − (NumISF mod 6);

/* NumISF represents the number of features in ISF */

7 NumDF = NumISF mod 6 ;
/* NumDF represents the number of features which are going to

be removed from ISF */

8 sizeH = 6;
9 sizeW = NumISF /6;

10 SF ←− RemoveNumDF (ISF );
11 return SF, sizeH , sizeW

motivates us to apply FC-MST onto the input layer of the convolutional neural
network. Hence, only the important features are considered in the process and the
computation time can be greatly reduced. The process is depicted in Algorithm 1.
All features from multiple modalities are combined into one unified feature set
indicated as TDF . ISF represents the initial selected features after applying
FC-MST on the original data set TDF (as described in Algorithm 1, line 1).
Next, the number of selected features is checked on two conditions: whether it
is a prime number and whether it can be divided by number 6. The checking
process is described in Algorithm 1, from line 2 to line 9. The conditions are set
because the dimension of the input layer needs to be completely divided by the
dimension of the feature map in every convolutional layer, e.g., 2 × 2. NumDF

is obtained by getting the remainder of NumISF divided by 6. Then, NumDF

features are removed based on their correlation towards the positive concept and
the deletion operation is performed on the least correlated features (as described
in Algorithm 1, line 10). At the end, the selected feature set SF along with the
decided dimension of the input layer, e.g., sizeH and sizeW , are returned.

3.3 Negative-Based Sampling in Deciding Batch Sampling Process

The data imbalance problem has been one of the major challenges when classi-
fying a multimedia data set. When the data size of the major class is way larger
than that of the minor’s, it usually results in poor classification performance.
The problem becomes worse when applying the deep learning methods, such as
CNN, on the skewed data set. The reason is because most of the deep learning
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Algorithm 2. Negative-based CNN batch sampling process
input : The given training data set D is composed of positive set P and

negative set N .
1 while Iterating in Pooling Layer or Convolutional Layer do
2 NumP ←− |P |;
3 NumN ←− |N |;
4 NumD ←− |D|;
5 BatchSize = NumD/100;
6 NF ←− FCMST (D);
7 for all training negative instances Ii, i = 1, ..., NumN do
8 NegRank(Ii) = MCANF (Ii);
9 for Each batch Bj , j = 1, ..., 100 do

10 Bj ←− ∅;
11 if NumP > 1/2BatchSize then
12 Bj ←− randomly pick 1/2BatchSize from P ;
13 else
14 Bj ←− P ;
15 BPj ←− |Bj |;
16 BNj ←− (BatchSize − BPj);
17 Bj ←− select BNj instances with higher Negative Ranking Score from

the first jthBatchSize of instances;

18 Continuing in training CNN model;

methods, including CNN, start the training process by assigning instances into
different batches and each batch might contain no positive instance but all neg-
ative instances due to this uneven distribution. Assigning random instances into
each batch is not able to resolve the data imbalance problem and it could result
in poor classification results.

To tackle this challenge, “the NS method”, which is published in [13], is
adopted to improve the CNN batch sampling process as shown in Algorithm 2.
As long as the training process is still within either the pooling or convolu-
tional layer, the same negative-based CNN batch sampling process is applied
(as described in Algorithm 2, line 1). At the beginning, the number of posi-
tive set, negative set, and the combined data set, are obtained and represented
as NumP , NumN , and NumD, respectively. The number of instances in each
batch is set to be 1/100 of the total number of instances NumD. A set of fea-
tures NF are selected based on the negative-based FC-MST method, which are
highly correlated with the target negative concept (as described in Algorithm 2,
line 2–6). All the negative instances are looped through to generate the corre-
sponding negative-based ranking score. The negative ranking score is generated
by the method called Multiple Correspondence Analysis (MCA) [37,38] using
the above-selected features NF . The higher the score is, the more negative-
representative the instance is (as described in Algorithm 2, line 7–8). For each
batch, it starts with an empty set and then is assigned with either the whole
positive set P or the half batch size of the positive instances (as described in
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Algorithm 2, line 9–17). The last step in this batch sampling process is to obtain
the subtraction of BatchSize and the current numbers of the assigned positive
and negative instances are denoted as BPj and BNj , respectively. From the
jthBatchSize number of instances, the first BNj instances with higher nega-
tive ranking scores are selected into batch Bj . The same process is applied and
looped through all the batches.

4 Experiment

4.1 NUS-WIDE Dataset

The proposed framework is validated using the well-known multimedia data set
called NUS-WIDE [39]. It is a web image data set downloaded from Flickr website
including six types of low-level features. The lite version, which contains 27,807
training images and 27,808 testing images, is conducted in this experiment. The
data set contains relatively low Positive to Negative Ratios for all 81 concepts,
which is depicted in Fig. 3.
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Fig. 3. Positive and Negative Ratios of NUSWIDE Lite 81 concepts

4.2 Experiment Setup and Evaluation

The proposed framework is compared with two well-known classifiers, e.g.,
K-Nearest Neighbors (KNN) and SVM. It is also compared to MCA-TR-ARC
[40], which is applied on the NUSWIDE data set to remove the noisy tags and
combine the ranking scores from both tag-based and content-based models. In
addition, a sensitivity analysis is conducted to justify which component con-
tributes the most in enhancing the classification results.

,
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Table 1. Average Precision (AP) of the proposed method and other classifiers

Method Average Precision (AP)

KNN 9.87 %

SVM 11.23 %

CNN 10.41 %

MCA-TR-ARC 33%

Proposed Method 35.61 %
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Fig. 4. Average Precision comparing with other methods

4.3 Results

The Average Precision (AP) of NUS-WIDE’s 81 concepts for 4 different classi-
fiers and the proposed framework is shown in Table 1. KNN performs the worst
with an AP value of 9.87 %, which shows that a huge amount of unselected
features and the data imbalance issue actually result in very poor classification
performance. The same issue affects both SVM and CNN. SVM produces an
AP value of 11.24 %, which is 1.37 % higher when compared to KNN, because
it is able to better separate the positive instances from the negative ones. With
regard to CNN, it is not able to reach a better performance because how it
assigns instances into batches does not resolve the data imbalanced issue. How-
ever, CNN has the ability of iterating the training process until it reaches the
optimal results, and thus it is able to obtain slightly higher AP values against
KNN. MCA-TR-ARC produces a relatively much higher AP value compared to
others because of two reasons. First, it applies MCA to remove the noisy tag
information. Second, it explores the correlation between the tag-based model
and the content-based model, and fuses the ranking scores into one. Finally,
the proposed framework, which combines two correlation-based methods, can
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Table 2. Sensitivity Analysis (SA) in evaluating contribution for each component

Method Average Precision Dropped Performance

The Proposed Work 35.61 % —

Remove FC-MST 23.85 % 11.76 %

Remove NS 19.39 % 16.22 %

Remove Both 10.41 % 25.20 %
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Fig. 5. Sensitivity analysis on the proposed work (Color figure online)

outperform all the other classifiers in the NUS-WIDE dataset. Figure 4 also
visually depicts the aforementioned classification results.

A sensitivity analysis is further performed to better analyze the contribution
for each component. In Table 2, the first column is the AP values performed by
the proposed framework, which includes both FC-MST and NS, and it is able
to reach 35.61 %. If FC-MST is removed from the proposed framework, then the
AP value dropped by 11.76 %. On the other hand, if NS is removed from the
proposed framework, the performance dropped even more. The results indicate
that identifying useful features can efficiently increase the average precision, but
better assigning the instances into each training batch plays a much important
role. Figure 5 highlights the dropped performance in color red when removing
different components. The rightmost bar, which is indicated as “Remove Both”,
represents the performance of the original CNN.

5 Conclusion

In this paper, an integrated framework is proposed to adopt two correlation-
based methods, e.g., FC-MST and NS, in adjusting the architecture of one well-
known deep learning method called CNN. First, FC-MST is proposed to identify
effective features and decide the dimension of CNN’s input layer instead of using



Correlation-Based DL for Multimedia Semantic Concept Detection 485

fixed pixel values of the original images. The features are selected based on their
correlation towards the target positive class. Second, NS is proposed specifically
to cope with the imbalanced data sets, which usually results in poor classifi-
cation performance due to its uneven distribution. The problem is worse when
the original CNN randomly assigns data instances into each batch. Thus, NS
is adopted to alleviate the problem. The experiment shows this proposed inte-
grated framework is able to outperform other well-known classifiers and each
correlation-based method can independently contribute to enhance the results.
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Abstract. Social networks are becoming pervasive in todays world. Mil-
lions of people worldwide are involved in different form of online network-
ing, with Facebook being one of the most popular sites. Online networks
allow individuals to connect with friends and family, and share their
private information. One of the reasons for the popularity of virtual
communities is the perception of benefits received from the community.
However, problems with privacy and security of the users information
may also occur, especially when members are not aware of the risks of
posting sensitive information on a social network. Members of social net-
working sites could become victims of identity theft, physical or online
stalking and embarrassment as a consequence of malicious manipulation
of their profiles data. Although networking sites often provide features
for privacy settings, a high percentage of users neither know nor change
their privacy preferences. This situation brings to consideration about
many important aspects of social network privacy, such as what are the
privacy issues in social networks? what are common privacy threats or
risks in social networks? how privacy can be measured in a meaningful
way? and how to empower users with knowledge to make correct deci-
sions when selecting privacy settings? The goal of this paper is twofold.
First, we discuss potential risks and attacks of social network site users
privacy. Second, we present the measurement and quantification of the
social privacy, along with solutions for privacy protection.

1 Introduction

With the arrival of the Internet, online social networking has transitioned from
being used by selected user groups to mass adoption. While personal information
is occasionally made available via the Internet, these sites further promote the
sharing of personal related content. Boyd and Ellison presented in [21] a defini-
tion of online social networks: “web-based services that allow individuals to (1)
construct a public or semi-public profile within a bounded system, (2) articulate
a list of other users with whom they share a connection, and (3) view and tra-
verse their list of connections and those made by others within the system”. With
their commercial success and rapid growth in participation, online networking
has diversified its usage across a myriad of different websites. In [2], Acquisty
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and Gross presented a classification of sites as follows: common interests, dating,
business, pets, photos, face-to-face facilitation and friends.

Even though each social network site has its own unique concept and themes,
most of them require users to create a representation of themselves or profile with
the purpose of interacting with other users. Because user profiles may contain
private or sensitive information, such as home address, school, personal pref-
erence etc., the protection of private data has become increasingly important.
Although the visibility of a profile can be fine-tuned by users, this feature varies
from site to site, and information is often completely visible by default settings
for many networks, such as Facebook. To aggravate the situation, online net-
working companies often have nontransparent ways of handling users data since
they intend to maximize their revenue by targeted advertising or other channels.

The advancement of online social networking has brought changes and new
perspectives to numerous already established concepts and ideas. In 1890, War-
ren and Brandeis [22] created what is considered the first United States pub-
lication advocating for the right of privacy, with privacy being simply defined
as: “the right to be let alone”. On his book Privacy and Freedom [23], Westin
defines privacy as the right “to control, edit, manage, and delete information
about them[selves] and decide when, how, and to what extent information is
communicated to others”. While these definitions have been accepted for many
years as synonym of privacy, their limitations become clear when applied to
cyberspace, particularly in online social networking environments.

Indeed, privacy has brought new challenges to the academic community and
much research has been done in the subject [25–29]. Still, privacy understood
in the online situation is a rather elusive term; users should have the right to
be left alone but also, as presented in [30], should have the right to be “left
in secret”. The link between the usage of social networks and privacy is not
easy to understand. On one hand, some users would like to share their personal
information only with friends or family members but not strangers [2,31]. On the
other hand, some users are happy to publicize personal related content with total
strangers. In [48], the author suggests to look at privacy from different perspec-
tives, including governmental policies, citizen rights, and consumers protection.
In the case of online social networks, its consumers have the right and must
know, what information is being collected, by whom and how it will be used.
In any case, when information is published, users expose themselves to threats
that range from identity theft, embarrassment, stalking to hiring discrimination.
Furthermore, personal data from numerous users from a social network can be
profitable to other users and third parties.

Due to many concerns raised regarding privacy issues in social networks,
research has been made in developing efficient ways of measuring and evaluating
privacy. Some works have proposed brand new models to approach privacy in
online social networks in order to address flaws of existing models [32]. Following
a different approach, some researches propose smart ways of using the existent
privacy settings from popular networking sites such as Facebook. Applications
that analyze current privacy preferences and recommend more privacy-aware
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ones have also been developed [11,12]. The authors in [3,4] constructed a pri-
vacy index, where the calculation of the privacy index incorporates sensitivities
and visibilities of known attributes in a users profile. In this paper, we examine
two aspects of online privacy. First, we make an analysis on privacy issues in
online social networks as well as attacks against users privacy. Next, we review
the literature to find what has been studied in the subject of privacy measure-
ment in online social networks. While our findings show that many works have
been done regarding privacy issues in social networks, very few works, however,
have addressed the measurement of the privacy, which leaves plenty of room for
improvement.

A brief view of the social network entities, and their roles and relationships
from data perspectives is shown in Fig. 1.

Fig. 1. Social network entities, and their roles and relationships from data perspectives

2 Privacy Issues in Social Networks

With the advancement of the internet, private information has been made avail-
able more than ever and online social networks have played a major role in
this situation. Privacy implications are determined by how identifiable private
information can be derived from provided data, its recipients and its uses [2].
Numerous discussions have been previously made on privacy in social networks
[30,33–35].

Researchers have identified two main methods of private information gath-
ering: data leakage due to privacy disclosure and data leakage based on attack
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techniques [30]. Yang et al., [24] further separated these two main methods into
four categories: (1) individual items (profile picture, home address etc.) are avail-
able to attackers, (2) aggregation of items of the same person collected though
different social sites, (3) inference of hidden attributes from public attributes
and, (4) de-anonymizing datasets. In [24], the authors modeled two types of
attackers: tireless attacker and resourceful attacker. Resourceful attackers have
enough means such as storage and knowledge to gather information from social
networks and create his/her own database or digital dossier. Tireless attackers,
although lack material means, are willing to dedicate plenty of time and energy.
These types of attackers are usually knowledgeable in information retrieval tech-
niques. Information can be collected by crawling the web to obtain personal data,
particularly from social networks or mining datasets published by networking
sites.

In the following, we will review privacy disclosure issues in social networks
and major means of risks and attacks. A brief summary of the privacy disclosure
issues, misusage, and common private information gathering methods is shown
in Table 1.

2.1 Privacy Disclosure Issues

When creating a profile in a social network, especially the one like Facebook
where users are encouraged to provide real data, personal information is at risk.
As the study in [2] reveals, users are happy to share personal information: more
than 90 % of users uploaded a clear and identifiable picture to their profile, more
than 50 % had their current address and almost 40 % had their phone numbers.
Users might want certain information to be seen by a close circle, but not by
strangers or vice versa. They might also want people who know them well, being
kept away from their information. Current privacy models in social networks have
been criticized because there is a disconnection between users believed privacy
settings and what is in fact happening to their data [32]. Researchers have also
concluded that privacy policies and privacy settings are hard to understand
for the general social networks members. As a consequence, privacy protection
choices are oftentimes poorly selected.

Plenty of controversy has generated the fact that employers began requesting
social network credentials from their applicants or current employees. Several
states including California, Illinois, Maryland, Michigan, Missouri, New York,
Minnesota, South Carolina and Washington have passed legislations protecting
the rights of the employees to keep privacy on some parts of their online profile
[47]. Some schools have also been involved in similar discussions for trying to
control students social networks accounts. A simple joke from a friend posting
and tagging an awkward picture could leave social media users exposed. Not
only credentials have been requested by employers but also deletion of social
media accounts and addition of human resources director as “friend” [43]. Even
though social networking has radically changed the definition of privacy, with
more personal information being made public, situations like this undermined
social sites members privacy expectations.
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2.2 Privacy Attack Issues

All this profusion of information could potentially be a target for privacy breach
type of attacks. These attacks can come from three main sources: users’ so called
friends (other users within the network), third party applications, and service
providers.

Re-identification and De-anonymization. Anonymization is one of the
common techniques for user privacy protection. The idea of anonymizaiton is to
strip the data from all attributes that might identify an individual. For example,
demographic information, names or social security. This process of anonymiza-
tion has often been considered a synonym of privacy and it is usually referred
to as personally identifiable information removal [44].

When collected data can be linked to a person or an individual, it is called re-
identification. To anonymize data, a social network is assumed to be a graph and
transformations are applied to achieve privacy preservation. Assuming a social
network to be a graph has many advantages but also has some disadvantages.
For example, a graph behavior can be modeled by using analytical tools. Link
prediction is one of the tools that can be used for modeling and prediction of
graphs evolution over time. Combining link prediction with de-anonymization
algorithms could be a channel to re-identification.

Anonymised information from social networks is being shared with adver-
tisers and other businesses which expose users’ data to re-identification. Sev-
eral de-anonymization techniques have been recently discussed in the literature
[44–46]. An attacker could create several accounts in a social network which
share a link pattern among them and connect them to target users. It would be
very easy for the attacker to identify his/her accounts and the target account
after anonymization. A study presented in [46] showed that knowing someones
group membership in a social network is enough to identify that person. Further-
more, the authors in [44] presented a class of de-anonymization algorithms that
with minimum background information, an attacker is able to identify a per-
sons record in an anonymized dataset with a high accuracy. These algorithms
include three main parts: a scoring function to measure how well a record from
a non-anonymized dataset (background knowledge from social network users)
matches a record from the anonymized dataset; a matching criterion which is
an algorithm to decide based on the results of the scoring function, if there is a
match between records; and record selection that selects a “best guess” record
if necessary [44].

Phishing. Phishing is a well-known form of social engineering. These attacks
involve a perpetrator impersonating a trusted party with the goal of obtaining
users private information such as passwords, credit card numbers, and social
security numbers. These attacks have generalized ways of luring victims into
accepting, for example, a request from a popular banking business, but generally
almost no information is known about the receiver. However, when phishing
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is combined with elements of context, it reaches incredible high success; as it
has been studied, it becomes four times more effective [40]. With the massive
amounts of data available from social networks, context aware phishing can be
dangerously increased. Users leave behind trails of information such as likes on
Facebook, stories and videos posted and tweets. A smart fisher can exploit all
these elements to increase the yield of an attack.

Is My “friend” a Threat? In social networks, communication between friends
is facilitated. Unless a profile is completely open for everyone, only friends of the
user have access to view his/her personal information. However, in [2], Acquisti
and Gross noted how the word friend has a different meaning in the online and
offline context. While offline relationships are extremely diverse in terms of how
close a relation is perceived to be, we only have simplistic binary relations online:
friends or not. As a consequence, a friend in a social network could perfectly be
someone who we would not consider friends offline. Therefore, befriending users
in online social networks could open a door for stealing information.

Privacy attacks coming from friends have been presented in [36]. The authors
present what is called same-site and cross-site profile cloning. In a same-site
profile cloning attack, the perpetrator creates a duplication of a users profile
within the same network with the goal of befriending the victims friends. Because
the request comes from a known person, the victims contacts are likely to accept
and expose their personal information to the perpetrator. A more vicious attack
is cross-site cloning because it raises less suspicion. The perpetrator knows a
user and his friends from network A and creates a duplicate profile in network B
where the user is not registered. Friendship requests are then sent to the users
friends who also have a profile in network B. User awareness is crucial to avoid
these attacks.

Malicious Third Party Applications. Third party applications provide
online social network users with additional functionality, for example, games and
horoscope. They are extremely popular and most users take advantage of them.
While these applications are built using the social network API and oftentimes
reside on the platform, a different company develops them thus; they are con-
sidered untrusted [39]. Careless and naive users are perfect victims for malicious
third party applications; a well-known example is the Facebook worm “Secret
Crush” [37]. Targeted users received a message saying that someone had a crush
on them; to reveal the identity of the crush, users had to forward the invitation
to five of their contacts and install an application called “Crush Calculator” that
was in fact spyware. Meanwhile, there are applications that access users pub-
lic and private attributes to perform their intended functionality; a restaurant
recommender application must have users current location or a horoscope appli-
cation must have users birth date. Oftentimes, users are unaware of the usage
of their private information by third party applications.

In recent news [38], Facebook decided to take action on the way third-party
apps published stories to the News Feed, without explicit action from the users.
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According to the Facebook website: “Weve also heard that people often feel
surprised or confused by stories that are shared without taking an explicit
action”.

Social Networking Service Providers. When users upload their information
to a social network, they are trusting the company (or service providers) to
protect their privacy. However, it is known that online networking business profit
from sharing their members information [30] therefore, there is a fine balance
between securing members privacy and distributing their data to advertisers.
Meanwhile, poor software engineering practices offer hackers the opportunity to
access private data. As it was published in December 2011 [41], a bug on the
“reporting flows” of Facebook caused Mark Zuckerbergs private pictures being
leaked.

Table 1. Privacy disclosure and misusage (left column) and common private informa-
tion gathering methods (right column).

Privacy disclosure Privacy attacks

Improper use of disclosed information Re-identification and de-anonymization

Hiring discrimination Context aware Phishing

School admittance discrimination Information leakage from friends

Malicious third-party applications

Attacks to social network providers

3 Privacy Evaluation and Measurement

With the popularity of online networking sites and the many concerns that have
been discussed in regards to privacy issues, one fundamental challenge is how to
measure, evaluate and guarantee privacy and security in online social networks.

A practical way for privacy evaluation is one of the steps to empower users
to a better and robust information protection as well as a powerful method to
make users attentive of how their privacy will be exposed, when certain data is
posted online or when they make changes to their privacy choices. Two main
approaches have been followed to pursue this goal. The first approach takes
as the main component the existing privacy options already provided by the
networking sites [6]. The second methodology aims to create an index that is
in indication of good or bad privacy [3–5]. Both approaches have its advantages
and disadvantages. A benefit of fine tuning existing privacy settings is that,
since they are already part of the networking sites, with some assistance offered
to users, they could become part of their everyday practice. However, it has been
demonstrated that users tend to not change default settings [2,7]. In addition,
recent surveys suggest that users often have no knowledge about these settings
or have a strong perception of complexity that in many cases is justified. On
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the other hand, methods for privacy index creation go further than suggesting
ways of better hiding information by taking into account relationships between
actors and attributes as well as predictive power of combinations of attributes.
However, several of the magnitudes used for calculations and formulations come
from very subjective areas such as users perception of an attributes influence on
privacy and are not very accessible to the general users population.

3.1 Privacy Setting Recommendation

Recommending well informed and carefully selected privacy settings for online
social networks, has been proposed by researchers. For example, as of March
2013, Facebook reported 1.11 billion users whose profile information is set to
be shareable/accessible with friends, friends of friends, and very often, the rest
of the public. By default, privacy settings of users accounts on Facebook are
open to everyone searches, inside and out of Facebook. Furthermore, research
has demonstrated that not only users in general are more likely to leave default
settings as is [7] but also, that a small number actually change default privacy
preferences on Facebook [2].

One of the first known intents of aiding users with privacy choices was
Reclaim.org. The company offered an open source application which worked as a
scanner of Facebook members privacy settings [9]. After downloading the appli-
cation, it would evaluate the accounts privacy selections showing what settings
had been securely configured as well as what information was available to the
public; it would also make recommendations to enhance privacy selections. The
Green Safe is an application that was created to keep Facebook members data
out of Facebooks control [10]. Users data is imported into the application, and
subsequently, deleted from Facebook. Friends are still able to access the infor-
mation but it will be hidden from third party applications and partner sites. The
Green Safe mines users profiles for targeted advertising, yet the privacy policy
ensures that the company will not “share, trade or sell your information with
anyone”.

3.2 Machine Learning Techniques for Setting Recommendation

An interesting idea that has not been extensively researched is the usage of
recommender systems. This type of systems would recommend privacy choices
by establishing links between members that have been found to share similar
privacy preferences.

Specifically, the work made in [6] uses machine learning as the basis for
a recommender system. The authors in [6] created a training dataset which
includes attributes from users profile (for example, name, work experience and
time zone), interests (such as communities and groups), privacy settings on photo
albums and privacy settings on posts.

Surveys conducted by Westin [13] have assisted researches in classifying
online network members into three groups based on their privacy concerns: High
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and Fundamentalist, Medium and Pragmatic, Low and Unconcerned. Funda-
mentalists refer unwillingness to provide data on websites and go to extremes
to avoid revealing any type of personal information. Pragmatics are described
as willing to share personal information if they find it being beneficial. Uncon-
cerned users have no problem revealing personal information upon request as well
as not having concerns with their privacy. By analyzing users attitude towards
sharing their photo albums and posts, a model can be trained to classify mem-
bers as one of the above mentioned categories (Fundamentalist, Pragmatic, and
Unconcerned). This categorization process creates another attribute called pri-
vacy category which is the class label given to a user based on their privacy
choices. A standard decision tree was used to infer the privacy category of the
users selected for the training dataset. When a new user joins a social network
(Facebook was used as the platform for the study) a k-nearest neighbor classifier
would determine the privacy category for the user. Based on the characteristics
of the predicted class, the application recommends which attributes should be
disclosed and which ones should be hidden. An application with this type of
feature would provide an improvement to privacy settings rather than leaving
them completely open which is the default.

3.3 PrivAware and Privometer

In 2010, Facebook provided a software environment intended for third-party
developers to create their own applications that access Facebook members infor-
mation. Numerous applications have been developed using this platform, such
as games, information sharing, social causes promotion and privacy protection.
Two interesting examples of these applications designed for privacy protection
are PrivAware [11] and Privometer [12].

PrivAware [11] was designed based on a basic principle that information
should be protected from escaping its intended boundaries. Therefore, PrivAware
assists users quantifying privacy risks associated to friend relationships in Face-
book. Specifically, PrivAware deals with the attributes inference problem. It has
been shown by studies [14–16] that even if a social network member is cautious
towards privacy, certain attributes can be inferred based on the values of those
of his/her friends; for example political view and affiliations.

PrivAware methodology to the inference reduction problem is: given a set
of friends and a privacy requirement represented as the maximum acceptable
number of predictable attributes, find the maximum set of friends that fulfills
the privacy requirement. PrivAware applies a basic algorithm for attribute infer-
ence: given an attribute, the algorithm finds its most popular value among the
users friends; this value is assigned to the user if the number of friends sharing
this attribute surpasses a previously selected threshold. PrivAware then gives
users the choice of either delete unsafe friends, partition friends into groups and
apply access control (set risky group to invisible) to each group or “contami-
nate” his/her friends network with users who do not share common attributes
with the target user. The second approach is more desirable since users are
not likely to remove friends particularly those who are more similar to them or
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pollute their network and create confusion among desirable contacts. From the
results of collecting data from PrivAware, the authors showed that 59.5 % of the
time attributes were correctly inferred based on users social contacts. Also, their
heuristic approach to friends removal or grouping for privacy preservation was
19 less than the baseline (removing contacts at random).

Following a similar principle as PrivAware, but with more extended func-
tionality, Privometer [12] is presented as a privacy protection tool that measures
the extent of information revelation in a user profile and suggests self-sanitation
activities to control the amount of leakage. At the time Privometer was pre-
sented, it was the “first functional prototype of a privacy measuring tool to be
implemented on a social network” [12]. It provides users with an insight on how
a malicious application that could be installed in a contacts profile can access
beyond public profile information. Privometer works under the assumption that a
third-party application installed in a contacts profile runs an attribute inference
algorithm using one of the most popular inference models. Privometer deter-
mines the amount of information leakage using some renowned inference models
to identify the one that causes the most damage to users privacy. The final
leakage value is derived from combine probability of inference. Users are then
presented with a graphical measurement of their privacy, a ranking of friends
based on their individual contributions to information revelation and actions for
remediation. The actions suggested by Privometer are in addition to the privacy
settings already provided by Facebook and range from requesting a contact to
hide specific attributes to deleting a contact.

3.4 Privacy Index

Quantifying and measuring privacy can be very challenging, mainly because the
definition of privacy is very subjective and each individual might have a differ-
ent opinion about this concept. In 2013, Yong Wang et al., [3–5] proposed to
use privacy index (PIDX) to quantify privacy. For the authors, privacy can be
assessed based on three metrics: known attributes, their sensitivities, and visibil-
ities. Furthermore, they consider that a combination of attributes may also com-
promise users privacy; combinations of attributes are called virtual attributes.
Based on these assumptions, three privacy measurement functions are discussed
and evaluated: weighted privacy measurement function, maximum privacy mea-
surement function, and composite privacy measurement function. Three privacy
indexes were further created on the privacy measurement functions: weighted
privacy index (w-PIDX), maximum privacy index (m-PIDX) and composite pri-
vacy index (c-PIDX).

To reflect the sensitivity of an attribute, a privacy impact factor is assigned
to each of them. For full privacy disclosure the value of the impact factor is 1
and it is calculated as a ratio of its privacy impact to full privacy disclosure.
A larger numbers indicate that the information is more sensitive. Probabilities
are also used to describe attributes visibility. An unknown attribute would have
visibility of 0, for a known attribute it is 1 and values between 0 and 1 represent
partial disclosure.
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Let (L, S, V ) represent the set of actors’ complete attribute list, their privacy
impact and visibilities, respectively.

L = (a1, a2, . . . , an) S = (s1, s2, . . . , sn) (1)

V = (p1, p2, . . . , pn) (2)

For the purpose of this experiment, pi = 1 (1 ≤ i ≤ n)
Let (Lk, Sk, Vk) represent and actors complete attribute list, their privacy

impact and visibilities.

Lk = (a′1, a′2, . . . , a′m) Sk = (s′1, s′2, . . . , s′m) (3)

Vk = (p′1, p′2, . . . , p′m) (4)

- Weighted Privacy Measurement Function and Weighted Privacy Index (w-
PIDX)

fw(Lk, Sk, Vk) = p′1 + p′2 + . . . + p′m =
m∑
i=1

p′js′j (5)

w − PIDX =
fw(Lk, Sk, Vk)
fw(L, S, V )

∗ 100 =
∑m

i=1 p′js′j∑n
i=1 s′j

∗ 100 (6)

- Maximum Privacy Measurement Function and Maximum Privacy Index (m-
PIDX)

fm(L, S, V ) = max(p′1s′1 + p′2s′2 + . . . + p′ms′m) =
m∑
i=1

p′js′j (7)

w−PIDX = fm(Lk, Sk, Vk)∗100 = max(p′1s′1+p′2s′2+. . .+p′ms′m)∗100 (8)

- Composite Privacy Measurement Function and Composite Privacy Index (c-
PIDX)

fc(L, S, V ) = fm(Lk, Sk, Vk) + (1 − fm(Lk, Sk, Vk)) =
fw(Lk, Sk, Vk)
fw(L, S, V )

(9)

w − PIDX = fc(Lk, Sk, Vk) ∗ 100 (10)

As shown, w-PIDX is a centrality measure useful for measuring attribute
incremental changes, although it is not useful for privacy ranking. However, this
is not the case with m-PIDX, which is good to measure privacy relative value
but not incremental changes. Based on their experiments, the authors selected c-
PIDX as the most accurate and complete measure of privacy for a social network
actor.

Previous works in privacy indexes [17,18] are mainly based on the item
response theory (IRT). Although IRT is a powerful tool, it is designed based
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on three assumptions: users are independent, items are independent, and users
and items are independent. In reality, these assumptions do not apply very well
to real-world social networks. The work in [18] goes to the extent of assum-
ing independence between attributes without considering attributes underlined
relationships. This represents a problem as it has been confirmed by [19,20]
that combination of attributes may harm users privacy since it can lead to the
inference of unknown attributes.

A brief summary of the privacy measurement and evaluation is shown in
Table 2.

Table 2. Privacy measurement and evaluation

Measurement or Evaluation Detail

Privacy settings recommendation PrivAware, Privometer

Machine learning techniques to recommend
attributes based on similar users height

Privacy index Weighted Privacy Index (w-PIDX)

Maximum Privacy Index (m-PIDX)

composite privacy index (c-PIDX)

4 Conclusion

In this paper, we discussed two important topics, privacy issues, and privacy
measurement and evaluation, in online social networks. Large amounts of per-
sonal related content have become accessible over the internet via online social
networks. While users enjoy connecting with friends and family, concerns over
privacy are becoming an increasing important factor. Advances in information
retrieval and data analytics provide adversaries with almost unlimited access
to the plentiful personal information on the web. We have seen different types
of attacks against users privacy, and how with a small portion of information,
attackers are able to connect users online persona, to the real life individual.
Due to all these concerns, security and privacy must be quantified and evalu-
ated. This paper has shown studies aimed to measure privacy. Some applications
have been built that can be integrated with networking sites such as Facebook
with the goal of assisting users to evaluate their current privacy choices and
recommend settings for maximum protection. An equally important question
about the privacy concerns is the measurement and the quantification of the
privacy, and we have discussed three privacy measurement in the paper. Our
research shows that not much has been implemented and passed along to users.
Although social networking companies offer some form of privacy settings, there
is a great interest in sharing users data for profit. As a result, it becomes users’
responsibility to be knowledgeable and be aware of every decision they make
when networking online.
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Building Secure Web Systems Architectures
Using Security Patterns

Eduardo B. Fernandez

Department of Computer Science and Engineering, Florida Atlantic University,
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Abstract. Software patterns are encapsulated solutions to recurrent problems in a
context. Patterns combine experience and good practices to develop basic models
that can be used to build new systems, to evaluate existing systems, and as a
communication medium for designers. Security patterns provide guidelines for
secure system requirements, design, and evaluation. We consider their structure,
show a variety of them, and illustrate their use in the construction of secure
web-based systems. These patterns include among others Authentication,
Authorization/Access Control, Firewalls, Secure Broker, Web Services
Security, and Cloud Security patterns. We have built a catalog of over 100
security patterns. We complement these patterns with misuse patterns, which
describe how an attack is performed from the point of view of the attacker, we
show XSS as an example. We integrate patterns in the form of security reference
architectures that represent complete systems. Reference architectures have not
been used much in security and we explore their possibilities. We show how to
apply these patterns through a secure system development methodology. We
introduce patterns in a conceptual way, relating them to their purposes and to the
functional parts of the architecture. Example architectures include a browser and a
cloud computing system. The use of patterns can provide a holistic view of
security, which is a fundamental principle to build secure systems. Patterns can be
applied throughout the software lifecycle and provide an ideal communication
tool for the builders of the system. They are also useful to record design decisions.
The patterns and reference architectures are shown using UML models and
examples are taken from my book: “Security patterns in practice: Building secure
architectures using software patterns”, Wiley Series on Software Design Patterns,
2013. The talk also includes some recent patterns, e.g. Network Function
Virtualization. Security is a fundamental quality for any web system. Most
proposed solutions are ad hoc or partial; regretfully security must be holistic and
systematic. Patterns provide the basis for systematic and holistic approaches and
are becoming more important every day. Attendees will be able to understand the
idea behind security patterns and security reference architectures, get acquainted
with some of them, and use them to build architectures for secure systems.
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Wordnet1 is a large lexical database of the English language. Like a regular dictionary, it
indexes base formwords (such as the word run) to meanings (e.g., “move fast by using one’s
feet” as well as “a score in baseball”). Unlike a regular dictionary, it encodes significant
amounts of additional information about the interrelationships of word meanings and lexical
forms. Perhaps most helpfully, it marks what words are almost exactly synonymous, and so
can be used as a thesaurus in addition to a dictionary. Beyond this, however, Wordnet
encodes a number of other relationships, such as the fact that an animal (synonymous with
animate being, creature, or fauna) is a type of organism, which is in turn a type living thing.
This is called the semantic relationship of type-subtype, and Wordnet encodes semantic and
lexical relationships between its entries such as type-subtype, part-whole, substance-whole,
member-set, domain-topic, antonymy, derivationally related forms, among others. In addition
to this rich repository of language meaning, Wordnet is further notable for its size, containing
over 155,000 base wordforms, 117,000 meanings, and 188,000 relationships beyond
synonymy, including over 46,000 lexical relationships and 142,000 semantic relationships.

Wordnet can be of great use to any application that has to interact with natural language
text. In this tutorial, we will first learn about the form of the Wordnet database: the core
concepts, what kinds of relationships are encoded in the database, and some caveats about
the database contents. We will also examine a small selection of tasks enabled by each
type of information encoded in the database. These tasks are provided only as a sample of
potential applications, as the range of uses is limited only by one’s imagination. Tasks we
will learn about include low-level NLP tasks such as lemmatization or root finding (given
the inflected form “running” return the root “run”, or given the irregular form “is” return
the root “be”), all the way up to conceptual processing tasks such as determining that cats
and dogs are more similar to one another than to turtles, plants, or cars.

In addition to the form and utility of the database, we will learn how to interact with
the database programmatically. We will first review ways of loading Wordnet into
common databases such as MySQL, Sqlite, PostgresSQL, and the like, such that it can
be. After this we will examine how to interface with the database directly within a Java
programming language environment, focusing on the library the MIT Java Wordnet
Interface (JWI)2. JWI is small, extremely fast, easy to use, and provides API access to
all available Wordnet database information.
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