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General Co-Chairs’ Message for OnTheMove 2015,
Rhodes, Greece

The OnTheMove 2015 event held during October 26-30, in Rhodes, Greece, further
consolidated the importance of this series of annual conferences that was started in
2002 in Irvine, California. It then moved to Catania, Sicily, in 2003, to Cyprus in 2004
and 2005, Montpellier in 2006, Vilamoura in 2007 and 2009, in 2008 to Monterrey,
Mexico, to Heraklion, Crete, in 2010 and 2011, Rome in 2012, Graz in 2013, and
Amantea, Italy, in 2014. This prime event continues to attract a diverse and relevant
selection of today’s research worldwide on the scientific concepts underlying new
computing paradigms, which of necessity must be distributed, heterogeneous, and
supporting an environment of resources that are autonomous yet must meaningfully
cooperate. Indeed, as such large, complex, and networked intelligent information
systems become the focus and norm for computing, there continues to be an acute and
even increasing need to address the implied software, system, and enterprise issues and
discuss them face to face in an integrated forum that covers methodological, semantic,
theoretical, and application issues as well. As we all realize, e-mail, the Internet, and
even video conferences on their own are not optimal or even sufficient for effective and
efficient scientific exchange.

The OnTheMove (OTM) Federated Conference series was created precisely to cover
the scientific exchange needs of the communities that work in the broad yet closely
connected fundamental technological spectrum of Web-based distributed computing.
The OTM program every year covers data and Web semantics, distributed objects, Web
services, databases, information systems, enterprise workflow and collaboration,
ubiquity, interoperability, mobility, as well as grid and high-performance computing.

OTM does not consider itself a so-called multi-conference event but instead is proud
to give meaning to the “federated” aspect in its full title': It aspires to be a primary
scientific meeting place where all aspects of research and development of Internet- and
intranet-based systems in organizations and for e-business are discussed in a scientif-
ically motivated way, in a forum of loosely interconnected workshops and conferences.
This year’s 14th edition of the OTM Federated Conferences event therefore once more
provided an opportunity for researchers and practitioners to understand, discuss, and
publish these developments within the broader context of distributed, ubiquitous
computing. To further promote synergy and coherence, the main conferences of OTM
2015 were conceived against a background of three interlocking global themes:

— Trusted Cloud Computing Infrastructures Emphasizing Security and Privacy
— Technology and Methodology for Data and Knowledge Resources on the
(Semantic) Web

' On The Move Towards Meaningful Internet Systems and Ubiquitous Computing — Federated
Conferences and Workshops
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— Deployment of Collaborative and Social Computing for and in an Enterprise
Context

Originally the federative structure of OTM was formed by the co-location of three
related, complementary, and successful main conference series: DOA (Distributed
Objects and Applications, held since 1999), covering the relevant infrastructure-en-
abling technologies, ODBASE (Ontologies, DataBases and Applications of SEmantics,
since 2002), covering Web semantics, XML databases, and ontologies, and of course
CooplS (Cooperative Information Systems, held since 1993), which studies the
application of these technologies in an enterprise context through, e.g., workflow
systems and knowledge management. In the 2011 edition, security issues, originally
started as topics of the IS workshop in OTM 2006, became the focus of DOA as secure
virtual infrastructures, further broadened to cover aspects of trust and privacy in so-
called cloud-based systems. As this latter aspect came to dominate agendas in this and
overlapping research communities, we decided in 2014 to rename the event as the
Cloud and Trusted Computing (C&TC) conference, and to organize and launch it in a
workshop format to define future editions.

Both main conferences specifically seek high-quality contributions of a more mature
nature and encourage researchers to treat their respective topics within a framework
that simultaneously incorporates (a) theory, (b) conceptual design and development, (c)
methodology and pragmatics, and (d) application in particular case studies and
industrial solutions.

As in previous years, we again solicited and selected additional quality workshop
proposals to complement the more mature and “archival” nature of the main confer-
ences. Our workshops are intended to serve as “incubators” for emergent research
results in selected areas related, or becoming related, to the general domain of Web-
based distributed computing. This year the difficult and time-consuming job of
selecting and coordinating the workshops was brought to a successful end by Ioana
Ciuciu, and we were very glad to see that some of our earlier successful workshops
(EI2N, META4eS, ISDE, INBAST, MSC) re-appeared in 2015, in some cases in
alliance with other older or newly emerging workshops. The new Fact-Based Modeling
(FBM) workshop succeeded and expanded the scope of the successful ORM work-
shop. The Industry Case Studies Program, started in 2011 under the leadership of
Hervé Panetto and OMG’s Richard Mark Soley, further gained momentum and visi-
bility in its fifth edition this year.

The OTM registration format (“one workshop or conference buys all workshops or
conferences”) actively intends to promote synergy between related areas in the field of
distributed computing and to stimulate workshop audiences to productively mingle
with each other and, optionally, with those of the main conferences. In particular EI2N
continues to create and exploit a visible cross-pollination with CooplS.

We were happy to see that also in 2015 the number of quality submissions for the
OnTheMove Academy (OTMA) stabilized for the fourth consecutive year. OTMA
implements our unique, actively coached and therefore very time- and effort-intensive
formula to bring PhD students together, and aims to carry our “vision for the future” in
research in the areas covered by OTM. Its 2015 edition was organized and managed by
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a dedicated team of collaborators and faculty, Peter Spyns, Maria-Esther Vidal, Anja
Metzner, and Alfred Holl, inspired as always by the OTMA Dean, Erich Neuhold.

In the OTM Academy, PhD research proposals are submitted by students for peer
review; selected submissions and their approaches are to be presented by the students in
front of a wider audience at the conference, and are independently and extensively ana-
lyzed and discussed in front of this audience by a panel of senior professors. One will
readily appreciate the resources invested in this by OTM and especially the OTMA faculty!

As the three main conferences and the associated workshops all share the distributed
aspects of modern computing systems, they experience the application pull created by
the Internet and by the so-called Semantic Web, in particular developments of big data,
increased importance of security issues, and the globalization of mobile-based tech-
nologies. For ODBASE 2015, the focus continued to be the knowledge bases and
methods required for enabling the use of formal semantics in Web-based databases and
information systems. For CooplS 2015, the focus as before was on the interaction of
such technologies and methods with business process issues, such as occur in net-
worked organizations and enterprises. These subject areas overlap in a scientifically
natural and fascinating fashion and many submissions in fact also covered and
exploited the mutual impact among them. For our C&TC 2015 event, its primary
emphasis was again squarely put on the virtual and security aspects of Web-based
computing in the broadest sense. As with the earlier OTM editions, the organizers
wanted to stimulate this cross-pollination by a program of famous keynote speakers
from academia and industry around the chosen themes and shared by all OTM com-
ponent events. We are quite proud to list for this year:

— Michele Bezzi
— Eva Kiihn
— John Mylopoulos
— Sjir Nijssen

The general downturn in submissions observed in recent years for almost all con-
ferences in computer science and IT is also affecting OTM, but we were still fortunate
to receive a total of 130 submissions for the three main conferences and 86 submissions
in total for the workshops. Not only may we indeed again claim success in attracting a
representative volume of scientific papers, many from the USA and Asia, but these
numbers of course allowed the respective Program Committees to again compose a
high-quality cross-section of current research in the areas covered by OTM. Accep-
tance rates vary but the aim was to stay consistently at about one accepted full paper for
two to three submitted (nearly one in four for CooplS), yet as always these rates are
subordinated to professional peer assessment of proper scientific quality. As usual we
have separated the proceedings into two volumes with their own titles, one for the main
conferences and one for the workshops and posters, and we are again most grateful to
the Springer LNCS team in Heidelberg for their professional support, suggestions, and
meticulous collaboration in producing the files and indexes ready for downloading on
the USB sticks.

The reviewing process by the respective OTM Program Committees was performed
to professional quality standards: Each paper review in the main conferences was
assigned to at least three referees, with arbitrated e-mail discussions in the case of
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strongly diverging evaluations. It may be worthwhile to emphasize once more that it is
an explicit OTM policy that all conference Program Committees and Chairs make their
selections in a completely sovereign manner, autonomous and independent from any
OTM organizational considerations. As in recent years, proceedings in paper form are
now only available to be ordered separately.

The General Chairs are once more especially grateful to the many people directly or
indirectly involved in the set-up of these federated conferences. Not everyone realizes
the large number of persons that need to be involved, and the huge amount of work,
commitment, and in the uncertain economic and funding climate of 2015 certainly also
financial risk that is entailed by the organization of an event like OTM. Apart from the
persons in their aforementioned roles, we therefore wish to thank in particular explicitly
our main conference Program Committee Chairs:

— CooplS 2015: Georg Weichhart, with Heiko Ludwig and Michael Rosemann
— ODBASE 2015: Yuan An, with Min Song and Markus Strohmaier
— C&TC 2015: Claudio Ardagna, with Meiko Jensen

And similarly we thank the Program Committee (Co-)Chairs of the 2015 ICSP,
OTMA, and Workshops (in their order of appearance on the website): Peter Spyns,
Maria-Esther Vidal, Arne J. Berre, Gregoris Mentzas, Nadia Abchiche-Mimouni,
Alexis Aubry, Fenareti Lampathaki, Eduardo Rocha Loures, Milan Zdravkovic, Peter
Bollen, Hans Mulder, Maurice Nijssen, Miguel Angel Rodriguez-Garcia, Rafael
Valencia Garcia, Thomas Moser, Ricardo Colomo Palacios, Alok Mishra, Deepti
Mishra, Jiirgen Miinch, Ioana Ciuciu, Christophe Debruyne, Anna Fensel, Maria
Chiara Caschera, Fernando Ferri, Patrizia Grifoni, Arianna D’Ulizia, Mustafa Jarrar,
Antonio Lucas Soares, Cristovdao Sousa.

Together with their many Program Committee members, they performed a superb
and professional job in managing the difficult yet existential process of peer review and
selection of the best papers from the harvest of submissions. We all also owe a
significant debt of gratitude to our supremely competent and experienced Conference
Secretariat and technical support staff in Guadalajara, Brussels, and Dublin, respec-
tively, Daniel Meersman, Jan Demey, and Christophe Debruyne.

The General Conference and Workshop Co-Chairs also thankfully acknowledge the
academic freedom, logistic support, and facilities they enjoy from their respective
institutions — Technical University of Graz, Austria; Université¢ de Lorraine, Nancy,
France; Latrobe University, Melbourne, Australia; and Babes-Bolyai University, Cluj,
Romania — without which such a project quite simply would not be feasible. We do
hope that the results of this federated scientific enterprise contribute to your research
and your place in the scientific network. We look forward to seeing you at next year’s
event!

September 2015 Robert Meersman
Hervé Panetto

Tharam Dillon

Ernesto Damiani

Ioana Ciuciu
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Data Semantics in the Days of Big Data

John Mylopoulos

University of Trento, Italy

Short Bio

John Mylopoulos holds a professor emeritus position at the Universities of Trento and
Toronto. He earned a PhD degree from Princeton University in 1970 and joined the
Department of Computer Science at the University of Toronto that year. His research
interests include conceptual modelling, requirements engineering, data semantics, and
knowledge management. Mylopoulos is a fellow of the Association for the
Advancement of Artificial Intelligence (AAAI) and the Royal Society of Canada
(Academy of Sciences). He has served as program/general chair of international con-
ferences in artificial intelligence, databases and software engineering, including IJCAI
(1991), Requirements Engineering (1997), and VLDB (2004). Mylopoulos is the
recipient of an advanced grant from the European Research Council for a project titled
“Lucretius: Foundations for Software Evolution.”

Talk

“Data Semantics in the Days of Big Data”

In the good old days, the semantics of data was defined in terms of entities and
relationships. For example, a tuple (widget:w#123, price: €10, date: 1970.07.30) in the
SALES relation meant something like “widget w#123 was sold for €10 on July 30,
1970.” This simple view of semantics no longer applies in the days of big data, where
gigabytes of data are pouring in every day and the intended meaning is defined in terms
of strategic objectives such as, “We want to grow our sales by 2 % over three years,” or
tactical ones such as, “We want to grow sales for our clothing products by 2.5 % over
the next quarter in Lombardia.” We review some of the elements of this new per-
spective on data and present some of the analysis techniques that are emerging along
with big data technologies.



Reusable Coordination Components: A Silver
Bullet for Reliable Development of Cooperative
Information Systems?

Eva Kiihn

TU Wien, Austria

Short Bio

Eva Kiihn graduated as an engineer of computer sciences, with a PhD, habilitation, and
professor position at TU Wien. Heinz-Zemanek Research Award for PhD work on
“Multi Database Systems”. She received a Kurt-Godel Research Grant from the
Austrian Government for a sabbatical at the Indiana Center for Databases at Purdue
University, USA. She has several international publications and teaching experience in
the areas of methods and tools for software development, software engineering,
coordination languages, software integration, parallel and distributed programming,
heterogeneous transaction processing, and space-based computing. Eva has been
project coordinator of nationally (FWF, FFG, AT) and internationally (EU Commis-
sion) funded research projects as well as projects with industry. She has international
software patents for research work on a new “Coordination System,” and seven years
of experience as Chief Technological Officer (CTO) of an Austrian spin-off company
for software development. She has served as conference chair, program committee
member, organizer, and coordinator of international conferences. She is a member
of the Governing Board of the Austrian and European UNIX systems user group, of the
ISO Working Group for the standardization of Prolog, of the Senate of the Christian
Doppler Forschungsgesellschaft (CDG), and of the Science and Research Council
of the Federal State of Salzburg.

Talk

“Reusable Coordination Components: A Silver Bullet for Reliable Development of
Cooperative Information Systems?”’

Today’s emerging trends such as factory of the future, big data, Internet of Things,
intelligent traffic solutions, cyber-physical systems, wireless sensor networks, and
smart home/city/grid raise major new challenges on software development. They are
characterized by high concurrency, distribution, and dynamics as well as huge numbers
of heterogeneous devices, resources, and users that must collaborate in a reliable way.
The management of all interactions and dependencies between the participants is a
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complex task posing massive coordination and integration problems. Must these be
solved for each new application from scratch?

An alternative approach would be to identify similarities in their communication
and synchronization behavior, to design corresponding “reusable patterns” with the
help of a suitable and flexible coordination model, and finally to realize the patterns in
the form of software components that run on a suitable middleware platform. In this
keynote we discuss state-of-the-art coordination models and middleware systems to
achieve this goal. The sharing of coordination components among different use cases
on different platforms, reaching from energy-aware micro-controller platforms to
enterprise server systems, is demonstrated by means of real-life scenarios from different
domains. The vision is to compose advanced cooperative information systems from
proven, configurable, reusable “coordination components,” thus reducing software
development risks and costs.



Durable Modeling and Ever-Changing
Implementation Technologies

Sjir Nijssen

PNA Group, Netherlands

Short Bio

Dr. Sjir Nijssen is an emeritus professor and has been CTO at PNA in The Netherlands
(www.pna-group.com) for the last 25 years. Dr. Nijssen first experienced the essential
steps of working with facts in 1959 and 1960 while serving as a draft officer in the
Royal Dutch Air Force, where at that time there was careful observation of planes of
friends and enemies by boys on towers in the field, and girls plotting the information by
the boys in one of the seven areas of The Netherlands, over telephone lines on a large
table in atomic-free bunkers. The contents of the tables of the seven areas was ver-
balized by girls sitting at the next higher level and were then plotted by girls in the
central command on a table covering the entire Netherlands. That information was used
by the officers to direct interceptor planes. This was a world with very clear protocols
on how to observe, how to formulate the facts, how to convert the facts into another
representation of the facts on a land map table, verbalizing the information of the local
tables into facts and transmitting these facts to the girls plotting the information read on
the central table. Dr. Nijssen started with fact-based business communication modeling
in the early 1970s, at Control Data’s European headquarters in Brussels. Since then it
has been more than his full-time occupation. It was there that NIAM (Natural language
Information Analysis Method), a fact-based protocol to develop a conceptual schema
and notation, was conceived. Prof. Robert Meersman was one of the pillars of the
22-person research lab at Control Data, from 1970 to 1982. From 1983, Dr. Nijssen
held a position as professor of Computer Science for seven years at the University of
Queensland in Australia. In 1989 he founded the company PNA, exclusively dedicated
to delivering durable and tested business requirements, conceptual modeling, con-
sulting, and educational services fully based on fact orientation. PNA currently
employs about 30 people. Dr. Nijssen can be reached directly at sjir.
nijssen@pna-group.com.

Talk

“Durable Modeling and Ever-Changing Implementation Technologies”

In the relative short history of information technology we have seen substantial
improvements. However, between the wishes of the users and the implemented services
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there is still in many cases an enormous gap. And the problem of very substantial cost
overruns in the development of these services is still a serious challenge in too many
cases. Today we aim to fill this gap between the requirements and the running services
with what is called a durable model. The road toward a durable model has been a long
one and an overview will be given since the 1960s. During the 1970s and 1980s the
term conceptual model was used to refer to a durable model, with many contributions
from the IFIP WG 2.6 conferences and the landmark publication of the ISO Technical
Report TR9007 in 1987, “Concepts and Terminology for the Conceptual Schema and
the Information Base.” Thereafter we discuss how durable modeling has evolved and
been misused by various factions in the research and business world.

Since 2012 a co-creation has been established in The Netherlands consisting of
government service organizations, universities, and innovative companies with the aim
of developing an engineering protocol on how to “transform” laws, regulations, and
policies into a durable model. The aim is to develop a national protocol that will be
offered to all government departments and all other organizations in The Netherlands.
Of course it will be offered to the world. We discuss the scientific foundation of this
protocol, called Cognilex, as well as its practical version and report on experiences
obtained so far. To the best of our knowledge, this is the most extensive protocol
currently available. The skills of protocolled observation and transformation into facts,
transforming the facts into another representation mode adequate for a specific purpose,
and transforming the other representation mode back into verbalized facts are vital parts
of any testing protocol, called ex-ante in Terra Legis. We demonstrate how certain legal
domain protocol essentials like Hohfeld can be modeled in fact-based modeling, a
durable modeling approach. We also demonstrate how fact-based modeling has been
used to detect the needed extensions to the famous work of Hohfeld. If time permits,
the transformation of such a durable model into UML, ER, OWL, SBVR, and DMN
will be discussed.



From (Security) Research to Innovation

Michele Bezzi

Sap Labs, France

Short Bio

Michele Bezzi is Research Manager at SAP Product Security Research. He heads a
group of researchers investigating applied research and innovative security solutions,
addressing topics such as security tools for development, intrusion detection systems,
and software security analysis.

He received his Master of Physics degree from the University of Florence in 1994
and his PhD in Physics from the University of Bologna in 1998. He has over 15 years’
experience in industrial research in SONY, Accenture, and SAP. He has supervised
several European projects, and has published more than 50 scientific papers in various
research areas: security, privacy, pervasive computing, neural networks, evolutionary
models, and complex systems.

Talk

“From (Security) Research to Innovation”

I present some concrete examples of research projects, and show how these research
results have been used in SAP products and processes.

The security research team addresses different topics such as security tools for
development, intrusion detection systems, and software security analysis. For example,
in recent years, we prototyped an application level intrusion detection software, now
released as a product — SAP Enterprise Threat Detection (ETD) — able to detect
attacks, in real time, on complex software landscape. We also devise tools to support
developers in secure development, allowing, for example, security testing during the
code writing phase, as well as innovative tools for security governance. In this talk,
starting from these examples, I also discuss challenges and opportunities in transferring
research results to industrial products or processes.



Contents

Cooperative Information Systems 2015 (CooplS) 2015
CoopIS 2015 PC Co-Chairs’ Message

CooplS in the Cloud

Collaborative Autonomic Management of Distributed Component-Based
ApPPLICAtioNS . . . . . o 3
Nabila Belhaj, Imen Ben Lahmar, Mohamed Mohamed,
and Djamel Belaid

An Efficient Optimization Algorithm of Autonomic Managers
in Service-Based Applications. . .. ........ . ... i 19
Leila Hadded, Faouzi Ben Charrada, and Samir Tata

TrustedMR: A Trusted MapReduce System Based on Tamper
Resistance Hardware . . . ... ... ... .. .. .. . .. 38
Quoc-Cuong To, Benjamin Nguyen, and Philippe Pucheral

Social Networking Applications of CoopIS

Similarity and Trust to Form Groups in Online Social Networks. . .. ... ... 57
Pasquale De Meo, Fabrizio Messina, Giuseppe Pappalardo,
Domenico Rosaci, and Giuseppe M.L. Sarne

Supporting Peer Help in Collaborative Learning Environments:
A Discussion Based on Two Case Studies . . . ...................... 76
Luana Miiller, Leticia Lopes Leite, and Milene Selbach Silveira

Finding Collective Decisions: Change Negotiation in Collaborative

Business Processes . ... ... .. ... 90
Walid Fdhila, Conrad Indiono, Stefanie Rinderle-Ma,
and Rudolf Vetschera

Real-Time Relevance Matching of News and Tweets. . . . .............. 109

Sei Onishi, Yuto Yamaguchi, and Hiroyuki Kitagawa

Information and Knowledge Quality in CoopIS

Context-Aware Process Injection: Enhancing Process Flexibility by Late
Extension of Process Instances . . . ....... ... ... ... ... ... ... ... .. 127
Nicolas Mundbrod, Gregor Grambow, Jens Kolb, and Manfred Reichert


http://dx.doi.org/10.1007/978-3-319-26148-5_1
http://dx.doi.org/10.1007/978-3-319-26148-5_1
http://dx.doi.org/10.1007/978-3-319-26148-5_2
http://dx.doi.org/10.1007/978-3-319-26148-5_2
http://dx.doi.org/10.1007/978-3-319-26148-5_3
http://dx.doi.org/10.1007/978-3-319-26148-5_3
http://dx.doi.org/10.1007/978-3-319-26148-5_4
http://dx.doi.org/10.1007/978-3-319-26148-5_5
http://dx.doi.org/10.1007/978-3-319-26148-5_5
http://dx.doi.org/10.1007/978-3-319-26148-5_6
http://dx.doi.org/10.1007/978-3-319-26148-5_6
http://dx.doi.org/10.1007/978-3-319-26148-5_7
http://dx.doi.org/10.1007/978-3-319-26148-5_8
http://dx.doi.org/10.1007/978-3-319-26148-5_8

XXII Contents

A Multi-view Learning Approach to the Discovery of Deviant

Process Instances . . ... .. ... . ... . ... e 146
Alfredo Cuzzocrea, Francesco Folino, Massimo Guarascio,
and Luigi Pontieri

A Genetic Algorithm for Automatic Business Process Test Case Selection. .. 166
Kristof B6hmer and Stefanie Rinderle-Ma

Discovering BPMN Models with Sub-Processes
and Multi-Instance Markers . ... ........ ... ... L 185
Yuquan Wang, Lijie Wen, Zhigiang Yan, Bo Sun, and Jianmin Wang

Information and Knowledge Quality in CoopIS

Information Quality in Dynamic Networked Business Process Management . . . 202
Mohammad R. Rasouli, Rik Eshuis, Jos J.M. Trienekens, Rob J. Kusters,
and Paul W.P.J. Grefen

Utilizing the Hive Mind — How to Manage Knowledge in Fully

Distributed Environments. . ... ......... .. ... . ... ... 219
Thomas Bach, Muhammad Adnan Tariq, Christian Mayer,
and Kurt Rothermel

OuOu Multi-Tenanted Framework: Distributed Near Duplicate Detection
for Big Data. . . ... ... e 237
Pradeeban Kathiravelu, Helena Galhardas, and Luis Veiga

Multilevel Mapping of Ecosystem Descriptions: Short Paper . ........... 257
Matt Selway, Markus Stumptner, Wolfgang Mayer, Andreas Jordan,
Georg Grossmann, and Michael Schrefl

Interoperability of CoopIS

Determining the Quality of Product Data Integration . . . . ... ........... 267
Julian Tiedeken, Thomas Bauer, Joachim Herbst, and Manfred Reichert

Inference Control in Data Integration Systems . ... .................. 285
Mokhtar Sellami, Mohand-Said Hacid,
and Mohamed Mohsen Gammoudi

Integrated Process Oriented Requirements Management . . ... ........... 303
Nikolaus Wintrich, Patrick Gering, and Malte Meissner


http://dx.doi.org/10.1007/978-3-319-26148-5_9
http://dx.doi.org/10.1007/978-3-319-26148-5_9
http://dx.doi.org/10.1007/978-3-319-26148-5_10
http://dx.doi.org/10.1007/978-3-319-26148-5_11
http://dx.doi.org/10.1007/978-3-319-26148-5_11
http://dx.doi.org/10.1007/978-3-319-26148-5_12
http://dx.doi.org/10.1007/978-3-319-26148-5_13
http://dx.doi.org/10.1007/978-3-319-26148-5_13
http://dx.doi.org/10.1007/978-3-319-26148-5_14
http://dx.doi.org/10.1007/978-3-319-26148-5_14
http://dx.doi.org/10.1007/978-3-319-26148-5_14
http://dx.doi.org/10.1007/978-3-319-26148-5_15
http://dx.doi.org/10.1007/978-3-319-26148-5_16
http://dx.doi.org/10.1007/978-3-319-26148-5_17
http://dx.doi.org/10.1007/978-3-319-26148-5_18

Contents

Various Aspects of CooplS

Supporting Structural Consistency Checking in Adaptive

Case Management. . . . . ..ottt it e

Christoph Czepa, Huy Tran, Uwe Zdun, Stefanie Rinderle-Ma,
Thanh Tran Thi Kim, Erhard Weiss, and Christoph Ruhsam

A Probabilistic Unified Framework for Event Abstraction and Process

Detection from Log Data. . .. ... ... ... ... .. ..

Bettina Fazzinga, Sergio Flesca, Filippo Furfaro, Elio Masciari,
and Luigi Pontieri

Property Hypergraphs as an Attributed Predicate RDF. ... ............

Dewi W. Wardani and Josef Kiing

Rewinding and Repeating Scientific Choreographies . . ... ............

Andreas Weif3, Vasilios Andrikopoulos, Michael Hahn,
and Dimka Karastoyanova

Enabling DevOps Collaboration and Continuous Delivery Using Diverse

Application Environments . ... ........ ... ..

Johannes Wettinger, Vasilios Andrikopoulos, and Frank Leymann

Ontologies, DataBases, and Applications of Semantics (ODBASE) 2015
ODBASE 2015 PC Co-Chairs’ Message

Ontology-based Information Modeling and Extraction

COBieOWL, an OWL Ontology Based on COBie Standard . . . .........

Tarcisio M. Farias, Ana Roxin, and Christophe Nicolle

A Semantic Graph Model. . .. ... ... ...

Liu Chen, Ting Yu, and Mengchi Liu

An Approach for Ontology Population Based on Information Extraction

Techniques: Application to Cultural Heritage (Short Paper) ... .........

Riyadh Benammar, Alain Trémeau, and Pierre Maret

Semantic Modeling, Matching, and Querying Over Linked Open Data

Matchmaking Public Procurement Linked Open Data . ... ............

Jindrich Mynarz, Vojtéch Svatek, and Tommaso Di Noia

Preference Queries with Ceteris Paribus Semantics for Linked Data. . . . . ..

Jessica Rosati, Tommaso Di Noia, Thomas Lukasiewicz,
Renato De Leone, and Andrea Maurino

XXIII


http://dx.doi.org/10.1007/978-3-319-26148-5_19
http://dx.doi.org/10.1007/978-3-319-26148-5_19
http://dx.doi.org/10.1007/978-3-319-26148-5_20
http://dx.doi.org/10.1007/978-3-319-26148-5_20
http://dx.doi.org/10.1007/978-3-319-26148-5_21
http://dx.doi.org/10.1007/978-3-319-26148-5_22
http://dx.doi.org/10.1007/978-3-319-26148-5_23
http://dx.doi.org/10.1007/978-3-319-26148-5_23
http://dx.doi.org/10.1007/978-3-319-26148-5_24
http://dx.doi.org/10.1007/978-3-319-26148-5_25
http://dx.doi.org/10.1007/978-3-319-26148-5_26
http://dx.doi.org/10.1007/978-3-319-26148-5_26
http://dx.doi.org/10.1007/978-3-319-26148-5_27
http://dx.doi.org/10.1007/978-3-319-26148-5_28

XXIV Contents

Semantic Support for Processing Web Services and Social Networks

Modeling and Retrieving Linked RESTful APIs: A Graph
Database Approach . . ... ... ... 443
Sahar Aljalbout, Omar Boucelma, and Sana Sellami

Crowdsourcing for Web Service Discovery ... .......... ... ... .... 451
Fatma Slaimi, Sana Sellami, Omar Boucelma, and Ahlem Ben Hassine

Web Services Discovery Based on Semantic Tag . . .................. 465
Sana Sellami and Hanane Becha

A Model for Identifying Misinformation in Online Social Networks . ... ... 473
Sotirios Antoniadis, louliana Litou, and Vana Kalogeraki
Semantic Data Processing and Access in Emerging Domains

Traceability of Tightly Coupled Phases of Semantic Data
Warehouse Design . . ... .. .. ... 483
Selma Khouri and Ladjel Bellatreche

Aggregation Operators in Geospatial Queries for Open Street Map . . ... ... 501
Jesus M. Almendros-Jiménez, Antonio Becerra-Teron,
and Manuel Torres

Provalets: OSGi-based Prova Agents for Rule-Based Data Access. . ....... 519
Adrian Paschke

Ontology Matching and Alignment

Light-Weight Cross-Lingual Ontology Matching with LYAM++. . ... ... .. 527
Abdel Nasser Tigrine, Zohra Bellahsene, and Konstantin Todorov

ABOM and ADOM: Arabic Datasets for the Ontology Alignment

Evaluation Campaign. . . ... ...ttt e e 545
Abderrahmane Khiat, Gayo Diallo, Beyza Yaman,
Ernesto Jiménez-Ruiz, and Moussa Benaissa

Cloud and Trusted Computing 2015 (C&TC) 2015

C&TC 2015 PC Co-Chairs’ Message

All You Need is Trust — An Analysis of Trust Measures Communicated

Julian Gantner, Lukas Demetz, and Ronald Maier


http://dx.doi.org/10.1007/978-3-319-26148-5_29
http://dx.doi.org/10.1007/978-3-319-26148-5_29
http://dx.doi.org/10.1007/978-3-319-26148-5_30
http://dx.doi.org/10.1007/978-3-319-26148-5_31
http://dx.doi.org/10.1007/978-3-319-26148-5_32
http://dx.doi.org/10.1007/978-3-319-26148-5_33
http://dx.doi.org/10.1007/978-3-319-26148-5_33
http://dx.doi.org/10.1007/978-3-319-26148-5_34
http://dx.doi.org/10.1007/978-3-319-26148-5_35
http://dx.doi.org/10.1007/978-3-319-26148-5_36
http://dx.doi.org/10.1007/978-3-319-26148-5_37
http://dx.doi.org/10.1007/978-3-319-26148-5_37
http://dx.doi.org/10.1007/978-3-319-26148-5_38
http://dx.doi.org/10.1007/978-3-319-26148-5_38

Contents XXV

Modelling the Live Migration Time of Virtual Machines . . .. ........... 575
Kateryna Rybina, Waltenegus Dargie, Subramanya Umashankar,
and Alexander Schill

CloudIDEA: A Malware Defense Architecture for Cloud Data Centers . . . . . 594
Andreas Fischer, Thomas Kittel, Bojan Kolosnjaji, Tamas K. Lengyel,
Waseem Mandarawi, Hermann de Meer, Tilo Miiller, Mykola Protsenko,
Hans P. Reiser, Benjamin Taubmann, and Eva Weishdupl

S-Test: A Framework for Services Testing . . ... ....... ... .......... 612
Nabil El loini

Design and Implementation of a Trust Service for the Cloud . ........... 620
Julien Lacroix and Omar Boucelma

Security Aspects of de-Materialized Local Public Administration Processes. . .. 639
Giancarlo Ballauco, Paolo Ceravolo, Ernesto Damiani, Fulvio Frati,
and Francesco Zavatarelli

Monitoring-Based Certification of Cloud Service Security . ............. 644
Maria Krotsiani, George Spanoudakis, and Christos Kloukinas

Balancing Trust and Risk in Access Control. . . ....... ... ... ... ..... 660
Alessandro Armando, Michele Bezzi, Francesco Di Cerbo,
and Nadia Metoui

Author Index . ... ... ... .. . . .. . . e 677


http://dx.doi.org/10.1007/978-3-319-26148-5_39
http://dx.doi.org/10.1007/978-3-319-26148-5_40
http://dx.doi.org/10.1007/978-3-319-26148-5_41
http://dx.doi.org/10.1007/978-3-319-26148-5_42
http://dx.doi.org/10.1007/978-3-319-26148-5_43
http://dx.doi.org/10.1007/978-3-319-26148-5_44
http://dx.doi.org/10.1007/978-3-319-26148-5_45

Cooperative Information Systems 2015
(CooplS) 2015



CooplS 2015 PC Co-Chairs’ Message

The 23rd International Conference on Cooperative Information System is the latest
event of a conference series that has established itself as a major forum for exchanging
emerging ideas and latest research findings on collaboration technologies and their
impact on organizations and all involved stakeholders. Cooperative Information
Systems (CIS) facilitate the cooperation between individuals, organizations, smart
devices, and systems of systems. In an increasingly hyper-connected world, CIS
technologies provide flexible, scalable and intelligent services far beyond the
boundaries of corporations and increasingly are explored as part of global user
communities and digitally empowered citizens.

The technologies discussed in these proceedings include Computer Supported
Cooperative Work (CSCW), Web-based and Cloud-based systems, business process
management, and associated software architectures. CooplS, however, does not only focus
on the computer sciences aspect, but takes a broader information systems point of view.

Thanks to the large number of high-quality submissions we were able to compile a
very strong program. The selection process was highly competitive. In total, we
received 86 submissions, out of which the international program committee members
selected 16 as full papers for presentation and publication (18.6% acceptance rate). In
addition, 7 submissions have been accepted as short-papers to be included in the
proceedings (26.7% acceptance rate including short papers).

We are thankful to all who made CoopIS 2015 possible. CooplS 2015 — and its
predecessors — is part of the OnTheMove (OTM) federated conferences organized by
Robert Meersman and his team. We would like to thank the 85 program committee
members who have reviewed submissions in a timely manner, providing valuable and
constructive feedback (and their expertise) to the authors. Finally, we would like to
thank the most important group of contributors, the authors and presenters who make
CooplIS such a thriving scientific event.

September 2015 Heiko Ludwig
Michael Rosemann
Georg Weichhart



Collaborative Autonomic Management
of Distributed Component-Based Applications

Nabila Belhaj!®), Imen Ben Lahmar?, Mohamed Mohamed?,
and Djamel Belaid!

! Institut MINES-TELECOM, TELECOM SudParis,
UMR CNRS SAMOVAR, Evry, France
{nabila.belhaj,djamel.belaid}@telecom-sudparis.eu
2 ReDCAD-Research Unit, Higher Institute of
Computer Science and Multimedia of Sfax, Sfax, Tunisia
imen.benlahmar@redcad.org
3 IBM Research, Almaden Research Center, San Jose, CA, USA
mmohamed@us.ibm.com

Abstract. Executing component-based applications in dynamic dis-
tributed environments requires autonomic management to cope with the
changes of these environments. However, using a centralized Autonomic
Manager (AM) for monitoring and adaptation of a large number of dis-
tributed components is a non trivial task. Therefore, we argue for a
distributed management by using an AM for each component. These dis-
tributed managers should collaborate to avoid conflicting decisions that
may entail the application’s failure. Towards this objective, we propose
a collaborative autonomic management of component-based applications
in distributed environments. An application is considered as a compos-
ite of atomic or composite components. Each component or composite
is managed by its AM that holds local strategies for its reconfiguration.
An AM is able to collaborate with other managers in different hierar-
chical levels for the self-management of the whole application. We show
the utility of our approach through a use case in the context of Cloud
computing.

Keywords: Component-based applications + Autonomic management *
Container - Collaboration

1 Introduction

Distributed environments are characterized by their heterogeneity in terms of
resources and services. They host resources having mutual interactions and pro-
viding different services. In these environments, applications are executed col-
laboratively by integrating various services provided by various resources. One
particular paradigm that allows to build applications upon a set of services is the
Service-Oriented Architecture (SOA) [17] that defines applications as an assem-
bly of services. These services are provided by components implementing the

© Springer International Publishing Switzerland 2015
C. Debruyne et al. (Eds.): OTM 2015 Conferences, LNCS 9415, pp. 3-18, 2015.
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functional business of these services. Hence, a component-based application is
represented by a composite of components requiring and/or providing services
from/to one another.

Due to the dynamic of the distributed environments, executing component-
based applications is a challenging task. In fact, the resources of a distributed
environment may exhibit highly dynamic conditions in terms of their availability,
load, efficiency, etc. Therefore, it becomes inevitable to enforce the autonomy of
component-based applications with Autonomic Computing management.

The introduction of Autonomic Computing implies the usage of an Auto-
nomic Manager (AM) implementing an autonomic loop (MAPE-K) that allows
managing a set of resources [8]. This loop consists of collecting monitoring data,
analyzing them and generating reconfiguration strategies. In distributed environ-
ments, the main role of AM is to adapt the associated resources not just to their
internal dynamic behavior but also to the dynamic changes of their environment.

However, managing a distributed application by using a centralized AM is
not a trivial task as it can be the source of bottlenecks. Therefore in this paper,
we argue for a distributed management. This implies that each component of a
distributed application will be managed by its own AM that holds local analysis
rules and reconfiguration strategies. Nonetheless, different or mismatched deci-
sions taken by AMs of the application’s components may potentially generate
corrupted results. This may end up with the failure of the reconfiguration of the
whole application. This challenge motivates the need for designing an AM to
dynamically reconfigure a component and also to collaborate with other AMs
for the management of the whole application.

Towards this challenge, several research work have proposed solutions to the
problem of the self-management of distributed applications. Given the existing
work, few attempts propose solutions for the management of component-based
applications in distributed environments [2],[4],[5]. Moreover, the existing collabo-
rative autonomic loops focus mainly on the collaboration between resources in dif-
ferent levels (e.g., between IaaS, PaaS and Saa$ layers in the Cloud context[15],[5]).
To our knowledge, none of the existing work deals for example with the collabora-
tion between AMs in the same level.

Therefore, we propose in this paper an autonomic container that implements
the different functionalities of a classical AM and enhances them with collab-
oration capabilities. This container is responsible for the self-management of
a component. It is also able to collaborate with other containers in different
hierarchical levels for the management of the whole composite application. The
purpose of this container is to discharge the applications developers from the
burden of the management tasks and let them focus on the business of their
applications.

The remainder of this paper is structured as follows. Section 2 describes the
structure of our proposed autonomic container and details the covered loops
and the supported collaborations. Through a use case in Section 3, we explain
how the containers manage some adaptation contexts in Cloud environments. In
Section 4 and 5, we give some implementation details and evaluation results.
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Section 6 provides an overview of existing related work. Finally, we conclude the
paper and give some perspectives in Section 7.

2 Autonomic Container for the Management of
Component-Based Applications

In this section, we present a hierarchical description of a distributed component-
based application. Then, we describe the structure of our proposed autonomic
container and the collaborations that it supports.

2.1 Architectural Description of Component-Based Applications

A component-based application is represented by a composite of components as
illustrated in Figure 1(a). A composite consists of an assembly of heterogeneous
components, which offer services and require services from other components. A
component of the application may be itself a composite implying that it hosts
components providing functionalities fulfilling its business logic.

Appllcatlon
Composﬂe A Composne B '\

y _4

(a) Component-based application

Application

Composite A Composite B

(b) Application components hierarchy

Fig. 1. Hierarchical organization of a component-based application

As shown in Figure 1(b), a composite of an application may be represented
by a hierarchy of components. While, the root of the hierarchy represents the
application’s composite, its nodes (i.e., children) represent either atomic com-
ponents or composites of components. We distinguish two relationships between
the nodes of this hierarchical representation: vertical or horizontal relationships.
The horizontal relationship represents the functional binding between offered and
required services of an application’s components. However, the vertical relation-
ship is set between a composite (i.e., parent) and its components (i.e., children).
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2.2 Structure of the Autonomic Container

Since the application is defined as an assembly of components, we propose to
encapsulate each component into its own container for its self-management. This
component is called a Managed component. The container consists of an assem-
bly of components allowing the functionalities of Monitoring, Analysis, Planning,
Execution and Knowledge supplied by a classical autonomic control loop. The
separation of these functionalities among different components allows an iso-
lated replacement or removal of components which ensures more flexibility and
reusability to the container.

/" Autonomic Container Required

Service

Proxy
D T D Component

Notification

I
Subscription |

NotificaLion N i _____________________ /_/_________—_____'___ED
i)‘ L:, | Monitoring T2 - ey T F) Plani
T Y D\ . =
"

a B )
nowledge
. Management

Management P Service
Service o .
e S :g EXEcuion. - YR

Fig. 2. Architecture of the autonomic container

We introduce our autonomic container in Figure 2 that shows its included
components and their interactions. For a Managed component, this container
proposes and requires functional as well as non-functional services. As the Man-
aged components of an application maintain business interactions between them,
the autonomic container promotes a Managed component’s provided/required
services as its functional services. Whereas, non-functional services are those con-
cerning autonomic management facilities and collaboration capabilities. The con-
tainer proposes non-functional services of Notification, Subscription and Man-
agement. It also requires Notification and Management Services. In the following
we explain further the functionalities of the involved components and their inter-
actions.

The Proxy Component: is included into the autonomic container for monitor-
ing needs. It acts like an intermediary component that supervises the Managed
component exchanges. The Proxy provides the same services initially provided
by the Managed component. Whenever a remote component invokes these ser-
vices, the Proxy intercepts the call to extract monitoring data then forwards it
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(i.e., the call) to the Managed component. Extracted data is sent to the Mon-
itoring component and are about the service call, the execution time and the
change of properties values [14].

The Monitoring Component: is responsible of receiving notifications (as
events) from the Proxy component and from remote containers. Accordingly, it
provides a (callback) service of Notification. Furthermore, it offers a Subscription
service to enable subscriptions to specific notifications for interested components.
This allows subscribers to be notified with the monitored data they are interested
in. This component embeds an ECA (Event Condition Action) component that
is described in Section 2.3.

The Knowledge Component: is essential to hold information employed by
the other MAPE components to perform their functionalities. This component
contains a full description of the Managed component (i.e., identifier, proposed
and required services, embedded components, used implementation, monitored
and reconfigurable properties, etc.). Each time an adaptation occurs, the Knowl-
edge provides the possibility to establish a historical memory about any modifi-
cation brought to the Managed component. It is then enriched progressively and
continuously. The Knowledge component contains also rules descriptions defining
adaptation situations. In addition, it maintains descriptions of the elementary
Management Services offered by the Execution component.

The Analysis Component: is used to analyze monitoring data and determine
whether an event matches an adaptation context or not. The Analysis gauges
the current situation by comparing it against some rules described within the
Knowledge. When an adaptation context is confirmed, the Analysis generates
an alert (as an event) to the Planning component.

The Planning Component: is in charge of producing adaptation plans. Once
this component receives an alert from the Analysis component, it generates an
orchestrated workflow of adaptation actions. The adaptation plan can be mod-
eled by making use of existing workflow languages such as BPEL (Business
Process Execution Language) [16] or BPMN 2.0 (Business Process Model and
Notation) [18]. The generated adaptation plan represents an orchestrated invo-
cation of elementary Management Services (i.e., management actions) described
within the Knowledge component and provided by the Execution components.

The Execution Component: is responsible of executing the adaptation plan.
It provides two services of Management and Adaptation as shown in Figure 3.
The Management Service is provided through a facade component (i.e., Man-
agement component) by some basic management components among them we
can cite: (a)The LifeCycle component that enables the creation, the activation,
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the deactivation and the destruction of a component; (b)the Binding component
that permits the management of functional dependencies of a component; (c)the
Adapter component that allows the insertion and removal of adapters compo-
nents in the container [3]; (d)the Parametric component that has the ability to
adjust the values of the reconfigurable properties of the Managed component.

The adaptation plan represents the implementation of the Adaptation com-
ponent. Once the Planning component invokes the Adaptation service of the
Execution component, the Adaptation component is instantiated with its given
implementation to execute the adaptation actions. Executing an adaptation plan
may entail the invocation of the Local Management Service for a local adapta-
tion or the Management Services of remote Execution components for remote
adaptations.

e 7 N
Adaptatiort Execution

Somvee Dy mp “roien B ] D
~ component D—‘ Management
Service

" Local [ LifeCycle )

Management component

. Binding

Managenent o ~/component )
Service =

_, Adapter N

M t
E0 B0 rponent Somponent

Parametric

\ \gomponend

Fig. 3. Structure of the Execution component

2.3 Covered Autonomic Loops

Our work aims also at optimizing the activity of the MAPE-K loop. Seeking to
fulfill this objective, our autonomic container performs two types of autonomic
loops: reactive and deliberative autonomic loops. A reactive loop is a simple and
rapid adaptation, in contrast, a deliberative loop is an adaptation that needs
relatively long time processing compared to a reactive one. In the following, we
detail these two types of loops.

Reactive Autonomic Loop: is inspired from the unconscious reflexes of the
human being in emergency situations. For instance, when sensory neurons take
inputs from the skin in a dangerous situation (e.g. burn, stepping on a sharp
object, etc.), motor neurons related to the area are stimulated to promptly lift
up the concerned limb out of the danger before the brain can consciously realize
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it [11]. The connections of such involuntary reflexes are orchestrated at the spinal
cord level and do not reach the brain. This human autonomic loop is called the
Reflex Arc which engages basic, simple and low-level functions. Our autonomic
container is endowed with such a reactive autonomic loop which is responsible
of instantaneous adaptations of the Managed component. Instead of forwarding
the events to the Analysis as it usually happens in a common MAPE-K loop,
the Monitoring component performs the context adaptation itself immediately.

Each time the Monitoring component captures an event from the Proxy or
remote components, it forwards it to its encapsulated ECA (Event-Condition-
Action) component (see Figure 2). In case an event entry is confirmed, the
ECA component checks if the conditions match, then invokes the correspond-
ing actions on the Execution component. The actions represent the elementary
Management Services proposed by the Execution component. This reactive auto-
nomic loop is represented only by the Monitoring and the Execution components.
Our approach allows the avoidance of unnecessary processing by the Analysis
and Planning components to optimize the activity of a regular autonomic loop.

Deliberative Autonomic Loop: is inspired from high-level brain functions
which involve more complex data processing. Reasoning and data treatments
may be performed over a longer period compared to a reactive adaptation. The
deliberative loop is employed when the captured event needs more processing.
Actually, in case the ECA component do not find a match for the captured event,
the latter is forwarded to the Analysis component to reason on it. The reasoning
process implies consulting the Knowledge component to detect an adaptation
context if any. The Analysis triggers an alert to the Planning component that
also refers to the Knowledge to produce adaptation actions. Finally, these actions
are invoked on the Execution component to be carried out.

When an adaptation plan brings local adjustments to the Managed compo-
nent, we call it intra-container adaptation. Nevertheless, when the adaptation
plan requires a collaborative execution by several containers, we name it inter-
containers adaptation. In this case, a distinction of two collaboration aspects is
made: horizontal and vertical inter-containers collaboration.

Horizontal Inter-containers Collaboration. The generated adaptation plan is car-
ried out by autonomic containers whose Managed components act upon their
business interdependencies. These containers belong to the same hierarchical
level. Once a container generates an adaptation plan involving another container,
the execution of the plan entails the invocation of the Management Services of
both containers through their Execution components.

Vertical Inter-containers Collaboration. The adaptation plan is run by collabo-
rating containers that reside in different hierarchical levels. For instance, if the
Planning component of a container has no ability to generate an adaptation plan,
it notifies the upper level container (i.e, parent) about the situation. And since
the parent container has a wider view of the system compared to its child and
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is better placed for planning decisions. The parent examines the situation and
attempts to produce a suitable adaptation plan. The parent container executes
the plan by invoking the Management Service of its child and eventually other
Management Services of other involved containers.

3 Use Case Study

In order to validate our proposal, we realized an application that allows users
to purchase products on the Internet. We represent the application by a set of
distributed components that expose and require services. As shown in Figure
4, the application allows a user to consult products on an on-line catalog that
brings products information from multiple inventories. The user has the ability
to add products to a cart and then validate it. A cart validation triggers the
creation of an order. The user can carry out its order which renders logging
to its account mandatory in order to retrieve its personal information (e.g.,
invoicing and shipping address). The order’s and personal user’s information are
used for the payment and interactions with remote banking components. Once
the payment is validated by the user’s bank, a confirmation mail is sent to the
user’s e-mail address, resuming details of the order and payment.

The distributed application components are deployed on different PaaS
instances. To simplify the realization of the use case, we deployed the different
components among two PaaS instances. One instance of CloudFoundry PaaS and
one instance of OpenShift. These two instances are deployed in our local cluster.
In order to interact seamlessly with these PaaS instances we used a generic API
that we developed previously and that allows to interact with PaaS providers in
a generic way [19]. In the following we present the scenarios that we performed
to show the utility of our approach.

3.1 Reactive Loop Scenario

In order to illustrate the reactive loop activity, we consider the Mailer compo-
nent. Once the container of the Mailer component notices that the Mailer is
not responding, it restarts it. Restarting the Mailer consists on sending a REST
query to the PaaS manager asking the restart of this component. The PaaS
manager will handle this task and keep the same identifier and endpoint of the
component to maintain the consistency of the application.

3.2 Deliberative Loop: Horizontal Collaboration Scenario

To show the utility of the horizontal collaboration, we consider two components of
the same hierarchical level: the Catalog and the Inventory 1. Let us suppose that
the container of the Inventory 1 detects bandwidth congestion impacting its func-
tional interactions with the Catalog. The container of the Inventory 1 diagnoses
the problem and decides to insert a compression adapter [3] in order to compress
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Fig. 4. Component-based description of a shopping application

the messages sent to the Catalog component. This decision will impact the Cata-
log component that needs to use an adapter to decompress the received messages.
This decision implies also the modification of the bindings to make the exchanged
messages go through the adapters first. These management actions are executed
collaboratively between both containers of the Inventory 1 and the Catalog.

3.3 Deliberative Loop: Vertical Collaboration Scenario

To highlight the usage of the vertical collaboration, we consider the Catalog com-
ponent and the Products composite having a child-parent relationship. Since the
Catalog is heavily requested by the users in sales season, this component is over-
loaded. The container related to this component notifies its parent about the over-
load. The parent container decides to instantiate another Catalog, add a load bal-
ancer for traffic load balancing between the two Catalog components and then
modify the bindings. This adaptation involves an architectural modification about
the Products composite which can solely be handled by a container of a parent
composite that disposes of a wider view of the system. The parent composite uses
its Execution component to send a scale up query to the PaaS through our generic
API. The PaaS manager will then add a new instance and place a load balancer
having the same endpoint as the original Catalog component.
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4 Implementation

In this section, we present the different aspects of our implementation.

We implemented our components using the Service Component Architecture
(SCA) standard [9]. SCA provides a programming model for building appli-
cations based on SOA. The main idea behind SCA is to describe distributed
applications as composites of a set of components. One of the main features of
SCA is its independence of particular technology, protocol, and implementation.
This allows the designer to conceive applications using available components
despite their heterogeneous implementations (JAVA, BPEL, C, etc.). Hencefor-
ward, the choice of using SCA will allow an easy integration of existing off-the-
shelf solutions despite their heterogeneity. In our solution we have implemented
the MAPE-K as separate components to allow more flexibility on adding or
removing new facilities. The Monitoring component is eventually implemented
as a composite that contains the needed facilities to enable autonomic manage-
ment as described in Section 2.2. The Analysis and Planning components are two
abstract SCA components. Since the analysis and planning are domain specific
tasks, we used Mixin mechanism to customize and instantiate these components.
The Mixin mechanism allows to extend a given class with new functionalities
when needed without reinventing all the component.

In our use case, almost all the implemented components are in JAVA, and
since the Mixin mechanism is not a native functionality for JAVA, we used
mixin4j framework . This framework allows to create Java Mixins by the use
of annotations. To this end, it is possible to define the classes to be extended as
abstract classes annotated with “@MizinBase” annotation. It is to say that this
abstract class will be extended using Mixins. To create the Mixin itself, it is nec-
essary to create an interface for this Mixin. Then, the @MizinType annotation
is used to say that this interface represents a Mixin. The implementation of the
interface must be specified following the @MizinType annotation. Consequently,
the framework allows to instantiate new classes from the abstract classes anno-
tated with @MizinBase mixed with implementations of the interfaces annotated
with @MizinType. We used this framework to define our Mixins. We annotated
our Analysis and Planning components with @MizinBase to be able to extend
them later with specific behaviors. Then, we defined all the interfaces of our
Mixins and annotated them with @Mixin Type. Moreover, we implemented the
different Mixins containing the needed functionalities for analysis and planning
aspects related to our use case. In our implementation, the Analysis and Plan-
ning Components are generic. They are implemented as abstract Mixin Base.
Using mixin4j, we mixed them with the RuleSet and the PlanSet Mixins that
specifically implement the two MixinType interfaces AnalysisRuleInterface and
PlanInterface. These Mixins will describe exactly how to analyze received events
and how to generate the adaptation plan.

The proxy component that we use for monitoring purposes is dynamically
byte-code generated. For this required byte-code level manipulation we used the

! http://hg.berniecode.com /java-mixins
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Java reflection API and the open source software JAVA programming ASSISTant
(Javassist) library 2. The Java reflection API provides classes and interfaces for
obtaining reflective information about classes and objects. Javassist is a class
library for editing Java byte-codes; it enables Java programs to define a new
class and to modify a class file when the Java Virtual Machine (JVM) loads it.
It is worthy to note that in our implementation, the Planning component
generates an adaptation plan as a BPEL workflow that is supported by almost
all the SCA engines. This BPEL is sent to the Execution component to use it
as an implementation of the Adaptation component. The Execution component
benefits also from the existing services offered by PaaS providers. This compo-
nent can use other Management Services when available, since it is able to host
components managing SaaS, PaaS or TaaS resources [13]. Basically, for the ver-
tical collaboration scenario, the container needs to scale up or down the Catalog
component. Instead of reinventing this functionality, we needed just to map it to
a REST query to the PaaS provider. For REST queries we used Restlet frame-
work?. Restlet is an easy framework that allows to add REST mechanisms. After
adding the needed libraries, one needs just to add the Restlet annotations to
implement the different REST actions (i.e., POST, GET, PUT and DELETE).
Moreover, in order to cover different PaaS providers offering the same func-
tionalities, we used COAPS API [19]. COAPS is a generic API that allows to
seamlessly interact with heterogeneous PaaS providers in a generic manner.

5 Evaluation

According to [6], the evaluation of autonomic management could be based on sta-
bility, accuracy, settling time, overshoot. In our evaluation we will focus just on
accuracy and settling time. Accuracy shows whether the system’s state converges
to its desired state when applying an adaptation. While the settling time is the
time needed to apply the adaptation and takes the system to its desired state.

Referring back to the horizontal collaboration scenario in Section 3.2, we
proposed to inject a compression and decompression adapters to transfer the
messages over a lower bandwidth between the Inventory 1 and Catalog compo-
nents. In order to measure the settling time for this adaptation, we measured
the time required for the deployment of these adapters. In fact, each adapter
consists of a generated proxy component and an extra-functional compression or
decompression component [1]. Through the evaluation results, we deduce that
the time required for the generation of the byte-code of a proxy component has
more impact on the time needed for the deployment of an adapter. Indeed, the
generation of a proxy includes the time for loading interfaces classes from a disk
memory and the time of byte-code class generation.

For this, we have varied the number of interfaces and methods for the imple-
mentation of a proxy component to measure the time required for its generation.

2 http://www.csg.is.titech.ac.jp/~chiba/javassist
3 http:/ /restlet.org/
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Then, we aggregated the result to the time required for the instantiation of the
adapter’s components to calculate its deployment time.
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Fig. 5. Deployment of a compression adapter by varying the number of interfaces and
methods of its proxy component

We deduce from Figure 5 that the growth slope of the deployment of an
adapter is largely small when its proxy component implements 10 interfaces and
40 methods, than the deployment time for an adapter whose its proxy imple-
ments 30 interfaces. This proves that the number of interfaces influences more
than the number of the methods on the time required for the generation of a
proxy’s byte code. Nonetheless, the deployment of an adapter does not take
much time that is in order of few seconds.

To evaluate the accuracy of our application with the performed adaptation,
we need to show that the introduction of the adapters enhances the behavior
of the application in the specific situation (i.e., low bandwidth). Accordingly,
we measured the time required for the transfer of big messages by using these
adapters. For this, we varied the compression rate of voluminous messages (5Mo)
and the data flows to observe the improvement rate as shown in Figure 6. This
later represents the ratio between the time required for a transfer of a big message
using adapters and the time measured without using these adapters.

As shown in Figure 6, integrating a compression and decompression adapters
between the Catalog and Inventory 1 conserves the accuracy of the application
allowing the fast transfer of messages if the data flow is under 7.5 Mb/s. Using
these adapters will decrease the transfer time of these messages.

6 Related Work

During the last years, there have been different research work aiming at endow-
ing distributed systems resources with self-management capabilities. Some of
them tried to address the collaboration of autonomic loops in the Cloud and in
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Fig. 6. Improvement rates calculated for the integration of compression and decom-
pression adapters between Inventory 1 and Catalog components

distributed environments. The foregoing gives an overview of the cited work as
well as a brief discussion spinning around the taken approaches.

The work presented in [15] addresses SLA violations in the Cloud by improv-
ing the response time of a web server. Authors organize the AMs in a hierarchical
manner where upper level AMs have more authority over those of lower levels.
An AM of a lower level keeps allocating resources (i.e., Memory, CPU, Maxi-
mum number of clients) to its web server to enhance its response time. If no more
allocations are possible, the AM requests another AM belonging to the upper
level for further allocations. These AMs collaborate by exchanging predefined
messages between Cloud layers by means of an interface named “ManagedOb-
jects” provided by each AM. This interface encapsulates properties, metrics and
associated actions of the managed objects. However, this work presents some lim-
itations. The exchanged messages are managed by a single broker between each
two Cloud layers which represents a potential source of bottlenecks. Moreover,
this approach does not take into consideration a possible horizontal collaboration
among AMs. In addition, the solution seems to be SLA-specific which makes it
hardly applicable to other management issues.

In [5], the authors propose a framework for the coordination of multiple AMs
in the Cloud. They introduce two types of AMs: AAM (Application AM) that
is used to manage an application in SaaS layer. IAM (Infrastructure AM) that
is employed to administrate resource allocation in IaaS layer. At SaaS level,
an AAM is associated to each application, whereas a single IAM operates for
the overall IaaS resources. Each AAM maintains a local and private knowledge
while the IAM holds a global and shared knowledge. AAMs can bring changes
to the shared knowledge by means of a synchronization protocol. This proto-
col attributes a token to sychronize the AMs’ access to the global knowledge
critical sections to avoid concurrency and render available the knowledge to
both SaaS and IaaS resources. An event-based coordination protocol is also pro-
posed through which AMs coordinate their actions. Nevertheless, the exchanged
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messages are handeled by a single broker over all the framework. Furthermore,
the management of TaaS resources relies on a unique TAM, consequently, greater
load may alter its activity, especially collaborating with all the AAMs of the
system. Another limitation lies in the fact that AAMs do not collaborate hori-
zontally.

In their work [6], authors explore the possibility of making use of control
theory principles to build self-managing computing systems. They describe a
layered hierarchy in which a controller (i.e., higher level manager) is placed
on top of new or existing components. Lower level managers are treated like
resources by higher ones. Driven by the need to ease research in autonomic
computing, they introduce DTAC, a deployable testbed enriched with pluggable
components (e.g., control algorithms, sensors, effectors). Authors proposed the
SASO properties (Stability, Accuracy, Settling time and Overshoot) of control
systems to evaluate an autonomic computing system after an adaptation occurs.
However, their research area is merely focused on self-management features.
Meanwhile, they do not propose any collaboration between AMs, instead, they
suppose that this aspect is processed recursively from a higher to a lower level.

Another approach is introduced in [7] based on synchronized languages and
discrete control synthesis. In their paper, Gueye et al introduce a framework
where autonomic components coordinate in a hierarchical structure. Their solu-
tion consists in using the BZR reactive language [10] to program AMs into nodes.
Within a node, the behavior of an AM is modeled as a finite state machine (i.e.,
automaton). The behavior of an AM is controlled through controlling its states’
transition. Moreover, the authors gather all the AMs behaviors in the system
into one single and final node (i.e., final controller). The coordination policy is
specified as a behavioral contract and associated to the final controller that is
finally placed on top of the hierarchy. The rest of lower level AMs become sen-
sors or actuators. Nonetheless, this approach leaves the system with a centralized
management node gathering all the AMs behaviors which turns out to be source
of trouble in case it experiences overload or outage.

Authors in [12] introduce collaborating knowledge planes in distributed envi-
ronments. A neighborhood of knowledge planes improves its intelligence by shar-
ing the strategies they acquire by means of a self-organization algorithm. This
capability aims at helping AMs to have non-conflicting strategies at their dis-
posal and then, gain a unified view of the system. Moreover, they propose a
self-adaptation algorithm to allow a knowledge plane acquiring new strategies
when the system encounters unknown situations for which no policy is already
predefined. The newly acquired strategies are examined to decide whether they
can be kept or not. The knowledge planes collaborate among a given neigh-
borhood in contrast with our architecture where the collaboration relies on the
containers’ services of the application’s components.

Our solution consists in proposing a generic and flexible autonomic container
that frees developers from the overwhelming management tasks. We enhance
the traditional behavior of the encapsulated MAPE-K components with new
features of management and vertical and horizontal collaboration. In fact, no
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significant work targeting horizontal collaboration was noticed. Not to mention
that the majority of the stated work was focused only on the vertical collab-
oration [15],[5],[7]. Nonetheless, neglected interactions between AMs belonging
to the same hierarchical level is definitely source of mismatches. The majority
of the stated work did not conduct research in optimizing an autonomic loop
activity [15],[5],[7],[6]. In this direction, we proposed to enhance the behavior
of a MAPE-K loop by addressing the cases of reactive adaptations in order to
avoid unnecessary analysis and planning.

7 Conclusion

In this paper, we introduced a generic and flexible autonomic container that
aims at endowing component-based applications with autonomic management
facilities and collaboration capabilities. Herein, we gave descriptions of the dif-
ferent generic components that constitute the MAPE-K loop offered by our
container, their provided services and the possible collaborations between con-
tainers. Besides, in our solution we propose to enhance the classical MAPE-K
loop by introducing the reactive and deliberative autonomic loops. For the eval-
uation of our approach, we realized a shopping application use case and we
started performing some evaluation focused on the horizontal collaboration sce-
nario between containers. We are investigating machine learning techniques in
order to support predictive analysis and learning strategies planning. We also
intend to investigate autonomic management and collaboration among contain-
ers in pervasive and Cloud environments.
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Abstract. Cloud Computing is an emerging paradigm in Information
Technologies that enables the delivery of infrastructure, software and
platform resources as services. It is an environment with automatic
service provisioning and management. In these last years autonomic man-
agement of Cloud services is receiving an increasing attention. Mean-
while, optimization of autonomic managers remains not well explored.
In fact, almost all the existing solutions on autonomic computing have
been interested in modeling and implementing of autonomic environ-
ments without paying attention on optimization. In this paper, we pro-
pose a new efficient algorithm to optimize autonomic managers for the
management of service-based applications. Our algorithm allows to deter-
mine the minimum number of autonomic managers and to assign them to
services that compose managed service-based applications. The realized
experiments proves that our approach is efficient and adapted to service-
based applications that can be not only described as architecture-based
but also as behavior-based compositions of services.

Keywords: Cloud computing - Autonomic managers - Service-based
applications + Optimization

1 Introduction

Cloud computing is a new computing paradigm that refers to a model for
enabling convenient, on demand network access to a shared pool of config-
urable computing resources (e.g. servers, storage, applications and services).
These resource can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction [13]. In this paradigm, there are basi-
cally three levels for Cloud services’ provision, which are Infrastructure as a
Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS).
At this later level, the effort is made to model, develop, deploy and manage
applications and components/services that compose them. These applications
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are also known as service-based applications (SBAs). Their service composition
can be architecture-based (e.g. described in Service Component Architecture [12]
or UML component diagram [4]) or behavior-based (e.g. described in Business
Process Execution Language [11] (BPEL) or Business Process Model and Nota-
tion [16] (BPMN)).

Over the last years, autonomic computing got an increasing attention. It has
been widely used in Cloud computing for dynamically adapting Cloud resources
and service to changes in Cloud environments. Indeed, it aims at managing Cloud
resources with minimal human intervention. Autonomic management usually relies
on a MAPE-K (Monitor, Analyze, Plan, Execute and Knowledge) loop. This loop
consists in collecting monitoring data from Cloud resources, analyzing them and
producing series of planned changes to be executed on managed Cloud resources.

Managing SBAs according to principals of autonomic management, consists
in determining and assigning MAPE-K loops to services that compose managed
SBAs. To do that, two naive solutions can be considered. The first one consists
in assigning one MAPE-K loop to a managed SBA. The second one consists in
assigning one MAPE-K loop to each service of the managed SBA. It is obvi-
ous that the later solution is resource consuming while the former one may
cause a bottleneck in managing SBAs. Consequently, it is of interest to optimize
MAPE-K loopse consumption by minimizing the number of them while avoiding
management bottlenecks.

When we visited the existing works on autonomic management and opti-
mization of Cloud resources, we found out that they are not suitable to the
considered problem of this paper. Indeed, on one hand, existing works on auto-
nomic computing have been interested in modeling and implementing of auto-
nomic environments without paying any attention to optimization. On the other
hand optimization approaches are not adequate since they consider a number of
resources known in advance.

In our previous works we have been interested in modeling, deployment and
management of SBAs in Cloud environment [14,23]. In this paper, we are inter-
ested in the optimization of number of autonomic managers (i.e. autonomic
control loops) for SBAs. We propose a new algorithm consists of two steps. In
the first step we determine all sets of services of a given SBA that can be run in
parallel, which aims at determining the lower bound of the number of MAPE-K
loops. In the second step, MAPE-K loops are determined, based on results from
step one, and assigned to services of the managed SBA.

The rest of this paper is organized as follows. In Section 2, we present some
preliminary notions on autonomic computing and we represent SBAs as graphs.
Our proposed efficient algorithm for MAPE-K loops optimization is presented
in Section 3. Experiments conducted on realistic data are detailed in Section 4.
In Section 5, we present the state of art. Finally, we conclude the paper and we
give directions for future works in Section 6.
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2 Autonomic Management of Service-Based Applications

In this section, we present the background of our work, in which we aim at
optimizing autonomic managers for the management of SBAs. We start with
defining MAPE-K loop, then, we define service-based applications. After that,
we show how these applications are represented as graphs. Finally, we present
the problem of optimizing autonomic managers in SBAs.

2.1 The MAPE-K Control Loop

To achieve autonomic computing, IBM has suggested a reference model for auto-
nomic control loops [1], which is called the MAPE-K (Monitor, Analyze, Plan,
Execute, Knowledge) loop as depicted in Fig. 1.

_ Autonomic Manager __

Analyse

Knowledge

Cloud

- Resource )j
Fig. 1. Autonomic loop for a Cloud resource

This loop consists on harvesting monitoring data, analyzing them and generat-
ing reconfiguration actions to correct violations (self-healing and self-protecting)
or to target a new state of the system (self-configuring and self-optimizing).

2.2 Service-Based Application

SBAs consists in composing a set of services using appropriate service composi-
tion specifications that can be architecture-based or behavior-based like. In the
following we define these two types of compositions.

A SBA composed using an architecture-based composition can be described
as a set of linked components. A component provides one or more services. It
may consume one or several references, which are services provided by other
components. As an example, we consider the online store example illustrated
in Fig. 2 using a SCA assembly view. In the following sections, we use to this
example in order to explain our concepts and motivate our work.
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Fig. 2. Example of an on-line store (source [20])

The example is a composition of four services. The Store service provides the
interface of the on-line store. The Catalog service which the Store service can
ask for catalog items provides the item prices. The CurrencyConverter service
does the currency conversion for the Catalog service. The ShoppingCart service
is used to include items chosen from the Catalog service.

A SBA composed using a behavior-based specification can be described as
a structured process which consists of a set of process nodes and transitions
between them. A process node can be service, Or-Join, Or-Split, And-Split or
And-Join. Fig. 3 depicts a BPMN business process of an online purchasing pro-
cess of a clothing store.

¥ order quantity >
order quantity

Receive Check x
order || availabilicy
v

Rer
| Compute | | Send order A ;"’E
tomal pice | andinvoice [*] MY

Fig. 3. Example of a SBA application modelled as a process

The customer sends a purchase order request with details about the required
products and the needed quantity. Upon receipt of customer order, the seller
checks product availability. If some of the products are not in stock, the alterna-
tive branch ordering from suppliers is executed. When all products are available,
the choice of a shipper and the calculation of the initial price of the order are
launched. Afterwards, the shipping price and the retouch price are computed
simultaneously. The total price is then computed in order to send invoice and
deliver the order. Finally, a notification is received from the shipper assuring
that the order is already delivered.
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The above-presented two types of compositions can be represented by graphs
that we present in the following section.

2.3 SBA Graphs

The semantics of a graph that represents a SBA (called SBA graph) is described
as follows. If s1 and s, are nodes of graph and s; is connected to s, then the exe-
cution of sy follows the execution of s1 or s; runs and references the services of s
during its execution. For instance, the later semantics reflects architecture-based
compositions (e.g. SCA specification) while the former reflects behavior-based
compositions (e.g. BPMN specification). Based on the above considerations, we
can model a SBA like the one presented in Fig. 3 as a directed graph. Services,
Or-Split, Or-Join, And-Split and And-Join nodes will be represented by graph
nodes and connections/transitions between services will be represented by edges.
Nodes are identified by an ID (a number).

Definition 1 (SBA graph). A SBA graph is a 3 tuple (S, E,v) where:

e S is a set of services, Or-Split, Or-Join, And-Split and And-Join nodes com-
posing the considered application (when the application is architecture-based
S does not contain Or-Join, Or-Split, And-Split and And-Join nodes);

e [ C S xS is the vertex connection set;

e v is the initial vertex of the graph.

Fig. 4 represents the SBA graph of the SBA of Fig. 2 (v=Store).

Curreny

ShoppingCart

Fig. 4. The SBA graph of the on-line store

According to the semantics presented above, if the composition is behavior-
based the execution of Catalog and ShoppingCart services are performed in paral-
lel. Indeed, when the Store service is finished, Catalog and ShoppingCart services
will be launched in parallel. Nevertheless, if the composition is architecture-based
they may be run in sequence or in parallel. In fact, the Store service may refer-
ence both Catalog and ShoppingCart services in parallel or in sequence. We say
in this later case that Catalog and ShoppingCart services may run in parallel.

2.4 Problem Statement

In this paper we present an approach for optimizing autonomic managers for
the management of SBAs. Let’s consider the example of Fig. 4 that presents a
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SBA composed of four services. To determine the number of MAPE-K loops that
can be assigned to the four services, two naive solutions can be considered. The
first one, represented by Figure 5-(a), consists in considering one MAPE-K loop
assigned to the four services that compose the managed SBA. The second solu-
tion, represented by Figure 5-(b), consists in considering four MAPE-K loops so
that each one is assigned to one service. It is obvious that the later solution is
resource consuming while the former one may cause a bottleneck in the manage-
ment. It is, consequently, of interest to optimize MAPE-K loops consumption
while avoiding management bottlenecks.

¥ . % %

|
ShoppingCart |
Stormingcor) o)

Fig. 5. Two naive solutions can be considered, (a) one MAPE-K loop assigned to the
four services, (b) one MAPE-K loop assigned to each service

A solution, that can make a tradeoff between MAPE-K loops consumption,
on one hand, and avoiding management bottleneck, on the other hand, would
consist in considering two MAPE-K loops, one dedicated to Store and Shopping-
Cart services and one dedicated to Catalog and Currency Converter services.
This later solutions minimize the number of used MAPE-K loops while not
assigning one MAPE-K loop to more than one running service at a time.

Based on the above-mentioned illustrations, we can state the problem we
tackle in this paper. Given a SBA graph, our objective is to determine the
minimum number of MAPE-K loops needed to manage its services with the
following requirement and assumption. Two services running in parallel should
be provided with two different MAPE-K loops for their management to avoid the
bottleneck problem. Two services that may run in parallel are considered running
in parallel. This later assumption allows us to consider both types of composition
semantics and cover different situations of service compositions whatever they
are architecture-based or behavior-based.

3 Algorithm for an Efficient Optimization of MAPE-K
Loops in SBAs

3.1 Approach Overview

In this section, we propose an algorithm for the optimization of autonomic
managers (MAPE-K loops) in SBAs. This algorithm is based on four pro-
cedures called Predecessor, LowerBound, ServiceRelatedParallelSets and Auto-
nomicLoopsAssignement. The Predecessor procedure consists in determining
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for each service the number of its predecessors. This procedure is used when the
application is behavior-based where a service begins execution only when all its
predecessors have finished execution. The LowerBound procedure consists in
determining a set of sets of services that satisfy the following property. Services
that belong to one set can be run in parallel. The ServiceRelatedParallelSets
procedure consists in determining for each service the set of services that can be
run in parallel with it. AutonomicLoopsAssignement consists in assigning to each
service a MAPE-K loop which is different from loops that are already assigned
to services to be run in parallel with it. In the following we present these four
above-mentioned procedures.

3.2 Predecessor Procedure

The Predecessor procedure, presented in Algorithm 1, takes as input a SBA
graph. It returns an array containing for each service the number of its prede-
cessors. Initially, the number of predecessors of each service is equal to zero (see
Algorithm 1, lines 1-3). For each service s, the number of its predecessors is
incremented by 1 if there is a service s successor of s; (see lines 4-6).

Algorithm 1. Predecessor procedure
Require: (S, E,v): SBA graph
Ensure: Predecessors: array containing for each service the number of its
predecessors
for all s € S do
Predecessors[ID of s] < 0;
end for
for all (s;,s) € E do
Predecessors[ID of s] <« Predecessors[ID of s]+ 1;
end for

3.3 LowerBound Procedure

The LowerBound procedure, presented in Algorithm 2, takes as input a SBA
graph and an array containing for each service the number of its predecessors.
It returns a set of sets of services that can be run in parallel and the maximum
cardinality of its elements which constitutes a lower bound number of MAPE-K
loops. The initial vertex of the SBA graph v is assigned to an initial set (see
Algorithm 2, line 1). The LowerBound procedure is to be executed while the
current set of services that can be run in parallel is not empty and is not a subset
of a set that is already made in a previous iteration (see line 24). The current set
of services composed of services, which are successors of services of the previous
set where all its predecessor services are already treated in the previous sets (see
lines 10-11). Otherwise, the number of predecessors is decremented by 1 (see line
13). If the current set is not already made in a previous iteration, then it is added
to the set of sets (see lines 18-19). The lower bound number is possibly updated
(see lines 20-22). This number is the maximum number of services that can be
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run in parallel. When the application is architecture-based the current set of
services is composed of services, which are successors of services of the previous
set (doesn’t exist a test to check for each service s; that all its predecessors are
treated (see line 10)).

Algorithm 2. LowerBound procedure
Require: (S, E,v): SBA graph
Require: Predecessors: array containing for each service the number of its
predecessors
Ensure: ParallelSets: set of sets of services that can be run in parallel
Ensure: [bn: the lower bound number
1: CurrentParallelSet «— {v};
2: ParallelSets «— {CurrentParallelSet};
3: lbn «— 1;
4: repeat
5. PreviousParallelSet «— CurrentParallelSet;
6
7
8

CurrentParallelSet «— 0;
for all s; € PreviousParallelSet do
for all s; € S do

9: if (s;,s;) € E then
10: if Predecessors[ID of sj] =1 then
11: CurrentParallelSet — CurrentParallelSet U {s;};
12: else
13: Predecessors[ID of s;] « Predecessors[ID of s;] — 1;
14: end if
15: end if
16: end for
17 end for
18:  if A set s.t.(set € ParallelSets and CurrentParallelSet C set) then
19: ParallelSets < ParallelSets U CurrentParallelSet;
20: if |CurrentParallelSet| > lbn then
21: lbn «— |CurrentParallelSet|;
22: end if
23:  end if

24: until (CurrentParallelSet =
0 or 3 set s.t.(set € ParallelSets and CurrentParallelSet C set))

The needed MAPE-K loops for a given SBA graph may be greater than
the lower bound number. To give an example of such situation let’s consider
the example of Fig. 6 when the application is architecture-based as depicted in
Section 2.3 if s; and sy are nodes of graph and s; is connected to so then s
runs and references the services of sy during its execution.

Applied to this later example, the LowerBound procedure produces the fol-
lowing results:

— ParallelSets: {{s1},{s2,53},{54,55},{55, 6}, {56,593}, {53,595} }
— lbn= 2
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Fig. 6. Example of a SBA graph of a SCA-based Application

With respect to the semantics of applications specified in SCA, First, s5 and
s¢ may run in parallel. Second, s¢ and s3 may run in parallel. Third, s3 and s5
may run in parallel. To satisfy these requirements, on one hand, and to assign
different MAPE-K loops for services running in parallel, on the other hand, it
is obvious that the number of needed MAPE-K loops for this example is equal
to 3, while the lower bound number is equal to 2. Therefore, we need additional
computing based the result of the LowerBound procedure to determine the num-
ber of needed MAPE-K loops for a given SBA and their assignment. This is the
objective of the following algorithms.

3.4 ServiceRelatedParallelSets Procedure

The ServiceRelatedParallel Sets procedure, presented in Algorithm 3, takes as
input a SBA graph and a set of sets of services that can be run in parallel. It
returns for each services s the set of services which can be run in parallel with
it. This set is the union of all sets that belong to ParallelSets and that contain
s (see Algorithm 3, lines 5-9).

Algorithm 3. ServiceRelatedParallelSets procedure
Require: (S, FE,v): SBA graph
Require: ParallelSets: set of sets of services that can be run in parallel
Ensure: ServiceRelatedParallelSets : array of < servicelndex, serviceSet >

1: 1 1;
2: for all s € S do
3:  ServiceRelatedParallelSets[i].serviceIndex < ID of s;
4:  ServiceRelatedParallelSets[i].serviceSet — 0;
5:  for all set € ParallelSets do
6: if s € set then
7: ServiceRelatedParallelSets]i].serviceSet «—
ServiceRelatedParallelSets[i] U(set — {s});
8: end if
9:  end for
10: i — 1+ 1
11: end for

3.5 AutonomicLoopsAssignement Procedure

The AutonomicLoopsAssignement procedure, presented in Algorithm 4, takes
as input a SBA graph and an array containing for each service the set of services
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that can be run in parallel with it. It returns an array containing for each service
the MAPE-K loop assigned to it and the number of MAPE-K loops used for
the managed SBA represented by the input SBA graph. AutonomicLoops is
an array that will contain for each service s, the number of the MAPE-K loop
assigned to it. Initially, the elements of this array are equal to zero, which means
that loops are not yet assigned to services (see Algorithm 4, lines 1-3). MAPE-
K loops assignment begins with the service whose related parallel set has the
biggest cardinality. Consequently, the array ServiceRelatedParallelSets is sorted
in decreasing order according to the cardinality of sets of its elements (see line
4). For each service s (see lines 6-14), the variable currentLoop is initialized with
the value 1. This is a tentative to assign the loop number 1 to the s (see line
7). If this currentLoop isn’t already assigned to a service that belongs to the
set of services that can be run in parallel with s, then currentLoop is assigned
to s (see line 10). Otherwise, currentLoop is incremented by 1. This is done to
try assigning the next loop to s (see line 12). This computing is repeated until
assigning a loop to s (see line 14). The number of autonomic loops needed to
manage the given SBA is then computed (see lines 15-17).

Algorithm 4. AutonomicLoopsAssignement procedure

Require: (S, FE,v): SBA graph

Require: ServiceRelatedParallelSets : array of < servicelndex, serviceSet >

Ensure: AutonomicLoops: array containing for each service the MAPE-K loop

assigned to it
Ensure: number AutonomicLoops: number of MAPE-K loops
1: for alli € {1,2,...]|5|} do

AutonomicLoops|i] «— 0;
end for
sortDecreasingOrderOfCardinalityOfSets(Service Related Parallel Sets);
number AutonomicLoops «+ 0;
for all: € {1,2,...|S|} do

currentLoop «— 1;

repeat

if # s s.t. (s € ServiceRelatedParallelSets|i].serviceSet
and AutonomicLoops[ID of s| = currentAutonomicLoop) then
AutonomicLoops[ServiceRelatedParallelSets]i].serviceIndex]«
currentLoop;
11: else
12: currentLoop «— currentLoop + 1;
13: end if
14:  until s s.t. (s € ServiceRelatedParallelSetsli].serviceSet
and AutonomicLoops[ID of s] = currentAutonomicLoop)

H
e

15: if currentLoop > number AutonomicLoops then
16: number AutonomicLoops < currentLoop;

17: end if

18: end for

Applied to our running example presented in Fig. 4:
- The LowerBound procedure gives the following results:
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— ParallelSets: {{Store}, {Catalog, ShoppingCart}, {Curreny Converter}}
— lbn= 2 which is the cardinality of the second element in the ParallelSets
{Catalog, ShoppingCart}

- The ServiceRelatedParallelSets procedure gives the following results:

Services [ Store [ Catalog [ ShoppingCart [Curreny Converter\
[ServiceRelatedParallelSets[< 1,0 >[< 2, {ShoppingCart} >[< 3,{Catalog} >| < 4,0 > |

- The AutonomicLoopsAssignement procedure gives the following results:
number AutonomicLoops= 2

Services Catalog|ShoppingCart|Store| Curreny Converter
AutonomicLoops 1 2 1 1

Applied to our running example presented in Fig. 6:
- The ServiceRelatedParallelSets procedure gives the following results:

Services [ 51 Sa [ S3 [ Sy [ Ss [ Se ‘
[ParallelSets[< 1,0 >[< 2,{S3} >|< 3,{52,55,56} >[<4,{S5} >|<5,{S3,54,56} >[<6,{S3,55} >|

- The AutonomicLoopsAssignement procedure gives the following results:
number AutonomicLoops= 3

Services Sg S5 Sﬁ Sz S4 S1
AutonomicLoops| 1|23 |2|1]|1

4 Experiments

In service research field, there are two types of compositions of services: behavior-
based and architecture-based compositions. Behavior-based compositions of ser-
vices are generally sparse graphs where nodes represent services and operators
and links represent dependencies between services and operators. Architecture-
based compositions of services can be sparse or dense graphs where nodes rep-
resent services and links represent dependencies between services.

To evaluate our algorithm for the optimization of MAPE-K loops for SBAs
in the cloud, we have considered two datasets, one for architecture-based compo-
sitions and one for behavior-based compositions. At the best of our knowledge,
there is no public and open source dataset for architecture-based compositions of
services. Therefore, in Section 4.1, we give the results of experiments performed
on a realistic dataset based on randomly generated graphs, which represented
architecture-based compositions of services. But in Section 4.2 we give results
related to a real dataset from IBM that contains 560 BPMN business process.
All the computation times are achieved on intel® Core™ i5 CPU a 2.53 GHz
2.53GHz, RAM 4Go.
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As we will explain in Section 5, at the best of our knowledge none of the
existing approaches tackles the problem of optimizing the number of autonomic
managers whiles avoiding the bottleneck problem. Consequently, we are not able
to cover any comparison with an existing approach. Therefore, for both experi-
ments, we studied the time complexity of our algorithms and the quality of their
results in the sense of the closeness of results to the lower bound numbers results
of the Lower Bound procedure.

4.1 Experiments on Architecture-Based Compositions

To consider a realistic dataset, we have covered different graphs to represent
different types of compositions of services. In fact, our generated graphs are
constructed as follows. For each graph of order n we consider to represent a
SBA that should be connected. Consequently, this later should contain at least
n — 1 edges (when it is a tree). To cover different types of SBAs with the same
order n, we have considered different graphs with different number of edges
starting from n— 1 edges until 3.2 (n—1) (i. e. 320% of (n—1)). In fact, we did
not consider additional graphs with more edges, since we found out that beyond
2.2 (n—1), the lower bound number is n. Then the number of needed loops for
a graph of order n, in this case, is n.

For our experimentation, we have varied graphs’ order 10 times from 10 to
100. Real datasets, such as the IBM DataSet [7], show that 99% of service-based
applications are within this order range (less than 100). In addition for each
order n, we considered 12 densities (from 100% of (n — 1) to 320% of (n — 1))
and for each density, we considered 10 randomly generated graphs. In total, we
have considered 1200 generated graphs. Table 1 summarize the characteristics
of our dataset.

Table 1. Characteristics of generated graphs (the values presented in this table are
the number of edges of the graph and n is the number of nodes)

n of n-1 100% |120% |140%|160%|180%|200% |220% |240% |260% |280% |300%|320%
10 9 11 13 14 16 18 20 22 23 25 27 29
20 19 23 27 30 34 38 42 46 49 53 57 61
30 29 35 41 46 52 58 64 70 75 81 87 93
40 39 47 55 62 70 78 86 94 101 109 117 125
50 49 59 69 78 88 98 108 118 127 137 147 157
60 59 71 83 94 106 118 130 142 153 165 177 189
70 69 83 97 110 124 138 152 166 179 193 207 | 221
80 79 95 111 126 142 158 174 190 | 205 221 237 | 253
90 89 107 125 142 160 178 196 | 214 | 231 249 267 | 285
100 99 119 139 158 178 198 218 | 238 | 257 | 277 | 297 | 317

As depicted in Fig. 7, that presents the evolution of percentage of the lower
bound number with respect to the service number using different densities, when
the number of edges for a graph of order n is beyond 2.2 * (n — 1), the lower
bound number is n. Then the number of needed loops is n. Therefore, we limited
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our experimentations’analysis for quality of results, of the AutonomicLoopsAs-
signement procedure, to graphs with number of edges are starting from n — 1
up to 2.2 % (n — 1), for graphs of order n.
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Fig. 7. Evolution of % of lower bound number/service number using different densities

Complexity. It is obvious that the time complexity of Algorithms 1, 3 and 4
is polynomial whereas the theoretical time complexity of Algorithm 2 is expo-
nential (i.e. 0o(2™) where n is the order of the considered graph). In fact, the
time complexity is equal to o(|ParallelSets|) which is bounded by 0(2"). Nev-
ertheless, from a practical point of view, the execution time of our algorithm is
reasonable. For the 1200 considered graphs the execution time does not exceed
0.24 seconds.
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Fig. 8. Evolution of ParallelSets’cardinality using different type of graphs

As it is shown in Fig. 8, the number of sets of services that can be run in
parallel (|ParallelSets|) is small with respect to graphs’ order. For instance, the
number of parallel sets for graphs of order 100 does not exceed 37. In addition,
the curve of |ParallelSets| is linear with a very low slope.
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Quality. According to our assumptions depicted in Section 2.4,when the num-
ber of MAPE-K loops result of the AutonomicLoopsAssignement procedure is
equal to the lower bound number result of the Lower Bound procedure, then this
former number is optimal. Applied to our dataset, our algorithm gives excellent
results since it obtained optimal results, in the above sense, for 94% of the con-
sidered graphs. Beyond optimal results, let’s analyze the quality of non-optimal
ones (6% of the considered graphs). The quality of a given result is measured by
the difference, in terms of number of assigned loops, between the lower bound
obtained by the Lower Bound procedure, on one hand, and the number of loops
obtained by the AutonomicLoopsAssignement procedure on the other hand.
The lower this difference is the better it is.

diff=5 diff=6
2% 2%
diff- 4
11%
diff=3
% diff=1
49%
diff=2
27%

Fig. 9. Average of difference percentages

As it is shown in Fig. 9, the difference for non-optimal results (which con-
stitute themselves 6% or the whole results) does not exceed 6 loops, where for
49% among them, the difference is equal to one. Note as it is shown in Fig. 6,
the needed assigned loops for a given SBA can be greater than the lower bound
obtained by the Lower Bound procedure.

4.2 Experiments on Behavior-Based Compositions

To evaluate our Algorithms, we also used an IBM DataSet that contains 560
BPMN business processes, which represent a real dataset of behavior-based com-
positions of services available in the IBM WebSphere Business Modeler tool.
A process node can be startEvent, endEvent, task, exclusiveGateway, parallel-
Gateway, inclusiveGateway or subProcess. The number of process nodes varies
between 7 and 533 while the number of task varies between 2 and 106.

Complexity. From a practical point of view, the execution time of our algo-
rithm on the IBMs dataset is reasonable. In fact, for the 560 considered business
processes, the execution time does not exceed 0.1 second.
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Quality. According to our assumptions depicted in Section 2.4, when the num-
ber of MAPE-K loops result of the AutonomicLoopsAssignement procedure is
equal to the lower bound number result of the Lower Bound procedure, then this
former number is optimal. Applied to the IBMs dataset, our algorithm gives
excellent results since it obtained optimal results, with respect to the above
sense, for 100% of the considered business processes.

5 Related Work

In Cloud and distributed environments, there are several research works related
to autonomic computing as well as optimization of Cloud resource consumption.
At the best of our knowledge, these proposals treat the two areas separately. In
the following, we give an overview of some of these works.

5.1 Autonomic Computing

One of the pioneers in the Autonomic Computing field is IBM that proposed a
dedicated toolkit [18]. In this work, authors gave the IBMs definition of Auto-
nomic Computing as well as the needed steps to define autonomic resources for
the management of components. The proposed toolkit is a collection of technolo-
gies and tools that allows a user to develop autonomic behavior for his/her sys-
tems. One of the basic tools is the Autonomic Management Engine that includes
representations of the MAPE-K loop that provides self-management properties
to managed resources.

Beside the IBMs work, Buyya et al. proposed a conceptual architecture to
enhance autonomic computing for Cloud environments [5]. The proposed archi-
tecture is basically composed of a SaaS web application used to negotiate the
SLA between the provider and its customers, an Autonomic Management System
(AMS) located in the PaaS layer. The AMS incorporates an Application sched-
uler responsible of assigning Cloud resources to applications. It also incorporates
an Energy efficient scheduler that aims to minimize the energy consumption of
all the system. The AMS implements the logic for provisioning and managing
virtual resources.

In [21], authors proposed an Autonomic Network-aware Meta-scheduling
(ANM) architecture capable of adapting its behavior to the current status of
the environment. This work is based on a Grid Network Broker (GNB) that
represents the autonomic network-aware meta-scheduler. GNB chooses the most
appropriate resource to run jobs. An autonomic loop is implemented to adjust
the scheduling task to improve job completion times and resources utilization.
Whenever the selected resource did not respond to the required QoS, other
resources are checked until a suitable resource is found.

In [19], authors introduced a framework that tackle management and adapta-
tion strategies for component-based applications. In their approach, the authors
separate Monitoring, Analysis, Planning and Execution concerns by implement-
ing each one of them as separate components that could be attached to a man-
aged component.
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de Oliveira et al [15] proposed a framework for self-management of systems
which focuses on the coordination of autonomic managers in the Cloud. The
authors proposed an architectural model for autonomic managers coordination
that meets the Cloud architectural constraints from the perspective of loose cou-
pling and information hiding. Two kinds of autonomic managers are presented
in this paper. The first kind consists in managing the applications at the SaaS
layer, which is called Application Autonomic Manager (AAM). The second kind
consists in managing the IaaS layer, which is called Infrastructure Autonomic
Manager (IAM). In this paper, authors proposed to assign one AM to each
managed system that can be one application or the whole infrastructure.

All these autonomic computing approaches have been interested in model-
ing and implementing of autonomic environments without making any effort
for optimizing autonomic managers used for the management of applications.
In contrast, in our work, we propose a novel approach to optimize autonomic
resources used for the management of service-based applications.

5.2 Optimization of Cloud Resources

In their work [6], Chaisiri et al. proposed an optimal Cloud resource provisioning
(OCRP) algorithm for the management of virtual machines. This work can help
the consumer to decide whether to purchase reserved or on-demand instances of
Cloud computing resources in each time slot with the objective of reducing the
total provisioning cost.

Babu et al. [3] introduced a generic algorithm to allocate virtual machines
optimally in Cloud environments. Initially they proposed to assign each applica-
tion to a virtual machine and compute the remaining capacity. Therefore they
apply a genetic algorithm in order to have an optimal allocation to the virtual
machines, with the maximum remaining capacity.

Yusoh et al. [9], presented a service deployment strategies for efficient execu-
tion of Composite SaaS applications in the Cloud. The objective was to deter-
mine which services should be assigned to which virtual machines. To achieve
this objective, authors took inter-service communication and parallelism among
services into consideration. They proposed an approach to minimize communi-
cation costs by assigning interrelated services in the same virtual machine and
increasing the potential execution parallelism by assigning two independent ser-
vices in different virtual machines when application is modeled as a Directed
Acyclic Graph (DAG).

In [8], authors presented a novel approach to schedule elastic processes in the
cloud. They define a system model and an optimization model which is aiming at
minimizing the total leasing cost for Cloud-based computational resources. The
problem addressed is to determine which services should be assigned to which
virtual machines.

In [10], authors proposed an algorithm for scheduling of workflow applica-
tions in geographically distributed Clouds taking into account interdependence
between workflow steps and permits to assign each tasks to Cloud resources in
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order to minimizing cost and execution time according to the preferences of the
user.

In [17,22], authors presented a Particle Swarm Optimization (PSO) based
algorithm to optimize the schedules tasks in workflow applications among Cloud
services that takes computation cost and data transmission cost into account in
order to minimize the execution cost when application is modeled as a DAG.

Arya et al. [2], reviewed the basis workflow scheduling algorithms that are
important for cloud environments. Different methods are used in these algorithm
(i.e., Particle Swarm Optimization, Heuristic based Genetic Algorithms, etc.)
and several factors are considered such as the execution time, resource utilization,
cost optimization, etc.

At the best of our knowledge, in the works related to optimization of Cloud
resource mainly those we cite above the number of Cloud resources is assumed to
be known in advance. While one can imagine adapting these proposed algorithms
to optimize autonomic managers? consumption, by considering an autonomic
manager as a cloud resource, these works can not address our objective. In fact,
in these work, the number of Cloud resources is assumed to be known in advance,
while in our work the number of autonomic managers is not known in advance.
In addition, some of these works don’t address applications with dependency
relationships. The work we present in this paper is novel in the sense that (1)
it tackles the problem of optimization at the SaaS level (particularly for SBPs)
while considering applications with dependency relationship and (2) it tackles
the problem of autonomic computing when the number of autonomic managers
isn’t known in advance.

6 Conclusion and Future Work

In this paper, we present a novel approach to optimize autonomic managers
used for the management of service-based applications. Our approach consists
in (1) determining all sets of services for a given SBA that can be run in parallel,
which aims to determine the lower bound number of MAPE-K loops, and (2)
assigning MAPE-K loops to services. The proposed algorithms are of acceptable
time complexity from a practical point of view. The execution time on graphs of
different types and orders does not exceed 0.24 seconds. To evaluate the quality
of results, we have conducted more than 1200 of experiments on graphs of a
realistic dataset. Experiments results show that our algorithm has an excellent
behavior for architecture-based compositions and for those based on behavior.
The work we achieved is very promising and several perspectives are under
study. Among others, we aim, in the short term, at considering estimations
on execution time of service when determining and assigning MAPE-K loops
to services. Another possible extension, if such information is not available, is
an online approach that consists in determining and assigning, within a time
window, MAPE-K loops to services during their execution. In a longer term, we
aim at considering an approach to determine and assign MAPE-K components,
rather than loops, to services. Since monitors, analyzers, planners, executers, and
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knowledge bases component may not be used in the same way in the management
of services, we can envisage to assign some MAPE-K components to several
services running in parallel and dedicate some others to one service at a time
depending on their usage.
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Abstract. With scalability, fault tolerance, ease of programming, and flexibili-
ty, MapReduce has gained many attractions for large-scale data processing.
However, despite its merits, MapReduce does not focus on the problem of data
privacy, especially when processing sensitive data, such as personal data, on
untrusted infrastructure. In this paper, we investigate a scenario based on the
Trusted Cells paradigm : a user stores his personal data in a local secure data
store and wants to process this data using MapReduce on a third party infra-
structure, on which secure devices are also connected. The main contribution of
the paper is to present TrustedMR, a trusted MapReduce system with high secu-
rity assurance provided by tamper-resistant hardware, to enforce the security
aspect of the MapReduce. Thanks to TrustedMR, encrypted data can then be
processed by untrusted computing nodes without any modification to the exist-
ing MapReduce framework and code. Our evaluation shows that the perfor-
mance overhead of TrustedMR is limited to few percents, compared to an origi-
nal MapReduce framework that handles cleartexts.

Keywords: Privacy-preserving - Tamper-resistant hardware - MapReduce

1 Introduction

We are witnessing an exponential creation and accumulation of personal data: data
generated and stored by administrations, hospitals, insurance companies; data auto-
matically acquired by web sites, sensors and smart meters; and even digital data
owned or created by individuals (e.g., photos, agendas, invoices, quantified-self data).
It represents an unprecedented potential for applications (e.g., car insurance billing,
carbon tax charging, resource optimization in smart grids, healthcare surveillance).
However, as seen with the PRISM affair, it has also become clear that centralizing
and processing all one’s data in external servers introduces a major threat on privacy.
To face this situation, personal cloud systems arise in the market place (e.g., Cozy
Cloud, SeaFilez, to cite a few) with the aim to give the control back to individuals on
their data. According to [29], a Personal Cloud could be defined as a way to aggregate

http://cozy.io/

http://seafile.com/en/home/

© Springer International Publishing Switzerland 2015

C. Debruyne et al. (Eds.): OTM 2015 Conferences, LNCS 9415, pp. 38-56, 2015.
DOI: 10.1007/978-3-319-26148-5_3

2



TrustedMR: A Trusted MapReduce System Based on Tamper Resistance Hardware 39

the heterogeneous personal data scattered in different areas into one (virtual) cloud, so
that a person could effectively store, acquire, and share his data. This user-centric
definition illustrates the gravity shift of information management from organizations
to individuals [16]. But this raises a critical question: how to perform big data compu-
tations crossing information from multiple individuals?

Trusting a regular Cloud infrastructure to host personal clouds and perform global
computations on them is definitely not an option. Privacy violations are legion and
arise from negligence, attacks and abusive use and no current server-based approach
seems capable of closing the gap’. Cryptographic-based solutions have been proposed
(e.g., [8, 18, 22]) to guarantee that data never appear in the clear on the servers but
they provide either poor performance, poor security or support a very limited set of
computations. Consequently, several attempts of personal data management decentra-
lization have appeared (e.g., [1, 3, 17]). While these solutions increase the control of
each individual on his data, they complexify big data computations crossing data from
several individuals. Solutions have been proposed to solve specific problems like data
anonymization [2] or SQL-like queries [21] over decentralized personal data stores.
However, data availability can no longer be assumed in this context because individu-
als can disconnect their personal data stores at their will. Hence the semantics of these
computations must be revisited with an open world assumption in mind.

This paper explores a new alternative where individual's data is hosted by a Cloud
provider but the individual retains control on it thanks to a personal secure hardware
enclave. This alternative capitalizes on two trends. On one side, Cloud providers (e.g.,
OVH in Europe) now propose to rent private (i.e., unshared) physical nodes to indi-
viduals at low cost. On the other side, low cost secure hardware devices like personal
smart tokens become more and more popular. Smart tokens have different form fac-
tors (e.g., SIM card, USB token, Secure MicroSD) and names but share similar cha-
racteristics (low cost, high portability, high tamper-resistance), introducing a real
breakthrough in the secure management of personal data [3]. Combining both trends
seems rather natural and leads to the infrastructure pictured in Figure 1. This is noth-
ing but a regular Cloud infrastructure with personal secure devices connected to its
storage and computing nodes. Hence, each individual could upload his data on the
Cloud in an encrypted form and retain the control on it thanks to a Trusted Data Serv-
er hosted in his own secure device [1]. Hence the name personal enclave since the
Cloud provider has no way to get access to the secrets stored in each secure device
nor can tamper with their processing. This architecture differs from [5] where a
shared server is hosted in a single tamper-resistant processor. This architecture can be
seen as a clustered implementation of the Trusted Cells vision [3], that is to say a set
of low power but highly trusted computing nodes which can communicate and ex-
change data among them through an untrusted Cloud infrastructure to perform a se-
cure global computation.

In this article, we focus on the MapReduce framework [11] to perform big data
computations over personal data. With MapReduce, developers can solve various
cumbersome tasks of distributed programming simply by writing a map and a reduce
function. The system automatically distributes the workload over a cluster of com-
modity machines, monitors the execution, and handles failures. Current trends show

3 http://www.datalossdb.org/
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that MapReduce is considered as a high-productivity alternative to traditional parallel
programming paradigms for a variety of applications, ranging from enterprise compu-
ting to peta-scale scientific computing. However, the raw data can be highly sensitive:
at the 1Hz granularity provided by the French Linky power meters, most electrical
appliances have a distinctive energy signature. It is thus possible to infer from the
power meter data inhabitants activities [15]. With the architecture presented in Fig. 1,
raw data of each individual could be uploaded in an encrypted form in the Cloud
while the cryptographic keys remain confined to the individual’s secure device. With
appropriate execution and key exchange protocol a global computation can occur with
the guarantee that no adversary can get any clear text data nor infer any value at the
intermediate steps of the processing.

secure devices

reducer

Big

Personal

Data

‘Smart USB token Z token

Fig. 1. Cloud infrastructure with personal enclaves Fig. 2. Secure Device

MapReduce was born to meet the demand of performance in processing big data,
but it is still missing the function of protecting user’s sensitive data from untrusted
mappers/reducers. Although some state-of-the-art works have been proposed to focus
on the security aspect of MapReduce, none of them aims at data privacy (see section
2). Based on the architecture presented in Figure 1, this paper proposes a MapReduce-
based system, addressing the following four important issues:

1. Security: How to perform a MapReduce computation over personal data without
revealing sensitive information to untrusted mappers/reducers nodes?

2. Performance: How to keep acceptable MapReduce performance, that is to say a
small overhead compared with processing cleartext data?

3. Generality: How to support any form of Map and Reduce functions?

4. Seamless integration: How to answer the preceding questions without changing
the original MapReduce framework?

The rest of this paper is organized as follows. Section 2 discusses related works. Sec-
tion 3 states our problem. Section 4 presents our proposed solution and Section 5
analyses its security. Section 6 measures the performance and section 7 concludes.
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2 Related Works

2.1  Security in MapReduce

Mandatory Access Control (MAC) and Differential Privacy. [19] proposes the
Airavat that integrates MAC with differential privacy in MapReduce framework.
Since Airavat adds noise to the output in the reduce function to achieve differential
privacy, it requires that reducers must be trusted. Furthermore, the types of computa-
tion supported by Airavat are limited (e.g., SUM, COUNT). The other drawback of
Airavat is that the security mechanisms are implemented inside the open infrastruc-
ture. Hence, their trustworthiness should still be verified. Finally, they have to modify
the original MapReduce framework to support MAC.

Integrity Verification. In other directions, [23] replicates some map/reduce tasks and
assign them to different mappers/reducers to validate the integrity of map/reduce
tasks. Any inconsistent intermediate results from those mappers/reducers reveal at-
tacks. However, with only the data integrity, they cannot preserve the data privacy
since the mappers/reducers directly access to sensitive data in cleartexts. So, these
works are orthogonal to our works in which we aim at protecting the data privacy.

Data Anonymization. [26] claims that it is challenging to process large-scale data to
satisfy k-anonymity in a tolerable elapsed time. So they anonymize data sets via gene-
ralization to satisfy k-anonymity in a highly scalable way by MapReduce.

Hybrid Cloud. Some works [24, 25] propose the hybrid cloud to split the task, keep-
ing the computation on the private data within an organization’s private cloud while
moving the rest to the public commercial cloud. Sedic [24] requires that reduction
operations must be associative and the original MapReduce framework must be mod-
ified. Also, the sanitization approach in Sedic may still reveal relative locations and
length of sensitive data, which could lead to crucial information leakage in certain
applications [25]. To overcome this weakness, [25] proposes tagged-MapReduce that
augments each key-value pair with a sensitivity tag. Both solutions are not suitable for
MapReduce job where all data is sensitive.

Encrypting Part of Dataset. In arguing that encrypting all data sets in cloud is not
effective, [27] proposes an approach to identify which data sets with high frequency
of accessing need to be encrypted while others are in cleartexts. This solution is not
suitable for the case where all data have the same frequency of accessing or data own-
er does not want to reveal even a single tuple to untrusted cloud.

Other works support very specific operations. [7] searches encrypted keywords
on the cloud without revealing any information about the content it hosts and search
queries performed. [6] presents EPiC to count the number of occurrences of a pattern
specified by user in an oblivious manner on the untrusted cloud. In contrast to these
works, our work addresses more general problems, supporting any kind of operations.

2.2 Security in Other Systems

Secure Hardware at Server Side. Some works [5, 4] deploy the secure hardware at
server side to ensure the confidentiality of the system. By leveraging server-hosted
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tamper-proof hardware, [5] designs TrustedDB, a trusted hardware based relational
database with full data confidentiality and no limitations on query expressiveness.
However, TrustedDB does not deploy any parallel processing, limiting its perfor-
mance. [4] also bases on the trusted hardware to securely decrypt data on the server
and perform computations in plaintext. They present oblivious query processing algo-
rithms so that an adversary observing the data access pattern learns nothing.

Secure Hardware at Client Side. Even equipped with secure hardware on server, [5,
4] does not solve the two intrinsic problems of centralized approaches: (i) users get
exposed to sudden changes in privacy policies; (ii) users are exposed to sophisticated
attacks, whose cost-benefit is high on a centralized database [3]. So some works [21,
2, 3] are based on secure hardware at client side to solve these problems. The work in
[2] proposes a generic Privacy-Preserving Data Publishing protocol, composed of low
cost secure tokens and a powerful but untrusted supporting server, to publish different
sanitized releases to recipients. Similarly, [21] proposes distributed querying proto-
cols to compute general queries while maintaining strong privacy guarantees.

Centralized DaaS Without Secure Hardware. Many works [18, 22] have addressed
the security of outsourced database services (DaaS) by encrypting the data at rest and
pushing part of the processing to the server side but none of them can achieve all
aspects of security, utility, and performance. In terms of utility and security, the best
theoretical solution such as fully homomorphic encryption [12], allows server to
compute arbitrary functions over encrypted data without decrypting. However, this
construction is prohibitively expensive in practice with overhead of 10°x [22]. In term
of performance, CryptDB [18] provides provable confidentiality by executing SQL
queries over encrypted data using a collection of efficient SQL-aware encryptions.
But this system is not completely secure since it still uses some weak encryptions
(e.g., deterministic & order-preserving encryptions [8]). Similarly, MONOMI system
[22] securely executes arbitrarily complex queries over sensitive data on an untrusted
database server with a median overhead of only 1.24% compared to an un-encrypted
database. However, this system still uses some weak encryption schemes (e.g., deter-
ministic encryption) to perform some SQL operations (e.g., Group By, equi-join).

As a conclusion, and to the best of our knowledge, no state-of-the-art MapReducre
works can satisfy the three requirements of security, utility, performance, and our
work is the first MapReduce-based proposal, that inherits the strong privacy guaran-
tees from [21], achieving a secure solution to process large-scale encrypted data using
a large set of tamper-resistant hardware with low performance overhead.

3 Context of the Study

3.1 Architecture

The architecture we consider is decentralized by nature. As pictured in Fig. 2, each
individual is assumed to manage her data by means of a Trusted Data Server embed-
ded in a secure device. We make no assumption about how this data is actually ga-
thered and refer the reader to other papers addressing this issue [1, 17]. We detail next
the main components of the architecture.
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The Trusted Data Servers (TDSs). A TDS (as defined in [1]) is a DBMS engine
embedded in an individual's secure device. It manages the individual's personal data
and can participate in distributed queries while enforcing access control rules and opt-
in/out choices of the individual. A TDS inherits its security from the Secure Device
hosting it. Despite the diversity of existing hardware solutions, a Secure Device can
be abstracted by (1) a Trusted Execution Environment and (2) a (potentially un-
trusted) mass storage area. E.g., the former can be provided by a tamper-resistant
microcontroller while the latter can be provided by Flash memory (see Fig. 2). Since
Secure Devices exhibit high security guarantee [1], the code executed by them cannot
be tampered. This given, the contents of the mass storage area can be protected using
cryptographic protocols. Most Secure Devices provide modest computing resources
(see section 6) due to the hardware constraints linked to their tamper-resistance. On
the other hand, a dedicated cryptographic co-processor usually handles cryptographic
operations very efficiently (e.g., AES and SHA). Hence, even if there exist differenc-
es among Secure Devices, all provide much stronger security guarantees combined
with a much weaker computing power than any traditional server.

The MapReduce Server. Due to their limited capacity, TDSs need a powerful Sup-
porting Server running MapReduce framework to provide communication, interme-
diate storage and global processing services that TDSs cannot provide on their own.
Being implemented on regular server(s), e.g., in the Cloud, mappers/reducers exhibit
these properties: (1) Low Security, and (2) High Computing Resources.

3.2 Threat Model

TDSs are the unique element of trust in the architecture and are considered honest.
Part of the Map and Reduce code embedded in TDSs is also assumed to be trusted.
No trust assumption needs to be made on the querier either because (1) TDSs will not
accept to participate to queries sent by a querier with insufficient privileges and (2)
the querier can gain access only to the final result of the query computation (not to the
raw data), as in traditional database systems. Preventing inferential attacks by com-
bining the result of a sequence of authorized queries as in statistical databases and
PPDP work is orthogonal to this study.

The potential adversary is consequently the mappers/reducers. We consider honest-
but-curious mappers/reducers (i.e., which try to infer any information they can but
strictly follows the protocol). Considering malicious mappers/reducers (i.e., which
may tamper the protocol with no limit, including denial-of-service) is of little interest
to this study. Indeed, a malicious mappers/reducers is likely to be detected with an
irreversible political/financial damage and even the risk of a class action.

4 Proposed Solutions

4.1 MapReduce Job Execution Phases

The MapReduce programming model, depicted in Figure 3, consists of a map(k;; vi)
function and a reduce(k,; list(v,)) function. The map(k;; v;) function is invoked for
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every key-value pair <k;; v;> in the input data to output zero or more key-value pairs
of the form <k,; v,>. The reduce(k,; list(v,)) function is invoked for every unique key
k, and corresponding values list(v,) in the map output. reduce(k,; list(v,)) outputs
zero or more key-value pairs of the form <kj; v3>. The MapReduce programming
model also allows other functions such as (i) partition(k,), for controlling how the
map output key-value pairs are partitioned among the reduce tasks, and (ii) com-
bine(k,; list(v,)), for performing partial aggregation.

Serialize
> Memory Buffer
- Partition Memory b | |Reduce
Map Buffer Merge
Sort, [Transfer,Decrypt,

[Transfer,Decrypt, Combine,Encrypt]
Split Combine,Encrypt]| | B9

DFS
[T VY | N —— ~ v S
Read Map Collect Spill Merge Shuffle Merge Reduce Write
Phases of Map Task Execution Phases of Reduce Task Execution

Fig. 3. Detail execution of map and reduce task

In the next section, we propose a solution so that we do not need to modify this
original model. We use the encryption scheme to allow the untrusted map-
pers/reducers participate in the computation as much as possible and transfer the ne-
cessary computations that cannot be processed on server to TDSs. These transfer and
computation on TDSs happen in parallel to speed up the running time.

4.2  Proposed Solution

Our proposed solution, called ED Hist, builds on previous histogram-based tech-
niques [20, 21] to prevent inferential attacks over encrypted data. Informally speak-
ing, to prevent the frequency-based attack on deterministic encryption (dEnc for
short) that encrypts the same cleartexts into the same ciphertexts, and to allow un-
trusted server group and sort the encrypted tuples (that have the same plaintext val-
ues) into the same partitions, ED_Hist transforms the original distribution of grouping
attributes, called Ag, into a nearly equi-depth histogram (due to the data distribution,
we cannot have exact equi-depth histogram). A nearly equi-depth histogram is a de-
composition of the 4; domain into buckets holding nearly the same number of true
tuples. Each bucket is identified by a hash value giving no information about the posi-
tion of the bucket elements in the domain. Figure 4a shows an example of an original
distribution and Figure 4b is its nearly equi-depth histogram.

There are three benefits in using nearly equi-depth histogram: i) allow map-
pers/reducers participate in the computation as much as possible (i.e., except the com-
bine and reduce operations, all other operations can be processed in ciphertexts),
without modifying the existing MapReduce framework; ii) better balance the load
among mappers/reducers for skewed dataset; and iii) prevent frequency-based attack.
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Fig. 4. Example of nearly equi-depth histogram

The protocol is divided into three tasks (see Figure 3, 5).

Collection Task. Each TDS allocates its tuple(s) to the corresponding bucket(s) and
sends to mappers/reducers tuples of the form (F(k), nEnc(u)) where F is the mapping
function that maps the keys to corresponding buckets:
bucketld = (k)
and nEnc is the non-deterministic encryption that can encrypt the same cleartext in-

to different ciphertext. Assume the cardinality of k is n, and / maps this domain to b
buckets, then we have:

B = Ftki) = F(ki2)=...= F(kia)

B, = Flkay) = Flko)=...= Flkz)

By= Flky)= Flkoo)=...= Fks2)
From that, the average number of distinct plaintext in each bucket is:
h=(d+e+...+z)/b=n/b
When this task stops, all the encrypted data sent by TDSs are stored in DFS, and
are ready to be processed by mappers/reducers.

Map Task. This task is divided into five phases:

1. Read: Read the input split from DFS and create the input key-value pairs: (B,
nEnc(u;)), (B2, nEnc(uy)), ... (B, nEnc(u,,)).

2. Map: Execute the user-defined map function to generate the map-output data:
map(B;; nEnc(uy)) -> (B’;; nEnc(v;)). If the map function needs process complex func-
tions that cannot be done on encrypted data (i.e., v; = f{u;)), connections to TDSs will
be established to process these encrypted data.

3. Collect: Partition and collect the intermediate (map-output) data into a buffer be-
fore spilling.

4. Spill: Sort, if the combine function is specified: parallel transfer encrypted data
to TDSs to decrypt, combine, encrypt, and return to mappers, perform compression if
specified, and finally write to local disk to create file spills.

5. Merge: Merge the file spills into a single map output file. Merging might be per-
formed in multiple rounds.

Reduce Task. This task includes four phases:

1. Shuffle: Transfer the intermediate data from the mapper nodes to a reducer's
node and decompress if needed. Partial merging and combining may also occur dur-
ing this phase.
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2. Merge: Merge the sorted fragments from the different mappers to form the input
to the reduce function.

3. Reduce: Execute the user-defined reduce function to produce the final output da-
ta. Since the reduce function can be arbitrary, and therefore encrypted data cannot be
executed in reducers, they must be transferred to TDSs to be decrypted, executed the
reduce function, encrypted, and returned to reducers. The difference between the out-
put of the reduce function of traditional MapReduce with TrustedMR is that each
input key represents different cleartext values, so the output key of the reduce func-
tion also represents different values: (B’;; list(nEnc(v;)) -> (nEnc(k;;); nEnc(f(v1)),

(mEnc(k;y); nEnc(f(vim)).
4. Write: Compressing, if specified, and writing the final output to DFS.
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Fig. 5. Proposed solution

Among all phases in both map and reduce tasks, with the plaintext data mapped us-
ing the ED_Hist, the existing MapReduce framework can be used without being mod-
ified because each mappers/reducers can do all operations (i.e, map, partition, collect,
sort, compress, merge, shuffle) on the mapped data, except the combine and reduce
function. Since the combine and reduce functions must process on cleartexts, en-
crypted data are transferred back to TDSs for decrypting, computing, encrypting the
result and returning to mappers/reducers. To reduce the overhead of transferring large
amount of data between TDSs and mappers/reducers, each mappers/reducers split the
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data into smaller pieces and send it in parallel to multiple TDSs. With this way, the
transferring time is reduced. Fig. 6 is the pseudocode for map/reduce function.

method Map (bucket B,; encrypted value nEnc(u,))
1. emit (bucket B’,, nEnc(v,))

method Combine (bucket B’,; list [nEnc(v,), nEnc(v,),..])
1. form the partition: nEnc(v,), nEnc(v,),..nEnc(v,)

2. create connection and send data to TDSs

3.in each TDS:

4 unmap bucket: F'(B’)) -> k., , k,, .., k,

5. decrypt nEnc(v,) -> v,

6. compute r,. = f(v,) having the same k_ _

7 encrypt result r -> nEnc(r,) ’

8. map to bucket: F(k,) = F(k,) =..= F(k,) = B,
9. emit (bucket B’ ; nEnc(r,))

method Reduce (bucket B’ ; list [nEnc(r;),..])

1-7. similar to Combine function from step 1 to 7
8. emit (nEnc(k..): nEnc(r’..))

Fig. 6. Map, Combine, and Reduce methods

Note that it is not possible to do the whole map and reduce tasks within TDS be-
cause the modest computing resource of TDS does not allow deploying the Hadoop.
Also, data transfer between mappers/reducers and TDS are mandatory to keep the
Hadoop framework unchanged. So, low power TDSs cannot do more than contribut-
ing to the internal execution of the map and reduce tasks.

4.3  How Our Proposed Solution Meets the Requirements

Informally speaking, the security, utility and efficiency of the protocol are as follows
(we formally prove the efficiency and security in the next sections):

Security. Since TDSs map the attributes to nearly equi-depth histogram, map-
pers/reducers cannot launch any frequency-based attack. What if mappers/reducers
acquire a TDS with the objective to get the cryptographic material (i.e., a sort of col-
lusion attack between mappers/reducers and a TDS)? As stated in section 3, TDS
code cannot be tampered, even by its holder. Whatever the information decrypted
internally, the only output that a TDS can deliver is a set of encrypted tuples, which
does not represent any benefit for mappers/reducers.

Performance. The efficiency of the protocol is linked to the parallel computing of
TDSs. Both the collection task and combine, reduce operations are run in parallel by
all connected TDSs and no time-consuming task is performed by any of them. As the
experiment section will clarify, each TDS manages incoming partitions in streaming
because the internal time to decrypt the data and perform the computation is signifi-
cantly less than the time needed to download the data. By combining the parallel
computing, streaming data, and the crypto processor that can handles cryptographic
operations efficiently in TDSs, our distributed model has acceptable and controllable
performance overhead as pointed out in experiment.
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Generality. Since the data is processed by trusted TDSs in cleartext, our solution can
support any form of Map and Reduce functions.

Seamless Integration: Because we do not need to modify the original MapReduce
framework, our solution can easily integrate with the existing framework. ED Hist
helps mappers/reducers run on encrypted data exactly as if they run on cleartext data
without modifying the original MapReduce framework (i.e., as pointed out in section
4.2, the only tasks that mappers/reducers cannot run on encrypted data are combine
and reduce).

Beside the four essential requirements above, we can easily show that our solution
provides also a correct and exact result. Since mappers/reducers are honest-but-
curious, it will strictly follow the protocol and deliver to the querier the final output.
Unlike the differential privacy, mappers/reducers do not sanitize the output (to
achieve the differential privacy), so the final output is exact. If a TDS goes offline in
the middle of processing a partition, and therefore cannot return result as expected,
mappers/reducers will resend that partition to another available TDS after waiting the
response from disconnected TDS a specific interval.

5 Privacy Analysis

5.1  Security of Basic Encryption Schemes

In cryptography, indistinguishability under chosen plaintext attack (IND-CPA) [30]
(which is proved to be equivalent to semantic security [14]) is a very strong notion of
security for encryption schemes, and is considered as a basic requirement for most
provably secure cryptosystems. While nDet Enc is believed to be IND-CPA [32],
Det Enc, on the other hand, cannot achieve semantic security or indistinguishability
due to lack of randomness in ciphertext. The maximum level of security for Det Enc
that can be guaranteed is PRIV [31] which is a weaker notion of security than IND-
CPA. Then, it is important to understand how much (quantitatively) less secure the
Det Enc and ED_Hist are, in compare with nDet Enc. To address this question, we
use the coefficient to measure the security level of Det Enc and ED_Hist, given the
nDet Enc as the highest bound of security level.

5.2  Information Exposure with Coefficient

In this section, in order to quantify the confidentiality of each encryption scheme, we
measure the information exposure of the encrypted data they reveal to SSI by using
the approach proposed in [10] which introduces the concept of coefficient to assess
the exposure. To illustrate, let us consider the example in Fig. 7 where Fig. 7a is taken
from [10] and Fig. 7b is the extension of [10] applied in our context. The plaintext
table Accounts is encrypted in different ways corresponding to encryption schemes.
To measure the exposure, we consider the probability that an attacker can reconstruct
the plaintext table (or part of the table) by using the encrypted table and his prior
knowledge about global distributions of plaintext attributes.
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Although the attacker does not know which encrypted column corresponds to
which plaintext attribute, he can determine the actual correspondence by comparing
their cardinalities. Namely, she can determine that I, Ic, and Iz correspond to
attributes Account, Customer, and Balance respectively. Then, the IC table (the table
of the inverse of the cardinalities of the equivalence classes) is formed by calculating
the probability that an encrypted value can be correctly matched to a plaintext value.
For example, with Det Enc, P(a. = Alice) = 1 and P(x = 200) = I since the attacker
knows that the plaintexts Alice and 200 have the most frequent occurrences in the
Accounts table (or in the global distribution) and observes that the ciphertexts a and x
have highest frequencies in the encrypted table respectively. The attacker can infer
with certainty that not only o and x represent values Alice and 200 (encryption infe-
rence) but also that the plaintext table contains a tuple associating values Alice and
200 (association inference). The probability of disclosing a specific association (e.g.,
<Alice,200>) is the product of the inverses of the cardinalities (e.g., P(<a,x> =
<Alice,200>) = P(a = Alice) x P(kx = 200) = I). The exposure coefficient £ of the
whole table is estimated as the average exposure of each tuple in it:

5:12n:ﬁlci,/
Nzl e

Here, n is the number of tuples, & is the number of attributes, and /C;; is the value
in row i and column ; in the IC table. Let’s N, be the number of distinct plaintext val-
ues in the global distribution of attribute in column j (i.e., N; < n).

ACCOUNTS DETERMINISTIC ENCRYPTION IC TABLE OF
Account| Customer | Balance Enc_tuple Ia]1c[1s] DETERMINISTIC ENCRYPTION
Accl Alice 500 x4Z3tfX25h0SM | t|afu ica | icc | icp
Acc2 | Alice 200 mNHg10C010p8w |w]|a| & 1/6| 1 |1/3
Acc3 Bob 300 WslaCviyF1Dxw | £|B|n /6| 1] 1
Accd | Chris | 200 JpO8eLTVEWVIE |U|v| K 1/6|1/4|1/3
Acc5 | Donna | 400 QCtG6XNFNDTQC | d|5]0 1/6|1/4] 1
Acc6 | Elis | 200 4QbqC3hxZHkIU | T |e |k 1/6|1/4|1/3
a 1/6|1/4| 1
NON-DETERMINISTIC EQUI-DEPTH IC TABLE OF
ENCRYPTION HISTOGRAM NON-DETERMINISTIC ENCRYPTION
Ia|lc|1s la[lc|ls icy | ice | icy
Al ol p 1/6(1/5|1/4
|w|alx] nlalk |1/6]1/5]1/4]
£1B|n n(plu 1/6[1/5|1/4
Ply|k B[k 1/6|1/5|1/4
NEE AN 1/6|1/5]1/4
Melt £|6[k 1/6[1/5|1/4
b

Fig. 7. Encryption and IC tables

As pointed out above, the encrypted centralized databases [22] use Dec_Enc that
opens the door for frequency-based attack. However, when using nDet Enc, the more
secure encryption scheme than Det Enc, it cannot help MapReduce framework
process encrypted data since mappers/reducers cannot group and sort the same en-
crypted tuples into the same partition. Equi-depth histogram overcomes the weakness
of these two schemes.
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Using nDet_Enc, because the distribution of ciphertexts is obfuscated uniformly,
the probability of guessing the true plaintext of a is P(a = Alice) = 1/5. So, IC;; = 1/N;
for all i, j, and thus the exposure coefficient of nDet Enc is:

nDec Enc = ZH__l/HN

ll]l j

For the nearly equi-depth histogram, each hash value can correspond to multiple
plaintext values. Therefore, each hash value in the equivalence class of multiplicity m

can represent any m values extracted from the plaintext set, that is, there are ( ] dif-
ferent possibilities. The identification of the correspondence between hash and plain-
text values requires finding all possible partitions of the plaintext values such that the
sum of their occurrences is the cardinality of the hash value, equating to solving the
NP-Hard multiple subset sum problem [9]. We consider two critical values of colli-
sion factor 4 (defined as the ratio G/M between the number of groups G and the num-
ber M of distinct hash values) that correspond to two extreme cases (i.e., the least and
most exposure) of &gp s (1) A = G: all plaintext values collide on the same hash
value and (2) / = 1: distinct plaintext values are mapped to distinct hash values (i.e.,
in this case, the nearly equi-depth histogram becomes Det Enc since the same plain-
text values will be mapped to the same hash value).
In the first case, the optimal coefficient exposure of histogram is:

k
min( gy 4,) = I/H N,
=1

because /C;; = I/N; for all i, j. For the second case, the experiment in [9] (where
they generated a number of random databases whose number of occurrences of each
plaintext value followed a Zipf distribution) varies the value of % to see its impact to
&ep misr- This experiment shows that the smaller the value of 4, the bigger the szp gy
and &gp g reaches maximum value (i.e., max(&gp pis) = 0.4) when h = 1.

The exposure coefficient gets the highest value when no encryption is used at all
and therefore all plaintexts are displayed to attacker. In this case, /C;; =1 V i, j, and
thus the exposure coefficient of plaintext table is (trivially):

gPiText = ZH =

zl/l

In short, ED _Hist is more secure than Det Enc, and at some point the ED_Hist can get
the same high security as nDet Enc. Specifically, if all plaintext values collide on the
same mapped value, ED_Hist has the least exposure, similar to nDet Enc. On the con-
trary, if distinct plaintext values are mapped to distinct hash values, ED_Hist exposes the
most amount information to server (i.e., in this case, the nearly equi-depth histogram be-
comes Det_Enc since the same plaintext values will be mapped to the same value).

The information exposures among our proposed solutions are summarized in Fig.
8. In conclusion, the information exposures of nDet Enc, Det Enc and ED_Hist have
the following order: &,pec gne < &p pist < Epec ine < 1, meaning that ED_Hist is the

intermediate between nDet Enc and Det Enc.
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Fig. 8. Information exposure among encryption schemes

6 Performance Evaluation

This section evaluates the performance of our solution. By nature, the behavior of
secure devices is difficult to observe from the outside and integrating performance
probes in the embedded code significantly changes the performance. To circumvent
this difficulty, we first perform tests on a development board running the same em-
bedded code (including the operating system RTOS) and having the same hardware
characteristics (same microcontroller and Flash storage) as our secure devices. This
gave us the detail time breakdown on the secure hardware (i.e., transfer, I/O, crypto,
and CPU cost). Then we use the Z-token described below to test on the larger scale
(i.e., running multiple Z-tokens in parallel) in the real cluster. We also compare the
running time on ciphertext and that on cleartext to see how much overhead incurred.
We finally increase the power of the cluster by scaling depth (i.e., increase the num-
ber of Z-tokens plugged in each node) and scaling width (i.e., increase the number of
nodes) to see the difference between the two ways of scaling.

6.1  Unit Test on Development Board

To see the detail time contributing to the total execution time on the secure hardware,
we performed unit tests on the development board presented in Fig. 9a. This board
has the following characteristics: the microcontroller is equipped with a 32 bit RISC
CPU clocked at 120 MHz, a crypto-coprocessor implementing AES and SHA in
hardware (encrypting or decrypting a block of 128bits costs 167 cycles), 64 KB of
static RAM, 1 MB of NOR-Flash and is connected to a 1 GB external NAND-Flash
and to a smartcard chip hosting the cryptographic material. The device can communi-
cate with the external world through USB connection.

We measured on this device the performance of the main operations influencing
the global cost, that is: encryption, decryption, communication and CPU time. Fig. 9b
depicts this internal time consumption of this platform. The transfer cost dominates
the other costs due to the connection latencies. The CPU cost is higher than crypto-
graphic cost because (1) the cryptographic operations are done in hardware by the
crypto-coprocessor and (2) TDS spends CPU time to convert the array of raw bytes
(resulting from the decryption) to the number format for calculation later and some
extra operations. Encryption time is much smaller than decryption time because only
the result of the aggregation of each partition needs to be encrypted. TDSs handle data
from mappers/reducers in stream due to the fact that encryption and CPU time is less
than transfer time and I/O operations. So, TDSs can process the old data while receiv-
ing the new one at the same time.
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Fig. 9. Unit test on real hardware

6.2  Experimental Setup

Our experiment conducted with secure devices has been performed on a cluster of
Paris Nord University. Each node is equipped with 4-core 3.1 GHz Intel Xeon
E31220 processor, 8GB of RAM, and 128GB of hard disk. These nodes run on De-
bian Wheezy 7 with unmodified Hadoop 1.0.3. It is the Cloud provider who decides
number of map/reduce tasks. The number of TDSs is also fixed by Cloud provider
who plugs these tokens. The experiments will give hints how to choose the number of
tokens and nodes. We run the Hadoop in parallel on ZED secure tokens (Fig. 10).

6.3  Scaling with Parallel Computing

Figure 12 shows the performance overhead when processing ciphertext over cleartext.
There is no difference in map time but the reduce time in ciphertext is much longer
than that of cleartext. This is due to the time to connect to Z-token and process the
encrypted data inside the Z-token. In this test, only one Z-token is plugged to each
node. That creates the bottleneck for the ciphertext processing because Z-token is
much less powerful than the node that has to wait Z-token to process the encrypted
data. While the cleartext data is processed directly in the powerful node, the cipher-
text has to be transferred to tokens for processing. In this way, computation on cipher-
text incurs three overhead in compared with the cleartext: i) time to transfer the data
from node to token (including the connection time and I/O cost), ii) time to decrypt
the data and encrypt the result, iii) the constraint on the CPU and memory size of
token for computation inside the token.

To alleviate this overhead, we plug multiple tokens to the same node and process
the ciphertext in parallel in these tokens. Figure 11 shows the 20 tokens run in parallel
and plugged to the same node. In Figure 13, when the number of tokens plugged to
each node increases, the reduce time decreases gradually and approaches that of clear-
text. Specifically, when the number of tokens increases from 1 to 20, the average
speedup is 1.75. When we plug 32 tokens to each node, the reduce time reaches 5.49
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(seconds), which gives approximate 10% longer than cleartext. Hence, the overhead is
controllable by increasing the number of tokens plugged per reducer.

Fig. 10. ZED token (front and back sides) Fig. 11. Twenty tokens running in parallel
140 1 mreduce = map
s = —=— cleartext
§ 100 - 5 ciphertext
o 80 - @ 100 | e 105
£ 60 e 52.8
E" g € 14.4
E 40 § 10 0967 4
oy N 3 e
] ] L3
0 T ] 1
cleartext  ciphertext 1 nurznberéftok%ns l}ssed 20
Fig. 12. Running time of cleartext & ciphertext Fig. 13. Scaling depth

6.4  Scaling Depth versus Scaling Width

In traditional MapReduce, the cluster can be scaled depth by increasing number of
processors per node or scaled width by increasing number of nodes. In TrustedMR,
since the cluster depends on the tokens for cryptographic operations, we scale depth
by increasing the number of tokens (i.e., from 1 to 4) plugged to each node. We also
scale width by increasing number of nodes (i.e., from 1 to 4), and then we compare
the two ways of scaling. In this test, we also increase the size of the dataset (i.e., from
2 million tuples to 4 million tuples) to see how the running time varies.

In Figure 14 & 15, when we increase the number of nodes in the cluster and keep
the same number of tokens on each node, the reduce time decreases accordingly and
vice versa. Also, with the same number of tokens, plugging them to the same node or
to multiple nodes gives almost no difference in term of running time (e.g., the reduce
time of 4 nodes with each node having only 1 token is only few percent difference
from that of 1 node having 4 tokens plugged). Furthermore, the average speedup of
scaling width is 1.74 which is only 2% different from that of scaling depth (i.e., 1.71).
In conclusion, scaling depth yields nearly the same performance as scaling width. The
only factor that affects the overall performance of the cluster is the total number of
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tokens plugged to this cluster, no matter how they are distributed to each node. Based
on this conclusion, we measure the performance with the configuration of 5 nodes
having 20 tokens plugged in each node (i.e., 100 tokens in total) and use this mea-
surement (together with the speedups measured above) to simulate the performance
with larger scale and bigger dataset (at the moment, it is difficult to perform large
scale experiments with smart tokens due to the hardware cost’). Figure 16 shows the
performance with the 1TB dataset. When the number of nodes in the cluster increases
(with the number of tokens plugged in each node fixed at 20), the running time reduc-
es correspondingly. The time to process 1 TB data is acceptable (e.g., a few minutes)
when we have enough nodes in the cluster.

250 500
219 —=a— 1 node
__ 200 - 2 nodes __ 400 -
e —+— 4 nodes 2
S 150 S 300 -
132 o
3 126 2
o 100 - o 200 -
£ 78 69 £
@ 50 A N 51 & 100 -
o 33 o
=] =]
® 0 g2 o0
o o
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number of tokens plugged on each number of tokens plugged on each
node node
Fig. 14. Reduce time for 2 million tuples Fig. 15. Reduce time for 4 million tuples
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Fig. 16. Reduce time for 1TB dataset Fig. 17. Comparison of TrustedMR and [13]

To compare with state-of-the-art work in the literature, Figure 17 compares the re-
duce running time of TrustedMR with the Hadoop system running in cleartext in [13].
The experiment in [13] runs on a Hadoop cluster of 16 Amazon EC2 nodes of the
cl.medium type with the 10GB dataset. We simulate our system with 16 nodes and
vary the number of tokens to compare. It is easy to see that when the number of to-
kens plugged on each node increases, the overhead performance decrease thanks to
the parallel computation of tokens. Although it is only a rough comparison, it gives

4 We have only 100 tokens, so this is the possible maximum number of tokens we can use for

the experiments.
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the illustration that the performance overhead of TrustedMR is not very far (i.e., 1.2%
longer) from the original Map Reduce program running in cleartext.

7 Conclusion

This paper proposed a new approach to process big personal data using MapReduce
while maintaining privacy guarantees. It draws its novelty from the fact that (private)
user data remains under the control of its owner, itself embedded in a secure enclave
within the untrusted Cloud platform. Our solution meets four main requirements,
namely security, performance, generality, and seamless integration. Our future work
will (1) extend threat model to consider strong adversaries capable of compromising
tamper-resistant devices and (2) perform comparisons with other server-based archi-
tectures exploiting secure hardware (e.g., IBM 4765 PCle Crypto Coprocessor).
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tially funded by project ANR-11-INSE-0005 “Keeping your Information Safe and
Secure”.
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Abstract. Social Sciences identify similarity and mutual trust as main
criteria to consider in group formation processes. On this basis, we
present a group formation technique which exploits measures of both
similarity and trust, in order to improve the compactness of groups in
Online Social Networks. Similarity and trust have been jointly exploited
to design two algorithms designed to match groups and users, in order
to capture the gain of a user who desires to join with a group and the
benefit of the group itself. Experimental results show that trust is more
valuable than similarity in forming groups and that the two proposed
algorithms are capable to deal with large networks.

1 Introduction

Social capital refers to the collective value associated with a social network, as
stated in the recent discussions on Social Capital theory [5,33]. In particular, by
the “collective approach”[33] Social Capital is viewed as a collective resource, or
a collective property and it is based on the quality of the relationships among
actors within a collectivity. In other words social capital no longer resides with
an individual but exists through relationships between actors, it is based on the
density of interactions between individuals of the collectivity [5]. Social capital
easily generalizes virtual communities: as a remarkable example we cite Online
Social Networks (OSNs) which allow members sharing common interests to form
thematic groups (hereafter groups), where related activities (e.g. events, discus-
sions, etc) can take place. The impressive and increasing number of thematic
groups, e.g. on Facebook, is the proof that they actually catalyze the interest of
users worldwide [24]. In this context, it is easily deducible as number and quality
© Springer International Publishing Switzerland 2015
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of activities (i.e. interactions) taking place in OSN groups assume high signifi-
cance for the entire OSN, and activities within OSN groups strictly depend on
the composition of groups itself.

Basing on the premises above, in this work we pose our attention on the
density of interactions between users in OSN groups — assumed that it reflects the
Social Capital of the OSN, as stated before — observing that the process of driving
group formation and their evolution — widely investigated by researchers [3,17,
21] — may have a significant impact on it. In a simpler way, by acting on the
group formation processes it should be possible to improve the social capital of
the OSN. To this aim, a first, common strategy to drive the formation of groups is
to exploit a similarity metric [7,16,35] by simply considering the matching degree
between the interests and the needs of an individual and those of groups [34].
Many of existing algorithms just reflect such an approach and are mainly based
on a similarity measure to suggest groups to users. Another possible strategy
requires to consider mutual trust among individuals, by considering the recent
users’ concerns about privacy and security issues in social groups [33]. This
approach comes from the consideration that members of trust communities are
able to share their thoughts and experiences in a more comfortable environment,
as they are mutually trusted [9].

Starting from the aforementioned approaches, in this paper we propose to
combine similarity and trust measures in order to drive group formations in
OSNs, with the purpose of improving the density of mutual users’ interactions.
For this purpose, we define the compactness measure as linear combination of
similarity and trust, i.e. it takes into account like-minded and trusted users.
Secondly, we design two algorithms exploiting compactness measure to match
groups and users, in order to capture respectively the gain of a user who desires
to join with a group and the benefit a group receives if a new user is accepted.
The proposed approach is supported by a multi-agent scenario where each user
is equipped with a personal agent monitoring his/her interests and preferences
and, analogously, each group is associated with a group agent which acts in the
interest of its group members by collaborating with their personal agents.

Two different scenarios are addressed. In the former, each user is allowed to
access all the groups available on the OSN. A scalable algorithm, called User-
To-Groups (U2G), allows us to solve the problem of finding the k groups by
providing the largest social capital as a matching problem. In the second scenario,
each user can not access all the available groups but, at query time, he can
sequentially extracts information about available groups. In this case we designed
an online variant of the U2G algorithm (named U2G-0), which is based on the
well known secretary problem [13]. On the other side, we designed an algorithm
to assist the group administrator in computing the convenience to admit the
user into the group.

To prove that the U2G algorithm is convergent, i.e. that it is actually capable
of improving the compactness of groups, we show a theoretical result about its
convergence rate. Tests on simulated data have shown that trust and similarity
can be profitably combined to yield more accurate results, especially when more
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relevance is given to trust, coherently with the Social Capital theory [5,33]. This
later result means that in real OSNs, perhaps, it is more important to form
groups of trusted users rather than groups of only like-minded people. We also
discovered that the online variant (U2G-O) of the proposed algorithm is able to
produce an approximate solution in a quick fashion and our approach appears to
be scalable and suitable to efficiently process large amount of user- and group-
related data referred to large OSN instances.

The paper is structured as follows. Section 2 describes the model along with
measure definitions, while Sections 3 presents the U2G and U2G-O algorithms
along with some theoretical results. Section 4 illustrates the experimental results.
In Section 5 we compare our work with related literature and, finally, in Section 6
we draw our conclusions and future works.

2 Trust, Similarity and Compactness

Let S = (U, G) be a generic OSN, where U is the set of users and G is the set of
groups.

Review and Helpfulness. We suppose that any user u € U can rate any item
¢ belonging to any category of interest ¢ € C (e.g comments to commercial
products, videos, ...) and also review rating posted by other users about . A
review is denoted as a triple r,, ; = {rt, ¢, h} where: rt is a rating ranging in [0,5]
that u assigned to i; c is the category of i; h is the helpfulness to measure to
what extent the rating rt associated with the review 7, ; is valuable for taking
a choice. We denote by T, the review history associated with v and by RH
the collection of the review histories. Besides, i) the helpfulness of a review is
calculated as the average of the scores assigned by the users to a u’s review,
and ) the field category is computed by exploiting a technique derived from
LDA (Latent Dirichlet Allocation) [4] to map user tags onto topics, which might
support the assignment of categories to items. Note that both the helpfulness
and the category fields are optional data.

Users and Group Profiles. We suppose that each user u is associated with a
personal intelligent agent [37] a,, and each group g with an administrator agent
ag. In particular, each user agent a, stores in its user profile p, ) all the u’s
interests, i) all the u’s behaviors, #4i) the preferred access mode for groups which
u is interested to join with and iv) the level of trust of u with respect to his/her
OSN peers, as described below:

e Interest. Let ¢ € C be a category, u € U a user and T, his/her review
history. The interest I,,(c) : U x C — [0,1] C R, and the interest I,(c) : G x C —
[0,1] C R are computed as follows:

Hrui:i e} 2ueg Lul©)

I,(c) = — I
© ) ]

g(c) =
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e Behavior. We suppose to classify users’ interactions in order to check
if their behaviors are “compatible” with those of the groups. A function ¢, :
U x B — {True,False} is defined, where B = {b1,bs,...,b,} is the set of
possible behaviors, and B,, = {(,(b)| b € B}. Similarly, a function ¢, is defined
as follows:

{v € g:G(b) = True}]
lg

Cg(b) : G x B — {True,False}, (4(b) = True & > By
where 8, € [0,1] C R. Finally, B, = {,(b)|b € B}.

e Access mode. It is the access mode guaranteed to the external users to the
content available for a particular group. To this purpose, functions A, : U4 — L,
Ay 1 G — L are defined, where L is the list of available access modes, where A,
indicates the preferred set of access modes of a user u, and A, the same set for a
group g. We suppose that open, closed, secret are the modes admitted and that
the administrator of a group can decide how users can access to its group.

e Trust. It identifies the level of trust assigned by a user u to any peers v,
denoted by t,—,, v € U, v # u. In general, the level of trust of a user u (group
g) with respect to a group g (user u), is denoted by t,—.4 (t4—.), and computed
as an average value:

ZUGg tuﬂ'u
gl

Zveg t”"“
9]

tyu—g = tg—u =

Measures t,,_.4 and t,_.,, are used to determine the trustworthiness of a group
g as perceived by u and vice versa. In particular, the trust of a user u vs another
user v is computed as the sum of two terms. The first is the reliability (rel,—.,)
and specifies how much a user trusts another user. The other is the reputation
(rep,) and represents how much the user communities considers trustworthy a
user. More formally:

1
tymy = Q- Telyy + (1 - au) *TEPy T€Py = W Z Tely—w
yeu

It is easy to observe that reliability is asymmetric (i.e. rel,—., # rel,—,) and
updated by a, each time w provides a feedback on v (i.e. evaluates a review
posted by v). Since the reputation of a user v is defined as the average of all
the reliability values, we assume that these values can be collected by a suitable
software agent acting as a crawler[6].

Updating Users and Group Profiles. Users and group agents update their profiles
Py and pg as described below.

— Each agent a,, updates the interest I,,(c) in the category c as I,,(c) = 6-I,,(¢) +
(1-6)-9, with 6,0 € [0,1] C R, where 6 is the relevance given to the values of
I,,(c) assumed in the past, and § is the contribution given by a,, to I,,(c) for the
u’s action (e.g., rating an item).

~Whenever user u performs one or mores actions, his/her agent a,, analyzes them
to update the boolean variables contained in B,. Therefore it sends such new
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values to the group agents a4 of its own groups that, in turn, will update the
variables contained in their B,.

— Lists A, and A, are updated similarly to B, and B,.

— Each agent a, re-computes the trust measure t,, each time u expresses an
evaluation (i.e. “feedback”) about a post authored by another user v.

2.1 Similarity and Compactness

Compactness, denoted as oy, is computed by means of three contributions cy4,
cp and ¢y as:
ca={1 ifA, =4, 0 otherwise}

b;eB ceC

wa-CaA+wp-cgp+wyr-c
o — ATCA B "B ! I, wa,wp,we € [0,1] C R.
’ wpa +wp +wy

Similarities o, 4 between a user u and a group g are computed in a similar way.
Compactness between two users u and v is denoted as 7,_.,, and computed
by combining o, , and t,_,, as:

Yu—v = Wy * Oy + (1 - wu) R 2P

where w,, € [0,1] C R is the relevance given by w to trust vs similarity. And,
given the asymmetric nature of 7,_.,, it results that v, ., # Yo—u-

At the same way, compactness between a user u and a group g (Vu—g) and
that perceived by a group g vs a user u (y4—.,) are defined as follows:

Vg =Wy - Oug + (1 —wy) - tyurg Vgou =Wg - Ogu+ (1 —wg) - tg_y

3 Associating Users and Groups

As specified in Section 1, Social Capital is strongly related to the density of
interactions among the users of the groups itself. Since mutual trust and sim-
ilarity of interests increase the probability of interactions among users, in this
work, compactness v,—4 (Yg—u) is adopted to measure the growth of the Social
Capital in a given community, e.g. a group within OSN. In particular, it is used
to design two algorithms aimed at driving group formation.

Let G ={g1,92,--.,9n} be the set of groups belonging to an OSN &, and let
kuax € NO be a threshold specifying the number of groups the generic user v wants
to join with!. In particular, for a given a subset }C C G, the benefit received by u
in joining with all the groups belonging to I is denoted by Z Yu—g,; - Therefore,

g: €KX

! We can assume kux < 1 [28,36]
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finding the subset * C G having the largest value of Z Yu—g;, Under the
g: €K’
constraint [KC*| = kwpx, is equivalent to solve the following optimization problem:

maX(b: E Yu—g; Lu—g;
9:€G

s.t. Z xu"gi = kMAX, xuﬂgi S {O, 1}
gi€G

where x4, = 1 iff g; € £*.

In other words, an assignment x,, € R™ is defined so that the i-th compo-
nent of xq(f) = 1iff x4y, = 1, otherwise x&i) = 0. This problem has a trivial
solution ¢%7T associated with an optimal assignment x%T associated with those
kuax groups in G provided with the largest compactness.

In order to find such a solution, a brute-force strategy is not feasible due to
the high number of users and groups. Indeed, in such a context, a single users is
not able to: ) process such a large amount of data; i) compute the compact-
ness of each group due to the highly dynamic nature of groups. In particular,
with respect to the second issue, the assumption that each user agent is able to
compute the compactness values v,_.q, of all groups needs to be relaxed. As a
consequence, Section 3.1 starts with the assumption that each user agent is able

to know only a subset of the OSN groups.

3.1 The Algorithms U2G and U2G-O

The algorithm U2G, shown as Algorithm 1, is designed to find the kyyx groups
to which v might join with. It is based on the assumption that each user agent
knows a subset of groups G and their respective compactness values. That is to
assume that the generic user agent a,, is able to sample at least m groups from
G. Moreover, X denotes the set of the groups u joined in the past, by assuming
that a, stores into an internal cache their profiles.

Each time, say r, Algorithm 1 is executed by agent a,, it returns an assign-
ment x|, (denoted as S in Algorithm 1). In the following Theorem 1 it is i) proved
that the sequence {¢(x])} of the corresponding values of the objective function
always converges to the optimal solution ¢%7T. Moreover, i) the convergence rate
of the algorithm is quantified.

Theorem 1. Let X, be the assignment produced by Algorithm U2G at the r-th
epoch and Pr(t) be the probability that the algorithm finds the optimal solution
in exactly t epochs. As a consequence, it results that:

— the sequence {¢(x%)} is convergent to ¢opr;

— the ratio v(t) = P;,(:;tr)l) is no less than (1 + %)km.

Proof. Firstly, it can be observed as the sequence {¢(x%)} is bounded. To this
purpose, by contradiction, suppose {¢(x] )} not bounded, i.e., for any arbitrary
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Algorithm 1. The U2G algorithm

Data: u: a user, X: the set of groups joined in the past, m € N°, kwx: the number of
groups u can join with
Result: A set S of groups
Let Y be a set of m random groups sampled in the OSN; Let Z = X Y
for g €Y do
a,, sends a message to ag;
a, receives the profile py from agy;

end
Let S C Z, with |S| = kwux the set of groups of Z having the highest values of
compactness;
for g € S do
if g ¢ X then
‘ a,, sends a join request to the agent a4 that also contains the profile p,, of u;
end
end
for g € X do
if g ¢ S then
‘ a,, deletes u from g;
end

end
return S

list af available access modes L > 0 (see Section 2) there is an index 7 such
that {¢(x,)"} > L. Due to the arbitrary choice of L, it is possible to fix L >
¢%T; consequently, it will be {¢(x,)"} > ¢®T but it contradicts that ¢%7 is
the maximum of ¢. Then, note that the sequence {¢(x,)"} is monotonically
non-decreasing because only when the algorithm can increase the value of ¢
the assignment x7, is updated. Therefore, the sequence {¢(x,)"} results to be
bounded, monotonically non-decreasing and then convergent. It converges to
sup ¢r(x,) that is equal to ¢%T.

To proof the second part of the theorem, we assume that Pr(¢) is the proba-
bility that Algorithm U2G generates the optimal solution in ezactly t epochs. In
other words, the Algorithm U2G accesses to m; groups and the kyyx groups with
the highest compactness with respect to u must belong to the mt visited groups.
Therefore there exist (,z:;) possible configurations, in which the kyyx groups %)
belongs to the first m; visited groups and i) can freely distributed across the n
available groups in ( k::\x) ways. By applying the definition of binomial coefficient,
Pr(t) can be computed as:

(mt) - mye (mt — 1) (mt — 2) e (mt — kMAX)

kMAX

(") nm—1)(n—2)...(n— kux)

kMAX

Pr(t) =

and by some simple manipulations Pr(¢) assumes the following expression:
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_(mey L g () ()
Pr(t)(n) (1-L)y(1—2). (1 km)

Pr(t+1), its extended form can be written as:

Pr(t)

Now, by assuming v(t) =

1 2 Kuax
1 e (1 - m(t+1)) (1 - m(t+1)) (1 - m(t+1))
v(t) = —— X

t (=) (L= 7)o (1= )
from which by observing that

J J
- > 1 - =
m(t+1) mit

then it results

ki k
b1 P 10 Fouex
> (j) = <1 -+ t> (where g=1... kMAX)

that ends the proof.

Algorithm U2G-O. In a more realistic scenario, user agents are not able to
retrieve neither G nor a subset of it. Instead, it is realistic to assume that a,,
can only retrieve the information about a group g¢; and eventually computing
the compactness 7y,—g4, of u with respect to g;.

In order to approach this new version of the problem, we have taken inspi-
ration from the the well-known secretary problem [13], which, in turn, consists
in selecting the best candidate among a set of candidates applied for a posi-
tion. Candidates are interviewed in a random order by assuming that the hiring
manager doesn’t knows in advance their curricula. After each interview, an irre-
vocable decision must be taken immediately.

The best known strategy to maximize the probability to choose the best
candidate is quite simple but accurate [2,12], as described below. Let n be the
secretaries that have to be interviewed and suppose to fix an integer £, such that
1 < £ < n. The first ¢ candidates constitutes a reference set that we denote
as R. Then the remaining n — ¢ candidates will be interviewed and the first of
them which is better than all the candidates in R will be hired. The key phase
of this algorithm is the choice of the set R. For instance, if £ = |R| = 1 the
algorithm might select the second worst candidate; conversely, if £ = n — 1 the
best candidate will be found because all the candidates will be examined, but
it is too time-expensive. Finally, if ¢ = {%1 then the probability of making the
best choice will be at least 1 [13].

Similarly, in our problem we assume that, in a random order, the compactness
of the groups are known and the optimal set kwyx (out of n) of groups, such
that the expected sum of their compactness values 7,_. g is maximum, has to be
found. Note that in the case kyax = 1 our problem is the same that the mentioned
secretary problem and, therefore, the following strategy can be applied [2]:
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Step 1 Observe the first ¢ groups, let ¢ be a random integer and let R be the
set formed by the observed groups. Consider R as sample set and t as
sample size. For each group g in R we also register its compactness with
respect to u.

Step 2 Let 7 C R be the set formed by the kyyx groups in R with the largest
compactness values. Moreover, we suppose that groups in 7 are sorted
in decreasing order of compactness with respect to u. Let g,, be the last
group in 7; its compactness versus u is Yy—g,,-

Step 3 If arrives a group g, such that v,—.4, > vu—y,,, then it will replace gp,.

The algorithm U2G-O takes a stream of values representing compactness
values as input and it relies only on the visited groups to generate a solution.
Similarly to [1], we acknowledge that it is advantageous to fix t = = |2 | and
in this case the ratio between the solution generated by the U2G-O algorithm
deviates from the optimal one will be no more than % Finally, the value £ = [ 2]
will be called reference sample size.

Algorithm 2. The G2U Algorithm
Data: r, a user who sent a joining request to g. K, the current set of users in g
Result: The updated set K
for v € K do
‘ ag sends a message to ay;

end

for u € K J{r} do
| Compute vg—u

end

ZuiEQ Zuj c€g '711,,£—>uj
Let = l91(Tgl—1)/2 V{ui, us) € g, ui # uy;
Let S = &;

for u € K|J{r} do
if vyu > 7 then
| S=8U{uk;
end
end
Let Topg be the set of top-nux users in S;
if r € S then
‘ a4 accepts the join request of r;
end
forue KAu¢gS do
‘ ag deletes u from g;
end
return K
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3.2 Algorithm G2U

Algorithm G2U is executed by every group agent a, whenever an agent r sends
a joining request for the group g. To this purpose, suppose that the size of
each group g € G cannot be greater than a threshold nyy fixed by the group
administrator, and that a, stores into its internal cache K the profiles of the
users in g. The approach is very simple. First of all, a, will update the profiles of
its own users by sending them a message. Afterwards, all the compactness v4_.,,
are updated and the threshold 7 is computed as the average of all the mutual
compactness. Finally, the set K of the users in g is updated by selecting the
top-narax users having a compactness v4_.,, greater than threshold =.

4 Experimental Evaluation

In order to test the proposed approach some simulations were performed as
detailed in the following of this Section.

Compactness of each group was measured as the average value of all the
compactness within the same group — an extension of the average dissimilarity
usually adopted in Clustering Analysis [29] — denoted as AC,. Also the average
value of all AC was computed, and is denoted as M AC:

Ew,yeg,wﬁy Tz—y MAC = deG ACg
|| G|

AC, =

U2G. Ezxperimental Setup. The behaviors of 150 OSN groups and 42,000 users
have been simulated. To this aim, users and groups were provided with suitable
profiles, as described in Section 2. The details of the generated profiles and other
simulation parameters are listed in Table 1. Group affiliation was randomly
assigned to each user (no more than 20 groups per user). In order to set a
constraints on the maximum number of groups any user can join with, we based
on behaviors observed in real OSN, for which each user generally join with at
most 200 groups[28,36]. The maximum number of requests sent to new groups
by a user in each simulation step was limited to 5. After that users and group
profiles were generated, the initial value of M AC resulted equal to 0.3; we denote
such an initial configuration as random, being users randomly assigned to groups.

Table 1. Simulation parameters.

Parameter Value [ Parameter Value

|G| 1501 (c) random

Fown 0| A, {0:0.7, C:0.2, S:0.1}
Kmax 2001| B| 6 different behaviors
Ny 0|By random in {T, F'}°
Thax 200|wy, 0.5

NrEeqQ 5lwg 0.5
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U2G. Compactness vs Similarity. Starting with the random configuration, the
U2G algorithm was applied for 20 epochs of execution per user. Two different
versions of the same algorithm were executed: U2G-comp adopts the compactness
function to perform matching, while U2G-diff adopts the similarity function
alone. The M AC values achieved by the two algorithms for different epochs are
graphically depicted in Figure 1. With respect to the random configuration, the
results show that the U2G-comp algorithm increases the compactness in OSN
groups of about 33% while by using the only similarity the MAC increment is of
about 11.2%. Moreover, both the U2G-diff and U2G-comp algorithms converge
in about 7 epochs, such a result is in accord with Theorem 1. By this first set
of results it can be stated that it is convenient to consider trust and similarity
together to form groups.

U2G. Trust vs Similarity. A further experiment on simulated data, was per-
formed in order to study the weight assignment which can provide the largest
increasing of MAC. In particular, the study was conducted by means of the range
wy € {0.2,0.3,...,0.8}. Results are shown in Figure 2, which makes evidence
that the highest increment in MAC (with respect to the random configuration)
is reached when w, is in the range [0.2,0.4] while it sharply decreases when
wy, > 0.5. These results show that it is better grouping together individuals
trusting each other rather than users resulting similar only for profiles.

U2G-0. Ezxperimental Settings. To test the performance of the U2G-O algorithm
we simulated an OSN having a number of groups varying from 5,000 to 25,000,
and kgx spanning in the set {15,20,50,70,120,200}. In this case a “quality
index” @) was computed as:

= -m U2G-comp
o - U2G-diff
m-E.E. & N5 .5-E-E 8N N8N

038 L]

0.36

MAC

0.34 /] [8-0-9-0-0-0-0-0-0-0-0-0-0-0-0--0
’

0.32 /m

0 5 15 20

10
Number of Epochs

Fig. 1. MAC vs epochs obtained by the U2G-comp and U2G-diff algorithms.
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Fig. 2. MAC increment vs w obtained by the U2G-comp algorithm.
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where x,, is the outcome assignment of U2G-0O produced at each iteration, ¢(x,,)
the associated value of the objective function, and ¢%7 is the optimal solution.
Note that, since T > ¢(x,,) for any x,, Q always ranges in [0, 1] and the higher
@, the better the approximation is.

In the first experiment the quality of the U2G-0 algorithm was measured by
setting the sample size ¢ equal to the theoretical bound |2 |, being n the number
of groups. Figure 3 shows ) with respect to the number of groups; results put
in evidence how @ is always greater than 0.82. Moreover, the lower kyyx, the
higher Q: in fact, if kwyx is low, the probability to find the kyx groups having
the highest compactness in the sample set is high and, therefore, the U2G-0O
algorithm gives a high chance to find the optimal solution even if it is restricted
to view only the sample set. To reduce the number of groups viewed by the
algorithm U2G — O we carried out a second experiment where the number of
groups was set to 10,000, and a sample size belonging to kuax to |2 | was used.
Having to select at least kyax, we considered a sample size at least equal to kyx-
In Figure 4, the obtained results show as @) quickly increases if the sample size
increases: so, for example, with kyyx = 15 it is sufficient to choose a sample size
equal to 50 for achieving Q > 0.8. The worst case happens if the sample size
is equal to kwx but it is worth noting that always it is @ > 0.5. In the last
experiment, for each investigated value of kyux, the sample varied in size and
we computed the number ns of steps executed by the algorithm U2G-O before
its stop (when generated the approximate solution) by using a population of
10,000 units. Results depicted in Figure 5 show as ns linearly increases, in an

Q=1-
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Fig. 3. Quality of the U2G-O algorithm vs. the number of available groups

independent way from the value of kyyx. Such a result might appear counter-
intuitive because if we enlarge the sample size, we also need to reduce the size
of the space the U2G-0 algorithm needs to explore and, consequently, we would
expect that ns decreases in accordance with the sample size increasing.

However, large sample size values implies that the probability to find the top
kuax groups in the reference set increases and, as a consequence, it will be harder
to update the assignment generated by visiting only those groups belonging to
the reference set. From this set of experiments we can deduce that the U2G-
O algorithm is really competitive because it approximates the correct solution
within a precision of the 90%, although it can knows only a limited part of the
group population.

5 Related Work

An exhaustive discussion about the scientific literature involved on the matter pre-
sented in this paper requires too much space and, therefore, only those approaches
that, to the best of our knowledge, come closest to it will be examined.

Group Formation and Evolution. Social Sciences and, more recently, Com-
puter Science [3], extensively investigated on the mechanisms underlying groups
formation and their evolution by exploiting a great variety of approaches.

In this context, a well known theory about groups formation is the common
identity and common bond [30]. Basing on this theory, ) shared interests (i.e.
similarity) and #i) strong personal ties with other group members are considered
key elements to induce users to join with a group. Authors of [17] empirically
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verified the common identity and the common bond theory by means of a frame-
work which exploits some metrics capable of capturing the main features. An
interesting result is proposed in [3] which considers two communities (i.e. Live-
Journal and DBLP? networks) on which the act to join with a group can be
modeled in the same terms of spreading new ideas, although the two commu-
nities give a different meaning to the concept of group. In particular, group
affiliation is modeled through the probability p that a user u will join with a
group G, while that of the group growth is analyzed by considering the factors
yielded an increase in the number of group members in a particular time frame.

The clustering properties of groups are studied in [21] by using diffusion
processes; authors state as groups mainly growth for diffusion are usually smaller
than other groups. Authors of [24] presented results which are in line with that
of [21]: 500 thousands Facebook groups, created in 8 day, were observed for a
period of 3 months. They made evidence that i) about 57% of groups did not
create new content after the 3 months while i) the social capital and group
activity intensity resulted as the success keys. Note that the main findings of the
cited contribution can be considered orthogonal to our proposal. Furthermore,
in our work we consider as very relevant the role of trust in building groups and,
to this purpose, we define the compactness to assess the benefit a user can get
back from joining with a group.

Matching User and Group Profiles. Give suggestions to user about groups
to join with is known as affiliation recommendation [35]. At this aim, profiles
of users and groups can be matched [7,10,34,35]. An early contribution can be
found in [34], on which six different measures to compute the similarity degree

2 http://dblp.uni-trier.de/
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of a user and a group are discussed and compared. Chen et al. [7] proposed an
algorithm, called Combinational Collaborative Filtering where it is adopted an
Expectation-Maximization-like approach, on a Gibbs sampling, to suggest users
with new friend relationships and new communities (i.e. groups) which join with.
Vasuki et al. [35] investigated on the co-evolution of the friend relationships
between a user and the affiliation network (suitably modeled by a bipartite
graph). As result, a good predictor for groups users will join with in the future
might be realized by coupling friendship information and information referred
to past groups.

An internetworking scenario is analyzed in [10] by assuming that users can
desire to join with more OSNs at the same time. Users are supported by sugges-
tions about the groups/OSNs which him/her can affiliate. Such suggestions are
generated by exploiting a truncated version of the Katz coeflicient [22] computed
over an hypergraph representing OSN resources, groups and users.

A probabilistic framework modeling the users preferences to join with groups
is proposed and experimentally validated in [16].

Our approach differs from the presented studies because, differently from
them, it gives a rich framework modeling user’s interests, information describ-
ing user’s behaviors and social relationships (encoded as trust relationships).
Besides, we consider in the policies followed in accessing groups, the past user’s
behaviors and combine both trust and similarity in group formation processes.

Trust in OSN membership. Trust is considered an important parameter when
admitting/accepting a user in OSN groups, as the high level of mutual users
trust motivates them to stay into a group, to work with others [31] and to access
services otherwise unavailable [26]. As a consequence, trust is a key component of
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any relationship that is fundamental for the surviving of online communities [32].
In the OSN context, the main aspects of trust are the: informative sources [8];
aggregation rules [11]; trust inference [23]. In particular, the first issue involves
direct and indirect opinions (i.e. reliability and reputation), respectively derived
by personal past experiences and by opinions provided by other users [19,27]
but, for the sparsity of OSNs relationships, reputation is usually predominant.

Ziegler and Golbeck [15] argue that trust must reflect user similarity and
proposed a formal framework to show the relationship existing between trust and
similarity by assuming that, for a given domain, trusted peers are on average
considerably more similar to their sources of trust than arbitrary peers. As a
consequence, on the basis of [15], we can deduce that clusters of mutual trusted
OSN users should result also similar among them for some aspect of common
interest and could represent the potential kernels of OSN groups.

Different authors tried to identify OSN clusters of trusted users by means
of trust chains (i.e. direct or indirect paths linking more users by trust rela-
tionships). For instance, in [25] is proposed an extended Advogato trust metric
incorporating the social relationships strength. The TidalTrust algorithm [14]
executes a modified Breadth First Search to find all the shortest path linking
two users (not directly connected) in an incremental way by computing the
user’s trust rating as a weighted average of trust ratings from the source to the
target users. SWTrust [20] is a framework incorporable in different trust mod-
els to generate small trusted subgraphs of large OSNs by using a breadth-first
search algorithm based on the weak ties theory on the spread of information in
OSN s [18] and by inferring trust values.

6 Conclusions and Future Work

In this paper we exploited a parameter, named compactness, to drive group for-
mation in social networks. Compactness measure is obtained from experimental
observations about similarity and mutual trust in OSNs. Similarity and trust are
combined together to drive group formation such that the probability of mutual
interactions among users of the same group becomes higher. This approach even-
tually lead benefits in terms of Social Capital, i.e. in terms of quality and density
of interactions between OSN user affiliated within the same group.

Algorithm U2G (Users-to-Groups) exploits the compactness measure to allow
software agents — on behalf of OSN users and groups — to manage group evolu-
tions in a dynamic fashion. Its variant — called U2G-O - is designed to address
a more realistic scenario on which user agents are not able to access information
about more than one group at a given time. Experimental results have shown
as they are overlapped to those generated by the algorithm U2G, i.e. it approx-
imates the correct solution with a higher precision.

Finally, from the obtained results, it is possible to note as the combined use
of trust and similarity yields meaningful advantages in selecting and forming
groups. For our ongoing researches, we are designing some experiments on large
data sets collected from real OSN in order to verify the effectiveness of the
proposed approach in a real context.
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Abstract. In this paper, we present a discussion about peer help systems based
on two case studies that promote their use in a collaborative learning environ-
ment. Peer help systems aim to promote and encourage the use of help systems.
Through them, users interact in pairs in order to complement the assistance pro-
vided by online help systems. We highlight the importance of this alternative
type of help system and the advantages of its use by promoting not only help by
users interactions, but also useful information for systems designers to improve
their systems and to understand the interaction problems found by users during
the process of using a system.

Keywords: Collaborative learning environments - Peer help systems - Help
systems

1 Introduction

According to Willis [23], the availability of an effective help system will allow users
to acquire the skills and knowledge required to operate an application easily [23].
Similarly, the work of Silveira et al. [17], based on Semiotic Engineering, advocates
that careful design of help systems is essential in order to explain the designers vision
about their systems and better ways (and reasons) for users to interact with them. This
kind of strategic information is rarely found within a help system.

The operational and tactical levels are explained by the details about what is neces-
sary to execute each available application task, how these tasks can be played and
who the user must be. The strategic level brings the reason to execute the tasks in a
determined way and moment, showing the designer’s view about the tasks and how
important it is to execute them in such way that the designer described. Typically, we
find operational and tactical information in help systems’ answers from questions
such as “What is this?” or “How do I do this?” [17][18].

However, regardless of their content, help systems are not often accessed by users
needing assistance because help systems usually do not address the users’ specific
problems [21]. Besides that the strategic questions that are important to make them
able to appropriate themselves to the application in order to successfully achieve their
interaction goals are not provided.

Considering the difficulties of help systems to answer users’ specific questions,
help from other people is a common alternative [4]. In this sense, we believe that
© Springer International Publishing Switzerland 2015
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fostering cooperation between users through computational tools can contribute to
sharing information and experience about the knowledge they have built.

The cooperation between users is the core of the peer help approach. As stated
by Kumar [10], a peer help system represents a network that integrates users and
a system that knows these users, and the help requests that were sent by them. Based
on this, the system tries to establish a more effective interaction between pairs of
users in order to help them solve their questions. The users’ exchange of information
can provide mutual learning, both for the user that is requesting help and the user that
is helping [12].

This paper focuses on peer help approaches and their possible applications in col-
laborative learning environments. According to Medeiros et al. [7], “the collaborative
learning environments are not simply channels for the transmission of information,
but environments where users can construct knowledge through conversation and
collaboration, providing many possibilities for the user interaction synchronous and
asynchronous”.

We believe that users’ collaboration can facilitate their understanding about these
environments, contributing to a better appropriation of the tools and resources availa-
ble. As stated by Wenger [22], learner communities, in which the components share
information within an environment, can develop ties that reinforce the learning out-
comes. In the first presented study, the focus is to support users’ communication by
the use of specific textual expressions. These expressions can help users to better
specify their questions and thus, help the users that are providing help to understand
the problem. The second study integrates peer help systems and recommender sys-
tems’ algorithms to provide social matching [20] in order to improve the process of
pair formation.

The following sections present the background, the two case studies, the discussion
of their results, conclusions and future prospects for this work.

2 Background

In this section, we present the main subjects that underlie this research: Peer Help
Systems and Collaborative Learning Environments.

2.1  Peer-Help Systems

According to Spool and Scanlon [19], users seek help for two reasons: when they are
confused by the interface or when they need to find specific information. Belkin [1]
complements this by saying that when people search for information they hope to
solve a problem or achieve some goal, because their current knowledge is inadequate.
Based on that, we assume that the system should help the user to find the answer
quickly and consistently, providing an effective search for information.

Given this perspective, we observed that peer help initiatives incorporate dyna-
micity and agility to the solution of questions and, above all, encourage the use of
help systems through collaboration among users.
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According to Kumar [10], the focus of peer help is the support offered by the users
of the application. Other components can be identified as well, such as the dedication
of more experienced users who are available to assist in answering questions, the help
system that provides information about the application, and resources and tools avail-
able to support (chat and forum, among others).

Pressley et al. [14] list some pedagogical advantages in the use of peer help
systems:

e Motivating the socialization of users in the context of work and increasing their
motivation by promoting social recognition of their knowledge;

e Providing a stronger learning experience for the person seeking help;

e Promoting processes of self-learning and self-reflection for the user who helps
his/her peer, occurring mutual learning;

o Facilitating social interaction in the group and helping creating personal relation-
ships among members.

We believe that adding peer help features to online help systems can assist and
promote their use. In addition to clarifying questions in a more natural and simple
form, because is closer to what happens every day, they also motivate people, encour-
aging the development of collaborative networks and knowledge dissemination.

2.2 Collaborative Learning Environments

According to Medeiros et al. [7], in an age where the Internet and web applications
are fundamental for the development of human interaction, the landscape of education
continues to change due to constant evolution of computer-supported collaborative
learning.

Facilities for production and access to materials in collaborative learning environ-
ments are promoted by their communication mechanisms, management data tools and
telecommunication resources in general and they allow us to say that the implementa-
tion of collaborative systems in education is increasing.

Given the multiplicity of applications and the diversity of users, it is very important
that those environments are simple and easy to use, so that their users do not consume
much time learning how to use the interface. Navigation in a virtual environment
should emphasize the understanding of the content available and encourage the inte-
ractions that will contribute to learning. As social platforms [14], collaborative learn-
ing environments need to be designed not merely to distribute knowledge but also to
provide conditions through which knowledge is shared and new knowledge is created
or exchanged through the collaborative process.

However, using collaborative learning environments to support teaching is not al-
ways a simple task. Questions related to the use of the environment can disperse
the users’ attention and make them lose focus. The increasing use of collaborative
learning environments and their distinct users’ profiles means that they should be
simple, easy to use and provide some kind of help to these users.



Supporting Peer Help in Collaborative Learning Environments 79

3 User Studies

The first case study presents a peer help architecture for collaborative learning envi-
ronments (PHAVEA) that can be applied in any platform from these environments as
an attempt to provide a better way to help users to use the environment [11].

The second study [13] intends to identify the criteria used by users to choose
someone to help them with their questions, and to use these criteria to recommend
users in a peer help system. These two case studies are presented in the next sections.

3.1 Case Study 1: Helping to Focus on the Questions

The need to provide better ways to present an online help system and its communica-
tion with the user has contributions from several areas. Semiotic Engineering [6], for
instance (by the use of communicability expressions'), can contribute to a better spe-
cification of the users’ questions. Consequently there is a better understanding of
these questions by those who will assist them. The work of Silveira et al. [18] was the
first step in this direction and their proposal had a direct influence on the development
of this first case study. The use of communicability expressions allows the involved
users to share a common vocabulary, a factor that can greatly contribute to the success
of their communication and thus to a better understanding of the collaborative system
in use.

In this case study, these expressions were used in order to qualify and motivate the
answering of questions about collaborative learning environments.

The following subsections describe the initial set of expressions used to support
communication, the software architecture developed to support this interaction, a
prototype that implemented it and a user study related to it.

Initial Set of Expressions. Given the use of communicability expressions as a way of
supporting dialogue between pairs of users, it was necessary to define an initial set of
expressions to be used. To do so, two studies were carried out considering the main
users of these environments: professors and students [11]. The studies’ goal was to
capture and analyze the expressions used by the users in their search for help. In both
cases, the peer help system was simulated by person-to-person interaction.

The first study had the participation of four university professors. All of them used
to use the collaborative learning environment in their daily activities. None of them
used the help system available in the environment, choosing to ask someone else
when they had questions about how to perform some task.

The studies were done individually and all interactions were video recorded for lat-
er analysis. The participants had to perform three distinct tasks and, in case of ques-
tions, they were invited to ask questions to a “helper” (an observer who played the
role of a help system).

The students’ study was conducted in two undergraduate classrooms, one with 31
students and the other with 25. This study was carried out the beginning of the school

' Communicability expressions [6] are associated to users’ communication breakdowns,

generating support for the identification and fix of failures during software development.
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year and at that time, the students did not have much knowledge about the use of
learning environments.

Most of the students (76.8%) have never used the environments’ help system. The
study was done in a computing laboratory, at two different times, separating the two
classes. The study procedure was the same for both classes. All the interactions be-
tween the students and the helper were done through a forum available inside the
environment.

After a deep analysis of the question-answering process of all studies, an initial set
of expressions was elaborated, composed by the most commonly used expressions.

Table 1. Initial set of expressions

Expression
What is this?
What is this for?
How do I do this?
Where is it?
I give up.
‘What now?
What do I type here?
Why do I do that?
What happens if I do this?
Why did not anything happen?
What does this item relate to?
What is the purpose of this option?
What is the difference between ... and ...?

Original

Identified

Table 1 presents this set. It was possible to identify the expressions that already ex-
ist in Silveira, Barbosa and de Souza [18] proposal as well as new contributions.

PHAVEA Architecture. This architecture is based on the existence of two indepen-
dent repositories: the repository of information about the collaborative system and the
repository of information about peer help, both providing an independent technologi-
cal platform, allowing the architecture to be embedded in any collaborative system.
All the information needed for the peer help operation stays in its own base, and only
the logon information is used from the collaborative system’s database. In the colla-
borative system’s logon page, the user data is captured and, after this, the peer help
system does not consult any further information from the host system, i.e. the peer
help does not use any other kind of routine or database from the collaborative system
that incorporates PHAVEA.

The peer help repository supports the help requests and assistance process. The
help request process begins with the demandant® selecting a user to provide assistance
to him. The system provides a list that contains all collaborative system users that

2 In this work, the user who consults the peer help system is called a demandant; and the user

who answers his questions is called an assistant.
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agreed to provide assistance to other users, apart from his/her study area. In this list,
the demandant must select one of the available assistants. Due to the fact that the
system’s goal is to provide peer help about the system, the group of assistants tends to
be composed of users with diverse characteristics and knowledge.

The ordering of the list of available assistants is composed by the information
about the assistance provided by each user, displaying the names of those who have
provided more aid at the end of the list. This initiative aims to better distribute the
requests to the assistants. After selecting an assistant, the demandant must select the
communicability expression that better represents his/her difficulty and must identify
the subject of the question.

Through the definition of the pair of users (demandant and assistant) the communi-
cation is established and the assistance process begins. According to the PHAVEA
architecture, the communication can make use of tools such as chat, forum, remote
access, among others. When assistance is completed, the demandant evaluates the
received assistance, generating necessary data for system’s maintenance.

Moreover, the proposed architecture stores a record of assistances and their evalua-
tions into a database that allow other users of the collaborative system to reassess and
review the solution presented by assistants. The review aims to provide an analysis of
the assistance by a greater number of users and thus can influence the constitution of a
FAQ database. The result of the reclassification of an assistant considers all evalua-
tions given and this is generated by an arithmetic average of all of those evaluations
provided by users who have accessed the related answer. The equation used to calcu-

late this average is:
Cat = (Zx— Zy)*P
Where:

x €= represents positive ratings;

y € represents negative ratings;

P € represents the user (requesting help) profile level (1 to beginning user; 2 to in-
termediate user; 3 to advanced user).

The use of the arithmetic average for reclassification of assistant is due to the fact
that, for the system, users do not have different profiles, so the weight of the evalua-
tion of a user is considered identical to any other user evaluation.

It is important to highlight that this architecture proposes the provision of a peer
help system that would complement the help that has already been incorporated into
the environment.

Prototype. The proposed architecture can be associated to any collaborative system.
In this work it was implemented on Moodle (Modular Object-Oriented Dynamic
Learning Environment)® through a prototype called Peer Help Plugin.

The prototype interface presented the number of online users and the number of
available assistants, allowing users with questions to check the availability of other
community members to provide assistance.

If any of the available expressions meet the demandant’s needs, he/she may use the
““Free Question’” option, where the user can describe his/her complete question. Free

> moodle.org



82 L. Miiller et al.

questions are also registered in the database for future reference and, based on these
questions, new expressions can incorporate the expressions’ database.

When the assistance process starts, the communication between users of the Peer
Help Plugin occurs through a chat tool. It should be noted that the first message be-
tween the pair of users starts with the selection of a communicability expression.
However, the exchange of messages occurs freely, allowing the use of new communi-
cability expressions in the interactive discourse and generating support for their in-
corporation into the expressions’ database.

The end of the assistance can be requested by either of the users (demandant or as-
sistant). When it is concluded, an evaluation form of the received assistance is pre-
sented to the demandant. This information will be used to qualify the assistance, and
may indicate question-answers that can be incorporated into a FAQ database, or even
into the help system of the collaborative learning environment.

User Study. The analysis of the use of the prototype was done with intended users of
this kind of systems (professors and students) aiming to identify new system features
and analyze the use of communicability expressions to support peer help assistance.

The studies had the participation of three university professors and 25 students.
The studies were conducted at different times: one with the professors and another
with the students. Considering that users would be more concerned with the handling
of tools they are not frequently in contact with, it was opted to use a resource that is
not commonly used by these users (the collaborative text).

By accessing the collaborative learning environment to view the activities to be
carried out, the users could propose to be assistants themselves. Thus, the system
identified those who could provide assistance to other users. During the professors’
experiment, there were two assistants who provided four assistances; and, during the
students’ experiment, 10 assistants provided 12 assistances.

The user study allowed the identification of the most used expressions to start an
assistance service. They were as follows: ‘““How do I do this?’’, ‘“Where is it?”’,
““What is this?”’, and ‘“What do I type here?’’. And during the chat interactions, the
most used expressions were ‘“What now?’’ and ‘“How do I do this?’’. The use of such
expressions identified users’ focus on accomplishing the task and, in most cases, ask-
ing for step-by-step instructions for performing a task.

We observed that the use of peer help was fairly simple; there were no questions
about its operation. The choice of a tool that users are familiar with (chat) contributed
to interactions in an organized and dynamic way. Nonetheless, the possibility of eva-
luating assistance was a motivating factor for high quality assistance (the assistances
were only closed when the user’s question was clear).

3.2 Case Study 2: Helping Focusing on the Pair Formation

When we talk about contextualized questions, a kind of question where users ask for
help from another person, the research paradigm is different from the traditional one
(that uses keywords in order to retrieve information). This paradigm is named a village
paradigm [5]. This name is inspired by the way that information is widespread in a vil-
lage. In the village context, the information is socially disseminated (person to person)
and the main way to find an answer is looking for the right/best person to answer.
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This paradigm is characterized by the use of natural language to ask questions and
by the real time generated answers. Considering these principles, peer help systems
aid users’ interactions by helping them find other users to help.

The peer help system selects and suggests a person that can help a particular user,
creating a pair of users that will interact supported by the system. The second case
study proposes the integration of recommendation techniques and peer help systems
in order to improve the process of pair combination. This proposal intends to promote
a better user experience with help systems and the environment.

This study intended to identify the criteria used by users to choose someone to help
them in their questions and use these criteria to generate a recommendation of a user
to answer the question through a peer help system.

To understand users’ preferred criteria to choose a person to ask for help and then
identify which of these criteria could be used in the proposed recommendation
process, it was applied an online questionnaire with potential users of collaborative
learning environment.

Pair Formation Process. Based on the online questionnaire results [13] it was de-
fined which and how users’ criteria should be used in the process.

Through our online survey, from the users who reported that they frequently had
questions related to the use of the environment, 67% of them were users with a pro-
fessor profile. Thus, we decided to focus our process on professors because they are
the responsible for configuring the environment and its subjects, adding and setting
resources and tools that will be used by their students. The results of the experiments
made with PHAVEA architecture show that users with a professor profile had more
questions related to how to use the environment [11].

The following items represent the users’ criteria and their application:

1. Configured tools: focusing on the professor’s profile and based on the fact that
they are responsible for configuring the environment, the items selected to find si-
milarity indices between users and make the recommendation were configured re-
sources and activities. The similarity will be measured through Pearson’s correla-
tion coefficient [8].

2. Technical knowledge and receptivity: these criteria can be defined by the answers
given by the users. PHAVEA architecture suggests classifying users in levels using
an equation that considers the users’ knowledge and receptivity to increase these
levels. Based on this, we decided to use PHAVEA’s equation in order to define
users’ levels.

In this case study it was defined that the user will be classified as a beginner
when the result is less than or equal to three; intermediate when the equation's re-
sult is greater than three and less than or equal to six, and advanced when the equa-
tion’s result is greater than six.

3. Time of use: it can be measured based on the amount of time each user has been
using the environment. Consequently, the question will be received by the user that
is using the environment for the longest time.
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The pair formation process will execute up to three steps:
First: the algorithm will search for similar users (users with similar configured
tools) in the user group. This user group will consist of:

— All users - if the user that registered the question did not specify the re-
source/activity that the question is related to.

— All users that state that they have the ability to use the resource/activity asked
about in the question - if the user that registered the question specified the re-
source/activity the question is related to.

Second: if the first step found more than one user, the algorithm will search inside
the pool of similar users for someone at the same level as the user that submitted the
question.

Third: if the second step found more than one user, the algorithm will search for
the user that has used the environment for the longest amount of time (this time is
given by the user when she/he registers in the system).

If more than one user is still found, the algorithm will choose one randomly. If
there were no users found in one of the steps, the algorithm goes on to the next one. If
only one user was found in one of the steps, regardless of which step, this user will
receive the question and the rest of the search process will be ignored.

Help Request and Assistance Process. The Help Request process starts with the user
registering in the system, when he/she informs his/her user’s profile. During this
phase the user needs to classify the resources and activities that he/she used to confi-
gure on Moodle environment, and he/she also needs to inform his/her knowledge
level on the use of each one. The knowledge level goes from zero (the user does not
know how to configure the resource/activity) to four (the user knows how to confi-
gure the resource/activity and use it frequently).

After that, the user is able to register new questions in the system. During the regis-
ter of his/her question, he/she can inform the related resource and activity. According
to this information and the information about his/her profile and the profile of the
other registered users, the pair selection process is executed, searching for the best
user to answer that question.

After setting the user who will answer the question, the assistance process begins.
The chosen user receives the question, and it remains available to him/her in the sys-
tem to be answered at any moment.

After checking the question that needs to be answered, the user can answer it or in-
form that he/she does not know how to answer it. In the second case, the question will
return to the system that will check for a new user to answer it, executing the selection
process again.

In case he/she decides to answer the question, the question and the answer will re-
turn to the user who asked and he/she will be able to classify the answer as positive or
negative. In case of a positive evaluation, the question is finished and the system will
make it available in the system FAQ, where the question will be available to future
research. In case of a negative evaluation, the question is send to a new user to try a
new answer. This new user will be also selected according to the process previously
described.
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Prototype. Although the concept of peer help systems being usually a synchronous
system with questions and answers in real time, in this study an asynchronous sys-
tem was developed to allow more access flexibility to the users. The prototype was
developed using Java and MySql database.

User Study. The sample (selected by convenience) of users who used the prototype
was composed of 33 professors that used to use Moodle in their academic activities.
From these 33 registered users, 25 inserted questions in the prototype and 22 received
questions.

The average of Moodle’ resources and activities used by these users were 11.

During the period of two weeks, 72 questions were registered, being 16 of these
not answered. Out of the 56 remaining questions, 42 were answered and positively
qualified, 13 were answered and negatively qualified, and one was answered but not
qualified by the user who asked it before the end of the study period.

As mentioned before, when the question is negatively qualified the algorithm finds
another user to try a new answer. In the second search for an answer, five out of these
13 questions were not answered, six were answered and positively qualified, one was
answered and negatively qualified, and one was answered and not qualified. The
question that was negatively qualified was submitted to a third trial. However, it was
not answered.

The study verified that during those two weeks the algorithm of pair selection was
executed 115 times and in only 12 cases the algorithm did not find similar users. In
these cases, the system used the second and third steps to find the pair.

4 Discussion

The idea of “users helping users” to understand a system (or its interface) is the es-
sence of peer help systems. They aim to support the process of seeking help not only
through traditional help content, but also mainly through the interaction between users
[14]. Horowitz and Kamvar [5] stated that the use of communication tools that pro-
mote one-on-one communication can create an intimacy that encourages collabora-
tion. These characteristics enable and encourage the exchange of messages between
the users involved in the interactive discourse, thus facilitating clarification of ques-
tions. According to Borges and Baranauskas [2], the learner’s progress occurs during
the interactive cycle of exchanging information.

However, only the interaction between users does not guarantee effective clarifica-
tion of questions, since the exchange of messages between them in order to resolve a
question could suffer from noise and could not be fully understood by those involved.
We argue that (1) users need help to better specify their questions in order to establish
a more effective communication, and also (2) to find the best answers it is necessary
to find the best user possible to answer them [5].

Trying to help users in their search for help, the first case study presented a set of
expressions to specify the users’ questions. In spite of the users’ agreement with the
benefits of using the expressions (“certainly the use of keywords helps the identifica-
tion of the question” and “questions from the beginning of the system helped me to
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understand my classmate’s questions. After this I only talked to him to show him step
by step”, for instance), some expressions were confusing and needed to be reviewed
(“the term ‘this’ present in some expressions is a problem, because it gives an indica-
tion of something that was seen on the screen” and “the question marks in the expres-
sions confuse the inclusion of the question complement because they give the idea of
a completed sentence”, for instance).

The second study intended to find the best assistant, but even when found, some-
times the assistant simply did not answer the questions. This is a fundamental point,
cited in both studies: the success of both approaches (and of the peer help approach in
general) depends on the commitment of the users that will answer the questions. The
second study brought information that allowed us to analyze specific kinds of ques-
tions, hardly found in help systems: the strategic ones.

In a deep analysis of help requests in the second study, we found that out of the 72
questions asked, 16 were classified as operational, 30 tactical, 24 strategic and two
tactical-strategic (we use the classification provided by [17][18]). The strategic ques-
tions are related to information “beyond” the interaction, such as possibilities of use
of the distinct resources available in learning situations and their impact in all the
teaching and learning processes.

This analysis reinforces the importance of help systems and that their content
presents more than operational and tactical information. Furthermore, the availability
of communication channels to the users is also important: designers cannot possibly
think of all possible uses of specific resources, since these questions arise through the
day-to-day use of these environments.

Distinct types of assistance could be available in the environments. In addition to
the designer's vision of the possibilities and impacts of the system’s use in the particu-
lar field to which it is addressed, peer-help allows users to share their own expe-
riences. Moreover, the availability of online forums and communities associated to
the environment may also be important assistance tools.

More importantly, a help system should not be viewed as an alternative to good
(bad) design. We hope the discussion presented here can help designers and users to
understand its importance: the more a user understands a system and its possibilities
of use, the better he/she can use it. The best vehicle to provide this knowledge is the
help system, and, as highlighted here, collaboration through it.

5 Conclusion

The evolution of computing has promoted changes in people’s behavior, work and
habits. Currently, it is integrated into our everyday lives and, therefore, making use of
technology has become a necessity for almost everyone. However, despite the wide-
spread use of computer resources, many users still encounter difficulties.

The search for a solution to an interaction problem or difficulty is still done, in
most cases, through search engines, by questioning other users or through trial and
error. Help systems are one of the last options used in these situations [13]. One of the
major reasons for the low use of help systems in general is the lack of diversified
possibilities to access their content and people’s frustrations when using them
previously.
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Alternative ways to access help can attract new users and restore the confidence of
those who felt frustrated by previous experiences. Similarly, the developers of colla-
borative learning environments (and collaborative systems in general) should be en-
couraged to use cutting-edge research products and propose innovative strategies, not
only to meet users’ needs, but also to satisfy them and encourage them to use these
systems.

It is necessary to apply the perspectives proposed by Kammersgaard [9] to colla-
borative systems and online help systems in order to improve their development, in-
stigate their action and increase their use:

o Dialogue-partner: which suggests that the system should be intelligent to interact
with the user;

e Tool: which defines the system as a tool that allows users to work better, increas-
ing their cognitive ability;

e Media: which proposes that the system acts as a communication tool between
people.

Focusing on the collaborative learning environments, the two case studies pre-
sented try to help users to solve their questions about these environments through peer
help systems. These environments are considered by both cases to be propitious to the
users’ questions because of the number of configurable items they present.

Cesarini et al. [3] reinforces the idea that collaborative learning environment is
propitious to questions, showing a different perspective. According to them, the learn-
ing environments are not adapted to specific needs of the participants and the mate-
rials and activities are the same for all students not considering their differences.

It was possible to observe that the use of peer help systems in these environments
collaborated with users by solving their questions and helping them, and also it was
possible to check through other perspectives the advantages of its use.

In order to achieve their goals, users need first to establish them, according to what
they understand about what it is possible to be done in the system. However, accord-
ing to De Souza [5], the users’ semiosis can be wrong about how to establish their
goals, plans or operations necessary. These different levels of misconception can be
categorized as strategic (establishing the goals), tactical (planning to achieve the
goals) and operational (planning execution). In the case of strategic information, it is
hard to find it inside some applications. This specific failure is not a characteristic of
the analyzed environment (Moodle), but from the habit of not making this kind of
information available.

Based on the presented studies, we believe that it is fundamental to think about
strategic questions, not only making this kind of information available through the
help systems but also offering peer help resources, through which users can interact
with each other, bringing their contributions to the system and its use.

In the future, we intend to investigate the use of gamification in order to promote
users’ collaboration, giving them incentives to help other users using badges, status,
points etc. We also intend to get more data, especially real use data, to study all of the
phenomena related to these interactions and to look for ideas to improve this relation-
ship, the use of the system, and the satisfaction of the user about it.
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Abstract. Change propagation has been identified as major concern
for process collaborations during the last years. Although changes might
become necessary for various reasons, they can often not be kept local,
i.e., at one partner’s side, but must be partly or entirely propagated to
one or several other partners. Due to the autonomy of partners in a col-
laboration, change effects cannot be imposed on the partners, but must
be agreed upon in a consensual way. In our model of this collective deci-
sion process, we assume that each partner that becomes involved in a
negotiation has different alternatives on how a change may be realized,
and evaluates these alternatives according to his or her individual costs
and benefits (utilities). This paper presents models from group decision
making that can be applied for handling change negotiations in pro-
cess collaborations in an efficient and fair way. The theoretical models
are evaluated based on a proof-of-concept prototype that integrates an
existing implementation for change propagation in process collaborations
with change alternatives, utility functions, and group decision models.
Based on simulating a realistic setting, the validity of the approach is
shown. Our prototype supports the selection of change alternatives for
each partner during negotiation that depending on the group decision
model used, provides solutions emphasizing efficiency and/or fairness.

1 Introduction

Collaborative business processes, in which a set of partners collaborate in order
to achieve a common business goal G [2], have become an important way of
coordinating economic activities. For example, in virtual factories different man-
ufacturers collaborate in the production of goods like cars [25]. Technically, this
is realized by a process choreography where the role of each partner is defined
in the form of a public process. The latter describes the way a partner interacts
with the other partners and the required data to be exchanged for the collab-
oration (inputs and outputs) [28]. Each role in the choreography; i.e., public
process, is associated with a public goal G;. In order to fulfill its role reflected
by the public process, a partner develops its business logic based on a so called
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private process that is consistent with the public process. Due to confidentiality
reasons, the details of the private process are hidden from the partners, only the
public process as an abstraction of the private process is visible to the outside.

It should be noted that for fulfilling a role, a partner might develop alterna-
tive consistent private processes [27], each with an associated cost and possibly
different private goal g;'. Indeed, according to a partner business strategy, the
private and public goals can diverge, but they should always align with the
common goal G (of the collaboration). Since the private process represents the
business logic of a given partner, it cannot be fully transparent to the other
partners. Consequently, a partner can solely view the public process of the other
partners, which serves as part of the SLA (Service Level Agreement) [17]; i.e. the
contract. The SLA can also include non-functional requirements such as QoS or
costs [17].

It is optimistic to say that once the collaboration is set, the business processes
will not change. In fact, due to many factors; e.g., optimization, evolving business
needs, changing laws (compliance), a process is often subject to change [6,9].
Different alternatives of change formulations (process changes) can correspond
to the same business change. For example, due to a change of the marketing
strategy, different approaches can be adopted, and consequently different process
configurations.

In a collaboration, a change rarely confines itself to a single partner, but might
lead to knock-on effects on the associated partners; i.e., change propagation. As
set out in [7], change propagation is realized by following these three steps:

— Private-to-public propagation (Pr2Pu): Changes are propagated from the
private process to the corresponding public process of the same partner.
This has consequences on the public goal of the partner G;.

— Public-to-public propagation (Pu2Pu): Changes are propagated to the
affected partners; i.e. the effects on their public processes. This has con-
sequences on the common business goal G and the public goals G; of the
affected partners.

— Public-to-private propagation (Pu2Pr): Changes are propagated to the cor-
responding private processes of the affected partners. This has consequences
on the goals g;

Due to the autonomy and independence of partners in a collaboration, change
effects cannot be imposed on the partners, but must be agreed upon in a consen-
sual way. Hence, a propagation to a partner might result in a potentially costly
and time-consuming negotiation process.

In a collaboration, two constellations are possible: (i) all partners know each
other (which entails a negotiation that involves all partners) (ii) some partners
are only visible to a subset of partners, for example, in supply chains. Specifically,
constellation (iii) entails P2P negotiations that involve only a subset of partner,
or transitive negotiations. Consequently, with respect to the constellation, a full
or P2P negotiation can be envisaged.

! Compare to different goals for process variants as described in, e.g., [21].
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The arising research question is: How to find a collective decision on the
concrete realization of a change propagation among the affected partners in a
process collaboration in a fair and efficient way? A solution should specifically
support the affected partners to choose from their set of possible change alter-
natives associated with respective goals g; the best one for them given a fair and
efficient solution for the entire choreography and its associated common goal G.
Addressing this research question requires a synthesis of research from the field
of group decisions and negotiations on the one hand, and process change on the
other hand, which poses new challenges for both fields. The present paper aims
at this synthesis. Although the paper thus integrates known results from both
fields (in particular, well known concepts in the area of group decisions), this
synthesis is still important. Firstly, the concepts presented here were, to the best
of our knowledge, previously not considered in the area of process management.
Furthermore, concepts from group decisions usually deal with abstract decision
alternatives. In the present paper, we show how models of cooperative processes,
and changes made both to public and private processes, can be mapped to the
level of abstraction required by group decision models.

This paper presents models from group decision making that can be applied
for handling change negotiations in process choreographies in an efficient and fair
way. The theoretical models are evaluated based on a proof-of-concept prototype
that integrates existing implementation for change propagation in process chore-
ographies with change alternatives, utility functions, and group decision models.
Based on simulating a realistic setting, the validity of the approach is shown. Our
prototype supports the selection of change alternatives for each partner during
negotiation that depending on the group decision model used, provide solutions
emphasizing efficiency and/or fairness.

The remainder of the paper is structured as follows: Section 2 introduces
change negotiation scenarios and describes a motivating example. Section 3 for-
malizes the problem of change negotiations in process choreographies and Section
4 introduces three evaluation approaches of change alternatives. Section 5 evalu-
ates and analyzes the approaches through a prototype proof of concept. Finally,
Section 6 describes the related work and Section 7 concludes the paper.

2 Change Negotiation Scenarios and Motivating Example

This section explains different negotiation scenarios and introduces a motivating
example to illustrate the change negotiation problem.

2.1 Change Negotiation Scenarios

As aforementioned, change alternatives are derived from a set of possible process
changes across partners, which could result from different scenarios. In particu-
lar, we can distinguish three different scenarios:

1. One partner (say partner A) has to make a mandatory change to its (pri-
vate) processes, for example because of a change in legal requirements, which
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renders the existing process impossible (e.g., because it now violates some
new legal requirements). For this scenario, we assume that there is only one
possible change to A’s private process.

2. One partner initiates a change, either because of a change in the environ-
ment, or because the partners wants to change the process to improve it
or to exploit a new business opportunity. In contrast to scenario 1 above,
we assume for this scenario that there are several possible private changes
of A, which are then propagated through the network. All possible change
alternatives considered result from this propagation.

3. In addition to scenario 2, we now also assume that the other partner B
responds to the propagated change proposals of A by proposing alternative
changes to the public processes (which result from a propagation of changes
to the private processes of B, that B develops in response to the changes
proposed by A).

If each change in the private process of one partner results in exactly one possible
change of the public process of that parter, and each change in the public process
of one partner requires exactly one change in the public process of the other
partner, then scenario 1 leads to a unique outcome at the group level and does
not require any further negotiation between partners. The change in partner B’s
public process could still be implemented via several different changes in partner
B’s private processes. However, since these changes do not affect partner A, they
do not need to be decided at the group level. As explained above, partner B can
select the change to its private processes that on the one hand implements the
required change to partner B’s public processes, and on the other hand optimizes
partner B’s private goal.

In contrast, scenario 2 provides an opportunity for a real group decision.
The different changes proposed by partner A will most likely not be exactly
equivalent even to that partner. Although it is unlikely that one partner will
propose a change which is extremely bad from that partner’s perspective, one
can expect partners to include change alternatives which are slightly worse to
them than other proposals, in order to broaden the set of alternatives. Since the
situation is not a zero sum game, it is possible to have some alternatives, which
are better for all partners, and thus to have efficient alternatives and actually
create value for both partners. However, since it can be difficult for one partner
to estimate the full consequences of proposed changes for the other partner, it is
quite likely that the range of outcomes present in the set of alternatives under
discussion will be different for partners. Alternatives will likely be quite similar
from the perspective of partner A initially triggering the change, but could vary
considerably from the perspective of partner B (if some of these alternatives have
very negative effects on partner B, of which partner A is initially not aware).

In particular in such a setting, the third scenario will likely take place, and
partner B will also make some counter-proposals for changes to the public pro-
cesses. These changes must then be propagated from B’s public processes to A’s
public processes, and A must find changes in its private processes to implement
them. Since B might also be unaware of the difficulties some of these changes
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will cause for A, it is to be expected that this set of alternatives will span a
wider range of outcomes also for A compared to scenario 2 above.

If such counter-proposals are made, the entire set of process changes consid-
ered is the union of the set of changes proposed by A and those proposed by B.
One can also imagine a situation in which the intersection of the proposals of
both parties is considered. However, since this is a dynamic process, that would
in fact mean that B is granted a veto on proposals made by A, he can eliminate
them by not nominating them himself. In such a setting, it would not make
sense for B to propose any change that has not already been proposed by A,
since it would also not be contained in the intersection. Thus, using the inter-
section would lead to a quite narrow set of alternatives, which are very similar
both from A’s and from B’s perspective. We thus consider an approach using
the union of both sets of proposals to be more suitable to find creative solutions.

2.2 Motivating Example

Consider the collaboration scenario between a bank and an insurance company
as shown in Fig. 1 to provide new services; e.g., retirement funds and financial
consultancy. The collaboration combines expertise and customer base of both
partners in order to increase the benefits in terms of reputation and marketshare;
i.e., the global goal of the collaboration.

Insurance Company

Public Goal

-Increase customer
Increase customer |base by 3% p.a.
base by 10% p.a. |-Increase product Increase

value by 4% p.a. reputation and
-Increase customer |market share
[LEVIEIEY Increase product | base by 7% p.a.
[oe]a[s=1IVA value by 9% p.a. |-Decrease financial
costs by 5% p.a.

Business Goals Table

Private Goal Common Goal

Private
Process

Public Process

[ D SN JCN

/
N

Common Business Goal: G

Fig. 1. Process Collaboration: Example from Financial Domain

Each partner contributes to this global goal in a different way (through its
public process), and aligns with a public goal. For example, the bank contributes
through its financial expertise with the public goal of increasing its customer
base by 3% p.a. and its product value by providing additional insurance offers.
Similarly, the insurance company aims at increasing its customer base by 7% p.a.
and reducing its financial costs through its partnership with the bank. Addition-
ally, each of both partners holds a private goal, which is aligned with its private
business process. For instance, one of the private goals for the bank constitutes
an increase of the total customer base by 10% p.a., of which 3% is covered by
this collaboration.

Now, we assume that the bank wants to apply a new marketing strategy
through a categorization of its customers. This leads to a major change in the
private process of the bank, by for example, creating a different procedure for
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each customer category; e.g., gold category customers receive additional insur-
ance coverage and high saving interest rates. It should be noted that the imple-
mentation of this marketing strategy can be achieved in many ways (i.e., different
alternatives). Each of these alternatives can directly affect the public model and
consequently the collaboration with the insurance company. Similarly, each of
them corresponds to a change alternative for the insurance company’s public
process with a different impact on its public and private goals.

With respect to the multitude of choices; i.e., change alternatives, a nego-
tiation process is required to decide on the changes to be implemented. The
negotiation involves the bank and the insurance, which collectively try to find
an alternative that is aligned with the common goal and the respective private
and public goals. An evaluation of the alternative costs helps selecting a fair and
efficient solution.

3 Problem Formulation

This section formalizes the problem of change negotiations in process choreogra-
phies.

3.1 Process Changes

We model possible process changes as discrete alternatives. Each such alternative
represents a coherent change made to a public or private process model, and
alternatives are exclusive in the sense that exactly one of the alternatives can be
implemented. This implies that different variants of changing the process (even
if they are different only on a small part of the total change) are considered as
two different alternatives, and that maintaining the current process is also one
of the alternatives (although it might have rather negative consequences, e.g.,
if due to a change in regulations the current process is no longer allowed and
would lead to high fines).

~ We denote the j-th alternative for a change in partner i’ private process by
7 and the j-th alternative for a change in that partner’s public process by o7.
In the present paper, we only consider two actors i € {A, B}.

Bank G Insurance Company
. S LEGEND
Business Change L -
Private Public Public Private A\j Set of Private change alternatives of partner i
Process Process Process Process
New Marketing Strategy Zi Set of Public change alternatives of partner i
& jth alternative for a change on the private process of partner i
An A P Ag ) g private p p
pati Pu2p oy jth alternative for a change on the public process of partner i
C?tcegorlzanon —»5;\1@»0,‘1 L uehn > o5t %581 ol 9 P P P
of Customers Pr2Pu Private-to-public change propagation
8,° B Op2 e > og? > 852 Pu2PuPublic-to-public change propagation

Change Alternatives 5.3 Pu2Pr Public-to-private change propagation
B

Fig. 2. Example from Financial Domain: Propagation and Negotiation Scenario
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As described in the example from financial domain (cf. Figure 2), changes in
the public and private processes of the same partner are not independent of each
other. A change to the public process can possibly be implemented by different
changes to the private process. We denote the set of possible changes to the
private process, which can be used to implement change o7 to the public process

by Aj(a?).

3.2 Goals and Preferences
We distinguish three levels of goals in the model:

1. Common goals G refer to the goals of the collaboration. They depend only
on the public process, and are shared by all partners.

2. Public goals G; of partner i are goals which are relevant only to partner i,
but of which all partners are aware, and which are also influenced only by
the public processes.

3. Private goals g; of partner i are also only relevant to partner i, and further-
more they are only known to that partner. Their fulfillment depends on the
private and public processes of partner ¢, and could also be influenced by
the public processes of the other partners.

For simplicity, we consider only one common goal, and one public and pri-
vate goal per partner in this paper. Extension to multiple goals at each level
is straightforward, but would increase the complexity of notation without pro-
viding much additional insight for the purpose of the present paper.

The dependence of these goals on changes to the public and private processes
can thus be expressed as

G=G(d),0},...,0%) (1)
Gi=Gi(ol,0),) (2)
gi = g:(6],07,07) (3)

where —i refers to all partners except partner i.

Only the private goal of a partner is influenced by changes to the private
process of that partner. Thus we can always assume that a partner selects the
change to its own private process, that best fulfills the private goal of the same
partner. , S
o] = arg H:;.LX 9i(07,07,0%;)

—i
s.t. ’l (4)

5; € 4j(a7)
Although this implies a sequence between changes to the public and the private
processes in which the public process is changed first, this does not imply that the
entire change process cannot be triggered by a change to the private process of one

partner, only that final adjustments are to be made to the private process after
fixing the public processes (cf. Section 2.1 above for details).
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Consequently, the impact of changes on all goals (common goal, public and
private goals of each partner) can be seen as being dependent on the changes
to the public processes of all partners. The common decision problem of the
partners thus consists in agreeing on a new set of public process models. Each
design alternative, which can be considered by the partners, therefore consists
of a vector of changes to each of the partner’s public process model, which can
be written as (07,02,...,0% ), or more specifically in the case of two partners
considered here as (O'i‘, 0%). For simplicity, we write this entire vector of changes
as o = (Ug,ag,...,a}'v)

When evaluating possible process changes, each partner takes into account
the common goal as well as its public and private goals. We represent this simul-
taneous overall evaluation of all goals via a multi-attribute utility function [14]

ui = wi v (G) + wvf (Gi) + wiv} (:) (5)
where w, w?, and w! refer to the weights which partner i assigns to the common
goal, its own public goal and its own private goal, respectively, and w¢ + w! +

w! = 1. The functions v{, v? and v are the partial utility functions of that

7

partner which transform these goals onto a common utility scale. For simplicity,
we assume that these functions are linear and are scaled so that the worst possible
outcome in each goal is assigned a partial utility value of zero and the best
outcome in each goal is assigned a partial utility value of one. Thus, for the
common goal, the partial utility function (which in that case is identical for all

partners) is
G-G
'UG = = (6)
G-G
where G and G are the best and worst possible values of the common goal,
respectively. Partial value functions for the other goals can be defined analo-
gously.
Since outcomes in all goals depend on changes to the public process models,
the total utility for each partner will also depend on these changes:

ui(o) = wivy (G(e)) + wivf (Gi(o)) + wivi (g:(7)) (7)

Note that in (7), the first two terms refer to goals which are known to all
partners, while the third term refers to partner i’s private goal, which is not
known to the other partner. Information provided by one partner about the util-
ity it will achieve when a certain change to the public processes is implemented
therefore is based on some information which the other partner cannot verify.
This could create incentives to misrepresent the effect of changes on one’s pri-
vate goals (for example, to avoid a certain change, one could indicate that this
change would be even more damaging to one’s private goals than it really is). In
this paper, we do not take into account this form of strategic behavior by the
partners and assume that for the sake of maintaining a long term partnership,
partners will refrain from such behavior.
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Fig. 3. Public and Private Process Changes and Utilities

Figure 3 illustrates the relationship between changes to private processes,
changes to public processes, and utilities. The axes represent utilities of both
partners. Consider the change to public processes indicated by (o}, 0L). For
this change in public processes, there are three possibilities to implement it in
the private processes of A indicated as §'y, §% and 6% . Since changes in A’s private
process only affect the utility of partner A, consequences of these changes are
all located on a horizontal line. Similarly, we assume that there are also three
possible changes to the private processes of B labeled 6%, 6%, and 6%. In utility
space, the consequences of these changes are located on a vertical line, so all
possible combinations of changes to private processes are located in the grid
shown in the lower left part of Figure 3. Assuming that each partner implements
the change to its private processes which optimizes its own utility, the change
to public processes indicated by (o,c}) will lead to the upper right corner
point of that grid, where the changes §% and 0% are implemented. Similarly,
another change to public processes (0%,0%) leads to another grid. Obviously,
the number of changes to private processes of the partners which can implement
a given change in public processes does not have to be the same neither across
partners, nor across different changes to the public processes, so we show here
only two private changes for partner A, but four for B. Still, assuming optimizing
behavior of all partners, this set of changes to the public processes will lead to
an evaluation corresponding the the upper right corner of the respective grid.

With respect to the example introduced in Section 2, Figure 4 summarizes
the different change dependency graphs; i.e., propagation alternatives, as well
as the corresponding cost graphs. A cost graph, uses the cost functions defined
previously and a change propagation alternative in order to generate a cost alter-
native. The evaluation of an alternative cost depends on the adopted negotiation
method; e.g., additive, Nash-bargaining, as will be defined in the next section.
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Fig. 4. Example from Financial Domain: Change Alternatives Table

4 Collective Decision

The partners have to jointly agree on a change o = (04,0p5) to the public
processes. This is a decision situation in which the decision of each partner
(the public process change of each partner) affects the outcome for all partners.
Furthermore, these decisions are not independent of each other, since changes
to the public processes of all partners must be compatible with each other. For
example, if partner A changes its public process so that it no longer generates an
output which is required from the entire process, then partner B must change
its process so that it now provides that output. Such decision problems are
often referred to as group decision problems, and are also studied in the field
of cooperative game theory. In the following paragraphs, we will present several
solution concepts from these fields for this type of problems.

In general, solutions to collective decision problems can be evaluated using
the criteria of efficiency and fairness [29]. The approaches we survey below are
based on systems of axioms, that describe the precise criteria of fairness and
efficiency used, as well as the necessary trade-off between the two concepts.

Efficiency in the most general sense can be defined via the concept of Pareto-
optimality. A solution is Pareto-optimal if no other solution exists, which would
make at least one partner better off, and no partner worse off, than the solution
under consideration [1]. Pareto-optimality can thus be defined if individual pref-
erences are represented by rankings of alternatives. However, if preferences are
only specified as rankings, Arrow’s well known impossibility theorem [1] holds.
This theorem indicates that no mapping from individual rankings to a group rank-
ing exists, that in addition to Pareto optimality fulfills the conditions of universal
domain (i.e., a group ranking is obtained for any profile of individual rankings),
independence of irrelevant alternatives (i.e., the ranking of two alternatives in the
group ranking does not depend on the availability of some other alternative), com-
pleteness and transitivity of the group ranking as well as the non-dictatorship con-
dition (no group member uniquely determines the group’s ranking).

In the preceding section, we have defined the evaluation of the partners
for each possible package of changes to the public processes in terms of car-
dinal utilities to avoid this problem. In this setting, efficiency can be defined as
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maximizing the total output to the group, i,e. the sum of utilities. If, as defined
above, utilities are all scaled between zero and one, then

1 N
Eff:NZui(a) (8)

is an indicator of efficiency, which is scaled so that one indicates perfect efficiency.

Fairness refers to the balance of payoffs between the partners. In the case
of two partners, fairness can be measured by contract imbalance, which is the
difference in utilities between the partners:

F=1—lua(o) —up(o)| (9)

It can be shown that cardinal utilities can be aggregated in a way that is
compatible with very similar requirements as Arrow’s axioms [5,13]. A group
utility function which fulfills these axioms is the additive function

maxU(o) = Z Wit (075) (10)

where w; is a weight assigned to member i’s preferences in the group. The addi-
tive structure of the group utility function implies that utilities of different mem-
bers are perfectly substitutable. Additive group utilities, which are sometimes
also referred to as utilitarian solutions [15], therefore exclusively focus on effi-
ciency.

In contrast, solution concepts from cooperative game theory also take fairness
into account. The best known solution concept of cooperative game theory is the
Nash bargaining solution [18], which selects the alternative that maximizes

max N (o) = H(uz(a) —d;) (11)
K3
where u; (o) is again the utility which partner ¢ assigns to the proposed set of
process changes, and d; is partner ¢’s utility for the disagreement point, i.e. the
solution that would obtain if the partners did not agree on some alternative. For
the problem at hand, the disagreement point can be interpreted as a situation
in which no change takes place and thus the current processes continue to be
used.
The Nash bargaining solution is based on the following set of axioms [18]:

1. Independence of linear transformation of utilities:
The solution remains the same, when any individual utility function is
changed by a linear transformation.

2. Pareto condition:
The solution is not dominated by another feasible solution.

3. Symmetry:
If both partners are symmetric (i.e. for each possible alternative, there exists
another alternative in which payoffs to partners are exchanged), they receive
the same payoff in the solution.
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4. Independence of irrelevant alternatives:
If some alternatives other than the solution are eliminated from the set of
alternatives, the solution stays the same.

The axiom of symmetry introduces some notion of fairness to the Nash bar-
gaining solution. Still, it can be shown that among comparable solutions, the
Nash bargaining solution puts a comparatively high weight on efficiency [22].
Another important characteristic of the Nash solution for our problem is inde-
pendence of linear transformation of utilities. Although one might argue that
consequences of process changes for firms can usually be evaluated in terms
of money, even monetary consequences could have a different relevance for the
partners involved. The same absolute amount might be a significantly higher
financial burden for a comparatively small firm than for a large corporation. In
the additive model (10), such differences would have to be taken into account
by assigning different weights w; to partners.

In literature, independence of irrelevant alternatives is often seen as a prob-
lematic axiom [11,16]. One can argue that the bargaining power of a partner
depends on which alternatives are available. Consider a situation in which the
solution gives to each partner a payoff which is approximately in the middle of
the range of possible payoffs for that partner. Then suddenly, all alternatives
which would be better than that solution for one partner become unavailable.
Because of independence of irrelevant alternatives, the Nash bargaining solution
would still give both partners the same payoff as before, which is now the best
outcome for one partner, but only an average outcome for the other one. This
could be considered unfair. Since the axiom does not cover the case that new
alternatives are added, it is even possible to construct examples in which alter-
natives are added which are better for both parties, but one partner receives less
than in the solution of the original problem.

The Raiffa-Kalai-Smorodinski (RKS) solution [11,16] replaces the axiom of
independence of irrelevant alternatives by the axiom of monotonicity. This axion
states that if a problem is extended by alternatives which dominate the solution
of the original problem, then the new solution must also dominate the previous
solution (i.e. no partner must be worse off, and at least one partner must be
strictly better off in the new solution). The RKS solution maximizes the payoff
to the partner whose utility is smallest. It therefore follows the principle of
egalitarism by considering the partner who is worst off [15].

Considering just the minimum of utilities would introduce a dependence on
the scaling of utilities. This problem can easily be avoided by scaling the utilities
of all partners so that for each partner, the best feasible outcome is assigned a
utility of one. The RKS solution can thus be represented as [16]

. u(o)
max K (o) = min ———— (12)
i max u; (o)

A similar transformation can also be applied to the additive model (10). Note,
however, that it leads to a violation of the axiom of independence of irrelevant
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alternatives, since the transformed utilities of each partner now depend on the
availability of the best solution for each partner.
All three solutions can be interpreted as special cases of a general a-fair social

welfare function [4]
11—«

A=Y ui(o) ™ (13)

l1—«

For o = 0, (13) corresponds to (10), for &« — 1, it approaches the Nash bargaining
solution (11) and for a = oo, it corresponds to (12).

5 Implementation and Analysis

This work has been integrated into an existing change propagation framework [6]
that is able to simulate various choreography settings for stress testing change
propagations. This simulation framework served as the basis for ensuring the
correctness of the change propagation algorithms [6], as well as the data source
for devising a change mining algorithm for change prediction [8]. In the context
of this work, we have extended the change propagation framework by designing
and implementing a new package for simulating change negotiation scenarios
using the mathematical models described in the previous section. Concretely, we
have implemented the additive, Nash bargaining and the RKS solutions.

As a sample scenario we have implemented the example shown in figure
1 consisting of the two partners: bank and insurance. Although this example
consists of only two partners, we have kept the implementation as generic as
possible, being able to generate change propagation scenarios consisting of an
unlimited number of partners. The restriction to two partners is kept in this
paper to be able to graphically illustrate the results of the resulting negotiation
outcome.

Using the change propagation framework, several change scenarios have been
generated. The effects of each change on the different partners is calculated
through the same framework. Each change and its effects is considered as an
alternative and is associated with a cost. The basis of choice during the change
negotiation is represented by a single change propagation alternative, as can be
seen in the Change Alternatives Cost Table in Fig. 4. An alternative is defined as
a unique pair of private changes, with their associated public changes. Since goals
and costs, especially private ones, require intimate details of partners during a
negotiation example, we have opted to estimate both private and public costs
in our simulation by randomizing their values in the range [0..1]. Each partner’s
utility is then derived based on these private as well public random costs. As we
want to compare the group ranking functions themselves, even random values
should allow correct rankings, and highlight the most fair and effective change
negotiation alternatives.

The following table 1 illustrates parts of the extracted log file after a com-
plete change negotiation simulation. Each row represents the ranking of a single
alternative, where the alternative is represented by the partner utilities: Bank
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Table 1. Negotiation Log sample

Bank (U) Insurance (U) Scoring Function  Score Value
0.3729 0.4785 Additive 0.4257
0.3729 0.4785 Nash-Bargaining 0.1784
0.3729 0.4785 RKS 0.7793
0.3729 0.3861 Additive 0.3795
0.3729 0.3861 Nash-Bargaining 0.1439
0.3729 0.3861 RKS 0.9658

Utility and Insurance Utility. The associated score value shows the outcome of
applying the respective ranking function. In this particular instance, the highest
score is attained with the alternative where the Bank’s utility is measured at
0.3729 and the associated Insurance’s utility at 0.3861 with the final RK S score
of 0.9658. This alternative is higher ranked compared to the next best alter-
native (with Insurance’s utility at 0.4785) due to the fairness criteria, which
prefers alternatives where both partner utilities do not stray away too far from
each other.

Additive Solution (Score) Nash Bargaining Solution (Score) RKS Solution (Score
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Fig. 5. Decision options for multiple propagation scenario

For evaluating the group ranking functions, we have taken the complete nego-
tiation log as described in table 1 and visualized in Fig. 5. The charts are split
into the three group ranking functions, each highlighting the final ranking score
of all alternatives. A change negotiation scenario is represented as one vertical
line with the corresponding alternatives. The x-axis depicts the Bank’s utility
while the y-axis depicts the Insurance utility values. The final ranking score is
represented in the hue of the color of a unique point representing one alterna-
tive. The darker the color, the better ranked are the alternatives. As can be
seen in the charts, the additive solution seems to prefer efficient solutions, while
disregarding fairness. This can be identified by the grouping of the black points
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Fig. 6. Efficiency vs Fairness

as alternatives on the upper half of the chart for the additive ranking function
chart. This is due to the behaviour of the additive function, which ranks alterna-
tives with increasing partner utilities higher, without considering the difference
between the utilities; i.e., fairness (cf. Equation 10). Similarly, the Nash Bar-
gaining solution also prefers efficient solutions, and disregards those that are
considered unfair. This behavior can be identified by the dark colors grouped in
the upper-right hand corner of the respective chart. This can be explained by the
multiplication of partner utilities (cf. Equation 11). Finally, the RKS solution
seems to prefer more balanced alternatives to the other solutions, as the black
colored points form a diagonal line from the bottom left to the upper-right cor-
ner of the chart. Indeed the RKS function chooses alternatives with less spread
between partner utilities (cf. Equation 12).
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Figure 6 shows the behavior of the best alternatives of each negotiation sce-
nario generated by each negotiation function. In particular, it classifies these
alternatives with respect to their efficiency and fairness (cf. Equations 8, 9).
Both the additive and Nash bargaining functions pick up similar best alterna-
tives per scenario for both efficiency and fairness.

In contrast, the RKS function selects the most fair solutions as best alter-
natives, which are not necessarily efficient. This is shown through the color
difference between the efficiency and the fairness graphs. For example, for
utility_bank = 0.5 and wtility_insurance = 0.5 the fairness in the RKS is supe-
rior to 0.95, while the efficiency is less than 0.5. The same alternative is not
picked up as best solution by both the additive and Nash bargaining functions.

6 Related Work

The research presented in this paper integrates three areas, i.e., process chore-
ographies, change and change propagation, and collective decision making
through negotiations. In each of the areas, a multitude of research questions
and approaches exist. Hence, the following discussion will concentrate on the
interfaces between the areas.

Change propagation in process choreographies has been addressed by differ-
ent approaches as shown in a recent survey [7]. In [6,8], the process of changing
a process choreography is outlined and mentions negotiations as building block
of this process. However, the approaches [6,8] focus on structural correctness of
changes and the prediction of change impacts, but have not addressed the nego-
tiation of changes so far. [9,27] deals with correctness and consistency during
change propagation as well, but does not focus on negotiation aspects.

In the web service area in general, negotiation is part of the service discov-
ery phase [23]. Negotiation has also been identified as part of building process
choreographies, specifically for contracting [20] and the interface design [19,26].
Moreover, negotiation protocols and strategies have been offered in the context
of service level agreements between different partners, e.g., [10].

Although the solution concepts we presented in this paper, and the trade-off
between fairness and efficiency which they represent, are well known concepts in
the areas of collective decision making, the present problem also provides some
innovative aspects for that field. Models of collective decision making usually
assume that group members have a direct evaluation of the alternatives under
discussion, or in some cases describe the underlying preference structure of group
members by referring to risk or to separate attributes of the decision alterna-
tives. e.g.,[12,24]. The situation we are considering here is different because of
the hierarchical relationship between public and private process models. This
hierarchical structure allows partners to adapt their private processes, within
the boundaries of the public process, to optimally fulfill their own private goals.
Although we have shown that the model can ultimately be mapped back to one
in which the collective decision determines the outcome for each partner, this is
still an important extension to standard models of collective decision making.
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In [3], State Charts are proposed to capture different e-negotiation models as
business processes. Moreover, it is described how these models can be mapped
onto BPEL models for web service orchestrations. The difference to the work at
hand is that neither choreographies nor changes have been considered. Moreover,
[3] focuses on e-negotiation protocols such as Dutch auction.

Overall, to the best of our knowledge, an approach that addresses the inter-
faces between all three areas, i.e., process choreographies, change, and negotia-
tion, has not been proposed so far.

7 Conclusion

In a collaborative environment, changes to business processes are not confined to
one partner, but have to be propagated through the processes of several partners.
Since such changes affect the performance of processes of all involved partners,
a collective decision problem arises.

In the present paper, we have raised the question whether models and meth-
ods from various theories of collective decision making can help to find a joint
solution to this problem. The methods we studied in this paper clearly show the
central dilemma of collective decision making, that is to find a balance between
efficiency and fairness. Depending on how this trade-off is resolved, different
solution concepts can be recommended.

One important assumption made in this paper is that all partners provide
correct and truthful information about the possible impact of process changes
on their public goals and utilities. While this assumption seems reasonable in a
cooperative environment characterized by a high level of mutual trust, there is
still the possibility that not all partners behave in that way, and some might at
least slightly distort information in order to reach a solution that better fits with
their own interest. Analyzing the effects of such strategic behavior thus leads to
additional questions, that need to be addressed in future research.

Although the models we have discussed in this paper provide normatively
appealing and axiomatically founded solutions to group decision problems, they
do not describe the actual negotiation process by which such solutions can be
reached. Future research thus needs to address this problem from a more dynamic
perspective and include the actual bargaining process between partners that
might be involved in finding a solution. Addressing these issues could eventually
extend the first steps taken in this paper towards a directly applicable framework
for collectively evaluating and choosing changes to process choreographies in an
efficient and fair way.
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Abstract. Given a news article, how many tweets are relevant to it in
Twitter? Can we continuously collect only such tweets in real-time? In
this paper, we propose a method for matching news articles and tweets
in real-time. By collecting tweets relevant to news articles, we can get
reactions to news articles such as sentiments and opinions from Twitter
users. Our contributions are two-fold: (a) flexibility: our method collects
the appropriate number of tweets for various kinds of news articles, each
of which has the different number of tweets that mention it. (b) efficiency:
our method can reduce the update time of an inverted index which is used
for efficient matching of news articles and tweets. Also, we experimentally
demonstrate the effectiveness of our method on streams of news articles
and tweets from Yahoo!News and Twitter, respectively. We use the area
under the ROC curve (AUC) to compare the accuracy of our method and
that of baselines. The comparison shows that the AUC of our method
is higher than that of the baselines by up to 22.7%. Furthermore, our
method can update its index about 10 times faster compared to the
existing technique.

1 Introduction

Given a news article, how many tweets are relevant to it in Twitter? Can we
continuously collect only such tweets in real-time? In this paper, we propose a
method for real-time matching of news articles and tweets. By collecting tweets
relevant to news articles, we can get reactions to news articles such as sentiments
and opinions from Twitter users. These reactions can be used for various analyses
of the news article (e.g., sentiment analysis and opinion mining [11] [1] [8]).
Therefore, it is important to collect tweets relevant to news articles.

Figure 1 shows the inputs and outputs of our method. The matching problem
is informally stated as follows: given news articles and tweets, find tweets which
are relevant to news articles. Relevant tweets to a news article are defined as
tweets that mention this news article.

© Springer International Publishing Switzerland 2015
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Challenges. There are two challenges, which we tackle in this paper: (a) Dif-
ferent popularity of each news article; in general, each news article has different
popularity depending on the news content. Hence, the number of tweets relevant
to a news article is different for each news article, which requires to collect the
appropriate number of tweets for each news article. (b) Flood of news articles
and tweets; a large amount of news articles and tweets are published in real-
time. Hence, an efficient approach which handles such news articles and tweets
arriving as a flood is needed.

Present Work. In this paper, we propose a method that matches news articles
and tweets, to tackle the aforementioned challenges. Our method continuously
receives streams of news articles and tweets as inputs, and then outputs the
matching results between those news articles and tweets in real-time. The match-
ing of news articles and tweets is based on the similarity between the contents
of news articles and of tweets.

As we mentioned, the number of relevant tweets for each news article is
greatly different. Popular news articles have a large number of relevant tweets,
while unpopular news articles have a small number of relevant tweets. To address
this problem, we predict the potential number of relevant tweets for each news
article by using the tweets that are posted before the publication of news articles.
This flexibility results in a better matching because we get a large number of
relevant tweets for popular news articles while we get a small number of relevant
tweets for unpopular news articles. The existing method [15] that collects top-k
relevant tweets for all news articles does not have this flexibility.

In addition, our method efficiently handles news articles and tweets revising
the existing method [15]. The existing method efficiently matches news articles
and tweets by using an inverted index of news articles with tree structures.
However, updating the index with tree structures are computationally expensive.
To solve this problem, our method efficiently matches news articles and tweets
by using a simple index which does not have an additional structure. Hence, our
method can reduce the update time of the index compared with the existing
method.

Contributions. In summary, our main contributions are as follows:

1. Flexibility: Our method collects the appropriate number of tweets for various
kinds of news articles, each of which has the different number of tweets that
mention it.

2. Efficiency: Our method can reduce the update time of an inverted index
which is used for efficient matching of news articles and tweets.

We experimentally demonstrate the effectiveness of our method on streams of
news articles and tweets from Yahoo!News and Twitter, respectively. We use the
area under the ROC curve (AUC) [5] to compare the accuracy of our method
and that of baselines. The comparison shows that the AUC of our method is
higher than that of the baselines by up to 22.7%. Furthermore, our method can
update its index about 10 times faster compared to the existing technique.
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YAHQO!
3 3 Tweetl
. Tweet2
Tweet5
Tweetd .
Tweet3
Tneerz _——
Tweetl
- d > d Tweets
Matching [:>

Fig.1. Input and output: Streams of news articles and tweets are continuously
received as input and the matching results between those news articles and tweets are
outputted.

2 Related Work

In this section, we briefly review the related work on Twitter.

Analysis of Twitter. Kwak et al. [7] analyzed Twitter from several perspec-
tives and reported that the majority of trending topics shared on Twitter are
headline news articles or persistent news articles. Petrovic et al. [12] showed
Twitter covers the most of the events that are published by newswire providers.
Hu et al. [6] analyzed a news spread on Twitter, and they showed Twitter has
great potential in news reporting. Osborne and Dredze [10] showed that Twitter
is a more preferred medium than Facebook or Google Plus if we want to share
the breaking news.

News and Twitter. Shi et al. [14] connected news articles and Twitter con-
versations by using hashtags. Our method differs from their approach, since our
method takes into account the similarity between the contents of a news article
and a tweet. As the most related study, we would mention Shraer et al. [15].
They proposed a top-k publish-subscribe approach with tweets in real-time.
Their approach maintains the current top-k tweets that have largest similar-
ity for each news article. However, each news article has different popularity
depending on the news content. In our method, in order to collect the appropri-
ate number of tweets for each news article, we determine a different threshold
value of similarity for each news article.

Potential of Twitter. Tweets are often used for various kinds of analyses such
as sentiment analysis and opinion mining [11] [1] [8] [2]. Meanwhile, by using
tweets, the summarization of specific topics has been studied in a number of
works [13] [4] [9] [3]. If we can collect tweets related to a news article, it is possible
that we perform sentiment analysis, opinion mining, and the summarization
about news articles using tweets.



112 S. Onishi et al.

3 Problem Formulation

This section defines some terminologies and formulates the problem of matching
news articles and tweets. Let m be a tweet, s be a news article, and w be a
word. Tweet m and news article s are defined as a set of words. A set of tweets
and a set of news articles are denoted as M and S, respectively. The number
of occurrences of word w in tweet m (news article s) is denoted as n(m,w)
(n(s,w)). These symbols are listed in Table 1.

Table 1. Symbols and Definitions

Symbols[[Definitions

w ‘Word
m Set of words in a tweet
M Set of tweets
n(m,w) |[The number of w in a tweet m
s Set of words in a news article
S Set of news articles
n(s, w) |[|The number of w in a news article s

Using these terminologies, the problem of matching news articles and tweets
is formulated as follows:

Problem. (Matching news articles and tweets)

Given: set of news articles S and set of tweets M,
Find: subset of tweets M’ C M that is relevant to each news article s in S.

Relevant tweets to a news article are defined as the tweets that mention this
news article.

4 Existing Techniques

In this section, we describe a top-k publish-subscribe (Top-k pub-sub) approach for
news articles and tweets. The top-k pub-sub maintains the current top-k tweets
for each news article. Shraer et al. [15] proposed the top-k pub-sub called DAAT
for pub-sub (DAAT) and DAAT for pub-sub with skipping (DAAT-skip). DAAT
is a basic approach for the top-k pub-sub, and DAAT-skip is the efficient DAAT
approach. We describe DAAT in Section 4.1 and DAAT-skip in Section 4.2.

4.1 DAAT for Pub-Sub

This section describes DAAT, which is a basic approach of top-k pub-sub. When
a new tweet is published, DAAT decides whether the new tweet is inserted
into the current top-k tweets of each news article. Each news article has the
threshold that is the similarity of the current k-th tweet and the news article. If
the similarity of the new tweet and the news article is larger than the threshold,
the current k-th tweet is removed, and then the new tweet is inserted into the
current top-k.
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Approach. DAAT calculates the similarity of a news article and a tweet by
using an inverted index called a story index. The story index is an inverted
index composed of posting lists L1, Lo, ..., L, where n is the number of indexed
words. Posting list L; for word w consists of pairs of a news article ID and a
partial score. The partial score is the contribution of word w; in a news article to
the similarity. For example, Shrear et al. [15] uses the similarity that is a variant
of cosine similarity as follows:

sim(s,m) = Z n(m,w) - idf*(w) - nis,w) (1)
wesUm |8|
where idf(w) = 1 + log (1+\{seS\|5(|s w)>0}‘) is inverse document frequency of

n(s,w)
Is]

word w in news articles. In this case, partial score ps(s, w) is idf>(w) -

By using the story index, DAAT computes the similarity of a new tweet and
each news article in the ascending order of news article ID.

Algorithm. Algorithm 1 is a pseudo-code of DAAT, excerpted from [15]. When
a new tweet m arrives, it checks the posting lists for words included in m. Current
positions are initialized as the first entry of posting list of word w; (lines 2-3).
Among the current positions, we pick up a news article with the smallest ID (line
5). The similarity is calculated between the news article with the ID and the new
tweet m (line 9), and then the corresponding current positions are advanced to
next entries (line 10). If the similarity is larger than the threshold for the news
article with the ID, the current k-th tweet is removed, and the new tweet is
inserted into the current top-k (lines 11-15).

Algorithm 1. DAAT [15]

Input : Index of S, Tweet m
Input : Rs, Rs,,..., Rs,, — min-heaps of size k for all news articles in S
Output: Updated min-heaps Rs,, Rsy, .-, Rs,,
Let Ly, Luwgs vy Lw, be the posting lists of words in m
for i € [1,2,...,|m|] do
L Reset the current position in L.,; to the first entry

[l VI

4 while not all lists exhausted do

5 § — miny << |m| Luw, -cur

6 stm «— 0

7 for i € [1,2,...,|m]|] do

8 if Ly, .cur =s then

9 sim < sim + n(m, w;) + Ly, .curPs

10 L Advance by 1 the current position in L,
11 fs < min. similarity of a tweet in R, if |Rs| = k, 0 otherwise
12 if ps < sim then

13 if |Rs| = k then

14 | Remove the least similarity tweet from R
15 Add (m, sim) to R,

16 return R, , Rs,,..., Rs,
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Fig.2. Example of DAAT: This is an example that matches a new tweet m con-
taining five words w1, ..., ws and seven news articles si,...,s7 by using DAAT. Each
news article has a threshold that is the similarity of its k-th tweet.

Example. Figure 2 is an example of processing of DAAT. The example

matches seven news articles si,...,s7 and a new tweet m containing five words
wy, ..., ws. BEach news article has a threshold that is the similarity of its k-th
tweet.

Current positions are initialized to the first entries of posting lists (the white
arrows of solid line in Figure 2). Then we pick up a news article for the similarity
computation: The news article IDs at the current positions are s1, so, and s3.
Thus news article s; is selected. By using the partial scores, the similarity can
be computed as 2 + 3 = 5 (for the sake of simplicity, the contribution of tweets
is ignored here). The current positions pointing news article s; are advanced to
the next entries (the white arrows of dotted line in Figure 2). Subsequently, the
similarity is compared to the threshold of the corresponding news article. Since
the similarity (5) is less than the threshold (30), the tweet is not inserted into
the top-k of news article s;. DAAT repeats the above procedure until all news
articles are processed.

4.2 DAAT for Pub-Sub with Skipping

This section describes DA AT-skip, which reduces the number of similarity cal-
culation by using the upper bound of similarity of a news article and a tweet.

Main Idea. The upper bound can be calculated by summing the maximum
contributions of words that appear in both the news article and the tweet. The
maximum contribution of word w; is scored by using the posting list of word w;
as follows:

UB(wZ) = O, ~ Max ps(s,wi) (2)

sELwi

where «,,, is the contribution of word w; in a tweet (e.g., a,, = n(m,w;) in the
case of Equation 1). Thus, the upper bound of similarity between news article s
and tweet m is expressed as follows:

UB(s,m) = Z UB(w;) > sim(s,m)

wi;EsNM
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Hence, we do not require to calculate the similarity between a tweet and news
articles that have thresholds larger than UB(s, m).

Approach. In order to reduce the calculation cost of upper bounds of similarity,
DAAT-skip is processed in the following procedure. First, posting lists are sorted
by news article identifiers at the current positions in ascending order. Then, we
look for news articles meeting the following condition:

Y UB(w) < ps 3)

J<i

where p, is the threshold of news article s in list L;. We select the pivot story that
is the news article with smallest identifier from those news articles, and define
the list that contain pivot story as pivot list. If the news article identifier of the
current position of L1 and the news article identifier of the current position of the
pivot list are same, we calculate similarity of the tweet and the news article and
consider for insertion into the current top-k tweets of the news article. Otherwise,
the current positions of L1, ..., L;_1 are advanced to positions of news articles
whose identifiers are equal or greater than the pivot story identifier.

Shraer et al. [15] maintain a balanced binary tree for each posting list to
efficiently find news articles that meet the aforementioned condition in formula
(3). On the other hand, it may take a long time to update a story index, because
it need to update both the posting list and the balanced binary tree.

5 Proposed Method

In this section, we describe our method that matches news articles and tweets.
Figure 3 shows the overview of our method. When a news article is published,
our method predicts an appropriate threshold of similarity for the news article
by using prior tweets. Prior tweets of a news article are the tweets published
before the publication of the news article. Then, we update the story index by
adding the news article with the threshold. When a tweet is posted, we calculate
the similarity of the tweet and each news article by using a story index. If the
tweet has a similarity greater than the threshold of a news article, the tweet is
decided to be relevant to the news article. In our method, we use a similarity
measure based on Shraer’s similarity [15] (Equation 1):

n(s,w)

sim(s,m) = Z I(m,w) - idf?*(w) - (4)

wesUum |S|

Im,w) = 4 ifwem
T 0, otherwise

where idf (w) is the same as Shraer’s similarity. (we call Equation 4 proposed
similarity). We describe the effectiveness of proposed similarity in Section 6.
The proposed method consists of the following two steps:
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1. Predicting threshold: When a news article is published, our method pre-
dicts an appropriate threshold for the news article by using prior tweets.

2. Matching: When a tweet is posted, our method efficiently matches news
articles and the tweet by using a story index.

Input System Output
H i [ Tweetl | |

Tweet2 | !

Tweet3 | !

Tweetd | |

Tweets | |

Fig. 3. Overview of our method: This figure shows the flow of the process of our
method. Given a news article, our method sets the threshold of similarity for the news
article. Then, we update the story index by adding the news article with the threshold.
Given a tweet, using the story index, news articles having greater similarity are matched
and outputted.

5.1 Predicting Threshold

In this section, we describe the method of predicting a threshold of similarity
for a news article. When a news article is published, our method predicts the
threshold by using prior tweets. The threshold is used to match the news article
and a new tweet: If a similarity of the new tweet and the news article is larger
than the threshold, we maintain the tweet for the news article.

Main Idea. We describe our method by using an example. Figure 4 shows the
distributions of similarity of tweets for a news article in NEWS30 (described in
Section 6). The x-axis shows the publication time of a tweet, when the publi-
cation time of the news article is zero. The y-axis shows the similarity of the
news article and a tweet. A point shows the similarity of each tweet, and red
points show the similarity of relevant tweets in RELEVANT (described in Section
6). Figure 4(a) illustrates the distribution of similarity of prior tweets, and Figure
4(b) depicts that of posterior tweets. Posterior tweets of a news article are the
tweets published after the publication of the news article.

In Figure 4(b), relevant tweets are in the low-density area. On the other
hand, irrelevant tweets are in the high-density area. Therefore, we set a threshold
between the high-density area and the low-density area.

Approach. To calculate the threshold for a news article, we define the density
of similarity y as the average number of tweets having similarity with % range
from y, formally:

dy(y) = |{m € M|y — %) < :Lim(s,m) <(y+ %)}|
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Similarity

% 20

20 24
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Published Time (hour) Published Time (hour)

(a) Prior tweets (b) Posterior tweets

Fig. 4. These are the distributions of similarity of tweets for a news article in NEWS30.
A point shows a similarity of tweet, and red points show a similarity of relevant tweet
in RELEVANT. The x-axis shows the publication time of a tweet, when the publication
time of the news article is zero. The y-axis shows the similarity of the news article
and a tweet. If we can determine the threshold between the high-density area and the
low-density area in prior tweets, we can collect only relevant tweets in posterior tweets.

Algorithm 2. Predicting threshold

Input : News article s, Prior tweets M, p, h, §
Output: 6, — a threshold of news article s
Ms = {m € M|sim(s,m) > 0}
Sort M, in the ascending order of sim(s,m)
$iMmaa < MaXme M, SiM(s, m)
D«—0,y«—0,i+0,j«<0
while y < simq, do
while sim(s,m;) <y + h/2 do
L i— i+ 1
while sim(s,m;) <y — h/2 do
| —=J+1
10 ds(y) — (i —3)/h
11 Add ds(y) to D
12 y—y+2ao

N O s W e

© ®

13 Sort D in the ascending order of y

14 d;"az = MaXo<y<simmaxn db(y)
15 for ds(y) € D do

16 if ds(y) < d**® - p then
17 Os —y

18 return 0

where M is a set of tweets such that sim(s,m) > 0 for news article s, and h is
the similarity range which takes a value greater than 0.

Our method calculates the density values of every y by changing with §
using prior tweets, in order to predict the appropriate threshold. Then, we set
the threshold to the smallest y satisfying the following condition:

ds(y) < dg* -p (5)

where d7'** is the maximum of the density for news article s, and p is controllable
parameter which determines acceptable density and takes a value in the range
[0, 1].
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Algorithm. Algorithm 2 is a pseudo-code of our prediction method. Given news
article s, our method selects tweets such that sim(s, m) > 0 from prior tweets of
s (line 1). Then, we pick up the maximu similarity in M (line 3). Our method
calculates the density of each similarity y at interval of § until the maximum
similarity in M, (lines 5-12). If we find the smallest y which satisfies Condition
5 (line 16), y is returned as the threshold.

Example. Figure 5 shows an example of our prediction method for the same
news article as in Figure 4. Figure 5(a) illustrates the schematic of applying the
prediction method to the example in Figure 4(a). The calculated densities are
shown in Figure 5(b). The x-axis is a similarity, and the y-axis is the density
of the similarity. We find the first density that satisfies Condition 5. Thus, we
determine the threshold as 10.

1 3000
ds(y)
" e 2500 dJax
y_’} """"""""""""""""" ?'."'|}h 2000
z z
3 21500
& d o '
10000 %
1N
max ,
500 d? p
-024 -20 -16 -12 -8 -4 0 O_L_'_'_'_'_'_
Published Time (hour) 1o 20 30 5.4.0 N 50 60 7 80
imilarity
(a) Density Calculation (b) Determination of a threshold

Fig. 5. (a) Density Calculation: Our method calculates the density values of every
y by changing with § using prior tweets, in order to predict the appropriate threshold.
(b) Determination of a threshold: Our mathod sets the threshold to the smallest
y which has the density lower than dJ**® - p

5.2 Matching Method

In this section, we propose DAAT for variant thresholds (DAAT/VAT).
DAAT/VAT can reduce not only the matching cost of news articles and tweets,
but also the update time of a story index.

Main Idea. In order to reduce the number of news articles needed to calculate
similarity, DAAT/VAT uses an upper bound of similarity of a tweet. The upper
bound can be obtained by summing the maximum contributions of words in
the tweet. The maximum contribution of word w; is calculated by using the
posting list of word w; as in Equation 2 in Section 4.2. Thus, the upper bound
of similarity of tweet m is as follows:

UB(m) = Z UB(w;) > max stm(s,m)
wiEM
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Hence, we do not need to calculate similarity between the tweet and news articles
that have a threshold larger than UB(m).

In DAAT/VAT, we sort the entries of each posting list in the ascending order
of their thresholds. DAAT/VAT calculates the similarity of a tweet and each
news article in the ascending order of their thresholds by using a similar way to
DAAT until reaching a news article which has a threshold larger than UB(m).
We can reduce the matching cost of a tweet and news articles, because we do not
require to calculate the similarity of a tweet and all news article. In addition,
we can save the small updating cost of an index, because it is a simple scheme
unlike DAAT-skip which maintains a balanced binary tree for each posting list.

Algorithm. Algorithm 3 is a pseudo-code of DAAT/VAT. We calculate the
upper bound of similarity of a tweet (lines 3—4). We pick up the news article
ID with the smallest threshold in the current positions (line 6). We calculate
the similarity between the new tweet and each news article (lines 9-12), and
then the corresponding current positions are advanced to next entries (line 13).
We compare the similarity and the threshold (lines 14-15), which is determined
by the prediction method in Section 5.1. If all the current positions reach the
news article that has the threshold larger than the upper bound, the algorithm
terminates.

Algorithm 3. DAAT/VAT

Input : tweet m
Input : 0 =[0s,0s,,...,0s,]
Input : Rs,Rsy, -,

Sn

Output: Updated Rs,, RSQ/7 -, R,
1 Let Ly, Lwgs --.s L, be posting list of terms in m
2 UB«— 0
3 fori€[1,2,...,|m|] do
a L UB «— UB + UB(w;)

5 while true do
6 s < the news article ID with the lowest threshold in the current positions
7 if UB < 65 then
8 L return
9 stm «— 0
10 for i € [1,2,...,|m|] do
11 if Ly, .cur=s then
12 stm «— sim + Lwi .curPs
13 L Advance by 1 the current position in L,
14 if sim > 6, then
15 L Add m to R,

Example. We describe the processing of DAAT/VAT by using an example in
Figure 6. The example shows the matching of a new tweet m containing five
words w1, ...,ws and seven news articles si,...,s7. Each news article has a
threshold that is determined by the prediction method in Section 5.1.
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First, we calculate the upper bound of similarity of the tweet (UB(m) = 18).
Then, we calculate similarity between a news article and the tweet in a similar
approach to DAAT. If the similarity of the new tweet is larger than the threshold,
we add the tweet to the results of the news article. DAAT/VAT repeats the
process until it reaches the news articles that have the thresholds larger then
the upper bound of similarity of the tweet. In this example, we do not require
to calculate the similarity with ss5, s3, and s;.

Fig. 6. Example of DAAT/VAT: This is an example that matches a new tweet
m containing five words w1, ..., ws and seven news articles s1,...,s7 by using DAAT
for variant thresholds. Each news article has a threshold that is determined by the
prediction method in Section 5.1.

6 Experimental Evaluation

We performed experimental evaluations to answer the following questions:

— Similarity comparison: Is the proposed similarity measure better than
other possible measures?

— Accuracy: How accurate is our proposed method compared to the baselines?

— Update time: How much time does our proposed method require to update
the story index?

— Matching time: How much time does our proposed method require to
match a newly arrived tweet and news articles?

Condition. We used Intel®Core™i7-2600 CPU @ 3.40GHz and 32GB Mem-
ory.

Datasets. We used news articles and tweets obtained from Yahoo!News and
Twitter. The five datasets are constructed as follows:

— NEWS is a dataset containing 1,037 Japanese news articles published in
2014/6/9.

— NEWS30 is a dataset containing 30 Japanese news articles randomly selected
from NEWS.
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— CORPUS is a dataset containing 32,295 Japanese news articles published from
2014/5/1 to 2014/6/1. This dataset is used for calculating the IDF in the
similarity score.

— TWEET is a dataset containing 2,575,198 Japanese tweets published from
2014/6/8 to 2014/6/11.

— RELEVANT is a dataset containing tweets which are relevant to news articles in
NEWS30. These tweets are decided to be relevant by three human evaluators.
In one-day posterior tweets of each news article, we showed top-1000 tweets
with the highest proposed similarity values in TWEET to the evaluators and
the evaluators classified these tweets into one of the four categories: (1)
relevant, (2) a little relevant, (3) a little irrelevant, and (4) irrelevant. If the
majority of evaluators select (1) or (2), then the corresponding tweets are
decided to be relevant tweets for the news article.

6.1 Similarity Comparison

In this experiment, we compared our proposed similarity measure and the other
similarity measures.

Setup. For each news article in NEWS30, by using similarity measure, we ranked
tweets in TWEET or in RELEVANT that were published within 24h after the news
article was published. We compared four similarity measures: (a) Cosine simi-
larity, (b) Jaccard similarity, (c) Shrear’s similarity (Equation 1), and (d) the
proposed similarity.

To compare the four similarity measures, we employ the Mean Reciprocal
Rank (MRR) which is defined as

1 X1
M = — —_ P =
RR sz,r

i=1

i, ifm; € RELEVANT
0, otherwise

where m; is the ith tweet and N is the number of tweets. The experiment
was performed as follows: (1) We calculated the similarity between news articles
and tweets by using the four similarity measures. (2) We computed MRR, of the
top-100 tweets for each news article. (3) We computed the average MRR, of all
news articles.

We used MeCab ! for morphological analysis. We only used general noun,
proper noun, adjectival noun, and verbal noun when calculating the similarity
scores.

Table 2. Average of MRR

Cosine|Jaccard|Shrear’s| Proposed
0.0221] 0.0289 | 0.0182 | 0.0324

! http://mecab.googlecode.com /svn/trunk /mecab/doc/index.html
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Results and Discussion. Table 2 shows the results. We can see that the
proposed similarity shows the largest MRR value. In Shrear’s similarity, some
tweets that contain a lot of the same words degrade the total MRR value, because
this similarity takes the number of word occurrences into account. Short tweets
tend to have large cosine similarity to news articles that share the same words
with those tweets regardless of its topics, which leads to the low MRR value.
Although Jaccard similarity shows somewhat high MRR value, it does not take
IDF into account, leading to the lower MRR than that of our proposed similarity.
From these results, we adopt the proposed similarity in our method.

6.2 Accuracy

In this experiment, we compared the accuracy of our proposed method and that
of baseline methods.

Setup. We compared three methods as follows:

— Top-k: A method that collects top-k tweets with highest similarity scores for
each news article. This method corresponds to the Top-k pub-sub approach
[15].

— Constant: A method that sets the same threshold ¢ of similarity score to all
news articles. The method collects only tweets that have higher similarity
score than the threshold.

— Proposed: Our proposed method that is explained in Section 5.

The three methods were compared by using news articles in NEWS30 and
tweets in RELEVANT. To evaluate the three methods, we employed the receiver
operating characteristic curve (ROC curve) [5] and the area under the ROC
curve (AUC) [5]. ROC curve is a plot which is used to evaluate the accuracy of
a binary classifier algorithm. The curve represents the true positive rate and the
false positive rate at various threshold settings in the binary classifier algorithm.
AUC is the area under the ROC curve. AUC is used to compare the accuracy
of binary classifier algorithms. AUC takes values in range [0,1]. If an algorithm
performs perfect binary classification, AUC is 1. While another algorithm which
classifies randomly, then AUC is 0.5. In this experiment, we used 12 typical
parameter values in each method to draw ROC curve. In Top-k, parameter k is
25, 50, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000. In Constant, parameter
tis 5, 7.5, 10, 12.5, 15, 20, 25, 30, 35, 40, 45, 50. In Proposed, parameter p is 0,
0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05, 0.1, 0.25, 0.5, 0.75, 1. Our method used
other parameter values as h = 10, § = 0.1, and the one-day prior tweets of the
news articles in TWEET to determine the threshold values. We treated relevant
tweets of each news article to be correct when calculating the ROC curve.

Results and Discussion. Figure 7 shows ROC curve of the compared three
methods. The x-axis indicates false positive rate, and the y-axis indicates true
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Fig. 7. ROC curve: This figure shows ROC curve of Top-k, Baseline, and Proposed
methods. The x-axis indicates false positive rate, and the y-axis indicates true positive
rate. Top-k, Baseline, and Proposed is represented by using line with square, triangle,
and circle, respectively. A dotted line represents ROC curve of random classifiers.
Proposed is always above the other methods, and AUC of Proposed (0.92) is higher
than that of others (0.75, 0.87).

positive rate. Top-k, Constant, and Proposed are represented by using lines with
squares, triangles, and circles, respectively. A dotted line represents ROC curve
of random classifiers.

The ROC curve of Proposed is always above that of other methods. The AUC
of Proposed (0.92) is higher than that of others (0.75, 0.87). This means that
our method collects the appropriate number of tweets compared with other two
methods. Top-k has the lowest AUC, because the number of relevant tweets is
different for each news article. Hence, it is necessary to collect many irrelevant
tweets, in order to collect the most of relevant tweets. Proposed shows high true
positive rate and low false positive rate, because our method can determine
an appropriate threshold for each news article. The reason that the AUC of
Proposed is higher than that of Constant is that an appropriate threshold is
different depending on news articles.

6.3 Update Time

In this experiment, we compared the required time to update the story index of
DAAT/VAT and DAAT-skip [15]. There are two operations in updating when a
new news article arrives: (1) Insertion: a newly arrived news article is inserted
into the story index. (2) Deletion: the oldest news article in the story index is
deleted. We compared these two operations of DAAT/VAT and DAAT-skip.

Setup. DAAT-skip is described in Section 4.2. The original DAAT-skip is
designed for finding the top-k similar tweets for news articles, which means that
our proposed method and DA AT-skip address slightly different problems. Hence,
to make DAAT-skip to be applicable to the problem we address in this paper
(with news updates), we used the same threshold values which are static for
each news article (i.e., do not change over time), leading to running on the same
condition. Our method used p = 0.004, A = 10, and § = 0.1 as the parameters.
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Fig. 8. (a) Insertion time: We compare the insertion time of DAAT /VAT and DAAT-
skip. The x-axis indicates the number of news articles inserted into the story index, and
the y-axis indicates the average insertion time to insert one news article. DAAT/VAT
reduces the insertion time of news article for story index by up to 82.5% compared to
DAAT-skip. (b) Deletion time: We compare the deletion time of DAAT/VAT and
DAAT-skip. The x-axis indicates the number of news articles deleted from the story
index, and the y-axis indicates the average deletion time to delete one news article.
DAAT/VAT reduces the deletion time of news article for story index by up to 89.0%
compared to DAAT-skip.

In this experiment, we used news articles in NEWS and one-hour prior tweets
for each news article in TWEET. To compute the update time, we first insert all
news articles into the story index, and then delete them from the story index.

Results and Discussion. Figure 8(a) shows the results for the insertion time.
The x-axis indicates the number of news articles inserted into the story index,
and the y-axis indicates the average insertion time to insert one news article. It
is shown that DAAT/VAT reduces the insertion time required by DAAT-skip by
up to 82.5%. Also, Figure 8(b) shows the results for the deletion time. The x-axis
indicates the number of news articles deleted from the story index, and the y-
axis indicates the average deletion time to delete one news article. DAAT/VAT
also reduces the deletion time by up to 89.0%.

Why can DAAT/VAT reduce the required time to update (i.e., insertion
and deletion) time? The reason is that DAAT-skip needs to maintain balanced
binary trees for each story index. On the other hand, DAAT /VAT does not need
to construct and maintain that kind of tree structures.

6.4 Matching Time

In this experiment, we evaluated the time of DAAT/VAT required to match the
news articles and tweets.

Setup. We compared matching time required by DAAT/VAT and by DAAT-
skip. For the same reason as in the previous section, we used the threshold values
which are static for each news article. For the parameters of our method, we set
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Fig. 9. Matching time: We compared matching time required by DAAT /VAT and by
DAAT-skip. The x-axis indicates the number of news articles that are already inserted
into the story index prior to the matching. The y-axis indicates the matching time
required to match a newly arrived tweet to one news article. DAAT /VAT reduces the
matching time of a news article and a tweet by up to 33.2% compared to DA AT-skip.

p = 0.004, h = 10, and 6 = 0.1. We used news articles in NEWS and 100,000
posterior tweets in TWEET for each news article. Also, to predict a threshold,
we used one-hour prior tweets in TWEET for each news article. To compute the
matching times, we first insert all the news articles into the story index, and
then we match all the tweets with the inserted news articles.

Results and Discussion. Figure 9 shows the results. The x-axis indicates the
number of news articles that are already inserted into the story index prior to
the matching. The y-axis indicates the matching time required to match a newly
arrived tweet to one news article.

DAAT/VAT reduces the matching time by up to 33.2% compared with
DAAT-skip. DAAT-skip requires more time to match tweets and news articles
than DAAT/VAT, because DAAT-skip needs to traverse the balanced binary
trees to find the news articles to skip the similarity computations. On the other
hand, DAAT/VAT skips the unnecessary computations by simply scanning the
one-dimensional list of thresholds of news articles.

7 Conclusion

In this paper, we have proposed a novel method for the problem of matching
news articles and tweets in the real-time condition where floods of tweets and
news articles arrive. Our main contributions are summarized as follows:

1. Flexibility: Our method collects the appropriate number of tweets for various
kinds of news articles by predicting the threshold of similarity for each news
article (Figure 7).

2. Efficiency: Our method can reduce the update time of a story index which
is used for efficient matching of news articles and tweets, leading to enable
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us to handle a large amount of news articles and tweets (Figures 8(a), 8(b),
and 9).

Also, we experimentally demonstrated the effectiveness of our method on streams
of news articles and tweets from Yahoo!News and Twitter. Concretely, we show
that the area under the ROC curve (AUC) of our method is higher than that
of the baselines by up to 22.7%. It is also shown that our method reduces the
insertion time and deletion time of an inverted index by up to 82.5% and 89.0%
compared to the existing technique, respectively. Furthermore, matching time of
news articles and tweets is also reduced by up to 33.2% compared to the existing
technique.
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Abstract. Companies must cope with high process variability and a
strong demand for process flexibility due to customer expectations, prod-
uct variability, and an abundance of regulations. Accordingly, numerous
business process variants need to be supported depending on a multiplic-
ity of influencing factors, e.g., customer requests, resource availability,
compliance rules, or process data. In particular, even running processes
should be adjustable to respond to contextual changes, new regulations,
or emerging customer requests. This paper introduces the approach of
context-aware process injection. It enables the sophisticated modeling
of a context-aware injection of process fragments into a base process
at design time, as well as the dynamic execution of the specified pro-
cesses at run time. Therefore, the context-aware injection even considers
dynamic wiring of data flow. To demonstrate the feasibility and benefits
of the approach, a case study was conducted based on a proof-of-concept
prototype developed with the help of an existing adaptive process man-
agement technology. Overall, context-aware process injection facilitates
the specification of varying processes and provides high process flexibility
at run time as well.

Keywords: Process injection - Process flexibility - Process variability -
Process adaptation - Data collection processes

1 Introduction

In today’s globalized world, companies face various challenges like increased
customer expectations, complex products and services, demanding regulations
in different countries, or fulfillment of social responsibility. As a result, com-
panies need to cope with high process variability as well as a strong demand
for process flexibility. This means that in many of their business processes the
course of action is influenced by an abundance of process parameters like external
context factors, intermediate results, and process-related events (e.g., successful
termination of process steps). Consequently, ordinary process models comprise
complex decisions allowing for various alternative courses of actions as well as
© Springer International Publishing Switzerland 2015
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interdependencies among these decisions that are hardly comprehensible for pro-
cess modelers. In addition, an automated, controlled and sound adaptation of
(long-running) processes instances is required to address contextual changes, new
regulations, or emerging customer requests at run-time.

The complex development, production, or reporting processes in the auto-
motive and electronics industry may be regarded as valuable examples [8,12,18].
Typically, these processes rely on the companies’ sensitive supply chains. Hence,
business partners and diverse activities have to be incorporated dynamically on
demand. The following application scenario (cf. Fig. 1), we derived in the con-
text of a case study, illustrates the complexity and dynamics of such processes.

Application Scenario: Data Collection Processes

Due to regulations, an automotive manufacturer needs to provide sustain-
ability information. In particular, sustainability indicators relating to its
production are requested: one indicator deals with the REACH® compliance
of the entire company, another one addresses the greenhouse gas emissions
during the production of a certain product. To gather the data, process Data
Collection 1 is deployed to request a REACH compliance statement from
a supplier. Additionally, two other suppliers must be contacted to report
the greenhouse gas emissions (process Data Collection 2). While both data
collection processes have activities in common, many activities are specif-
ically selected for each process. A request regarding REACH compliance,
e.g., implies a legally binding statement and, thus, a designated represen-
tative must sign the data. However, if the CEO was not available, activity
Sign Data can be delayed or skipped.

* Regulation (EC) No 1907/2006: Registration, Evaluation, Authorisation and
Restriction of Chemicals

N Process Data Select Contact Dispatch Data Collect Data Approve Data
I Sign Data Assess Data
_/ Request Person Request Manually Request

Process: Data Collection 1
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Fig. 1. Application Scenario with two Data Collection Processes

To systematically support long-running and varying processes that require
(data-driven) run-time flexibility, we introduce the approach of contezt-aware
process injection (CaPI). Taking the current context of a process into account,
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CaPT enables the controlled, but late injection (i.e., insertion) of process frag-
ments into a lean base process. Using so-called eztension areas, the correctness
of the process’ control and data flow is ensured after injecting process fragments
at run time. The feasibility of CaPI is demonstrated by implementing a proof-of-
concept prototype based on existing adaptive process management technology.

Underpinning our research, we applied the design science research methodol-
ogy [15]. In particular, our work can be categorized as a design- and development-
centered approach accordingly. Based on an analysis of application scenarios (e.g.,
[8,11,17]) and process-related backgrounds (cf. Sect. 2) as well as the evaluation
of existing approaches (cf. Sect. 7), we iteratively elaborated the CaPI approach
(cf. Sect. 3). The latter comprises the specification of its components (cf. Sect.
4). Furthermore, we give insights into the process of context-aware process injec-
tion (cf. Sect. 5). To validate the approach, a poof-of-concept prototype was
developed enabling the usage and evaluation in different application scenarios
(cf. Sect. 6). Finally, Section 8 concludes the paper giving a summary and an
outlook.

2 Backgrounds

To make CaPI applicable to existing activity-centric process modeling notations,
it relies on the process model definition given in Def. 1.

Definition 1. A process model PM is a tuple (N, E,NT,ET, EC) where:

— N is a set of process nodes and E C N x N is a precedence relation (directed
edges) connecting process nodes,

- NT : N — {Start,End, Activity, ANDsplit, ANDjoin, ORsplit, ORjoin,
XORsplit, XORjoin, DataObj} assign to each n € N a node type NT(n);
N is divided into disjoint sets of start/end nodes C (NT (n) € {Start, End}),
activities A (NT (n) = Activity), gateways G (NT(n) € {ANDsplit,
ANDjoin, ORsplit, ORjoin, XORsplit, XORjoin}), and data objects D
(NT(n) = Data0by),

- ET : E — {ControlEdge, LoopEdge, DataEdge} assigns a type ET(e) to
each edge e € F,

- EC : E — Conds U{True} assigns a transition condition or true to each
control edge e € E, ET(e) € {ControlEdge, LoopEdge}.

Note that we take sound process models for granted, i.e., a process model has
one start (no incoming edges) and one end node (no outgoing edges) [17]. Further,
the process model has to be connected, i.e., each activity can be reached from
the start node, and from each activity the end node is reachable. Data consumed
(delivered) as input (output) by the process model is written (read) by the start
(end) node. Finally, branches may be arbitrarily nested, but must be safe (e.g., a
branch following an XORsplit must not merge with an ANDjoin). Due to lack of
space, we refer to literature for a detailed look on process model soundness [19].
Def. 2 introduces the notion of a SESFE (Single Entry Single Exit) fragment:
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Definition 2. Let PM := (N,E,NT,ET,EC) be a process model and N’ C
N be a subset of activities. The subordinated process model PM' induced by
N’ and their corresponding edges E' C E is denoted as Single Entry Single
Exit (SESE) fragment iff PM' is connected and has exactly one incoming and
one outgoing edge connecting it with PM. If PM' has no preceding (succeeding)
nodes, PM’ has only one outgoing (incoming) edge.

Based on a process model PM, a process instance PI may be created,
deployed and executed at run time. Def. 3 defines a process instance formally:

Definition 3. A process instance PI is defined as a tuple (PM,NS,II)
where:

- PM :=(N,E,NT,ET, EC) denotes the process model PI is executed on,

- NS : N — {Notdctivated, Activated, Running, Skipped, Completed}
describes the execution state of each node n € N with NT (n) # DataObj,

- II := {ey,...,en) denotes the current exzecution trace of PI where each entry
ex s related either to the start or completion of an activity.

3 Context-Aware Process Injection in a Nutshell

The key objective of CaPlI is to ease the sophisticated modeling of process vari-
ants at design time and to enable the automated, controlled adaption of processes
at run time. Therefore, the central entity of CaPl is the context-aware process
family (CPF) (cf. Fig. 2). In detail, a CPF comprises a base process model
with extension areas (cf. Sect. 4.1), contextual situations (cf. Sect. 4.3) based
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Fig. 2. Overview of a Context-Aware Process Family
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on process parameters (cf. Sect. 4.2), a set of process fragments injected at the
extension areas at run time, and a set of injection specifications (cf. Sect. 4.4).

Establishing the separation of concerns principle for modeling process vari-
ants, the base process model solely contains decisions and activities shared by all
variants of the process, known at build time, and not being changed at run time.
By contrast, extension areas represent the dynamic part of the process. Hence,
a process modeler may focus on modeling predictable activities first to add the
dynamic parts of the base process model subsequently. In particular, extension
areas are used to automatically inject process fragments into the base process
at run time based on the present contextual situation as well as on well-defined
injection specifications. An extension area allows for the dynamic injection of any
number of parallel process fragments. In turn, contextual situations are defined
through conditions expressed in first-order logic taking process parameters and
even data objects of the base process model into account. In this context, process
parameters are connected to dynamic, external factors influencing the process
injection’s decision making. While injecting process fragments, CaPI takes care
of correct data flow mappings as well: data objects of an injected process frag-
ment are automatically connected to existing ones of the base process.

By this means, CaPI enables controlled, but dynamic configurations and
changes of long-running and varying processes at run time. Through relying on
insertions of process fragments solely, CaPI allows process modelers to increas-
ingly focus on the particular variants instead of struggling with a highly com-
plex process model capturing all variants.! Furthermore, process modelers may
directly integrate contextual influences into the modeling of variants as complex
external context factors are abstracted by meaningful process parameters and
reusable contextual situations. In turn, CaPI is able to cope with contextual run-
time changes through the late evaluation of contextual situations at given exten-
sion areas to finally inject the proper process fragments. Thereby, the automated
and consistent construction of data flow between the injected process fragments
and the underlying base process mitigates the efforts of involved users. Further,
it empowers process activities to seamlessly read and write data.

Before presenting the key components of a CPF and CaPI, Def. 4 formally
specifies the concept of a context-aware process family (CPF). Note that a pro-
cess fragment may be the base process of another CPF and, thus, modularization
can be achieved as well (recursive nesting is disallowed).

Definition 4. A context-aware process family is defined as a tuple CPF =
(BP,EA,PP,CS,PF,IS) where:

— BP is the base process model,

— FEA is a set of extension areas in the BP,
— PP is a set of process parameters,

- CS is a set of contextual situations,

! Note that other kind of dynamic changes, like deleting or moving activities, may be
also introduced by authorized users based on the features of the adaptive process
management technology [6] used.
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— PF is a set of process fragments; each process fragment is a process model,
— IS is a set of injection specifications.

4 Components of Context-Aware Process Families

4.1 Extension Areas

In order to enable the controlled extension of processes at run time, extension
areas are introduced representing the dynamic part of a CPF. Based on the
current contextual situation, process fragments may be dynamically injected
into extension areas at run time. More precisely, an extension area is defined by
two extension points—each referring to a node (i.e. start/end nodes, activities,
gateways) of the base process model (cf. Fig. 3). If the nodes referenced by the
extension points directly precede each other, a process fragment can be easily
injected into the base process. If some nodes exist in between, a process fragment
may be injected among these nodes (cf. Sect. 4.4) or, alternatively, gateways may
be employed to insert the process fragment in parallel. The different possibilities
of injecting process fragments are discussed in Section 5. Def. 5 formally describes
extension areas and posits constraints to ensure that the injection of process
fragments into a base process BP always leads to a modified, but still sound
process BP’. In this context, overlaps of extension areas may result in problems
regarding the concurrent injection of process fragments (cf. Sect. 5.2).

Definition 5. Let CPF = (BP,EA,PP,CS,PF,IS) be a context-aware pro-
cess family and BP = (N,E,NT,ET,EC) be the base process. Every exten-
sion area ea € EA is described by a set of two extension points {EPs, EP.} C
N x {Pre, Post} where:

— FEvery extension point EP, = (n,, scope),x € {s,e} refers to corresponding
nodes n, € N,NT(n,) # DataObj in BP and additionally exposes a scope;
the latter determines whether ea starts (ends) just before (scope = Pre) or
directly after (scope = Post) the referenced node n,,

— EP; (EP.) may only refer to the scope Post (Pre) of the start (end) node
of BP; EP; (EP.) must not refer to the end (start) node of BP,

— The referenced nodes ns,ne € N embrace a subordinated process model PM’
mmduced by a subset of activities N' C N and respective edges E' C E;
PM' always corresponds a SESE fragment and must not contain any other
extension areas starting (ending), but not ending (starting) in PM' (nesting
of extension areas is allowed, but no overlaps).

EP; = (Start, Post) EP = (Process Data Request, Post) Base Process
EP. = (Provide Data, Post) EP. = (Provide Data, Pre)

Process Data Monitor Data .
. Provide Data
Extension Area 2 Request Extension Area 1 Collection

Fig. 3. Examples of Extension Areas in a Base Process
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4.2 Process Parameters

Typically, long-running and varying processes are influenced by context factors,
e.g., the number of involved parties or the availability of data. To include such
context factors into the decision making regarding the injection of process frag-
ments and hence the concrete course of action of the overall process, we utilize a
predefined set of process parameters (cf. Def. 6). The set of process parameters
additionally enables the exchange of entire CPFs between application scenarios
as it abstracts from a concrete set of context factors (i.e., only a mapping between
the context factors and process parameters need to be conducted again).

Definition 6. Let CPF = (BP,EA,PP,CS,PF,IS) be a context-aware pro-
cess family. A process parameter pp € PP is a tuple (ppDefault, ppValue,
ppDom) where:

— ppDefault € PPDom is an optional default value of the process parameter,

— ppValue € PPDom is the current value of the process parameter,

— ppDom C Dom is the domain of pp with Dom denoting the set of all atomic
domains (e.g., String, Integer)

Note that value ppValue of process parameter pp is set by a context map-
ping (component) at run time (cf. Sect. 5.2). To focus on the controlled process
adaption, we rely on simple rule-based mapping for context factors (cf. Fig. 4).

Process Parameters

Context Mapping
Data Quality = (“Medium*, “Low” , String) |

Mapping Rules

Context Factors

Fig. 4. Illustrative Mapping of Context Factors on Process Parameters

Consequently, process parameters may be also leveraged to provide meta
information regarding the current execution trace (cf. Def. 3) or the process
fragments injected at run time. Such process parameters can then be used to
model interdependencies among contextual situations and process fragments,
respectively. Finally, a process parameter may have compound values (e.g., sets,
lists) as well—however, we omit a formal definition of complex parameters here.

4.3 Contextual Situations

A specific process variant may rely on several occurring contextual situations,
which are based on the combination of various process parameters and, espe-
cially, their current values. For example, a company may insist on a four-eyes-
principle approval process in case data is intended for a specific customer group
or relates to a specific regulation. Hence, the same contextual situations may be
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leveraged at different extension areas to inject process fragments. Based on this
observation, contextual situations (cf. Fig. 5) are defined by conditions expressed
in a first-order logic relying on the set of process parameters (cf. Sect. 4.2) and
data objects of the base process (cf. Def. 7). As opposed to traditional model-
ing of business processes, we enable the integration of external context factors as
well as reutilization of contextual situations across the process model. As default
process parameters may provide meta information regarding the current execu-
tion trace or the process fragments injected at run time, interdependencies can
be modeled in contextual situations correspondingly.

| Data Quality | | Data Completeness | | Data Validity | | Persons Available
* * Process Parameters
I

Labratory Tests Required
Condition: Data Quality = “Low” AND Data Completeness = false AND Request.Indicator = “Reach”

=

Contextual Situations

™
Results
|

r D:
. Process Data Assess Data .
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Base Process

R
v
[
£
18
|
|
|
iy

Fig. 5. Contextual Situation based on Process Parameters and Data Objects

Definition 7. Let CPF = (BP,EA,PP,CS,PF,IS) be a context-aware pro-
cess family and BP = (N, E,NT,ET, EC) be the corresponding base process. A
contextual situation cs € C'S is defined by a condition expressed in first-order
logic. For every predicate pary 0 valg,0 € {“=““ < “ ...}, valy € Dom(pary)
of the condition, pary either corresponds to a process parameter (pary € PP) or
a data object (pary, € N, NT (pary) = DataObj).

4.4 Injection Specifications

Finally, injection specifications determine the injection of a process fragment to
an extension area in a given contextual situation (cf. Def. 5). To ensure data
flow correctness after the injection, in addition, the mapping of data elements
is considered in the injection specifications. Especially, this includes a mapping
of required input and output data objects of the process fragment (or, to be
more precise, of their activities) to the existing data objects of the base process.
This mapping may be even extended to data objects of other process fragments,
which are supposed to be injected in the base process as well (cf. Sect. 5).

Definition 8. Let CPF = (BP,EA,PP,CS,PF,IS) be a context-aware pro-
cess family and BP = (N,E,NT,ET,EC) be the corresponding base process.
An injection specification is € 1S corresponds to a tuple (EArs, CSrs, PFrg,
InjType, InjPattern, InjRate, InjTrigger, InjRank, DR, DW') where:

- FAjs € FEA is a specific extension area, CSyg € CS a specific contextual
situation, and PFrs € PF a specific process fragment,
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— InjType := {Inline, Sub-process} is the injection type denoting whether
PFig is injected inline or as a sub-process,

— InjPattern := {Parallel,Sequential} is the injection pattern denoting
whether PFg is injected in parallel to the existing control flow between the
extension points of EArs or sequentially into the existing control flow,

— InjRate := {Single, (Multiple, fre)} is the injection rate denoting whether
PFig is injected once or multiple times at EAjg; the latter requires attribute
fre € N determining how often PFyg shall be injected at EAjs in parallel,

— InjTrigger determines the point in time an injection is triggered. It is
defined by a conditional predicate par 0 val with par € N|JPP; further
par € N = NT(par) = DataObj,0 € {“=¢“ < “ ...},val € Dom(par),

— InjRank € N is a number to create a ranking among injections specifications
as they may match concurrently; all injection specifications for one particular
extension area must expose different values,

- DR : InputDatapr,, — DO s a set of mappings of input data objects
InputDataprp,, of PFrs to data objects DO € Npp|J(Npr\ Npr,.) of the
base process BP or of other process fragments PF \ PFyg,

- DW : OutputDatapr,o — DO is a set of mappings of output data objects
OutputDatapp,, of PFigr to data objects DO € Npp|J(Npr \ Npr,s) of
the base process BP or of other process fragments PF \ PFjg.

The injection trigger (InjTriger) enables the injection of a process fragment
at an extension area as soon as a given process parameter or data object exposes
a certain value (see Sect. 5.2 for details). Furthermore, the number of process
fragments to be injected may be dynamically set based on the current contextual
situation. Both concepts increase the flexibility provided to long-running and
varying processes. The ranking (InjRank) of injection specifications becomes
necessary as several contextual situations may occur concurrently and, hence,
several injections (cf. Sect. 4.4) may be concurrently triggered. Through the rank-
ing, especially, sequential injections of process fragments can be accomplished in
a well-defined order. Sect. 5 presents details on context-aware process injection
based on injection specifications.

5 The Process of Context-aware Process Injection

This section discusses the process of context-aware process injection to reveal the
interplay and benefits of the introduced components and concepts. In particular,
we show how to employ CaPI entities to properly inject process fragments at
extension areas in given contextual situations. Thereby, we both discuss alter-
natives to specify CPFs at design time as well as the process of context-aware
process injection at run time.

5.1 The Modeling of Context-aware Process Families

As a prerequisite, the base process of a context-aware process family must be
defined first. Therefore, either a new process model needs to be created or an



136 N. Mundbrod et al.

existing one is modified accordingly. Note that the resulting base process model
solely contains the set of activities shared by all process variants, known at build
time, and usually not being changed at run time. Drawing upon, the extension
areas are then defined by selecting corresponding nodes in the base process.

Subsequently, the set of process parameters must be specified as the latter
provides the basis for defining contextual situations and, finally, the injection
specifications. In this context, a process modeler may demand a set of pre-defined
process parameters that allow modeling interdependencies among process frag-
ments. For example, the list of process fragments injected in the base process
at run time may be made available through such a pre-defined process param-
eter. Note that this approach also allows for the incorporation of data objects,
which belong to other process fragments, into the data mapping declared in an
injection specification.

Based on the given process parameters and data objects, the set of contex-
tual situations can be defined appropriately. The latter then enables a process
modeler to finally define injection specifications. Altogether, three alternative
modeling perspectives can be provided to a process modeler (cf. Fig. 6):

— Situation-based perspective: for every contextual situation, one may deter-
mine the process fragments to be injected at given extension areas.

— Location-based perspective: for each extension area, one may define the pro-
cess fragments to be injected in a given contextual situation.

— Artifact-based perspective: one may stepwise take process fragments to define
in which contextual situation they shall be injected at given extension areas.

Inspected Contextual Situation:

Laboratory Tests Required Inject Process Fragment 1 (PF1) at Extension Area 1

Condition: Data Quality = “Low* AND InjType = Inline Input Data Mapping :

Data Completeness = false AND Request.Indicator = “Reach” InjPattern = Parallel - PF1.Request = BP.Request
InjRate = Single Output Data Mapping:

Situation-specific (A)

InjTrigger = true (immediately) - PF1.TestResult = BP.Result

@
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3

Conduct Inject at Extension Area 1 on Laboratory Tests Required
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InjType = Inline Input Data Mapping :

— InjPattern = Parallel - PF1.Request = BP.Request

Request = _ _ _ __ InjRate = Single Output Data Mapping:
TestResult

Process Fragment 1 (PF1) InjTrigger = true (immediately) - PF1.TestResult = BP.Result

L

Artifact-specific (C)

Fig. 6. Three Approaches for Modeling Injection Specification

As illustrated in Fig. 6, from each perspective the modeling still leads to
the creation of injection specifications for the given CPF. However, a process
modeler may use her favorite approach or even mix the approaches in relation
to her personal preferences.
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Since many activities and decisions in the control flow of the base process may
be data-driven, the mapping of the injected data objects must be accomplished
to successfully conduct CaPI. This very essential part for supporting process
variants is consistently and easily achieved by selecting the data objects in both
the base process model and the process fragments to create the required mapping
(cf. Sect. 4.4). Note that this is a clear advantage of CaPI in comparison to many
existing approaches (cf. Sec. 7) as the latter do not allow for (automatic) data
mapping and, hence, process users are burdened with this issue at run time. As
process fragments may be injected at different extension areas, one may want to
link a data object to another data object of a process fragment injected earlier in
the base process. Hence, a interdependency between such two process fragments
must be created accordingly: process parameters providing meta information
regarding the current execution trace (cf. Sect. 4.2) are leveraged to enhance the
contextual situation for a process fragment. The latter can be easily automated as
soon as one adds corresponding references to data objects of process fragments to
be injected earlier. Finally, in case a process fragments is injected multiple times
at an extension area, CaPI allows for referencing data objects of the injected
fragments by adequate identification mechanisms.

5.2 The Execution of Context-Aware Process Families

As opposed to configuration approaches (cf. Sec. 7), CaPI enables the late con-
figuration of processes at run time. The latter allows evaluating the contex-
tual situations just in the moment a process adaptation is required. Therefore,
a CPF = (BP,EA,PP,CS,PF,IS) is deployed and executed in a process-
aware information system (PalS). After successful deployment, the base process
instance BPI = (BP,NS,II) is continuously monitored by a dedicated CaPI
application (cf. Sect. 6.1) continuously monitoring the BPI regarding reached
extension areas and current contextual situations.

If an extension area ea € EA is reached and, especially, its first exten-
sion point refers to a node with scope Pre (EP; = (n,,Pre),n, € N,BP =
(N,E,NT,ET,EC)), the determination of the contextual situations will be
started as soon as the previous node will have been completed (n,_; € N,
NS(nz—1) = Completed). In turn, if the first extension point refers to a node
with scope Post (EPs = (n,,Post)), the determination will be started as soon as
n, will have been completed (N.S(n,) = Completed). In case the extension area
is surrounded by a loop in the BPI, the injection specification can be evaluated
in the first iteration or in every iteration of the loop structure (depends on pref-
erences and the support by th underlying PalS). After successfully determining
the set of contextual situations CS.,, it becomes possible to derive the set of
utilizable injection specifications I.S., for finally adapt the BPI adequately.

For every process specification is € I1S,, with is = (ea, cs;s, pfis, InjType;s,
InjPattern;s, InjRate;s, InjTrigger;s, InjRank;s, DR;s, DW;), the point of
time the process injection shall be accomplished, must be regarded based on
condition InjTrigger;s. If the latter is already met when reaching ea, pfis
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will be immediately injected according to the below-mentioned steps. Other-
wise, the injection of pf;s will be postponed until InjTrigger;s is fulfilled.
In case the condition is never satisfied, pf;s could be injected at the very
end of the control embraced by an extension area or not be injected at all
(depends on preferences set initially). If pf;s shall be lately injected, the cur-
rent states of the nodes embraced by ea must be taken into account: if there is
only one running node n, € N(i.e.NS(n,;) = Running), pfis will be injected
directly after n,. However, if there are several concurrently running nodes
ng € N,k = 1,...,n(i.e.NS(n;) = Running), pf;s will be injected directly
after the gateway finally merging the branches on which the nodes ny,...,n,
are situated on. Finally, if several injection specifications are sharing the same
contextual situations and injection trigger, the injection rank InjRank;s is con-
sidered (cf. Sect. 4.4). After the consideration of InjTrigger;s and InjRank;s,
the following procedures are applied in general (cf. Fig. 7):

1. InjPattern;s = Parallel A InjRate;s = Single, = pf;s will be injected
inline (or as a sub-process depending on InjType;s) and in parallel to the
existing control flow,

2. InjPattern;; = Parallel A InjRate;s = (Multiple,fre), = pf;s will be
injected inline (or as a sub-process) fre times with surrounding ANDsplit /
ANDjoin gateways in parallel to existing control flow,

3. InjPattern;s = Sequential A InjRate;s = Single =, pf;s will be injected
inline (or as a sub-process) into the existing control flow,

4. InjPattern;s = Sequential A InjRate;s = (Multiple,fre), = pf;s will be
injected inline (or as a sub-process) fre times with surrounding ANDsplit /
ANDjoin gateways into the existing control flow.

Injection of ’ n a . at Extension Area 1 . n n n .

Process Fragment 1 Base Process Extension Area 1

InjPattern = Parallel | InjPattern = Parallel
InjRate = Single | InjRate = Multiple
InjTrigger = released (immediately) I InjTrigger = released

} (immediately)

) |
OO O

InjPattern = Sequential | InjPattern = Sequential
InjRate = Single } InjRate = Multiple
InjTrigger = released after NS(B) = Completed I InjTrigger = released after

} NS(B) = Completed

|
LI, 4 LELONG

|

|

Fig. 7. Realization of Process Injection based on Injection Specifications

The detailed procedures to inject a process fragment pf;s are exemplar-
ily discussed for the case InjPattern;s = Parallel A InjType;s = Inline,
assuming InjTrigger;s has already been satisfied: first, start and end nodes
Nyt Nt € Npg, of pfis are removed. Then all remaining nodes n’;fis € Nps..
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as well as one ANDsplit nanpspii+ and one ANDjoin gateway nanpjoin are
added to the nodes of the base process Npp. Subsequently, six control edges
are created: one edge connects n,, preceding the extension area with nanpspiit,
two edges link nanpspiit to nstls, which succeeds the (removed) start node of
pfis, and np41, which is the first node in the control flow embraced by ea. Sub-
sequently, n;f (i.e, the last node of pf;s) and ea (i.e, last node of the control
flow embraced by ea) are connected with nsnpjoin. Finally, nanpjoein is linked
to ng, which is the first node succeeding ea.

Finally, the correct data flow between injected nodes and existing nodes of
the base process must be established. As this is automatically performed at
run time, process participants are not burdened with this challenging task. We
exemplarily present the data input mapping for the inline injection of a single
fragment PFrg (cf. Fig. 8): for every node nyy,, of pfis with data edge eq; =
(dipf,,,nprs) € E, ET(e) = DataEdge from a input data object diyy,,, dips,, €
InputDatayy,, , a new edge eginew := (dopp, Npy,,) is created based on mapping
dr = (dipy,,,dopp),dr € DR. eq; is deleted afterwards and if there are no further
edges connecting diyy,, to nodes, dips,, will be deleted as well.

N
jecti i ] - > 3
Injection of Ib.— \ [ ‘ I { .—I at Extension Area 1 | E \I | \

InjType: Inline | 2 2 | Data Input Mapping: sl

InjPattern: s2=sl

Sequential ‘ n . Data Output Mapping: ‘ n n .
2

InjRate: Single t2=t1 .
Process Fragment 1 Base Process Extension Area 1

B BB B ~E 'I: """ o (RN

| t1

Step 1: Removing the start + end nodes; injection into control flow \ Step 2: Establishing data flow by using input and output mapping

Fig. 8. Data Mapping Example for an Injected Process Fragment

6 Validation

As the CaPI approach explicitly addresses long-running processes showing high
variability, which often take place in rather sensitive businesses, a mature and
powerful implementation is required to conduct valuable empirical studies to
successfully validate the concepts presented in this work. To prepare such stud-
ies, we developed a sophisticated proof-of-concept prototype whose details are
presented in the following. Further, we conducted a first case study in the auto-
motive and electronics industry to receive important feedback regarding both
the approach in total as well as the proof-of-concept prototype in particular.

6.1 Proof-of-Concept Prototype

To establish a powerful implementation as a solid basis for future empirical stud-
ies, the CaPI proof-of-concept prototype is based on the conceptual architecture
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shown in Fig. 9. In particular, we realized the prototype using Aristaflow adap-
tive process management technology [6]. The latter allows modeling, deploying,
and executing well-structured business processes. Further, it provides sophisti-
cated and sound change operations to adapt running process instances at run
time [16]. Hence, AristaFlow provides the basic execution platform required to
conduct the sound injection of process fragments as well as the proper assign-
ment of data objects for the injected activities at run time.

& O Dpomain
) Experts CaPl Application
Modeling
Layer [ CaPI Modeler ] [ REST API ]
CaPI Logic
Layer CPF Repository CaPI Control CaPIl Monitor Context Integrator
= o
: 7
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Prf:j: ( Adaptive Process Management System (AristaFlow) >> J
———————— T~ ——————————————O——————————————’I‘—————————
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Layer [ Web Client B — ®O0 > { Desktop Client ]]
@ End Users

Fig. 9. Overview on the CaPI Architecture

Realized with Java Enterprise Edition 7, the CaPI application comprises a
web-based sub-module enabling domain experts to conveniently model CPFs
(CaPI Modeler) as well as sub-modules CPF' Repository, CaPI Monitor, CaPI
Control, and Context Integrator representing the CaPI core functions required
at run time.

Through appropriate web-based user interfaces, a domain expert may first
specify the mappings of the available context factors to process parameters and
the one of the process parameters to contextual situations accordingly. Based on
these preparations, she may create injection specifications by putting together
the CaPI core components extension areas, contextual situations and process
fragments via drag and drop. As proposed in Sect. 5.1, for this purpose, we imple-
mented the different perspectives a domain expert may use to create an injection
specification. Consequently, Fig. 10 exemplarily illustrates the situation-based
perspectives showing a base process with two extension areas (see Marking (a))
for a data collection process regarding Reach Compliance of several suppliers (cf.
Sect. 1). Both extension areas are needed to prepare and perform data collection
activities for every involved supplier according to their capabilities (i.e. context
factors). In particular, if a supplier hosts a well-reachable in-house system pro-
viding required data, the process fragment “Perform Data Collection THS” is
injected for every involved supplier at the second extension area.

Overall, the CPFs modeled by domain experts are managed in the CPF
Repository. At run time, CaPI Control interprets the CPF specifications to
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detect the deployment of a CPF base process in AristaFlow and to continu-
ously monitor the execution of the base process accordingly. Therefore, CaPI
Control is registered as a dedicated service in AristaFlow to receive any status
updates of activities as well as to actively acknowledge the start of every activity
in the base process. Based on this approach, CaPI control detects when achiev-
ing an extension area, subsequently evaluates the valid contextual situations,
and finally injects the specified process fragments on demand. For the example
of Fig. 10, either “Perform Data Collection IHS” or “Web-based Data Collec-
tion” are injected at the second extension area according to the given contextual
situations at run time (see Marking (b)).
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Fig. 10. Screenshots of the CaPI Situation-based Modeling Perspective

6.2 Case Study

After demonstrating the technical feasibility, we also conducted a case study
based on data collection processes in the automotive and electronics industry
(cf. Sect. 1) in the scope of the SustainHub? project. More precisely, we therefore
modeled several data collection processes of an automotive manufacturer with
its dynamic, data-driven injections of process fragments. Ensuing, we conducted
qualitative interviews with project partners to receive their feedback. For the
interviews, we presented both the approach and the existing functionality based
on the modeled data collection process. Altogether, we received valuable, but
of course limited feedback regarding better modularity, increased confidentiality,
and comprehensible monitoring.

2 SustainHub (Project No.283130) is a collaborative project within the 7th Framework
Programme of the European Commission (Topic ENV.2011.3.1.9-1, Eco-innovation).
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Regarding modularity, CaPI may reduce the complexity of long-running,
varying process models to create more comprehensible and appropriate process
models according to given contextual situations. The partners stated that the
size and complexity of process models typically determine the rate of model-
ing errors. CaPl may provide a different way of modeling such complex and
varying processes without these errors. However, the possibilities and ease-of-
use regarding the modeling of contextual situations and injection specifications
will mainly determine the effectiveness and efficiency of CaPI in comparison to
the traditional approach of maintaining one large-sized process model. At design
time, the systematic management of large process models also raises the problem
of confidentiality. All possible decisions and activities including the linkage to
roles, data, and other resources are accessible in total. According to the part-
ners, modeling a process based on CaPI may provide possibilities to separate
common activities and control flow from specific, confidential process fragments
injected in contextual situations. Regarding confidentiality at run time, CaPI
may provide only activities and control flow elements executed for monitoring
purposes. Thereby, monitoring may be more comprehensible and descriptive in
comparison to showing execution traces in large and complex process models.

7 Related Work

Classifying CaPI, we propose an implemented approach for the automated,
context-aware extension of process instances at run time to cope with process
variability and to increase process flexibility. Related work addresses the config-
uration of process models before deployment, the adaptation of process instances
at run time, the late selection of sub-process, the late composition of services
[3,17], and, in broader sense, aspect-oriented programming. In the following we
discuss the commonalities and differences of related work in comparison to CaPI.

Approaches for process configuration, e.g., [9] or [7], aim at the modification
of a reference process model to configure process model variants before pro-
cess run time. Therefore, these approaches employ various transformations like
adding process fragments, deleting activities, or changing control flow as well
as properties of activities. However, these powerful transformations can be only
applied, based on current information, before the process has been deployed.
Instead, CaPI enables the injection of process fragments at run time. Further,
CaPI considers context- and process-specific data at run time to support both
process variability and process flexibility for long-running processes. Regard-
ing automated adaptation of process instances at run time, rule-, case, and
goal-based approaches may be taken into account [17]. Based on ECA (Event-
Condition-Action), the rule-based approaches automatically detect exceptional
situations and determine process instance adaptations required to handle these
exceptions. Especially, AgentWork [13] is based on a temporal ECA rule model
and enables automated structural adaptations of a running process instance (e.g.,
to add process fragments or to delete them) to cope with unplanned situations.
However, CaPI entities allow for the specification of process variants instead of
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coping with unexpected failure events. Concretizing loosely specified processes,
approaches for late selection typically rely on placeholder activities to integrate
sub-processes in a base process at run time. While [1] suggests that the selec-
tion of the process fragment is primarily done by the process participants, [14]
proposes an automatic, multi-staged approach to select sub-process at run time.
Further, CaPI may be compared to process-based composition methods allowing
for the late selection of service implementations [2,4,5]. These approaches share
the abstract definition of a business process at design time. Each activity in
the business process corresponds to a service specification and provides a place-
holder for services matching the specification. Either upon invocation time or at
run time, service implementations matching the specification are automatically
selected from a registry based on QoS attributes or selection rules. By contrast,
CaPT’s extension areas in combination with injection specifications enable both
the inline insertion of process fragments as well as the integration of process
fragments as sub-processes. While placeholder activities are limited regarding
the assignment of input and output data, the declaration of data mappings in
the injection specifications enables the direct access to of activities in the process
fragments to data objects in the base process.

Regarding related work in a broader sense, CaPI can be also well compared
to aspect-oriented programming (AOP) [10]. AOP represents a programming
paradigm for object-oriented programming and it targets high modularity by
allowing and realizing the separation of system-level cross-cutting concerns from
the actual key functionality. While AOP is also relying on injections at so-called
join points, CaPIl, by contrast, targets at the increased modularity of varying
processes by separating activities, which are always performed, from activities
and sub-processes performed in certain, pre-defined contextual situations.

8 Conclusion

In a nutshell, this work presents an approach for supporting long-running pro-
cesses being subject to high variability by the context-aware and automated
injection of process fragments at run time. Especially for long-running processes,
the important configuration addressing process variety can hardly be performed
solely at build time. However, existing approaches either focus on build-time
configurations or allow for the late selection of process fragments based on place-
holder activities. Consequently, the CaPI approach addresses this gap through
providing context-aware configuration support at run-time based on the injection
of process fragments. Finally, we further addressed the important data mapping
for injected process fragments as well as we implemented a proof-of-concept
prototype demonstrating the mentioned CaPI benefits.

In future research, we will conduct comprehensive experiments using the
prototype to further examine the process of context-aware process injection.
We further intend to enhance the CaPI modeler and to strengthen the context
mapping by employing complex event processing.
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Abstract. Increasing attention has been paid of late to the problem
of detecting and explaining “deviant” process instances, i.e. instances
diverging from normal/desired outcomes (e.g., frauds, faults, SLA viola-
tions), based on log data. Current solutions allow to discriminate between
deviant and normal instances, by combining the extraction of (sequence-
based) behavioral patterns with standard classifier-induction methods.
However, there is no general consensus on which kind of patterns are
the most suitable for such a task, while mixing multiple pattern families
together will produce a cumbersome redundant representation of log data
that may well confuse the learner. We here propose an ensemble-learning
approach to this deviance mining tasks, where multiple base learners are
trained on different feature-based views of the given log (obtained each
by using a distinguished family of patterns). The final model, induced
through a stacking procedure, can implicitly reason on heterogeneous
kinds of structural features, by leveraging the predictions of the base
models. To make the discovered models more effective, the approach
leverages resampling techniques and exploits non-structural process data.
The approach was implemented and tested on real-life logs, where it
reached compelling performances w.r.t. state-of-the-art methods.

Keywords: Business process intelligence - Classification - Deviation
detection

1 Introduction

Large amounts of log data are continuously gathered in many organizations
during the execution of business processes. Such data are a precious source of
information, which can support ex-post process analysis and auditing tasks, with
the help of automated business intelligence techniques, like those developed in
the field of Process Mining.

In particular, increasing attention has been paid to the problem of detect-
ing and explaining “deviant” process instances in a process log, i.e. instances
that diverge from normal or desirable outcomes (e.g. frauds and other security
breaches, faults, SLA violations, non-compliance to regulatory rules). In fact,
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Fig. 1. Conceptual data-processing flow of the proposed approach: original data, trans-
formed data, and discovered deviation-detection models.

the occurrence of such a deviance often impacts negatively on the performances
of a business process, and it may cause severe damages to an enterprise in terms
of extra-costs (e.g., due to the application of penalties) or missed earning oppor-
tunities, or even permanent loss of reputation.

Several approaches [3,19-21,24,25] have been proposed, which all combine
the extraction of (sequence-based) behavioral patterns with standard proposi-
tional classifier-induction methods, in order to extract a model for discriminating
between deviant and normal instances, while using the discovered patterns as
summarized behavior-oriented data features. However, these approaches suffer
from some major drawbacks, as discussed next.

First of all, due to their traditionally focus on balanced data, classical classifier-
induction techniques may perform badly in a deviance mining setting, where
deviant instances often correspond to rare behaviors. In such a case, indeed, the
typical optimization strategy followed by these techniques (meant to minimize
the global number of misclassification errors or, equivalently, to maximize the
overall accuracy of the model) is likely to yield a model that cannot recognize
deviant instances adequately.

On the other hand, it is not easy in general to decide which kinds of behav-
ioral patterns (e.g. n-grams or sequence-based /alphabet-based tandem/maximal
repeats) is the most effective choice for producing the vector-space representation
of the log that will be eventually used, as a training set, for inducing a deviation
detection model. This motivate previous attempts of using heterogenous repre-
sentations mixing multiple families of patterns [21]. However, such an approach
is likely to yield a cumbersome and redundant representation of the training data
that may well confuse the learner, and eventually yield ineffective models.
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Contribution. In order to overcome the above limitations, we propose a novel
approach to the detection of deviant behaviors. The approach essentially consists
in extracting an ensemble of classification models, induced (by applying several
learning algorithms) from different propositional views, say L},..., L., of the
given log, say L. Each of these views represents a vector-space encoding of the
traces stored in L, which combines both context information and a distinguished
set of structural features capturing relevant behavioral patterns (as in [3]). Such
a variegate multi-view collection of classifiers is made undergo a meta-learning
scheme that eventually yields a higher-order classification model. Such a model,
by combining the predictions made by the base ones, somewhat reasons on the
whole heterogeneous set of structural features, at a higher level of abstraction.

In order to make the model more effective and robust to the cases where
deviant instances are far less than normal ones, the approach leverages a resam-
pling technique, and fully exploits context-oriented data associated with the
process instances.

A summarized pictorial representation of the main data analysis tasks that
compose our approach is shown in Figure 1. The figure presents, in particular,
the relationship between the original log and different datasets derived from it
through the application of pre-processing (specifically, resampling) and feature
extraction techniques. Two layers of deviation-detection models are eventually
discovered: a collection of base models (learnt by applying k different classifier-
induction methods to one of the n feature-based views derived from the log),
and a meta model, which integrates the predictions of the base models in order
to implement a “high-order” deviation detection scheme.

The approach has been implemented in a prototype system, and tested on
real-life logs, where it obtained compelling achievements w.r.t. state-of-the-art
methods.

Organization. The rest of the paper is organized as follows. After providing a
brief overview of related work in Section 2, we introduce some basic concepts
and notation in Section 3. The specific learning problem addressed in this work
is formally stated in Section 4, which also illustrates our technical solution to
the problem, and some implementation details. An empirical analysis of the
approach in a real-life scenario is discussed in Section 5, while a few concluding
remarks are drawn in Section 6.

2 Related Work

Process Deviance Mining. The term “deviance mining” [21] indicates a class
of process mining algorithms meant to discriminate (and possibly explain) log
traces featuring a deviant behavior w.r.t. the normal or legitimate one. As dis-
cussed in [21], current deviance mining solutions adopt two alternative kinds of
approaches: (i) model delta analysis, and (ii) sequence classification.

The former kind of approach consists in applying a process discovery technique
to both normal and deviant traces separately. The two resulting models are then
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compared manually with the aim of identifying distinctive patterns for both
classes of traces.

By converse, the usage of sequence classification techniques [3,19, 20, 24| enable
for discriminating deviant traces in an automated way, by learning some kind of
classification model (e.g. a decision tree), after labeling all log traces as either
deviant or normal. Since current approaches rely on standard classifier-induction
algorithm, a critical point consists in defining a propositional encoding of the
given traces, which can effectively capture relevant (and possibly distinguishing)
behavioral patterns.

Three main classes of patterns have been used in the literature, in order to
produce such a feature-based representation of each log trace, where each pat-
tern is used as a distinguished attribute: activity-based patterns, sequence-based
patterns, and discriminative patterns. Activity-based patterns [24] simply cor-
respond to the different activities appearing in the log; for each trace and each
activity, the latter is regarded as an attribute, whose value is usually set to the
number of times it occurs in the trace.

More sophisticated sequence-based patterns were exploited in [3,23], in order
to capture the occurrence of typical execution schemes, prior to applying classic
classification techniques (namely, decision tree and association rule classifiers).
These patterns include tandem repeats, maximal repeats, super-maximal repeats,
and near super-mazimal repeats [4], as well as set-oriented abstractions of them,
such as alphabet tandem repeats, and alphabet maximal repeats [5].

A special kind of “discriminative patterns” was introduced in [20] for rec-
ognizing failures among the traces of a software system, consisting each of a
sequence of atomic event types. These patterns are (possibly non contiguous)
frequent subsequences that are also correlated with the target class, based on
Fisher score.

To date, there is no general consensus on which pattern family (e.g. tandem
repeats, maximal repeats) must be used to derive a vector-space view of the
log traces in a deviation-mining analysis. In fact, the empirical analysis of all
the above-mentioned sequence classification methods presented in [21] showed
that, although activity-based patterns and/or discriminative patterns sometimes
perform better than others, all approaches have difficulty in discriminating and
explaining certain deviances. The authors conjectured that some richer encoding
of the traces (e.g. exploiting further kinds of patterns) could help better discrimi-
nate deviant cases. However, as noticed in [3], when increasing the number of pat-
terns, the representation of the traces becomes rather cumbersome and sparse,
and risks undermine the quality of the discovered models, as a consequence of the
“curse of dimensionality” problem. This problem may exacerbate when mixing
different kinds of patterns together (as proposed in [3]), since a redundant repre-
sentation of the traces would be produced, which may well confuse the learner,
even when some (greedy) feature selection/reduction mechanism is used.

Ensemble Learning Methods. These methods [13] constitute an effective flexible
solution for improving classifier performances. In a nutshell, the core idea of
ensemble approaches is to combine a set of models, all addressing the same



150 A. Cuzzocrea et al.

mining task, in order to obtain a better composite global model. Specifically,
when applied to a classification task, the prediction for any new instance is made
by suitably combining the predictions made by all the models in the ensemble.
When the learners are trained on different complementary views of the input
dataset, the resulting meta-model will work on a space of high-level features
(corresponding to the predictions made by the base models), which summarize
the heterogeneous and large set of raw features that appear in those views.

Each ensemble method is defined in terms of three different elements: ()
the base induction algorithms (a.k.a. base learners), (i) an ensemble generation
strategy, specifying how different base models are to be built, by applying some
base learner to a subset of the instances in the original training set, and (%) a
combination strategy, specifying how the different models in the ensemble are to
be eventually integrated.

Three standard combination strategies were defined in literature: bagging,
boosting, and stacking. Roughly speaking, in bagging schemes [7] different train-
ing datasets are used to learn the base learners, while the final prediction is per-
formed by either uniformly averaging or voting over class labels. In the boosting
strategy [17] instead, an iterative procedure modifying the distribution of the
training examples is exploited to focus on those that are hard to classify cor-
rectly. The basic idea is to train, at each round, a new model compensating the
errors made by former models. Unlike bagging, boosting assigns weights to each
training example, and the prediction results from a weighted average scheme.
Stacking [28] (a.k.a. “stacked generalization”) adds a further meta-learning level
on the top of the base learners in order to combine their predictions, where a
new model is trained to make a final prediction, which uses all the predictions
made by the base learners as additional features of the data instances.

By the way, various meta-learning methods have been proposed in the lit-
erature that do not follow an ensemble-learning approach. In particular, co-
training techniques [2,30] adopt a semi-supervised learning paradigm, where the
scarcity of labelled data is compensated by training different predictors using
different “sufficient” data views (or different learning algorithms/settings), and
let the classifiers label some unlabeled instances for each other. However, these
meta-learning approaches are inherently less scalable than the standard ensem-
ble learning schemes discussed before, where different base models are trained
in an independent (and possibly parallelized) way.

We pinpoint that the usage of ensemble learning techniques for the discovery
of deviance detection models is novel in itself. Moreover, to the best of our
knowledge, the combination of such an approach with the extraction of multiple
views of the log (based on different sets of behavioral patterns) has never been
explored in the literature.

3 Preliminaries and Formal Framework

Log Data. Whenever a process is enacted, a trace is recorded for each process
instance (a.k.a “case”), which stores the sequence of events that happened along
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the execution of the instance. Let E and 7 denote the universes of all possible
events and traces for the process under analysis, respectively.

For each trace 7 € 7, let 7[i] be the i-th event of 7, for i € {1,...,len(7)},
where len(7) denotes the number of events in 7. Let also prop(7) be a tuple
storing a number of data properties associated with 7 (e.g. case attributes or
environmental variables). Moreover, let PROP(T) be the relation consisting of
all the data attributes associated with 7”s traces, so that prop(r) € PROP(T)
for any 7 € 7. Focusing on the list of data values stored in these tuples, we
will sometimes regard prop(r) and PROP(7T) as a vector and a vector space,
respectively.

Usually, any event e € E can be viewed as a tuple (¢cID, A, R, t,x1,...,%y,),
where ¢l D is the identifier of a process instance, t is a timestamp, A is an activity
identifier, R is a resource identifier (i.e. the identifier of the agent that performed
the activity), and attributes z1,...,z, encode further properties of e.

In particular, let us assume that a function « exists that maps each event e
to the corresponding activity a(e) identifier —i.e. a(e) = A. In general, such a
function plays a key role in process mining settings, since it allows to bring the
analyzed log to a suitable level of abstraction. Indeed, by abstracting each event
e of a given trace into its corresponding activity label a(e), we can obtain an
abstract representation of the whole trace. More precisely, for each trace 7 € T,
let a(7) be the sequence obtained by replacing each event in 7 with its abstract
representation: a(7) = (a(7[1]),...,a(r[len(T)])).

A log L (over T) is a multiset containing a finite number of traces from 7.
We will denote as events(L) the multiset of events that feature in (some trace
of) L.

Let p: 7T — {0,1} be a (unknown) function, allowing for discriminating all
possible deviant cases from normal ones, that assigns a class label u(7) to each
7 € L, such that u(7) =1 if 7 is deviant, and u(7) = 0 otherwise.

Our ultimate aim is to obtain a deviance detection model (DDM), i.e. a classifi-
cation model estimating the (deviance-related) class label of any (unseen) process
instance. Such a model can be represented as a function i : 7 — {0,1} approx-
imating p over the entire universe of traces. Discovering a DDM is an induction
problem, where the log L is the collection of training instances, and the function p
is known for each trace 7 € L. In the following, we will only consider DDMs that
work with a propositional representation of the traces, hence requiring a prelimi-
nary mapping of the latter onto some suitable space of features.

Feature-Based Representation of Traces. Once log traces have been turned into
symbolic sequences, a wide range of sequence classification techniques could be
applied in order to discover a deviance-oriented classification model. However,
in general, this is not a valid solution for analyzing the logs produced by many
business processes, due to the peculiar nature of these processes, where com-
plex control-flow logics (e.g., loops, parallel execution, synchronization, exclusive
choices, etc.) usually govern the execution of the activities, and impact on the
possible sequences that can be stored in the log.
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A consolidated approach to the analysis of process logs relies on extract-
ing behavioral patterns that can capture the occurrence of typical execution
schemes [3,23]. These patterns can be then used as high-level behavioral fea-
tures for producing a vector-space representation of the original traces, where
each trace is converted into a tuple registering a sort of correlation between
the trace and one of the discovered patterns. At this point, whatever standard
classification algorithm (such as the decision tree and association rule classifiers
used in [3,23]) can be exploited to extract a deviance-detection model fi out of
this propositional view of the log.

Various kinds patterns have been used in the literature to capture common
subsequences of activities that recur in a log (within a single trace or across
multiple ones). These patterns can be grouped into four main pattern families:
individual activities [24], sequence patterns (including tandem repeats, maximal
repeats, super-maximal repeats, and near super-maximal repeats) [4], alphabet
patterns (including alphabet tandem repeats, and alphabet maximal repeats) [5],
and discriminative patterns [20]. Individual activities are enough when the occur-
rence of a particular activity in a trace really helps identify deviant cases. How-
ever, reckoning deviant behaviors may require the usage of more complex pat-
terns, providing a hint for the control-flow structure of the process. In these cases
both sequence and alphabet patterns can be exploited. In particular, the latter
kind of patterns is derived from sequence ones by simply relaxing the ordering
of events (in order to unify different interleaving of parallel activities). Discrim-
inative patterns represent frequent (possibly non contiguous) subsequences of
activities having a discriminative power (measured via Fisher score in [20]) w.r.t.
the target class.

Given a set P of patterns of the kinds described above, a vector-space rep-
resentation of each trace 7 can be built by projecting 7 onto the space of the
patterns in P. As a result, a propositional representation of 7 is obtained that
summarizes the sequence of events appearing in 7. Such a representation of the
structure of a trace (i.e. of its associated sequence of events) can be extended
with non-structural data, when learning a DDM via standard classifier-induction
methods. More formally:

Definition 1 (f-View). Let 7 € T be a trace, « the (event abstraction) func-
tion mapping each event to the respective process activity, and P = [p1, ..., p4]
be a list of (behavioral) patterns defined over the activity labels produced by
a. Then, the feature-based view (f-View) of 7 w.r.t. P, denoted by f-View(r, P),
is a tuple in R? such that: f-View(r, P) = prop(r) @ (val(T,p1),...,val(T,py)),

where @ stands for tuple concatenation and val(r, p;), for i € {1,...,q}, is some
function for computing the value that the feature (corresponding to the pattern)
p; takes on 7. O

Function val(r, p;) can be defined in different ways, depending on the application
context. In general, two common criteria are used by current approaches to
quantify the correlation between a trace 7 and a pattern p;: counting the number
of times that p; occurs in (the abstract representation of) 7, or simply registering
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the presence of p; in (or the absence of p; from) 7 by way of a boolean flag.
In the current implementation of our approach, the former option is used for
individual-activity patterns, and the latter for any other kinds of patterns. As
an example, let @ and b be two activity labels produced by « on the given log,
say L, and let a,b a tandem-repeat pattern extracted from L. Then, in our
vectorial representation of any L’s trace, say 7, a and b are considered as two
boolean attributes (indicating whether 7 contains a and b, respectively), while
the pattern a, b gives rise to an integer attribute (storing how many times a and
b occur one after the other within 7).

The vector-space representation of log traces defined above can be given as
input to any standard classifier-induction method, in order to eventually dis-
cover a deviance-detection model (DDM). Indeed, any given labeled log L (i.e.
a log where each instance is labelled as normal or deviant) can be turned into
a propositional training set, denoted by f-View(L, P), where each tuple encodes
both the structure and the data associated with a trace of L, in addition to its
class label. More precisely, f-View(L, P) is a multiset that contains, for each trace
T € L, a tuple f-View(r, P)® (u(7)) with the same multiplicity of 7. Clearly, the
last value in each of the tuples appearing in f-View(L, P) is the (known) class
label of the corresponding trace, which represents the target of prediction; all
the remaining values will play as input/descriptive features, which the learner
can use to predict the class of any (possibly novel) trace.

Combining Multiple Base Classifiers Via Stacking. In our ensemble learning
setting, the problem of combining multiple base DDMs into a single overall
DDM is faced as an inductive (meta-) learning task, according to the strategy
of stacking [28]. The meta-DDM is trained again with the help of a standard
classifier-induction algorithm, provided with a propositional view of the given
log, where the predictions made by the base learners for each trace of the log are
used as high-level features of the trace, in addition to its intrinsic data properties.
Such a representation of the traces is formally described next.

Definition 2 (s-View). Let 7 € T be a trace, CL = [cy,...,ck] be a list of
DDMs, and PL = [Py,..., P be a list of pattern lists, such that P; is the
specific list of patterns used to train model ¢;, for ¢ € {1,...,k}. Let us rep-
resent each DDM as a function ¢; : PROP(T) x RIPil — {0,1} that maps
the feature-based representation f-View(r) of any trace 7 € 7 to a class label
—where | P;| stands for the number of patterns in the list P;. Then, the stacking-
oriented view (s-View) of T w.r.t. CL and PL, denoted by s-View(r,CL,PL),
is a tuple in PROP(T) x {0,1}* such that: s-View(r,CL, PL) = prop(t) @
(e1(f-View(r, Py)), ..., ck(f-View(r, Py))), where @ denotes tuple concatenation
and ¢;(f-View()) is the boolean label assigned by model ¢; to (the feature-based
representation of) 7, for ¢ € {1,...,k}. |

Given a log L, a list CL of DDMs and a list PL of associated pattern lists, a
combined DDM can be learnt by applying another classifier-induction method to
a propositional view of L. This view, denoted as s- View(L,CL, PL), is a multiset
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containing, for each trace 7 € L, a tuple sView(r,CL, PL) @ (u(7)) with the
same multiplicity of 7. The last value of each tuple in s-View(L,CL, PL) plays
as the (deviance-oriented) class label, while the remaining values are used as
input/descriptive features to predict the class.

4 Problem Statement and Solution Approach

A feature-based log view like the one described in the previous section can be
exploited to discover a deviance detection model. However, correctly separating
deviant cases from normal ones is often a hard task, which poses several critical
issues.

First of all, there is no general evidence about which pattern family should
be preferred when deriving a vector-space representation of the log traces for
deviance mining purposes. This motivates the attempt of exploiting heteroge-
nous representations mixing up different families of patterns. For example, a
combination of sequence and alphabet patterns was used in [3]. The combina-
tion individual-activity patterns with both sequential, alphabet and discrimi-
native patterns was analyzed in [21], as a way to improve the accuracy of a
model leveraging the former kind of patterns only. However, the pattern gener-
ation phase may produce a very large number of patterns, and likely a sparse
representation of the traces, which exposes the discovered classification models
to the “curse of dimensionality” problem. In particular, when different pattern
families are combined, a redundant encoding may be produced for each trace,
featuring a high number of mutually correlated features, which may well con-
fuse many learning algorithms —consider, e.g., the fact that the presence of a
tandem repeat a,b implies the presence of both activities a and b (viewed as
“individual-activity” patterns). In order to deal with such an issue, we propose
an ensemble-learning approach, where different base learners are trained on the
feature-based views produced by using distinguished family of patterns. This
way, the final model, combining the predictions of all base models, can implic-
itly reasons on heterogeneous kinds of structural features at a higher level of
abstraction, without directly working with them all.

Secondly, the discovery of deviant instances must be often carried out in sce-
narios where normal instances are much more than deviant ones. A dataset
where a class largely overcomes the other one(s) in terms of number of examples
is known in the literature as case of “class imbalance”. Learning a classifica-
tion model in such a situation is universally reckoned as a very challenging task
for classic approaches, which tend to have bad performances in the recognition
of the minority class (despite usually obtaining good global accuracy scores).
In order to cope with such an issue, our discovery approach leverages a basic
oversampling method, which attenuates the degree of class imbalance by simply
replicating examples of the minority class.

The remainder of this section illustrates, in three separate subsections, the
specific kind of prediction model that we want to induce from a log, our discovery
approach, and some details on its current implementation, respectively.
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4.1 Target Deviance-Detection Model (HO-DDM)

Our ensemble-based learning approach relies on inducing multiple classification
models from different propositional views of the input log (based on different
kinds of patterns). Specifically, each of these views is obtained by mapping the
original traces onto a distinguished set of sequence-based behavioral patterns
(according to the encoding scheme in Definition 1), extracted from the log while
regarding each of its traces as a sequence of process activities.

The ultimate result of our approach is a novel multi-view (and multi-level)
kind of deviance detection model, named High-Order Deviation Detection Model
(HO-DDM), which is formally defined next.

Definition 3 (HO-DDM). Let L be a log over some proper trace universe 7
and event universe F, and F be a set of pattern families. Then a High-Order
Deviance Detection Model (HO-DDM) for L w.r.t. F is a triple of the form
H = (CL,PL,é), where: (i) PL = [Py, Ps,...,P;] is a list of pattern lists,
consisting each of patterns from a distinct pattern family in F; (i) CL = [cy,
Ca,..., k) is a list of base DDMs such that, for each i € {1,...,k}, the model
¢i : PROP(T) x RIZil — {0,1} (learnt by using f-View(L, P;) as training set)
maps the propositional representation® f-View(r, P;) of any trace 7 € T to a class
label in {0,1}; and (iii) ¢ : PROP(T) x {0,1}* — {0,1} is a (meta) classifier
that estimates the class of any trace 7 € 7, based on its (“stacking-oriented”)
representation s-View(r, [c1, ..., ¢k, [P1,- .-, Px]). O

This model encodes a sort of high-order deviance detector, where the predictions
of all the discovered base classifiers are combined with the help of a second-
level classifier (discovered through a stacking-based meta-learning strategy, as
explained later on). Interestingly, the model can be applied to any unseen trace 7,
in order to estimate whether 7 is deviant or not. To this purpose, each base model
¢; in the ensemble is applied to the vector-space representation f- View(r, P;) of
7 produced according to the list P; of patterns ¢; is associated with, as specified
in Definition 1. The predictions made by all the base models in C'L are then
combined into a single prediction by the meta-model ¢. The latter model takes
as input a propositional view of 7 mixing the original data properties of 7 (stored
in prop(t)) with the class labels assigned to 7 by the base models.

4.2 Algorithm HO-DDM-mine

Our approach to the discovery of a HO-DDM from a given log L is summarized in
Figure 2 in the form of an algorithm, named HO-DDM-mine.

The algorithm follows a two-phase computation strategy. In the first phase
(Steps 2-10), a number of base classifiers are discovered by applying a given set
(specified via the input parameter M) of inductive learning methods to different
views of L, obtained each by projecting the traces in L onto a different space

! PROP(T) is the space of all the data attributes associated with the traces of 7~ (cf.
Section 3).
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Input: A log L, over event universe F and trace universe 7 ;

Params: A set F = {I1,..., F,} of pattern families, resampleMode € {NONE, 0S},
resampleFactor € N, a set M = {My,..., M,} of classifier-induction methods,
a (meta) classifier-induction method ]\AL max. number ¢ of patterns per family;

Output: An HO-DDM for L w.r.t. F;

1. CL:=[]; PL:=[]; // initialize both lists CL and PL as empty

2. fori=1,...,|F| do

3. P :=minePatterns(L, F;,q); // extract a list P of patterns of family F;
4. Compute T'S = f-View(L, P); // cf. Definition 1

5. if sMode = 0S then reBalance(7'S, resampleFactor);

6. for j=1,..,|M| do

7. Induce a DDM c by applying method M; to T'S;

8. append(CL, c); append(PL, P);

9. end
10. end

11. Compute SS = s-View(L, CL, PL); // cf. Definition 2
12. Induce a meta-classifier ¢ by applying method M to SS;
13. return (CL,PL,¢).

Fig. 2. Algorithm HO-DDM-mine

of features. In the second phase (Steps 11-12), all of these base classifiers are
combined into a single DDM, based on a meta-learning (stacking) procedure.

In more detail, the different views of L are produced according to a given set
F of pattern families (specified by the analyst as one of the input parameters
of the algorithm): for each pattern family, a list P of relevant patterns of that
family are extracted from the log L by using function minePatterns (Step 3).
The second parameter of the function is right the reference family of patterns,
while the third is the maximum number of patterns that can be generated for
each family. In the current implementation of the approach, the selection of the
g-top patterns is based on their frequency: the patterns with the highest ¢ values
of support in the log are kept, and returned as output.

Based on the list P of patterns extracted, a propositional view T'S of L is
produced, where each trace 7 of L is turned into a tuple f-View(r, P) —mixing
both the data properties of 7 and its representation over the space of P’s patterns
(Step 4), as described in Definition 1— and labelled with its associated class (i.e.
either deviant or normal).

Before the classifier-induction methods specified in the input list M are
applied to T'S, in order to generate different base classifiers (Steps 6-9), the
log can be further preprocessed in a way that reduces the imbalance of the two
classes (namely, deviant instances vs. normal ones). Specifically, when the ana-
lyst decides to set the input parameter sMode to 0S, an oversampling procedure
is applied to T'S with the help of function reBalance, which alters the classes’
distribution by simply repeating each deviant trace in the training log a num-
ber resampleFactor of times (Step 5). No rebalancing is done instead when
sM ode = NONE.
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Once all base classifiers have been induced, and stored in the list CL, they are
combined into a single overall meta-classifier according to a stacking strategy.
To this purpose, first an s-View SS of L is computed (Step 11) according to
Definition 2; then a meta-classifier ¢ is induced from S.S, by applying the learning
method M —still specified by the analyst, as one of the input parameters of the
algorithm.

The last step of the algorithm simply combines the discovered base classi-
fiers (with their associated pattern lists) and the meta-classifier into an overall
HO-DDM.

4.3 Implementation

The discovery approach described above has been fully implemented into a Java
prototype system. The system combines different functionalities, organized in
four modules: (i) a data transformation module, supporting the derivation of all
the kinds of log views (namely, f-View and s-View) employed by our approach;
(it) a pattern extraction module; (i) a classifier induction module; (iv) a model
evaluation module; The second module extracts and uses four different types of
structural patterns defined in [4,5], by leveraging the plugin Signature Discovery
available in the ProM framework [1]: tandem repeats, alphabet tandem repeats,
mazimal repeats, and alphabet mazximal repeats. The extracted patterns are then
used by the data transformation module to produce a boolean vector-space rep-
resentation of the given traces, where each pattern is regarded as a distinguished
attribute, taking a value of 1 iff the pattern occurs in the trace. The latter module
also supports the derivation of a bag-of-activity representation of the traces.

The classifier induction module implements the following algorithms by tak-
ing advantage of the popular library Weka [16]: A1DE, a variant of the AODE
method [26]; the decision-tree learning method J48 [22]; the k-NN procedure
IBE; the LibSVM Support-Vector-Machines classifier [10] with a Radial-Basis-
Function kernel; the rule-base classifier JRip [27]; and a Neural-Network clas-
sifier [29], computing a multi-layer perceptron network via a standard back-
propagation scheme (with an automated setting of the number of layers of the
network).

The model evaluation module supports the evaluation of any discovered HO-DDM,
by providing the analyst with several quality metrics, specifically tailored to our
deviance detection setting, and described in details in the following section.

The system also allows the analyst to apply any discovered HO-DDM to new log
traces, hence helping evaluating whether they represent deviant instances or not.

5 Experiments

In order to assess the capability our approach of effectively recognizing deviant
behaviors, we conducted a series of tests on a real-life log, storing information
on the clinical pathways of gynecologic cancer patients within a Dutch hospital,
and made available as a benchmark dataset for the 2011 BPI Challenge [14].
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5.1 Dataset

Basically, the log registers information concerning the activities (mainly corre-
sponding to the application of treatments) performed on patients suffering from
common types of cancers to the genital tract. The raw event log contains 150291
events, referring to 624 distinct activities, and 1142 cases, corresponding each to
a distinguished patient.

A number of attributes are stored for each case, which include the age of
the respective patient, and two categories of attributes that concern the kinds
of illness the patient was diagnosed with: “diagnosis code” and “diagnosis”.
Precisely, a case may be associated with up to 16 alpha-numeric diagnosis codes
(e.g., M13, M12, 106), stored into different attributes of the form Diagnosis code,
Diagnosis code:1, ..., Diagnosis code:15, each referring to a distinguished type of
cancer at a certain stage of malignancy. For example, code M13 identifies a kind of
cervix cancer. Similarly, each case contains 16 attributes of category “diagnosis”
—mnamely, Diagnostis, Diagnosis:1, ... , Diagnosis:15— that can store each a
short description of an illnesses (e.g. “maligniteit ovarium”, “maligne neoplasma
cervix uteri”) diagnosed to the patient.

The main event attributes stored in the log are: concept:name (resp., Activity
code), storing the name (resp., code) of the activity performed; Specialism code,
storing the code of the medical specialism related to the activity; org:group and
Producer code, which both represent the activity’s executor, but at different
granularity levels. Specifically, attribute org:group indicates the department/lab
where the activity was performed, while the latter attribute stores an identifier
of the person who performed the activity.

Since the traces in the log have no predefined class label, in order to make
them suitable for a deviance mining task, we firstly marked each of them as either
“normal” (label = 0) or “deviant” (label=1), by adopting one of the deviance cri-
teria (namely, the one referred to as BPIC11¢¢) introduced in [21]. Specifically,
we labeled as deviant all the traces referring to patients diagnosed with a cervix
cancer, i.e. all the traces where attribute Diagnosis evaluates “cervix cancer”.
Notably, we choose this particular definition of “deviant” clinical cases because
it corresponds to the highest class imbalance ratio, among all those explored
in [21]: 225 deviant cases (less than 20% of all traces) vs. 917 normal ones.

For the sake of fairness, we preprocessed the log by removing all the attributes
(including those of categories “diagnosis code”, “diagnosis”, and “treatment
code”) directly linked to the class label, which would make trivial the deviance
detection task.

5.2 Evaluation Metrics

Different evaluation metrics exist in the literature for testing the effectiveness of
classification models in the presence of a rare class. Indeed, the usage of met-
rics that do not adequately accounts for the rarity of such a minority class may
lead to overestimating the real capability of a classifier to correctly recognize the
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instances of that class. In the following we only concentrate on a binary imbal-
anced classification problem (as our deviance detection problem is), where the
“positive” class label (namely 1) is assigned to deviant (typically rare) instances,
while the “negative” class (namely 0) is assigned to the remaining (normal) ones.

Some core count-based statistics (usually shown in the form of a “confusion”
matrix) for evaluating a classifier are: (i) True Positives (T P), i.e. the number
of positive cases correctly classified as such; (ii) False Positives (FP), i.e. the
number of negative cases incorrectly classified as positive; (i) False Negatives,
i.e. the number of positive cases incorrectly classified as negative; and (iv) True
Negatives, i.e. the number of negative cases correctly classified as such.

Classification accuracy is the fraction of cases classified correctly: (TP +
TN)/(TP 4+ FP + FN + TN). Despite this is a widespread evaluation met-
ric, it is not appropriate when the classes are imbalanced. For instance, in a log
where only 1% of traces are deviant, a simple model that predicts every trace
as normal would have an accuracy of 99%, although it does not recognize any
deviant instance.

A popular metrics that can be safely used over imbalanced data is the area
under the ROC curve (AUC) [6]. Essentially, ROC curves are a visual tool
for comparing the performances of different classifier induction methods, over a
Cartesian plane where the vertical and horizontal axes represent the true positive
rate (TPR =TP/(TP+FN)) and false positive rate (FPR = FP/(TN+FP)),
respectively. A ROC curve of an induction method is drawn by plotting the score
pairs (PR, FPR) of different classification models discovered with the method.
This curve essentially shows to what extent the “accuracy” (measured via the
TPR score) on positive examples tends to drop when reducing the error rate
(measured via the FPR score) on negative examples. AUC' is a compact average
measure for the performances of a classifier (the higher the AUC, the better the
classifier), which let us to quantify its classification potential.

The geometric mean VT PR -TNR, namely G-mean, was introduced in [18]
as another performance metrics suitable for the case of imbalanced classes. The
best classifier according to this metrics is the one that maximizes the accuracies
on both classes, while keeping them balanced.

We also evaluated the standard Precision (P) and Recall (R) measures on
the class of deviant instances, in order to support fine grain analyses on the
misclassification errors made over those instances: P = TP/(TP + FP) and
R=TP/(TP+ FN).

5.3 Parameter Settings

Two key ingredients of our approach are: (i) the kind of patterns used to project
the log traces onto a vector space, and (i) the classifier-induction methods
employed to derive, from such a feature-based representation of the traces, the
base and combined models that compose the overall HO-DDM returned by the
approach.

As concerns the former point, as a first family of behavioral patterns, denoted
by IA (i.e. individual activities), we simply considered all the process activities
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in their own. In this case, for any trace, we regard each activity, say a, as an
additional (pattern-oriented) feature of the trace, storing the number of times
that a occurs in the trace. In order to produce more sophisticated representations
of traces’ behaviors, we considered (as also done in [3,21]) all the sequence-based
patterns described in Section 4.3, possibly capturing control-flow constructs (e.g.,
subprocesses, loops, and parallelism) ruling the behavior of the analyzed process:
tandem repeats (TR), alphabet tandem repeats (ATR), maximal repeats (MR), and
alphabet mazimal repeats (AMR). As mentioned previously, all patterns but AI
ones, were used as boolean attributes when computing the f-View of each trace,
taking a value of 1 if the pattern occurs in the trace, and 0 otherwise. Similarly
to [21], we considered the following heterogenous families of patterns: (i) {IA},
i.e. individual activities used alone (producing a bag-of-activity representation
of traces’ structure); (i) {IA,TR}, i.e. the combination of individual activities
and of tandem repeats; (iii) {IA,ATR}, i.e. individual activities combined with
alphabet tandem repeats; (iv) {IA,MR}, i.e. individual activities plus maximal
repeats; (v) {IA,AMR}, i.e. individual activities plus alphabet maximal repeats.

These pattern families were provided as input to algorithm HO-DDM-mine (via
parameter F), in order to make it build 5 different views of the given log.

A fixed setting was used in all the tests for the parameters ¢ and
resampleFactor. The former was always set to 250 as in [21], while param-
eter resampleFactor (really used by algorithm HO-DDM-mine only when
resampleMode = 08) was kept fixed to 2. This way, all the deviant (i.e. pos-
itive) traces in the log were duplicated, thus raising the ratio between deviant
and normal traces from 1:4 to about 1:2.

As to the induction of (both base and combined) classifiers, we resorted to all
of the algorithms currently implemented in our prototype system, as described
in Section 4.3. In particular, for the (second-layer) combined classifier, we always
used to algorithm AIDE (i.e. we fixed M = A1DE), pragmatically reckoned as
a robust and effective solution over a wide range of tests. We pinpoint, that we
obtained similar results when using other methods for the meta-classification
task, but we omit details on such a kind of analysis for lack of space. Different
methods were used instead in our tests to induce the base classifiers of the
ensemble: the decision-tree learning method J48 [22]; the k-NN procedure IBk
(with k fixed to 10); the multi-layer perceptron method (denoted hereinafter as
ANN) [29]; the LibSVM Support-Vector-Machines classifier [10] with an RDF
kernel; and the rule-base classifier JRip [27].

Combined with the fixed settings described above, we considered three dif-
ferent configurations of algorithm HO-DDM-mine: (1) NO_RESAMPLING, where
no resampling procedure (i.e. resampleMode =NONE) is applied to the
transformed log (in order to reduce the class imbalance ratio), and the
same set of (base) inductive learning methods as in [21], ie. M =
{J48,IBk, AN N} is used; (2) RESAMPLING, using our basic oversampling scheme
(i.e. resampleMode = 08 and resampleFactor = 2), along with the same
battery of base classifiers as in the previous configuration (and in [21]); (3)
RESAMPLING + MORE_CLASSIFIERS, which uses the same oversampling setting
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Table 1. Prediction results on the BPIC11c¢ log by HO-DDM-mine and its competitor
Nguyen et al.[21]. All the values were computed by averaging the results of 5 trials,
performed according to a 5 fold cross-validation scheme. For each metrics, the best
outcome is reported in bold.

Methods AUC G-Mean R P

HO-DDM-mine (RESAMPLING + MORE_CLASSIFIERS)||0.853+0.053|0.736+0.022]0.598+0.042|0.742+0.049
HO-DDM-mine (RESAMPLING) 0.81940.044 | 0.72240.047 | 0.584+0.080 | 0.715+0.047
HO-DDM-mine (NO_RESAMPLING) 0.813+0.026 | 0.648+0.039 | 0.469+0.056 | 0.502+0.082
Nguyen et al.[21] (BEST_OF_BEST) 0.798+0.000 | 0.59940.000 | 0.412+0.000 | 0.496+0.000
Nguyen et al.[21] (BEST_AVG_RANK) 0.798+0.034 | 0.5974+0.043 | 0.397+0.072 | 0.493+0.084

as in configuration 2 (i.e. resample Mode = 0S and resampleFactor = 2) while
exploiting all the classifier-induction methods provided by our prototype system
(i.e. M ={J48,IBk, ANN, LibSV M, JRip}).

5.4 Test Results

In order to assess the validity our approach, we conducted a series of tests on the
real log described before. Table 1 summarizes the results obtained by algorithm
HO-DDM-mine, compared with those of the deviance mining approach proposed
in [21].

For the sake of comparison, as discussed in details in the previous subsection,
we used the same families of patterns and the same (or a slightly enlarged)
collection of classifier-induction methods as in [21]. However, our approach neatly
differs from the one in [21] in two respects: (i) the possibility to exploit an
oversampling mechanism, and (i) the usage of an automated ensemble-based
strategy, which intelligently integrates the models discovered by applying those
different learning methods to different pattern-based views of the log —each of
these models is used instead in [21] as an alternative “isolated” solution to the
deviance detection problem.

Since the approach in [21] consists in applying each learning method to each
distinct view of the log (generated according to one of the pattern families
described in the previous subsection), it would produce a total of 15 inde-
pendent DDM models —namely, J48(74y, ..., J481a4amrys [Bkiray, ---
IBk{ayamry, ANN{1ay, -, ANN{a4yamgy— which should be compared
with the ones discovered by our approach. For the sake of conciseness and read-
ability, we just report, as separate rows of Table 1, a summary of the best
performances achieved by the competitor approach, computed according to two
different criteria: (i) BEST_OF_BEST, and (ii) BEST_AVG_RANK.

The BEST_OF BEST row simply reports, for each evaluation method, the best
value obtained by all of the different configurations of the approach in [21].
Clearly, this row provides an overestimated evaluation of the competitor app-
roach, which may not correspond to any actual configuration of it. In a sense,
this row is a sort of upper bound for the performance of all the considered
configurations of the competitor.
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In order to provide a more realistic (yet concise) term of comparison, we
defined a second criterion, denoted by BEST_AVG_RANK, for aggregating the results
obtained with the approach of [21]. Let C be the set of all DDM models dis-
covered by the tested methods, and V = {AUC, G-Mean, R, P} be the set of
metrics considered in our evaluation setting. For any model ¢ € C' and any met-
rics m € M, let score(c,m) be the value returned by evaluating m against c.
Based on these values, we ranked the models in C over each metrics. For exam-
ple, rank(c,m) =1 (resp., rank(c, m) = k) iff ¢ is the best (k-th best) performer
according to metrics m.? Considering all metrics equally important for assessing
the quality of a DDM, we computed an overall average ranking score for each
model ¢ € C as follows: rank(c) = .25 x (rank(c, AUC) + rank(c, G-Mean) +
rank(c, R) 4+ rank(c, P)). We eventually selected, among all the models discov-
ered by (using different configurations of) the approach of [21], the one reaching
the highest value of the overall ranking score rank.

According to this ranking criterion, the model found with method IBk on
individual-activities features (i.e., by using only the family IA of patterns) was
deemed as the best results of the approach in [21] (with an average rank of 1.75).
The last row of Table 1 (marked as BEST_AVG_RANK) reports the quality measures
received by this model, as a second term of comparison for our approach. Clearly,
the performances of our competitor in its BEST_OF _BEST setting are always better
than that in the BEST_AVG_RANK one. Therefore, in the following, we will focus
our comparative analysis on the (“optimistic” for the competitor) BEST_OF_BEST
scenario.

From the figures in Table 1, we can deduce some interesting observations.
First, the proposed approach, even in the basic NO_.RESAMPLING configuration,
performs always better (over all the quality metrics) than the competitor, what-
ever configuration is used for the latter. This confirms the validity of using an
ensemble-learning approach to the deviance detection problem, which seems to
take the best of different data transformation and data mining schemes, and
improve the performances of them all.

The gain w.r.t. the approach in [21] becomes more marked when using our
(basic) oversampling procedure (i.e. configuration RESAMPLING). In more detail,
even though the increment in terms of AUC is moderate (2.62%), we can observe
a significant gain for the metric G-Mean (20.53%), and a noticeable 44.15% (resp.
41.74%) achievement in terms of precision (resp. recall).

Further improvement is obtained by our approach when letting it use a broader
range of base classifiers, i.e. when using the RESAMPLING + MORE_CLASSIFIER
configuration, which exploits LibSVM and JRip as further base learners. Indeed,
in this case, a gain of 6.89% (resp., 22.87%, 49.59%, 45.14%) is obtained in terms
of AUC (resp., G-Mean, precision, recall) w.r.t. the overestimated BEST_OF BEST
configuration.

In summary, it seems that the combination of an oversampling method with
our ensemble-learning strategy helps obtain higher improvements (w.r.t. the

2 In order to deal with numeric approximation, we considered as equivalent any two
scores x,y such that |z — y| < .05 X min(z, y).
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competitor supervised deviance-detection approach) than exploiting a wider
range of base classifiers.

Before leaving this section, it is worth noticing that HO-DDM-mine took an aver-
age time of 25.13 seconds to compute a HO-DDM in the tests described so far. This
corresponds to less than a 1% increase w.r.t. the time that would be spent by
launching all the considered configurations of the approach of [21] (using different
sets of behavioral patterns and different classifier-induction algorithms), in order
to eventually select the best among the models discovered by them. Notably, a
great fraction (namely, 98%) of the computation time was spent in the extrac-
tion of the behavioral patterns, which was particularly expensive for the case of
tandem repeats and maximal repeats. This suggests that higher scalability could
be obtained by using some more aggressive strategy for pruning the search space
when computing such patterns, rather than simply using an extract-and-filter
strategy (like that used in the current implementation of our approach).

6 Conclusion

We proposed an approach to the supervised detection of deviant behaviors, based
on a novel multi-view ensemble learning scheme, where different learning meth-
ods are applied to different pattern-based views of a given log. Specifically, each
view corresponds to a vector-space encoding of the traces, combining both con-
text data and structural features (captured effectively by way of behavioral pat-
terns). This collection of classifiers is eventually made undergo a meta-learning
procedure, which produces an integrated high-order deviance detection model as
an ultimate result. To make the approach more robust w.r.t. the classes’ skew-
ness we explored the usage of a basic resampling technique. Preliminary tests
performed on a real-life log proved that the approach can achieve compelling
performances w.r.t. a recent deviance mining method.

As to future work, besides testing our approach over a wider range of real logs,
we plan to extend it by: (i) combining the pattern extraction method with an
event abstraction approach, capable to automatically extract high-level activity
concepts from log events (as in [15]), hence removing the assumption that an
event abstraction function is already available for the events; (i) integrating a
cost-sensitive learning method, as a more sophisticated and flexible solution for
dealing with class imbalance and with the need of minimizing a certain kind
of misclassification errors over deviant traces; (i4i) detecting deviant process
instances at run time, and on the possibility to use co-training techniques [2,30]
whenever the amount of labelled data is not sufficient to induce an accurate
DDM. Moreover, we will investigate on extending our approach towards incor-
porating innovative aspects such as privacy-preservation (e.g., [12]), accuracy
control (e.g., [11]), and adaptivity (e.g., [8]).

Acknowledgements. This work was partly funded by Italian Ministry of Edu-
cation, Universities and Research within research projects PONO3PE_00032_02 and
PONO3PE_00032_03.
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Abstract. Process models tend to become more and more complex and,
therefore, also more and more test cases are required to assure their
correctness and stability during design and maintenance. However, exe-
cuting hundreds or even thousands of process model test cases leads
to excessive test suite execution times and, therefore, high costs. Hence,
this paper presents a novel approach for process model test case selection
which is able to address flexible user-driven test case selection require-
ments and which can integrate a diverse set of knowledge sources to
select an appropriate minimal set of test cases which can be executed
in minimal time. Additionally, techniques are proposed which enable the
representation of unique coverage requirements and effects for each pro-
cess node and process test case in a comprehensive way. For test case
selection, a genetic algorithm is proposed. Its effectiveness is shown in
comparison with other test case selection approaches.

Keywords: Process modeling and design - Process testing - Test case
selection + Genetic algorithm

1 Introduction

Over the past years, processes have risen to deeply integrated solutions which
are extremely important for various organizations. Hence, ensuring the stability
and correctness of processes is a crucial challenge [11]. Several approaches for
process verification exist [14], that focus on structural and behavorial correctness
of process models. Specifically, when implementing process models, testing has
proven a valuable complement to capture the process behavior at runtime, e.g.,
with respect to process data [18]. Testing concentrates on creating and executing
test cases on the tested process model [13]. At minimum a test case consist of
input data, which is used to initialize a new instance of the process under test,
and an expected execution path that should be followed by the process model
instance when executing the test case [18]. A fault can be detected, e.g., when
an execution path deviates from the expected test case execution path [18].

Testing plays an important role in process model design, development, and
maintenance because it allows to identify faults early during these phases [18].
As process models tend to become more and more complex, manual test case
© Springer International Publishing Switzerland 2015
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T3:Test-Case 3, execution time 15 minutes

.Process Node QXOR Split or Join = Connection Edge (Control Flow)

Fig. 1. Test case selection example with coverage illustration

generation becomes time-consuming and, therefore, expensive [17]. Hence, auto-
matic test case generation tools emerged which quickly generate hundreds or
even thousands of test cases to completely test a single process model [9].

Each individual test case might be executed quickly. However, executing all
test cases may still require an excessive amount of time and, therefore, results
in high costs [5]. Hence, it becomes necessary to apply test case selection and
minimization techniques. Those techniques select an appropriate! subset of the
available test cases to be executed. If the subset is small and efficient enough
then significant time-savings are achieved [5,12].

Take, for example, the process model shown in Fig. 1. It’s tested by three
test cases, whereby the first covers the top most path, the second the middle
path and so on. Assume that the user requirement is to cover 75% of the process
model (i.e., 75% node coverage, so 75% of all nodes are tested by test cases)?.
Then possible subsets would be to select T1 and T2 (combined execution time
15 minutes), T2 and T3 (25 minutes), or T1 and T3 (20 minutes). However, if
the selected test cases should be executed in the minimum possible amount of
time then the selection technique must select T1 and T2 as the optimal subset.

Identifying an optimal test case subset results in a combinatorial explosion
problem [5] (the complexity is exponentially related to the amount of test cases).
Hence, it cannot be solved in polynomial time [8]. So, existing approaches utilize
heuristics, such as the Greedy Algorithm, which allow to find solutions where
analytical algorithms are infeasible because of the huge search space [5].

We have analyzed existing process model test case selection and minimization
approaches and found that those are inflexible regarding the supported user-
defined coverage requirements, only use a incomprehensive representation of each
node’s unique coverage requirements, and also model the coverage effects of each
test case in a limited fashion. Hence, existing work is not suitable for answering
the following research questions:

RQ1. How can node coverage effects for process model test cases be modeled
in a more comprehensive way?

1 Appropriate means that user-defined requirements are fulfilled such as a minimal
coverage objective, e.g., that a minimal amount of process nodes is tested.

2 Multiple coverage metrics exist such as path, branch, or node coverage. However, in
this paper we will, for the sake of brevity, only use node coverage. However, we are
confident that a generalization to other coverage metrics is possible.
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RQ2. How can the unique coverage requirements of each process node be deter-
mined and utilized during process model test case selection?

RQ3. Isit possible to integrate and utilize more complex process model test case
selection requirements than supported by existing work (e.g., to optimize the
selected test cases based on their execution time)?

RQ4. Whether and how can Genetic Algorithms be utilized to identify an
appropriate set of test cases during process model test case selection?

In this paper we want to address the identified limitations and concentrate
our efforts on test case selection in the process modeling domain. Therefore, we
propose a comprehensive representation of test case coverage effects along with
a novel approach to identify the unique coverage requirements of each process
node. Here we exploit the fact that different kinds of nodes in a process model
may have a different complexity, e.g., tasks versus gateways [3]. Additionally, we
prove the applicability of Genetic Algorithms for process model test case selec-
tion and show, by using an evaluation and a prototypical implementation, that
the presented approach supports more complex and flexible selection require-
ments than existing work.

This paper is organized as follows. Coverage metrics, prerequisites, and ways
to improve the current situation are discussed in Section 2. Section 3 describes
the proposed genetic test case selection approach. Evaluation, corresponding
results and their discussion are presented in Section 4. Section 5 discusses related
work. Conclusions and future work is given in Section 6.

2 Coverage Metrics

This section introduces coverage metrics for test case selection based on a given
process model O. O is defined as directed graph O := (N,CE, DE)3 where N
denotes the set of process nodes, C'E the set of control flow edges, and DF
the set of data flow edges. As auxiliary functions (cf. [15]), we utilize the direct
successors of a node n as ne := {n’ € N | (n,n’) € CE} for the control flow and
no := {n’ € N | (n,n') € DE} for the data flow. The direct predecessors of n
can be defined accordingly by en := {n’ € N | (n’,n) € CE} for the control flow
and on :={n’ € N | (n’,n) € DE} for the data flow.

In this paper, we are mainly interested in the execution path of each test case,
especially to determine which process model nodes are covered (i.e., tested) by
each test case. So a test case is formally defined as:

Definition 1 (Test Case). A test case v on a process model O = (N,CE, DE)
is defined as v := (N,, CE,, enabled) with N, C N, CE, C CE, and enabled €
{0,1} where N, and CE, form the expected test case execution path and enabled
indicates if the test case should be executed (1) or not (0). The ordered set V
of all test cases v on a process model O is denoted as test suite, which can be

3 The notion of directed graphs corresponds to the internal representation in order to
cover different prevalent process modeling notations such as BPMN [10].
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configured to create a test suite configuration V; where all test cases are enabled
or not (i.e., v.enabled is set to 1 or 0).

Test case selection starts with a test suite V' (consisting of all available test
cases for the process model O) and a set of requirements R which are user-
defined, such as, the minimal node coverage should be 75%. The requirements
contained in R must be satisfied to find a test suite configuration (i.e., deciding
which test cases should be executed when executing the test suite) which provides
an adequate testing of the process. Hence, the challenge is to find a minimal
subset V/ C V that satisfies all requirements in R.

One typical requirement is that the process must be completely covered (i.e.,
each node must be tested by the selected test cases). For this, mostly, simple
coverage metrics are used. For example, a process node is already marked as
completely covered, and therefore, fully tested, when it is checked by at least
one test case. However, this approach ignores that each process node has a
unique complexity and significance [3] and therefore should be covered by an
individually adjusted number of test cases to achieve an optimal coverage.

2.1 Optimal Coverage: Optimal Number of Test Cases per Node

This approach is called optimal coverage because it determines an optimal cov-
erage value (i.e., how many test cases should be used to test it) based on various
complexity metrics individually for each process node. We assume that if a pro-
cess node (e.g., an activity or gateway) is more complex than another one, it
must be tested more thoroughly (i.e., covered by more test cases) and, there-
fore, must be assigned a higher optimal coverage value. We suggest to determine
the optimal coverage value C,(j) of node j as the weighted sum over selected
complexity metrics comp;(j) for node j, (i =1,...,n):

Colj) =1+ ’VZwrcompi(j)-‘ (1)

i=1

In Eq. 1, w; € [0,1] defines the weight for metric comp;(j). Moreover, a
minimal coverage of 1 is assigned to each node, i.e., each node must be covered
by at least a single test case. The complexity metrics and the weights reflect the
process node coverage requirements. One example for a complexity metric is the
Fan-In/Fan-Out metric (cf. [7]): for node j it sums over the number of successors
|7 ® | and predecessors | e j| of node j and divides this sum by the maximum
Fan-In/Fan-Out value over all nodes of the process model.

Two types of metrics are considered in this paper. First, generic metrics that
are based on the process model itself which incorporate the node complexity (the
structural Fan-In/Fan-Out metric), the process structure (a node is positioned
in sequences or more complex loops, error, or concurrent paths), or the node
position (a fault at an early executed node affects more follow up process nodes
than a fault at a late node). Second, metrics that are supported by historic data
(e.g., log files), such as previously identified faults (it is then more likely to find
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another fault), node execution frequency (an fault does have an higher effect if
the faulty node is executed more frequently), previous coverage (if a node was
not covered during previous tests, then it should be checked during follow up
tests), error path probability (if a node frequently has to fall back to its error path
it more likely contains a fault), frequency of data-modifications (we assume that
a node which modifies multiple variables has likely a higher internal complexity
than a node which modifies only one variable), and known changes (if a process
node is changed then those changes should be checked with tests).

Example: Node j has three incoming edges and one outgoing edge. It is
analyzed using the Fan-In/Fan-Out metric! with a weight of 1. Further, the
node with the maximum Fan-In/Fan-Out metric of the whole process model
has four incoming and two outgoing edges. Then compys,, would generate the
following result:(1 4+ 3)/(2 + 4) = 0.66. The total optimal coverage can then be
calculated by C,(j) using 1 + {(1 . O.GE)W = 2, i.e., two test cases are required
to throughly test j, when considering its complexity. Existing approaches would
ignore the node complexity and hence test it with a single test case. This could
result in not detecting faults that will be found by the proposed approach. Why?
Because, each node has a specific internal node behavior® which can, for example,
contain multiple execution branches. Imagine that the internal node behavior
contains a single conditional branch which provides two execution paths (e.g.,
for premium or normal customers), then a single test case will most likely only
test one of the branches so 50% percent of the node’s internal behavior and it
will require at least two test-cases to throughly test the node. Note, that we are
assuming that the mentioned complexity metrics also allow to assess the nodes
internal complexity (e.g., a node with many incoming edges most likely has a
more complex internal behavior then a node with only one incoming edge).

2.2 Test Coverage Metrics: Coverage of all Enabled Test Cases

The following coverage calculation approaches are applied individually on each
process node j to determine, given a test suite configuration V; and a process
model O, which test coverage is achieved by V; on j.

Traditional Coverage. The traditional coverage is based on existing coverage
calculation approaches. The traditional coverage covy, is calculated for a process
node j and a test suite configuration V; by analyzing the test paths of each
enabled test case v = (N, CE,, 1) (cf. Eq. 2).

covyr (3, Vi) = > county, (v, j) (2)
v=(N,,CEy,1) € V;

* This example only utilizes, for the sake of brevity, the Fan-In/Fan-Out metric. The
test case selection prototype (cf. Sect. 4), however, uses all the mentioned metrics
(see previous paragraph).

5 Note, each node’s functionality is determined by its internal behavior (e.g., realized
as a web-service or application) that is executed when execution the process node.
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If j is covered by an enabled test case (i.e., it is contained in j € N, of
v = (N,,CE,,1)), its coverage value is increased by one, cf. Eq. 3.

1 it j € N,

0 otherwise.

county- (v, j) = { (3)

Neighborhood Coverage. Neighborhood coverage reflects that, in a process,
each node depends on its predecessors. Hence, if the predecessor of a node j
is faulty then j might never be executed (e.g., the process might terminate
because of a fault before reaching j) or has to deal with incorrect data/states.
We propose that this should not only be reflected by increasing the optimal
coverage (because of the increased complexity if multiple predecessors can affect
a single node), but also by acknowledging that each test case that is executed
on a predecessor of j also has a slightly positive effect on j itself. Therefore, j’s
coverage value should slightly be increased if one of its predecessors is tested.
Hence, we are proposing to calculate the individual neighborhood coverage of
each process node and combine it with its respective traditional coverage to
provide a comprehensive representation of each test case’s positive effects.

This a) motivates the test case selection algorithm to select test cases which
together achieve a broad coverage of functionality supported by the process
model under test and b) reflects the positive effects of each test case more com-
prehensively during test case selection. Why a)? Because with neighborhood
coverage the test case selection algorithm gains less additional total coverage
from covering close paths (i.e., paths that all concentrate on one function) than
without. Hence, it is additionally motivated to cover paths (and therefore func-
tions) which are more diverse and further apart from each other. Both advantages
increase the probability that test cases selected by the proposed approach will
more likely detect faults than test cases selected by existing approaches.

The neighborhood coverage value for a node j is calculated by analyzing each
enabled test case, i.e., Vv = (N,,CE,,1) over process model O = (N,CE,DE)
to identify the neighborhood path start nodes Nyps., by (cf. Alg. 1):

NNPS,U = {k’GNv |3pEN\Nv WltthOp)} (4)

Neighborhood path start nodes are nodes that are covered by test case v, but
also have direct successors that are not covered by v. Subsequently, all identified
neighborhood path start nodes are analyzed, i.e., Vs € Nypg,, to determine
all direct successors which are not covered by v using:

Nrennsw ={a €N |a€seNagv.Ny} (5)

Finally, the successors of all nodes in Npy N s, are searched for j to calculate
J’s neighborhood coverage (cf. Alg 2).
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Example: Consider Fig. 2a with test suite configuration V; containing a sin-
gleS enabled test case v with N, = {4, B,..., F,G}. Obviously, B is the only
neighborhood path start node, i.e., Nyps,, = {B}. In turn, B results in the set
NpnnBow = {H,K}, ie., H and K are situated in a neighboring path to the
path covered by test case v, but are not covered by v themselves.

Assume that the neighborhood coverage is to be determined for node L. For
this, all successors of H and K are searched until L is found or the search reaches
a node which is covered by v. During the search, the nodes on the “search paths”
are numbered consecutively (using counter ¢). The number indicates the number
of edges or the distance respectively between L and the neighborhood path start
node B. The greater the distance, the less the neighborhood coverage. This is
expressed by a coverage reduction factor cov,.q that indicates how quickly the
positive effect of the test case v is reduced when getting further away from nodes
covered by v. For cov,.q = 0.2, a node numbered with 1 would be assigned
0.8 of the traditional coverage effect of the neighborhood start node. Here it
is assumed that the traditional coverage of v on the neighborhood path start
node is always 1. Hence, if j (so j = L) is the node marked with a 2 i.e., the
node that is two “steps” far from the neighborhood path start node, so ¢ = 2,
then the control flow neighborhood coverage effect on L can be calculated by
max((1 —(2-0.2)),0) = 0.6 when using a covyeq of 0.2.
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Fig. 2. Illustrating the concept of neighborhood coverage

Algorithms 1 and 2 focus on the process control flow. Neighborhood coverage
can also refer to the process data flow denoted by the data flow edges DFE of a
process model O = (N,CE, DE). The data flow based approach uses different
sets to determine the neighborhood path starts nodes, i.e., they are based on
the data flow edges DFE instead of the control flow edges, i.e., DNypg, := {k €
N, |3p € N\ N, with k € op)} and DNpyn s :={a € N |a € soha ¢ v.N,}.
In Fig. 2b, hence, DNyps, = {A} and DNpnn .4, = {L} hold. Based on

5 Note, if a test suite contains multiple enabled test cases then the neighborhood cover-
age is calculated individually for each test case v on j. Subsequently each individual
neighborhood coverage effect of each test case is added up to calculate V;’s total
neighborhood coverage effect on j.
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Algorithm NeibCov(V;, j, cov,eq)
coVppr=0
Data: process node j to be analyzed, test suite configuration V;, and coverage
reduction factor cov,eq
Result: the neighborhood coverage covypp of j
foreach test case v € V; with v.enabled =1 do
foreach neighborhood path start node s in Nypg,, do
foreach fs € NpnnN,s,o do
coVpbp+=NeibCovRecur(j, s, fs,v, 1, cOVreq) /* adds up the achieved
neighborhood coverage of each v on j */
end
end
end
return cov,pn

Algorithm 1. Neighborhood coverage calculation (pseudo code)

Recursive Subroutine NeibCovRecur (j, s, n, v, ¢, COUreqd)

Data: process node to search for j, current neighborhood path start node s, current
analyzed node n, analyzed test case v, step counter ¢, and a coverage reduction
factor covyeq

Result: covnpp of j for process model branch starting with s

if j =n (i.e., the searched node j is found) then

| return maz((1 — (¢ covreq)),0) /* calculate the neighborhood coverage */
else if n € N, (i.e., the currently analyzed node n is covered by v) then
‘ return 0 /* stop the search for this branch */
else
c=c+1 /* increase the step counter by one */
foreach n* € ne (i.e., n™ € no for the data flow) do
return NeibCovRecur (j,s,n*,v,c,cov,eq) /* recursively analyze all
successive branches */
end
end
return 0

Algorithm 2. Neighborhood coverage calculation subroutine (pseudo code)

these sets Alg. 1 and 2 can be used analogously. In the example depicted in Fig.
2b, starting from A nodes L and N are successively numbered with 1 and 2
respectively as they are connected via data edges. Assume a reduction factor of
covreq = 0.2. Then the neighborhood coverage covppn (L) of v turns out as 0.8
and for N as 0.6 respectively based on test case v.

Coverage Degeneration. If multiple test cases are applied on the same process
node, partly similar internal node behavior (cf., Sect. 2.1) is likely executed and,
therefore, tested by multiple test cases. Hence, we assume that the individual
positive effect (i.e., the likelihood that a test case detects a not yet identified
fault) of an additional test case is higher when, e.g., a node is currently only
covered by two test cases as it would be if the same node is already covered by
ten test cases. Hence, we advocate to slightly decrease the additional coverage
gain of each test case if multiple test cases are covering the same process node. We
denote this by the term coverage degeneration which is captured by a coverage
degeneration factor that is determined for each coverage metric.

For traditional coverage covy,-(j,V;) of a node j based on test suite configu-
ration V; (cf. Eq. 2), the degeneration factor results (cf. Eq. 6) from weighing
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the number of enabled test cases with a user-defined factor wge, € [0,1] and
putting it into relation with the maximum possible factor wgegaraz € [0,1], i€,
putting a limitation to the degeneration. Assume that 10 enabled test cases cover
J, Waeg = 0.05, and Wgegnraz = 0.3, then the coverage degeneration factor for
traditional coverage turns out as 1 — min(((10 — 1) % 0.05),0.3) = 0.7. Hence,
the achieved traditional coverage will be multiplied with 0.7 to reduce it by 30%
from 10 (+1 for each test case) to 7.

covgy?(j, Vi) = 1=min((([{v = (Ny, CEy, 1) € V; | j € Nu}|=1)Waeq), Wacgata)
6

The degeneration factor of the meighborhood coverage metrics is als(o )based
on the number of enabled test cases. More precisely, each enabled test case in
V; is analyzed to count how many test cases generate a positive neighborhood
coverage (cf. Alg. 2) on j (cf. Eq. 8 and 9). Subsequently, the number of test cases
is also multiplied with wgeq, cf. Eq. 7, to calculate the neighborhood coverage
degeneration factor. Again wWqegnra. limits the maximum possible degeneration.

Cov;ir,eg (J7 ‘/1" COUTEd) = 1 - min(((covﬁig (]a ‘/iv COUTed) - 1) ' wd€g)7 wdegMam) (7)

cov®9 (4, Vi, covpeq) = Z Z Z countd® (4, s, £5,v, COVpeq)

v=(N,,CE,1)eV; SENNPs,v [SENFNN,s,v
(8)

1 if NeibCovRecur(j,s, fs,v,1,covpeq) >0

COUnt,dleg (]a s,Nn,v, COUT'ed) = .
0 otherwise.

(9)
The degeneration factors for the data flow (i.e., Dcovd®9) can be calculated
analogously. Due to space restrictions we again abstain from a detailed definition.
By applying the described coverage degeneration technique the proposed test
case selection approach gains a more comprehensive view on the coverage effects
of each test case, than existing work, and therefore will more likely identify faults
that are missed by existing test case selection approaches.

Final Process Node Coverage. The presented metrics, i.e., traditional cov-
erage as well as neighborhood coverage for control and data flow, together with
degeneration factors are combined to a comprehensive coverage metric for pro-
cess nodes (cf. Eq. 10) which takes a node j, a test suite configuration V;,
and a coverage reduction factor cov,.q (applied when determining the neigh-
borhood coverage) to determine the coverage which is achieved by V; on j. Note,
DNeibCov,, (V;, j, cov,.eq) calculates the neighborhood coverage based on the pro-
cess model’s data flow.

Cs(vtiajv covred) = COUg:g(j, Vrz) : Covtr(‘/ia.j)
deg(j, Vi, coUpeq) - NeibCov(V, j, covreq) (10)

n

+ Dcovzeg (4, Vi, covyeq) - DNeibCov(V;, j, covreq)

+ cov
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The proposed concepts address the first two identified research questions
by providing a more comprehensive view on coverage calculation and coverage
requirements than existing process test case selection work. However, we also
want to provide a solution to address flexible requirements and questions such
as “Which test cases should be selected to get the maximum possible coverage
within three hours test suite execution time?”. We assume that Genetic Search
Algorithms can play a viable role to address such challenges.

3 Genetic Selection Algorithm

A Genetic Algorithm (GA) is a search heuristic that mimics natural selection [4].
The first step is to determine the individuals of the problem and their encoding.
For test case selection, intuitively, the test cases are encoded as binary genes
and combined to individuals, i.e., the test suits. Multiple individuals then form
the population. Each individual is assessed using a fitness function that can
calculate the individual’s quality. Subsequently the individuals with the highest
quality (i.e., fitness) are selected and combined (i.e., by applying crossover and
mutation) to form the next generation of the population. Repeatedly applying
the last step typically increases the average quality of the whole population over
time and allows to find an adequate solution to the search problem.

Genetic Encoding. Each potential test suite configuration V; (cf. Def. 1) con-
sists of multiple test cases, i.e., the V; :=< v1,... ,vr > which is encoded in a
binary way based on the value of the attribute enabled in each v:

Ve =< vy.enabled, . .. ,vi.enabled > (11)

Generating the First Population. The first population (i.e., the initial set of
all currently evolving test suite configurations, P :=< V"¢ ..., V§™"® > where
S is the user chosen maximum population_size) is generated randomly. More
precisely, population_size test suite configurations V"¢ are generated and filled
with randomly generated genes (i.e., test case enabled states). A random number
rand € [0, 1] is generated for each test case in V;. If rand is lower then 0.5 then

the test case (i.e., the gene) is disabled (0), else enabled (1).

Fitness Function. A fitness function allows to assess the quality (i.e., fitness
level) of each individual (i.e., of each test suite configuration). For example, here
the quality is measured by taking the test suite coverage, which is achieved by a
specific test suite configuration, in relation to the required test suite configuration
execution time. We assume a test suite configuration with a higher fitness level
as better than one with a lower fitness value.

The following fitness function (cf. Eq. 13) utilizes Eq. 12, to asses the achieved
test coverage of a test suite configuration V;**¢7. Therefore Eq. 12 adds up and
determines (by using Eq. 10) the coverage of each process node j. We assume,

7 Note, that V"¢ can always be decoded into a specific V; by using the known V and
setting the respective enabled states.
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that a node does not gain any advantage from achieving a coverage level which
is above its own calculated optimal coverage level (cf. Eq. 12, Eq. 13, and Eq.
14). Hence, we take the minimum between the achieved final coverage Cy (cf
Eq. 10) of the node j and its optimal coverage C, (cf. Eq. 1). The added up
coverage is then divided by the maximum possible optimal coverage (i.e., the
sum of all nodes’ optimal coverage) to normalize the generated result.

Z mm (%a%covred))

> o)

JEN

covy (Vi coVpeq) = (12)

The first fitness function, cf. Eq. 13, utilizes a user-chosen minimum test
coverage value covep; € [0, 1] and assesses a test suite configuration V; to check if
Vi achieves at least covep; percent of the total possible optimal coverage within
minimal test suite execution time.

cov, (Vi covmd)/l(]() if cov, (Vi, covyeq) < coUop;
Fitmint (Viy COUgbjy cOUrea) = Y min(C, s(Vis J, covrea))
1eN — otherwise.
(13)

Specifically, fit,inr starts by determining if the minimum coverage objec-
tive covep; is already fulfilled by comparing the average node coverage of V;
(using cov, (V;, covreq), Eq. 12) with covey;. If the covey; is not fulfilled then the
achieved coverage is divided by 100 and returned. Hence, the fitness increases
when additional test cases are enabled, such that the GA is motivated to enable
at least enough test cases to achieve a minimum coverage of covy;.

If the covy, is fulfilled then the achieved coverage is divided by . x is defined as
the sum of the total execution times over all enabled test case in V;. Calculating the
execution time of a single test case v starts by determining the average execution
time (e.g., based on timestamps stored in recorded process execution logs®) of each
node which is part of the execution path N,,. Subsequently, the average execution
times of each node in N,, are summed up to calculate v’s expected total execution
time. Hence, the fitness increases by preferring test cases that are executed quickly
while providing a high amount of additional coverage.

The second fitness function fit,,qq(V;, covreq) (cf. Eq. 14) assesses a test suite
configuration V; to check if V; achieves the maximum possible total process model
coverage in at most g total test suite execution time. Therefore, it calculates the
total test coverage achieved by V; and multiplies it with a dynamic penalty
factor if the total execution time x of V; is too high compared to the user chosen
maximum execution time objective g (cf. Eq. 15).

fltmaa: (‘/27 Covred Z mln (‘/;7.77 covred)) . (1 - d(ga .’L‘)) (14)

8 Note, if no execution logs are available then the expected execution times can still be
specified manually, e.g., by a domain expert.



A Genetic Algorithm for Automatic Business Process Test Case Selection 177

0 ife<g
d(g,z) =11 ifz>g-2 (15)
(‘T—;g) otherwise.

Equation 15 checks if the total test suite execution time of V; (i.e., x) is
below the user chosen execution time objective g. If  is below g (i.e., the total
execution time is below the chosen maximum one) then no penalty is applied.
The maximum penalty of 1 is applied if z is twice as high than g. Finally, if x is
between g and and two times g then a fraction of the maximum penalty is applied
to increase the flexibility of the presented approach. Hence, the algorithm is able
to select a test suite configuration which is slightly above the chosen maximum
execution time if it provides a dramatic coverage improvement for only a slight
miss of the execution time objective.

Selection of Parents. Parents must be selected to create offspring that can
form the next generation [4]. Therefore, the user chooses an offspring_rate that
controls how many percent of the old generation will be selected as parents
and replaced with their children to generate the next generation. The selection
process itself is based on the Tournament Selection [4] technique. Hence, the
algorithm randomly chooses individuals and compares their fitness. The indi-
vidual with the highest fitness is selected until offspring_rate percent of the
population_size are chosen. Tournament Selection was chosen because the selec-
tion pressure can be controlled by varying the amount of compared individuals
and it also showed encouraging results when we compared it with other selection
techniques during the preliminary tests.

Crossover and Mutation. The proposed GA utilizes Multi Point Crossover [4].
Hence, two parent individuals are selected and a crossover operation is applied
to generate two new individuals (children). Therefore, crossover_points € [0, 1]
(i.e., the user chosen amount of crossover points, where I holds the amount of
test cases stored in a single individual) points are randomly chosen and ordered.
Then the algorithm iterates through all points and the section between the last
point and the current one is swapped between the parents [4]. After crossover,
each generated child is mutated. Hence, the mutation algorithm iterates through
all genes of the child and generates a random value rand € [0, 1] during each iter-
ation. If rand < mutation_rate then the current gene is replaced by a randomly
generated one [4]. Multi Point Crossover was chosen because it provides the
necessary flexibility to adapt it for each problem size using the crossover_points
variable. Finally the generated children replace their parents to create the next
generation of the population.

Termination. The GA terminates automatically when the termination condi-
tion, to repeat the algorithm for maz_generation number of times, is satisfied.
It returns the best individual, i.e., the test suite configuration with the highest
fitness value, found until then.



178 K. Bohmer and S. Rinderle-Ma,

Genetic algorithms provide flexibility (e.g., a custom fitness function can be
integrated to address unique coverage selection requirements) and customizabil-
ity (e.g., by providing a way to exchange algorithm components, such as the
applied crossover method, or by allowing to customize the algorithm’s param-
eters for various problem sizes). Hence, we propose genetic algorithms as an
expandable foundation for process model test case selection and continue by
evaluating their effectiveness in comparison with other test case selection tech-
niques.

4 Evaluation

To assess the feasibility of the proposed process model test case selection app-
roach it was evaluated using three different process models with increasing size
and complexity. Additionally it was compared with alternative selection tech-
niques, namely random and adaptive greedy selection.

Designing Test Problems. The test data which was used for the evaluation
consists out of a) three process models (with low, medium, and high complexity)
b) test cases (one test case was generated for each possible execution path for
each model) and c) historic data (e.g., recorded execution logs, to determine
the execution frequency of a node or its average execution time). All test data
were artificially generated and each evaluated test case selection technique was
executed on each of the three models and their related data (i.e., test cases
and historic data). Each test case was sextupled so simulate that the internal
behavior of process nodes is typically very complex and, therefore, multiple test
cases with various test data are required to thoroughly test it.

The process model generation starts with an initial model with a low com-
plexity (20 nodes, 42 test cases, 7 unique execution paths), which was then
extended by adding additional paths and XOR splits to generate a model with
medium complexity (80 nodes, 120 test cases, 20 paths) and high complexity
(266 nodes, 390 test cases, 65 paths). Finally, artificial historic data (i.e., exe-
cution log data) were generated in a deterministic way, e.g., the node execution
time was determined from the node position and a default execution timespan.
Hence, the test data is “stable” and can be reproduced for future evaluations.

Metrics and Evaluation. The random, genetic, and adaptive greedy test case
selection techniques were compared as follows. First the proposed genetic search
algorithm based approach tried to answer one of two questions a) “Which test
cases should be executed to achieve a X percent process node coverage within a
minimal test suite execution time?” or b) “Which test cases should be executed
to achieve the maximum possible coverage in Y minutes test suite execution
time?”. Subsequently, the timespan which is required to execute the test suite
configuration which was identified by the proposed genetic search algorithm (for
questions a or b) was calculated. Finally, the determined timespan was used
by the other two evaluated selection techniques (random selection and adap-
tive greedy selection). Both selected one test case after another until selecting
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another test case would create a test suite configuration which requires more
time to execute than the one identified by the proposed genetic algorithm based
technique.

The random selection technique randomly selects each test case from a list
of not yet selected test cases. Adaptive greedy selection, however, analyzes and
orders each available not yet selected test case based on its additional coverage/
required execution time balance. Finally, the test case which provides the most
additional coverage for the least additional execution time is chosen. The genetic
selecting technique utilizes the approach described in Section 3. The test suite
configurations (i.e., the configuration identified by each of the three selection
algorithms) were evaluated by determining the achieved final average node cov-
erage, cf. Eq. 12 (i.e., the optimal coverage, C, (cf. Eq. 1), of each node j € N
of a process model O = (N,CE,DE) is added up and then compared with the
added up achieved final node coverage, C; (cf. Eq. 10), provided by the analyzed
test suite configuration). In addition, fault coverage was determined by assigning
artificial faults to each process node. We assume that a test suite configuration
V; would find more faults for the process node j if the achieved final coverage
gets closer to the optimal coverage of j (cf. Eq. 16).

1 if Cs(Vi, J, covreq) > 0 A Cs(Viy J, coUreq) < Co(4) - 0.25
3 if Cs(Vi, J,covreq) > Co(4) - 0.25 A Cs(Vi, J, covreq) < Co(4) - 0.50
fault(Vi, j, covreq) =< 5 if Cs(Vi, J, covreq) > Co(4) - 0.50 A Cs(V3, 4, covreq) < Co(4) - 0.75
7 if Cs(V3, j, covpeq) > Co(j) - 0.75
0 otherwise.
(16)
Z fau“(‘/ivj, Covred)
ieN
faultCoverage(Vy, covpeq) = ! (17)

IN|-7

Note that cov,.q represents the user chosen coverage reduction factor which
is utilized at Cs(V;, J, covreq) (i-e., the coverage calculation, cf. Eq. 10) during
the incorporation of the neighborhood coverage of j. For example, if the achieved
coverage (for the process node j) would be between 25% and 50% of j’s optimal
coverage, then it was assumed that three out of seven faults would be found by
the test suite for the node j. Finally, the detected faults for each node were added
up and divided through the maximum possible detectable amount of faults to
normalize the result of Eq. 17.

Results. The evaluation results were generated by applying all three evaluated
test case selection techniques (the proposed genetic selection algorithm, random
test case selection, and adaptive greedy selection) on the described three test
problems. For each test problem two questions were analyzed a) “Which test
cases should be executed to achieve a X percent coverage within a minimal test
suite execution time?” whereby X is 20, 40, 60, or 80 percent of the maximal
possible optimal total process coverage and b) “Which test cases should be
executed to achieve the maximum possible coverage in Y minutes test suite
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execution time?” whereby Y is 20, 40, 60, or 80 percent of twice the time which
would be necessary to execute each process node once.

Primary tests were executed to identify appropriate configuration values for
the designed genetic test case selection technique. Mutation_rate (0.5%), Wdeq
(i.e., coverage degeneration, 10%), Waegnraz (i-€., maximal coverage degenera-
tion, 50%), cf. Eq. 6 and 7, covyeq (i-e., neighborhood coverage reduction per
step, 30%), cf. Alg. 1 and 2, all weights w (e.g., for coverage metrics, 1) and
offspring_rate (50%) were fixed for all three test problem complexity levels.
The value of maz_generation (low complexity test problem:300, medium:500,
high:800), population_size (200, 400, 800) and crossover_points (4, 8, 15), chosen
individuals for tournament selection (3, 5, 10), however, were chosen individually
to reflect the increasing test problem complexity. For example, it was found that
a low number of crossover_points would, naturally, exchange very large chunks
of test case configurations during child generation. This hardens the fine tun-
ing of the identified results during the final stage of the search (this challenge
increases from small to large test problem complexity/sizes, so the number of
crossover_points was increased whenever the test problem complexity increases).

The results show that GA outperforms the random and adaptive greedy
selection techniques (cf. Fig. 3 and 4). It is also noticeable that GA benefits from
increasing the test problem complexity. The GA generated a 3.6%/3.5% higher
coverage/fault detection, compared to the adaptive greedy selection technique
for questions a, for the low complexity test problem, while for the test problem
with high complexity the genetic selection technique provides a 9%/10.3% higher
coverage/fault detection than the adaptive greedy selection (cf. Table 1 and 2).

We conclude that GA is able to make better use of the additional flexibility
(i.e., it can be chosen from more test cases or more test suite execution time is
permitted) provided by more complex test problems. Hence, it is better suited
for complex process models and selection requirements than the compared tech-
niques but still provides at least equally good results for all other problems. The
improvement is even higher if the results are compared with random selection.
The evaluation also shows comparable results for question b (cf. Fig. 4).

Note, that the results were generated by averaging the outcome of 100 runs
of the random and genetic approach on each problem and question, so that
the randomized behavior of those approaches does not falsify the results (e.g.,
because of a single “randomly” generated outstanding good or bad result).

5 Related Work

Related work can be classified into two categories: test case selection and min-
imization. Minimization is only partly relevant for this paper because it con-
centrates less on selection, but more on test suite redundancy prevention, i.e.,
removing test cases that are only covering process parts that are already suffi-
ciently tested by other test cases. However, the research areas are connected and
the proposed approach can be used to generate results which are comparable
to existing minimization approaches, e.g., by defining a 100% coverage objective
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Fig. 3. Average across all three process model complexities for question a (User chosen
coverage objective)
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which should be reached in minimal test suite execution time. Hence, this section
also discusses minimization approaches.

Two strategies are currently applied to achieve minimization. One option is to
analyze and minimize an already existing set of test cases (also called test suite).
Farooq and Lam describe their minimization objective as a Traveling Sales Man
[6] or an Equality Knapsack problem [5]. Subsequently, they apply Evolutionary
Computation heuristics to search for a minimal set of test cases that still pro-
vides full structural coverage. However, the authors only used their approach to
minimize test cases which were generated through model based software testing
using UML activity diagrams. Alternatively, the test case generation algorithms
can try to generate a duplicate/redundancy free test suite. [1] utilizes Orthogo-
nal Array Testing (a statistical method that calculates which parameter values
should be tested in which combination) and semantic constraints to reduce the
amount of generated process model test cases. [2] instead searches for an optimal
amount (e.g., minimal amount of test points which are necessary to achieve a
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Table 1. Raw evaluation results for question a (User chosen coverage objective)

Process Complexity, Proposed Genetic Selection Approach|Adaptive Greedy Selection Random Selection
Node Coverage Objective| Achieved Coverage Detected Faults Achieved Coverage Detected Faults|Achieved Coverage Detected Faults
Low, 20% Coverage 21.2% 23.5% 19% 21.4% 8.1% 3.2%
Medium, 20% Coverage [20.5% 21.5% 15% 16.4% 10.2% 10.8%
High, 20% Coverage 20.2% 21% 17% 17.5% 15.7% 13.2%
Low, 40% Coverage 41.6% 46.4% 38.7% 40% 25.3% 26.7%
Medium, 40% Coverage [40% 42.7% 35.1% 37.1% 31% 30.2%
High, 40% Coverage 40% 43.3% 36.1% 37.8% 29% 29.5%
Low, 60% Coverage 60.2% 70.7% 53.4% 62.2% 50.3% 48.7%
Medium, 60% Coverage [60% 65.9% 53% 56.6% 45.7% 46.6%
High, 60% Coverage 60% 65.4% 54.6% 56.4% 45.3% 45.7%
Low, 80% Coverage 80% 94.2% 69% 81.4% 65% 69.6%
Medium, 80% Coverage [80% 86.9% 73% 78.7% 66% 68.5%
High, 80% Coverage 80% 83.1% 1% 73.2% 60% 63.1%

Table 2. Raw evaluation results for question b (User chosen maximum test suite
execution time)

Process Complexity, Proposed Genetic Selection Approach|Adaptive Greedy Selection Random Selection
Max Execution Time Objective|Achieved Coverage Detected Faults Achieved Coverage Detected Faults|Achieved Coverage Detected Faults
Low, 20% Execution Time 32.1% 37.1% 32.1% 37.1% 11% 13%
Medium, 20% Execution Time |24.6% 24.6% 20.3% 20.3% 14.7% 14.2%
High, 20% Execution Time 18.9% 21.3% 18.1% 20.62% 11.8% 13.1%
Low, 40% Execution Time 43% 47.1% 41.6% 45.2% 29.3% 30%
Medium, 40% Execution Time |36.6% 37.6% 31.5% 33.3% 21.2% 27.8%
High, 40% Execution Time 30.5% 34.7% 26.1% 30.1% 21.7% 22.3%
Low, 60% Execution Time 53.6% 64.3% 48.1% 55.7% 38.5% 44.1%
Medium, 60% Execution Time |48.1% 50.5% 39.2% 41.2% 35% 35.8%
High, 60% Execution Time 42.1% 46.8% 33.1% 38% 28.2% 32%
Low, 80% Execution Time 61.1% 70.7% 55% 60.5% 47.9% 56.5%
Medium, 80% Execution Time |56.4% 60.7% 50.1% 52.6% 43.1% 45.6%
High, 80% Execution Time 48.8% 55.2% 42.6% 48% 38.6% 37.1%

user chosen coverage level) of test points were sensors can be added to a process
model to detect faulty behavior.

Selection analyzes all test cases and selects those which provide the most
value. [12] selects all test cases which cover process model areas which were
changed since the last test runs. Ruth [16] instead concentrates on external
partners and selects only test cases which cover a process partner that was
adapted. Ruth’s approach requires that each partner process definition is publicly
available which is rather unlikely in real world scenarios.

Overall, existing work is frequently utilizing simple and relatively inflexible
selection requirements such as “Which test cases should be selected to achieve a
100% coverage?” and therefore is, e.g., not trying to optimize test suite execution
times to their full potential. Additionally, existing work is treating each process
node equally and is, therefore, not respecting its unique coverage requirements
(i.e., current work is counting a node as completely tested if at least a single
test case tests this node once, independently from the nodes’ complexity), which
reduces the likelihood to identify a fault because important nodes are not tested
as thoroughly as necessary. Finally, we found that existing work does not utilize
a comprehensive approach (such as the presented Neighborhood Coverage) to
describe test case coverage effects.
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6 Conclusions

This paper provides coverage metrics and a Genetic Algorithm (GA) for test
case selection specifically geared towards process model testing (— RQ1 and
RQ2). The evaluation results support their feasibility even for complex process
models. It is also shown that historic information such as log files can posi-
tively influence the generated results. They enable the incorporation of test case
execution times, hence enabling the selection of those test cases that fulfill user-
chosen requirements in minimal time. Especially the last point was not addressed
until now by process model test case selection work. The presented GA basically
enables the creation of more flexible test case selection approaches for process
models (addressing RQ3 and RQ4). It can also be adapted to meet unique user
requirements, such as “node X must always be tested”, “only the partner pro-
cesses should be tested”, or “only modified process parts should be tested”, by
configuring adequate optimal coverage calculation metrics. As shown, flexibility
can be further increased based on different fitness functions. Overall, this work
provides the most comprehensive and flexible process model test case selection
solution so far, especially because it takes the characteristics of process mod-
els, e.g., by integrating neighborhood coverage metrics and execution log files,
into account. Future work will incorporate process model test case prioritization
and minimization by, for example, analyzing the applicability and feasibility of
flexible GA for these domains. In addition we want to conduct a case study to
assess the impact of the proposed coverage metrics (e.g., optimal coverage or
neighborhood coverage) on the test selection quality in real world scenarios.
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Abstract. Massive event logs are produced in information systems, which
record executions of business processes in organizations. Various techniques
are proposed to discover process models reflecting real-life behaviors from
these logs. However, the discovered models are mostly in Petri nets rather than
BPMN models, the current industrial process modeling standard. Conforti et al.
and Weber et al. propose techniques that discover BPMN models with sub-
processes, multi-instance, etc. However, these techniques are made for event
logs with special attributes, e.g., containing attributes about primary and foreign
keys, which may not commonly appear in event logs. For example, logs from
the OA (office automation) systems of CMCC (China Mobile Communications
Corporation) do not contain such data. To solve this issue, this paper proposes
two techniques that can discover BPMN models with sub-processes and multi-
instance markers with event logs containing less event attributes. One of our
techniques only requires four event attributes: case id, task name, start time and
end time. Experimental evaluations with both real-life logs and synthetic logs
show that our techniques can indeed discover process models with sub-process
and multi-instance markers from logs with less event attributes, and are more
accurate and less complex than those derived with flat process model discovery
techniques.

1 Introduction

Nowadays, business process management is one of the most important methods for
organizations to enhance their efficiency of management. Business processes are im-
plemented in information systems of organizations to be (semi-)automatically ex-
ecuted, which is an effective and efficient way to manage and control their operations.
As the number of processes grows, massive amount of logs are recorded in informa-
tion systems. Process discovery technology enables the extraction of knowledge from
logs, which helps process analyzers better understand (the executions of) their busi-
ness processes. Variant process discovery algorithms have been proposed [1-9],
which balance tradeoffs between accuracy and complexity of the discovered process
models.

© Springer International Publishing Switzerland 2015
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However, process models discovered from these algorithms are mostly in Petri nets
rather than BPMN, the industrial standard notation for process modeling [1-9]. Al-
though BPMN models can be transformed from Petri nets, such BPMN models mainly
contain activities and gateways. Few researches take sub-process and multi-instance into
consideration, which are important characteristics of BPMN 2.0. Sub-process is a part of
the whole process model, which is usually defined separately and called by a complex
or call activity. A sub-process can be broken down into another level of details. Multi-
instance means there are several instances responding to the activity, and it has two
types: sequential and parallel, which implies the activity or sub-process should be ex-
ecuted sequentially or concurrently. In this paper, we mainly focus on parallel multi-
instances for the following reason. The behavior of sequential multi-instances is the
same as loops, which can be mined as loop structures as most process discovery algo-
rithms proposed; while seldom algorithms [14,18] consider parallel multi-instances.

Table 1. Simplified traces from CMCC

cid tn | pn st Et trans cid tn pn st et trans

1 A pa 0 10 {(B,pb)} 3 A pa 0 10 {(C,pc)}

1 B (pb| 10 20 {(D1,pd1),(D1,pd2)} 3 C pc 10 20 | {(D1,pdl1),(D1,pd2)}

1 D1 |pdl| 20 30 |[{(E1,pel),(F1,pfl),(F1L,p| 3 D1 pdl 20 30 | {(E1,pel),(F1,pfl),(F1,p
12)} 12)}

1 D1 [pd2| 20 35 {(E1,pe2),(F1,pf3)} 3 D1 | pd2 | 20 35 {(E1,pe2),(F1,pf3)}

1 E1 |pel| 30 40 o 3 E1 | pel | 30 40 [4]

1 F1 |pfl| 30 45 [4] 3 F1 | pft | 30 45 [4]

1 F1 |pf2 | 30 47 {(G1,pgl)} 3 F1 | pf2 | 30 47 {(G1,pgl)}

1 F1 |pf3| 35 40 o 3 F1 pf3 | 35 40 [4]

1 E1 |pe2| 35 50 {(G1,pg2)} 3 E1 | pe2 | 35 50 {(G1,pg2)}

1 G1 |pgl| 47 55 [4] 3 Gl | pgl | 47 55 [4]

1 Gl [pg2| 50 60 {(H,ph)} 3 Gl | pg2 | 50 60 {(H,ph)}

1 H | ph| 60 70 [] 3 H ph 60 70 []

2 A | pa 0 10 {(C,pec)} 4 A pa 0 10 {(B,pb)}

2 C pe | 10 20 {(D2,pd1),(D2,pd2)} 4 B pb 10 20 | {(D2,pdl),(D2,pd2)}

2 D2 |pdl| 20 30 {(F2,pf1),(F2,pf2)} 4 D2 | pdl | 20 30 {(F2,pf1),(F2,pf2)}

2 D2 |pd2| 20 35 {(E2,pel)} 4 D2 | pd2 | 20 35 {(E2,pel)}

2 F2 | pfl| 30 38 [4] 4 F2 | pfl | 30 38 [4]

2 F2 (pf2 | 30 40 {(G2,pgl)} 4 F2 | pf2 | 30 40 {(G2,pgl)}

2 E2 |pel| 35 45 {(G2,pg2)} 4 E2 | pel | 35 45 {(G2,pg2)}

2 G2 |pgl| 40 50 [4] 4 G2 | pgl | 40 50 [4]

2 G2 |pg2| 50 60 {(H,ph)} 4 G2 | pg2 | 50 60 {(H,ph)}

2 H | ph| 60 70 o 4 H ph 60 70 []

Example 1. We illustrate four simplified traces from an event log of CMCC in Table
1. It mainly consists of six attributes: case id, task name, start time, end time, execu-
tor, and transfer information (indicating which events will be executed next and by
whom). The first case in Table 1 can be represented as <A,B,D1,D1,E1,F1,F1,F1,
E1,G1,G1,H>. The first line of the first case tells us event A is executed by executor
pa from time 0 to 10, and is followed by task B to be executed by executor pb.
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The second line of the first case tells us event B is executed by pb from time 10 to 20,
and is followed by two events named D1 concurrently. Current techniques, e.g.,
BPMN Analysis (using Heuristics Miner) in ProM, can only discover a model like
that in Figure 1(b) while apparently the correct model should be like the model in
Figure 1(a) if taking start time and end time into consideration.

(b)

Fig. 1. BPMN model obtained with and without applying the proposed technique

Conforti et al. [14] and Weber et al. [18] proposed techniques that can discover
sub-processes, multi-instance markers, etc. These techniques rely on some special
event attributes in event logs to discover dependencies between events, e.g. primary
and foreign key, and hierarchies are indicated by these dependencies, which are fur-
ther used to discover sub-processes, multi-instance markers, etc. However, these
attributes may not commonly appear in event logs, e.g., logs from CMCC. In addition,
it is unpractical to add primary key and foreign key to the log manually, thus tech-
niques in [14, 18] cannot discover sub-processes and multi-instance markers for event
logs from CMCC.

Therefore, in this paper, we present two techniques that can discover BPMN mod-
els with sub-processes and multi-instance activity markers from event logs, like the
one in CMCC shown in Table 1.

Challenges: With sub-process and multi-instance added to a process model, techniques
like [1-10] cannot be applied directly to analyze relations between tasks. There are two
main significant challenges to detect sub-process and multi-instance as follows.

1) It is hard to analyze relations between tasks with multi-instance marker. For
example, if a sub-process containing several tasks is marked as multi-instance,
like the model in Figure 1(a), sub-process containing tasks “E1” and “G1” is
marked as multi-instance, though task G1 should always happen after task El
in one sub-process instance, we can still see task G1 occur before tasks E1l in a
log as it can happen before another task instance E1 in another sub-process ex-
ecuted simultaneously. Therefore, it is hard to determine the relations between
tasks.
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2)
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It is hard to discover sub-process and multi-instance with less information.
Most logs do not contain either the aforesaid transfer information or attributes
to find primary key and foreign key used in [14], so it’s necessary to find a
way to discover sub-process and multi-instance just by commonly existing
attributes, e.g., case id, task name, start time and end time.

Contribution: The paper presents two different techniques to discover sub-process
and multi-instance.

1)

2)

We propose an algorithm to discover sub-process and multi-instance by ex-
ploiting the aforesaid six attributes shown in Table 1. Figure 2 shows the pro-
cedure of our proposed techniques. Given an event log, an instance tree is con-
structed for each case, which is used to analyze hierarchy of events. Then the
hierarchy tree is constructed based on the analysis, which can be used to check
multi-instance in a process model. Also, the log is decomposed into sub-logs
and each node in the hierarchy tree corresponds to a sub-log. Finally, sub-
models are discovered from sub-logs and composed into the required process
model based on the hierarchy tree.

We propose a heuristic algorithm to discover sub-process and multi-instance
by just making use of four attributes: case id, task name, start time and end
time. Although it has lower accuracy in some scenarios as a tradeoff, it is more
flexible for input logs. The steps of the heuristic algorithm are the same as
those in the previous algorithm.

Event Build Analyse Build Check Log eﬁiifilr:/g BP‘?V/::jnS'\js’els
log instance j> event’s i> hierarchy i> multi- i>projection mining processes and

tree hierarchy tree instance

techniques multi-instance

Fig. 2. Procedure to mine BPMN models with sub-processes and multi-instance

The remainder of the paper is organized as follows. We first introduce prelimi-
naries in Section 2. Then we present two algorithms to discover BPMN models with
sub-processes and multi-instance markers in Section 3. Experiments are shown in
Section 4. Section 5 introduces related work and Section 6 concludes the paper.

2

Preliminaries

Each event log consists of cases; each case consists of events that are related to the case;
each event has attributes. The event we use in this paper consists of six attributes: a case
id, a task namel, an executor name, a start-time, an end-time, and transfer info.

Definition 1 (Event, Attribute). An event defined in this paper consists of six
attributes, which is formally described as a tuple e = (cid, tn, pn, st, et, trans):

cid €T is the case id of event e, where T is the set of all case ids.
tn € X is the task name of event e, where X is the set of all task names.

' In this paper we suppose that no two tasks in a process model have identical names.
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3. pnEd is the name of the executor who executes event e, where @ is the set

of all executor names.

stEQ is the start time of event e, where Q is the set of all timestamps.

et€ Q is the end time of event e.

6. trans={t,...,t;,....t,}, for all 0<i<n+1, t=(tn;’, pn;’), tn;’ €EZ, pn; ED is an
element in the set of transfer info of event e, which indicates the name of the
task (i.e., tn;”) executed after event e by the person pn;’.

w o

Definition 2 (Case, Event Log). A case consists of an ordered list of events with the
same case id. An event log consists of a set of cases.

3 Instance Tree and Hierarchy Tree

The content of this section is fourfold. Firstly, the definition of (heuristic) instance
tree is presented. Then, hierarchy for events is proposed. Thirdly, a hierarchy tree is
defined based on instance trees and hierarchies. Finally multi-instance for event un-
ions (nodes in a hierarchy tree) is defined.

Instance tree is of normal tree structure, which indicates the execution orders of
events in a case. Formally:

Definition 3 (Instance tree). Given a case c, its corresponding instance tree itree(c) =
(E, R) where:

1. Eisasetofeventsinc.

2. REExE={(el, e2)|(e2.tn, e2.pn) Eel.trans} is a set of sequential relation-
ships between events that indicate their execution orders, e.g., €2 is executed
directly after el.

Example 2. Take the first case of example 1 as an example, see the instance tree as
shown in Figure 3 with Cid=1. As the transfer info indicates, one relationship (edge)
is added from event A to event B and two edges are added from event B to two events
DI. Similarly, the instance trees for other three cases are also showed in Figure 3.

Fig. 3. Instance trees of the four cases in Table 1
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The event log from CMCC contains the transfer information, which tells us the
next events to be executed and the persons who execute them. Based on this informa-
tion, we know exactly which node should follow which in an instance tree. However,
not every log contains this information. Therefore, a heuristic instance tree is pro-
posed in Definition 4, which can be constructed with only four attributes: case id, task
name, start-time, and end-time.

Definition 4 (Heuristic instance tree). Given a case c, its corresponding heuristic
instance tree hitree(c) = (E, HR) where:

1. Eisasetofeventsinc.

2. HREExE={(el, e2)lel.ct<e2.st/\Ae3, el.ct<e3.et<e2.st} is a set of heuris-
tic sequential relationships between events that are induced by the start and
end execution times of events.

For example in Tablel, heuristic instance trees are the same as the instance trees
for these four cases, as shown in Figure 3. In most cases, we can build heuristic in-
stance tree correctly as the start-time of an event is usually the end-time of previous
event. However, this is not always the case. When there are events ending at the same
time, heuristic instance tree can be different with the corresponding instance tree. We
will evaluate this in Section 4.

To deal with the situation that there is a multi-instance at the beginning or end of a
case, an event “start” can be added to the beginning of the case and an event “end”
can be added to the tail of the case.

The event’s hierarchy is analyzed by concurrence in instance trees. When an event
in an instance tree has more than one child (these children events are executed con-
currently), the children events’ hierarchy should be one level lower. The hierarchy is
back to one level higher when the concurrence ceases, i.e., all children finish execut-
ing except one. Otherwise, the hierarchy remains unchanged.

Definition 5 (Hierarchy). Let L be an event log, C; be the set of cases in L, and E be
the set of events of a case ¢ € C.. Hierarchy describes which level an event is in, and
which events are connected with the event in the previous level. Formally the
hierarchy for an event e in a case cECy is a tuple h(e,c)=(tn, level, leftParentSet,
rightParentSet), where:

1. tn€X is the task name of event e.

2. level€Z is an integer indicating event e’s hierarchy. The smaller the level
is, the lower hierarchy event e is in.

3. leftParentSetCE,. If it is of the highest level, leftParentSet is an empty set.
Otherwise, event e is mined as (a part of) a sub-process, and leftParentSet is
a set of events that are followed by the sub-process.

4. rightParentSetCE_..If it is of the highest level, rightParentSet is an empty set.
Otherwise, event e is mined as (a part of) a sub-process, and rightParentSet
is a set of events that are following the sub-process.
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The hierarchy for an event e in a log L is a tuple h(e,L)=(tn, level, leftParentSet,
rightParentSet), where:

1. tn€} is the task name of event e.

2. level = min{h(e,c).levellc ECLAe EE./\e.tn = tn} is the minimum level for
e in all cases.

3. leftParentSet =U (. . epch(e,c).leftParentSet is the union of leftParentSets for
e, in which cases e is of its lowest level, where EC={(e,)|
cECLNAeEE Ae.tn=tn/\h(e,c).level=level}.

4. rightParentSet =U () egch(e,c).rightParentSet is the union of rightParent-
Sets for e, in which cases e is of its lowest level.

Example 3. Take the first instance tree in Figure 3 as an example to analyze an
event’s hierarchy. Originally we set event A of level 0, event B is of the same level
with event A. There are two nodes named D1 concurrently executed after event B,
therefore D1 should have a lower hierarchy than B. Thus we set D1’s level to-1. The
leftParentSet of D1 is set as {B}, because this is where the hierarchy becomes lower.
There is no event being executed concurrently with event H. Therefore, H should
have the same hierarchy as event B and its level is set back to 0. The rightParentSet of
D1 is set as {H}, because this is where event’s level back to 0. Then we analyze two
branches after event B recursively and set event El, F1 to be level -2 and G1 to be
level -1. Table 2 shows all events’ hierarchies in first case.

Table 2. Events’ hierarchies in first case

Event Hierarchy
A (A, 0,0, Q)
B (B,0,9,9)
D1 (D1, -1, {B}, {H})
El (E1, -2, {D1}, {G1})
Fl (F1, -2, {D1}, {G1})
Gl (GL, -1, {B}, {H})
H (H,0,09,0)

The hierarchy of event D1 in the first case is h(D1,casel) = (D1, -1, {B}, {H}),
while in the third case is h(D1,case3) = (D1, -1, {C}, {H}), which means both event B
and C can be followed by sub-process containing event D1. Therefore the hierarchy
of event D1 in the log should be h(D1,L) = (D1, -1, {B,C},{H}).

There are two special cases when analyzing the end-point of concurrent events,
which are shown in Figure 4. The first case is shown in Figure 4(a). Event C is set as
level 0 in left part as no other event is executed concurrently, but as level -1 in right
part as event E is executed concurrently with event C. Maybe node C in left part is
just delayed for some reasons. Therefore, we always keep the lowest hierarchy (smal-
lest level value). The second case is shown in Figure 4(b). Though the lower event E
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is executed alone, we still don’t think that the concurrent sub-processes end as there is
another E in another branch. Thus we define event F as where level back to 0.

After analyzing the hierarchy for each event, we can construct the corresponding
hierarchy tree. Event unions, consisting of events, are nodes of a hierarchy tree.

Definition 6 (Event Union). Let L be an event log, C; be the set of cases in L, and Ey,
be the set of events of L. Given the hierarchies of each event in E;, E; can be divided
into a set of event unions, denoted as EU. An event union, denoted as euE€EU, is a
subset of E;. An eu consists of more than one event: |euf>1/\eEeu iff (Vel Eeu,
h(e,L).level=h(el,L).level) \(Fel Eeu,Ac ECy,((e,el) Eitree(c).R V (el ,e) Eitree(c).RV
(3e2 €E-eu,{e,el } Sh(e2,L).rightParentSet U h(e2,L).leftParentSet); otherwise the event
union eu consists of one event.

— —- Start—time
— —- End—time

Time:0

Time: INF

Fig. 4. Special cases when analyzing hierarchy

Proposition 1. Let L be an event log, and E; be the set of events of L. All event un-
ions of E| consist of a partition of E;.

Firstly, each event should be in some event union. From Definition 6 we know that
each event is either in an event union consisting of multiple events or one event. Se-
condly, each event should be only in one event union. Suppose an event is in two
event unions, and then, according to Definition 6, all events in these two event unions
should be in one event union, i.e., these two unions should be joined into one.

Definition 7 (Hierarchy tree). Let L be an event log, C be the set of cases in L, and
E; be the set of events of L. The hierarchy tree for log L is htree(L) = (EU,UR)
where:

1. EU is the set of event unions of E;.

2. UR € EUxEU={(eul,eu2)leul,eu2 € EU A Jel Eeul AJe2 Eeu2, el €
h(e2,L).rightParentSet\/ el € h(e2,L).leftParentSet} is a set of sequential re-
lationships between unions of events.

Note that the hierarchy tree in Definition 6 and 7 is based on instance trees
(itree(c)), which can be easily replaced by heuristic instance trees (hitree(c)). It also
applies to all definitions and algorithms in the remainder of this paper. As far as we
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know, this is the first time to propose the definition of hierarchy tree, which is based
on analysis of concurrence on instance tree.

Example 4. The hierarchy tree for the event log in Table 1 is shown in Figure 5. Events
A, B, C, H consist of one subset, because they are of level 0, and {B,C}, {H} are the
leftParentSet and rightParentSet of eul and eu2 and A, B, C are connected in the in-
stance tree shown in Figure 4. Events D1 and G1 consist of one subset, because they are
of level -1, and they are the leftParentSet and rightParentSet of eu4 and eu5. An edge
from eul to eu2 is added because eu2 should be treated as a sub-process of eul.

Fig. 5. Hierarchy tree for the event log in Table 1

As described in Definition 8, the event unions (nodes of a hierarchy tree) that
should be marked as multi-instance if and only if there exists an event in an instance
tree, such that the event has at least two relationships (edges) that connect with events
(can be instances of one identical event) in the event union.

Definition 8 (Multi-instance for event union). Let L be an event log, C;. be the set of
cases in L, and E; be the set of events of L. The hierarchy tree for log L is htree(L).
The set of event unions that are marked as multi-instance is denoted as Meu(L).
Meu(L)= {eu€Ehtree(L).EU|3c ECy, Fel,e2 Eeu, JeEitree(c).E, el.tn = e2.tn /\(e,el)
Eitree(c).R A(e,e2) Eitree(c).R }.

Example 5. See the instance tree in Figure 3 with Cid = 1, event B has relationships
with two events labeled as D1. This indicates that node eu2 in the hierarchy tree in
Figure 5 should be marked as multi-instance.

4 Procedure to Discover BPMN Models

Core definitions of this paper are presented in Section 2, based on which this section
presents how to discover hierarchical BPMN models.

As already shown in Figure 1, six steps are required. Algorithm 1 presents the cor-
responding six steps of discovering a hierarchical BPMN model with multi-instance
markers from a given event log: 1) construct an instance tree for each case of a given
event log (Line2-3); 2) analyze instance trees and get hierarchy levels for all events in
the given log (Line4-7); 3) construct a hierarchy tree based on the results of the last
two steps (Line 8); 4) analyze whether a union of events (a node of hierarchy tree) has
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multi-instance property (Line 9); 5) project log based on unions of events (Line 10),
which means generating new log for each node in hierarchy tree; 6) discover a BPMN
model (can be transformed from a Petri net) from each projected log, mark multi-
instance activities and sub-processes, and integrate them into a hierarchical BPMN
model (Line 11-12). This section focuses on the first four steps because the last two
steps are based on existing techniques [7, 13, 15].

The complexity of the first step is O(N-L) where N is the number of cases in the
log and L is the average length of cases. The complexity of the second step is
O(N-L-log(L)). The complexity of the third step is O(N,,%) where Ny, is the number of
different task names in the log, which is much smaller than N. The complexity of the
fourth step is O(N-L) and the complexity of the fifth step is O(N-L-Ny,) where Ny, is the
number of nodes in hierarchy tree. The complexity of the sixth step is depending on
the complexity of existing flat discovery techniques. So the complexity of the tech-
nique is O(N-L-(log(L)+Ny})), not counting the existing process discovery step.

Algorithm 1. BPMNMiner

Input : Log L; Output : BPMN model;
Begin
Let Cybe the set of cases in L; Let E; be the set of events in L;
Foreach ceC; do
ITree = itree(c); //Step 1, Definition 3, Definition 4
Foreach ecEc do
h(e,c); //Step 2, Definition 5
foreach ecE; do
h(e,L); //Step 2, Definition 5
hierarchyTree = htree(L);//Step 3, Definition 6
EU,, = Meu(L);//Step 4, Definition 7
Project log L based on event unions of hierarchyTree;//Step 5 [13,15]
Discover sub-models for all event unions;// Step 6 [7]

O o NN QN v AN W N~

~ O~ N~
N~ D

Mark these sub-models related to elements in EU as multi-instance in a
higher level model; // Step 6
return BPMNmodel

Example 6. Take the event log in Table 1 as input for Algorithm 1. The outputs are
shown in Figure 6 and Figure 1(a). In Figure 6, top is the discovered model for eul in
Figure 5 (already converted to BPMN), where X1 indicates eu2 and X2 indicates eu3
in Figure 5. X1 and X2 are marked as multi-instance and complex activities. BPMN
model Y1 and Y2 in Figure 6 corresponds to euS and eu6 in Figure 5. Figure 1(a)
provides an integrated view of models shown in Figure 6.
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Fig. 6. Hierarchical BPMN model with multi-instance

5 Experimental Evaluation

This section presents the experiments we run to evaluate the techniques via real-life
and artificial process logs. In the evaluation we compared two proposed techniques
with Heuristic Miner. Heuristic Miner provides the best result among existing tech-
niques of accuracy according to [16], and techniques [14, 18] that discover BPMN
model with multi-instance markers need sub-process id extraction, which is not appli-
cable for our data set. Therefore, we use the results of Heuristic Miner as a basis.

Fitness and simplicity are introduced to measure the performance of these mining
methods. Fitness [17] measures the conformance between the mined model and the
given log. The fitness value is determined by replaying the log on the model, i.e., for
each trace, the “token game” is played. If fitness = 1 then the log can be parsed by the
model without any error. Simplicity measures the complexity of the discovered mod-
el, i.e., the ratio between the actual number of arcs and the maximum possible number
of arcs in any model with the same number of nodes. It is much easier for person to
understand a discovered model with a lower simplicity.

5.1 Evaluation Based on Real-Life Logs

We first use real-life logs to test the performance of two proposed techniques. The
real-life dataset comes from CMCC for the process of application for communication
tools. There are 24 logs in dataset, among which 8 logs contains sub-process and mul-
ti-instance markers, so we use these 8 logs in our experiment.

We show the basic characteristics of these logs in Table 3. We have 57 different
cases in first log and 20 different cases in other logs. All of them contain more than
ten distinct tasks.

Table 3. Characteristics of real-life logs

Log id 1 2 3 4 5 6 7 8
Number of cases 57 1 20| 20 | 20 | 20 | 20 | 20 | 20
Distinct tasks 11 | 12 | 12 | 10 | 15 | 11 | 16 | 18
Total events 728 | 194 | 370 | 215 | 275 | 397 | 698 | 522
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Figure 7 shows the fitness and simplicity values for the model discovered from
each technique (Heuristic miner (HM) with default configuration, our technique with
instance trees (BPMN-Miner), and our technique with Heuristic instance trees (H-
BPMN-Miner)). For all of these logs, our techniques perform better than Heuristic
Miner, not only on the accuracy, but also on the simplicity. For example, Figure 8
shows the process model discovered by Heuristic Miner with the log in Tablel. Al-
though, the accuracy of the model in Figure 8 is 0.938, it contains too many hidden
transitions and becomes complicated. Also we cannot see any multi-instance in the
model. The model in Figure 1(a) shows the process model discovered using our tech-
niques.

From the evaluation for H-BPMN-Miner, we can know that in most scenarios, it
returns the same results as BPMN-Miner. However, if there are two events ending at
the same time, the heuristic instance tree constructed for this case may not be the
same as the corresponding instance tree, thus leading to lower accuracy. For example,
as shown in Figure 7(a), for the second log, the accuracy and complexity of the dis-
covered model using H-BPMN-Miner is not as good as BPMN-Miner, but still better
than HM.

Fitness Simplicity
- - -HM
BPMN-MINER

- - - H-BPMN-MINER

0.164 [Ty
! BPMN-MINER
- = ~H-BPMN-MINE

Log Id Log Id
(a) Fitness of three techniques (b) Simplicity of three techniques

Fig. 7. Performance of HM, BPMN-Miner, H-BPMN-Miner on real-life logs

"
E e
-

Fig. 8. Discovered model of the log in Table 1 via HM

5.2 Evaluation Based on Artificial Logs

In this section we use artificial logs to measure performance of proposed techniques
because real-life logs may not cover all test cases. Five artificial logs contain different
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structures, e.g., choice, parallel, loop, sub-process and multi-instance. More detail is
shown in Table 4.

We also implement a plug-in to do the simulation of BPMN model with sub-
process and multi-instance markers. For each model, we simulate 1000 cases for min-
ing. We present more details in Table 5.

Table 4. Structures of artificial logs

Log | Choice | Parallel | Loop Sub- Multi Multi-level
id process instance sub-process
R N v
2 v v v
3 y J y
4 N N y
s | A J J J J y

Table 5. Characteristics of artificial logs

Log id 1 2 3 4 5
Case 1000 1000 1000 1000 1000
Distinct tasks 7 6 10 8 12
Total events 22820 24758 | 14013 | 30430 57236

Figure 9 shows the fitness and simplicity values for the models discovered from
each technique. Similar to results in evaluation of real-life logs, BPMN-Miner gets
the best results in all scenarios. In most cases, H-BPMN-Miner can get result as good
as BPMN-Miner except for the last two logs because there are too many sub-
processes executed concurrently and some of them end in same time. Thus the heuris-
tic instance tree cannot be built correctly. In addition, both BPMN-Miner and
H-BPMN-Miner get simpler model than Heuristic Miner.

Fitness Simplicity
1.00- —\ﬁ 0201 .
______ RS ‘ M - - -HM
DN 0.18 ‘ ‘.
098 < , . . BPMN-MINER
aye o o o4 . , 016 Ve * |- - ~H-BPMN-MINER
\ t . 7 -
0.964 \ S T : *
| / 014
/
0.94- < - <HM \ ’
BPMN-MINER | / 012
0924 - - -H-BPMN-MINER| '/
N ’ 0.10
/
‘o
0.90 v 008
088 T T T T T 0.08 T 7 ! : !

) Log Id ) Log Id
(a) Fitness of three techniques (b) Simplicity of three techniques

Fig. 9. Performance of HM, BPMN-Miner, H-BPMN-Miner on artificial logs
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Fig. 10. Scalability of BPMN-Miner

We also do evaluation on the scalability of the proposed techniques as shown in
Figure 10. We use the last artificial log that contains all common structures to gener-
ate logs. Figure 10(a) shows how the average case length and execution time change
with the concurrent quantity increasing while keeping case quantity equal to 50. We
can see the similar growth trend of two curves. Figure 10(b) shows time performance
with case quantity getting larger while keeping the case average length equal to 50.
Time increases almost linearly with increasing case quantity, which meets the expec-
tation of complexity analysis.

From the experiments we conclude that our techniques can discover a BPMN mod-
el with sub-processes and multi-instance markers from a given event log. The discov-
ered models not only achieve high accuracy, but also keep low complexity by using
hierarchical structure, which can help people understand the process more clearly.
Also the efficiency of the techniques is good, which can discover process models in
terms of seconds running on a laptop in our experiments. All the experiments are run
on a laptop with the Intel Core 2 Duo processor T7500 CPU (2.2GHz, 800MHz FSB,
4MB L2 cache), 4 GB DDR2 memory, the Windows 7 operating system and the SUN
Java Virtual Machine version 1.6.

6 Related Work

This section provides an overview of techniques for automated discovery of process
models, including both flat and hierarchical process models.

There are various techniques proposed for automated discovery of flat process
models. In 2004, Wil M.P. van der Aalst proposed a algorithm [1] that leads the trend
of automated discovery of process models. The a algorithm constructs a Petri net by
inferring relations between pairs of events in the log (direct follows, causality, con-
flict and concurrency). The a algorithm works well in most cases, but it cannot deal
with the situation with short loops, non-free-choice constructs, invisible tasks, dupli-
cate tasks and OR-split/join constructs. To overcome these shortcomings, a series of
a-based algorithms were proposed. The o+ algorithm [2], tsinghua-o algorithm [3],
o+ algorithm [4], o# algorithm [5], a* algorithm [6] are all extensions to o algorithm
to overcome its shortcomings. Weijters et al. [7] proposed the Heuristics Miner,
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which extracts not only dependencies between events but also the frequency of each
dependency. It constructs the Petri net by heuristic rules, thus it is robust to noise.
Genetic Algorithm Miner (GA) [8] is developed to benefit from global search infor-
mation. It can produce process models with good fitness but it is time consuming and
hard to use because of its various parameters.

Only a few techniques have the ability to discover process models other than Petri
nets, such as Declarative model [10, 11] and BPMN model [12, 18, 19]. The tech-
nique proposed in [11] shows how to discover a simple and comprehensive Declara-
tive model via the technique similar to Apriori algorithm. Paper [12] presents a tech-
nique that discovers flat BPMN models with swim lanes. Paper [19] presents tech-
niques to discover BPMN model and conformance checking on BPMN model. How-
ever, neither of them supports sub-processes and multi-instance markers. Although
most of automated discovery algorithms produce flat process models, there are still
some techniques to mine hierarchical process models. One of them is the two-phase
mining approach [13]. It uses pattern detection techniques to find a sub-process that
works fine in most cases. However, it is unable to deal with cases with multi-instance.
The technique proposed in [14] is able to discover boundary events, multi-instances
and sub-processes, but it depends on the specific input. Also the technique in [18] can
discover sub-process with multi-instance markers, but similar to [14], it needs sub-
process ID extraction, which is domain-specific, requires expert knowledge, and can
generally not be fully automated.

7 Conclusion

This paper proposes two techniques to solve the problem of discovering a BPMN
model with sub-process and multi-instance markers. The first one uses these six
attributes to discover BPMN models with sub-processes and multi-instance markers,
while the second one only requires the first four attributes. Experiments show that
these techniques can discover BPMN models, of these the accuracy and complexity
are better than models discovered by existing techniques.

There are some improvements that can be done in our future work. Firstly, the
BPMN elements that can be discovered using techniques in this paper are limited.
Discovering more elements, such as boundary events, from event logs can be studied.
Secondly, in some event logs of CMCC, we find that an activity or sub-process with
the multi-instance marker can be called recursively. The techniques in this paper can-
not solve this situation yet, which will be studied.
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Abstract. The competition in globalized markets forces organizations to pro-
vide mass-customized integrated solutions for customers. Mass-customization
of integrated solutions by business network requires adaptive interactions be-
tween parties to address emerging requirements of customers. These adaptive
interactions need to be enabled by dynamic networked business processes
(DNBP) that are supported by high quality information. However, the dynamic
collaboration between parties can result in information quality (IQ) issues such
as information syntactic and semantic misalignment, information leakage, and
unclear information ownership. To counter negative consequences of poor 1Q
on the performance, the orchestrator of business network needs to clearly rec-
ognize these IQ issues. In this paper, we develop and evaluate a framework to
address potential 1Q issues related to DNBP. The development of the frame-
work is based on a three step methodology that includes the characterization of
dynamism of networked business processes, the characterization of IQ dimen-
sions, and the exploration of IQ issues. To evaluate the practical significance of
the explored IQ issues, we conduct a case study in a service ecosystem that is
shaped by a car leasing organization to provide integrated mobility solutions for
customers.

1 Introduction

The competition in the current business environment forces organizations to concen-
trate on core competencies and outsource other activities. This fact leads vertically
integrated organizations towards networked businesses. Within a networked business
different autonomous parties collaborate together to provide a product or service for
customers. On the other hand, based on several developments, especially in the con-
text of marketing, manufacturing and operations management, the networked busi-
nesses need to shift from the provision of single products or services towards the
co-creation of integrated solutions for customers [1]. The co-creation of integrated
solutions necessitates shaping value networks that are characterized by adaptive inter-
action between parties within a networked business [2]. The complexity of this con-
text requires paying much more attention to how parties interact, not only to what
© Springer International Publishing Switzerland 2015
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they exchange. This requires seeing interaction between parties within the networked
(i.e. inter-organizational) business processes point of view [3]. A networked business
process is enacted by two or more autonomous organizations, of which at least one
organization exposes a non-black box projection of the explicit control flow structure
of an internal process to the other organization(s) [3]. In this way, the adaptive inter-
actions between parties can be seen in the form of dynamic networked business proc-
esses (DNBP).

On the other hand, business processes need to be supported by high quality infor-
mation. Information quality (IQ) typically is defined by information “fitness for use”
[4]. This definition of IQ states that the quality of information can be measured by the
value which the information provides to the user of that information. The user of in-
formation might be an automated application, an organization, or any other entity that
uses information [5]. Since a business process consists of a set of data items (like
Customer, Order, and Product), in this paper we consider a business process as a user
of information. So, the quality of information is determined by its fitness to be used
by a business process. However, as we discuss in Section 3, the networked and
dynamic nature of DNBP results in issues like syntactic and semantic information
heterogeneity, diversified security policies to access information, and inconsistent
ontologies. These issues threaten the fitness of information to be used by inter-
organizational business processes. Though different research studies have been con-
ducted that address 1Q issues in networked business processes (e.g. [6-9], research on
the issues resulting from dynamism of these processes is still missing.

In this research we aim to explore IQ issues that are caused by the dynamism of
networked business processes. For this purpose, we conduct a design science research
approach which is elaborated in Section 2. Based on this approach, we develop and
evaluate a framework that addresses the information quality issues resulting from
different levels of dynamism in networked business processes. The development of the
framework which consists of three steps is discussed in Section 3. These three steps
enable the exploration of IQ issues resulting from the dynamism of networked busi-
ness processes in a structured way. The practical significance of the explored 1Q
issues is evaluated through a case study performed in a car leasing networked organi-
zation in Section 4. We discuss related work in Section 5. The paper is concluded in
Section 6.

2 Research Approach

Based on the design science research approach [10] we conduct this research within
two main phases, respectively, the development phase and the evaluation phase, see
Figure 1. Within the development phase we build a framework that can be used to
predict possible 1Q issues resulting from the dynamism of networked business proc-
esses. The investigation of the practical significance of the predicted 1Q issues is done
within the evaluation phase. These two phases are elaborated further.
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Development phase (section 3) Evaluation phase (section4)
Step 1
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based on relevant literature
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Step 2 process in a mobility
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mension based on relevant
literature
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Fig. 1. The research approach

2.1 Development Phase

The dynamism of networked business processes results in the change of information
requirements of these processes. Due to this change, the fitness of information to sup-
port networked business processes can be negatively affected (i.e. IQ issue). Our aim
in this phase is to develop a framework for the exploration of IQ issues resulting from
dynamism of networked business processes in a structured way. For this purpose, we
conduct the development of the framework within three steps; see Figure 1, the
development phase.

Within the first step we characterize different levels of dynamism in networked
business processes. This characterization is established upon the relevant literature on
the dynamism in networked business processes. Within the second step, we character-
ize different dimensions of IQ. This characterization is also based on the relevant
literature. Finally, within the third step, we deductively explore IQ issues resulting
from each level of dynamism in networked business processes. For this deductive
exploration we use a logical reasoning based on system theory that distinguishes be-
tween the structure and dynamics of a phenomenon [11]. These three steps are elabo-
rated further in section 3.

2.2 Evaluation Phase

For the evaluation of the practical significance of deductively explored 1Q issues, we
conduct a case study. The case study is a relevant approach for our research, because
it enables to investigate the chain of the empirical evidences that support (or reject)
the emergence of the explored IQ issues in a real life situation [12]. With respect to
the contextual implications of the developed framework (i.e. the dynamic environ-
ment), we must select a networked business as a case that embraces dynamism
between parties in different levels. For this purpose, we conduct the case study in a
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networked business that is shaped by a car leasing organization to provide integrated
mobility solutions for customers. Within this networked business we select an inter-
organizational process for invoicing customers. This case study is elaborated further
in section 4.

3 Exploration of IQ Issues in DNBP

Based on the aforementioned approach, we conduct the development of the frame-
work within three steps. These steps are elaborated further.

3.1 Characterization of Dynamism in Networked Business Processes

Previous research has investigated different aspects of dynamism in networked busi-
nesses (e.g. [13, 14]). From the strategic point of view, the dynamic capabilities pers-
pective has been regarded as a relevant basis to explore the dynamism of networked
businesses [14]. Based on this perspective, the dynamism of networked businesses is
due to the need to respond to environmental changes. The environmental changes can
be responded through the adaption of internal resources within a networked business.
Based on [14], the adaption of internal resources is realized by operating dynamism
and partnering dynamism. Both of these dynamisms can cause to the dynamism of
networked business processes.

The operating dynamism reflects the need to change the business processes to re-
spond environmental requirements. Regarding the inter-organizational nature of busi-
ness processes within a networked business this change can be done at the internal or
external level of a networked business process [15]. The internal level is of an intra-
organizational nature and refers resources of a certain organization (especially tech-
nological resources like workflow management systems or process-aware information
systems). The change in the internal level occurs within the borders of a party. Based
on the BPEL standard [16] this change can be reflected in the business orchestration
model of a party. But, the external level is of inter-organizational nature and specifies
the interaction with external parties within a networked business. At this level,
process models need to be market-specific. This means that business processes in
external level have to conform to standards and/or technology used in a specific mar-
ket. Based on the BPEL standard, the change in the external level of an inter-
organizational process can be addressed by a network choreography diagram. The
change in internal and external processes itself can be refined into different types (e.g.
see [17, 18]). We plan to study these more refined change types in future work.

On the other hand, dynamism in networked business processes can also result from
dynamic partnering. This dynamism can be viewed as dynamic collaboration between
interdependent parties in the form of instant virtual organizations to respond for an
emerging opportunity in the environment [19]. This dynamism originates from the
independence of parties within a networked business to participate in collaboration or
leave that.
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Summarizing, based on the above discussion, in this paper we characterize the dy-
namism in networked business process within three levels. As we mentioned, other
aspects (like different types of the change that have been addressed in process flexibility
literature or the customer dynamism) can also be added. But, due to the need for manag-
ing the scope of the research we concentrate on these three levels of dynamism:

e Dynamic partnership that reflects the adding a new party, removing an existing party,
or switching a party with another. This dynamism can result from the autonomy of
parties, the change in the requirements of customers, and failure of an existing party.

e Dynamic external process that addresses the change of an external process by a
party. This change might be because of the decision to participate in a new market
or the change in standards or technologies used within a market.

e Dynamic internal process that points out the alteration of an intra-organizational
process by a party. This change might result from the need to align internal proc-
esses within a party with environmental requirements or the emergence of new
technologies that can be used by a party.

3.2  Characterization of Different Dimensions of IQ

The concept of quality is closely coupled with the determination of relevant metrics to
assess and improve it. This has been reflected in the context of IQ research by the cha-
racterization of I1Q dimensions. Different research studies, which generally rely on em-
pirical methods, have been conducted to explore IQ dimensions (e.g. [20-22] ). Though
there are a number of differences between these different representations of 1Q dimen-
sions due to the contextual nature of quality, they are basically consistent [23]. In this
paper, within different representation of IQ dimensions, we rely on the framework for
IQ dimensions proposed by [20], which is called the PSP/IQ model, see Table 1. This
model characterizes IQ dimensions within four quadrants (are elaborated further). This
characterization provides a beneficial insight to explore 1Q issues resulting from dynam-
ic networked business processes. We choose this model since the logic behind the cha-
racterization of IQ dimensions enables to represent the relationship between different
levels of dynamism of networked business processes and 1Q dimensions.

Table 1. IQ dimensions based on PSP/IQ model

Meets or Exceeds Consumer
Expectations
Useful Information

Conforms to Specifications

Sound Information

Product

. The characteristics of the informa-{The
Quality

information supplied meets|

tion supplied meet IQ standards

information consumer task needs.

Service
Quality

Dependable Information

The process of converting data into
information meets standards.

Usable Information

The process of converting data into
information exceeds information|
customer needs.
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The PSP/IQ model distinguishes between information products and information
services as well as the internal and external views to quality. Information product
considers information as a product that needs to be produced by a manufacturing
process with an end-product of information stored in a database. But, information
service focuses on the activities occurring after information is stored as an end-
product in a databases to enable consumers to obtain and use information. Information
products need to be converted to information services to be used by information con-
sumers. This conversion can be done by an automated application or by a manual
procedure. On the other hand, internal and external views have been established upon
the general quality literature that describes quality as conformance to specification
and as exceeding consumer expectations. In this way, the PSP/IQ model characterizes
1Q dimensions within four quadrants, see Table 1.

3.3  Exploration of IQ Issues Resulting from DNBP

For the exploration of 1Q issues resulting from DNBP, we rely on a logical reasoning
based on system theory [11]. The system theory distinguishes between the structure
and dynamics views on a phenomenon. The structure view represents the static rela-
tionship between elements within a phenomenon. The dynamics view shows the im-
pact of change of an element on other elements.

For the representation of structure of elements, we rely on the theoretical back-
ground about the relationship between IQ and DNBP based on information gover-
nance theory. Information governance theory sees information as a business resource
that links between business and IT [24]. Information (as a business resource) needs to
conform to a set of quality metrics (that are referred by 1Q dimensions) to effectively
support networked business processes. In this way, the quality of certain information
is determined through a set of metrics that reflect the extent to which information
requirements of networked business processes are met by that information. To
represent this relationship we use a class diagram; see Figure 2. This diagram
states that information is provided by parties and is used by internal and

Internal Process

Information Product

- Soundness
- Usefulness

1.%
Projects
*

[1.%
Is converted to
*

Information Service *

provides - Dependability

- Usability

Is used in

*

Fig. 2. The relationship between 1Q and networked business processes (structure view)
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external business processes. The quality of certain information is determined based on
its fitness to be used by a certain networked business process.

By using the represented relationship between networked business processes and
IQ in Figure 2, we explore the impact of DNBP on IQ dimensions. This exploration is
based on the dynamics view of system theory. To conduct a logical reasoning for the
exploration of impact of DNBP on IQ dimensions, we rely on the conceptual model of
sources of IQ issues proposed by [25]. This conceptual model specifies three types of
changes (as sources of issues) resulting in 1Q issues. These sources of IQ issues are
respectively, context change, changes to information entity, and change to underlying
entity. Based on this, we explore how DNBP trigger these three sources of 1Q issues
and what are the resulting IQ issues; see Figure 3. In doing so, we deduce six lines
originating from three levels of DNBP that trigger sources of 1Q issues. Then regard-
ing Fig.2, we infer which dimensions of IQ can be affected by each triggering line of
sources of 1Q issues. This deductive reasoning leads to the exploration of 13 IQ issues
resulting from DNBP; see Table 2. The line of reasoning for each of predicted IQ
issues is recognizable by the assigned numbers for each of 1Q issues. For example,
regarding Figure 3, IQ issue 1(i.e. syntactic and semantic inconsistency of informa-
tion product representation) can occur because of the context change that is triggered
by dynamic partnering. We elaborate each of predicted IQ issues further.

1. Syntactic and semantic inconsistency of information products: Dynamic partner-
ing leads to the production of a certain information product by different parties,
who might be switched with each other. Regarding the nature of networked busi-
ness, each of party might have different rules (syntactic) and different language
and norms (semantic) for the representation of information products. This differ-
ence in rules and language can result in syntactic and semantic inconsistency of
information products within a networked business.

2. Repetitive information product: Dynamic partnership highlights loose linkages
between parties resulting in more independence of parties within a networked
business. This independent view to the reality by each party causes to repetitive
information products that are distributed between parties.

3. Incompleteness of information product to support emerging requirements: An in-
formation product, which embraces a set of values, has been designed and pro-
duced to support a certain requirement of business processes. Dynamism in exter-
nal and internal business processes can result in new information requirements.
The gap between produced information values and required information values to
support the emerging business processes results in incompleteness issue [26].

4. Long-winded information product: In line with the previous bullet, the change of
business process requirements would cause to meaningless information values
within information products [25, 26]. These meaningless information values con-
flict with the concise dimension of IQ and leads to long-winded information
products.



Information Quality in Dynamic Networked Business Process Management 209

12,13 - .
/ inaccessible

Remove a partner

59 5’9 11

Dynm 1,6,7,12

28,11

e

»( Context change

sonss| AJifene) 991A S UOBUIOJU]

é

Add a partner

Dynamic External
Process

3 Incomplete

Change of
information entity,

N_1

»( inconsistent

e

Redundant

8

sonss| AJI[eng) Jonpord UOHEUIOfu]

|
0

ambigious

Dynamic Internal I~ Change of
Process 3,4,7,10 7"\ underlying entity 7
K7 meaningless
»

DNB P e Source of 1Q issue P 1Qissue

trigger result in

Fig. 3. 1Q issues resulting from DNBP (dynamics view)

5. Lose of relevant information product: In networked businesses information prod-
ucts are distributed among all parties. Leaving of the network by one of the parties
could result in the loss of valuable and relevant information that is needed to con-
duct networked business processes.

6. Garbling information product. The syntactic and semantic inconsistency of in-
formation product representation, which are caused by dynamic partnership and
dynamic external processes, conflict with the understandability of information
products by information consumers.

7. Accumulation of irrelevant information product: The change of information con-
sumer’s requirements, originating from dynamism in all three levels, can lead to
meaningless information products that do not support any business process re-
quirement in reality [26].

8. Information leakage: Dynamic partnering in a networked business shift the trans-
actional governance mechanisms towards trust based mechanisms [27, 28]. How-
ever, the trust-based mechanisms can increases the threat of information leakage
through opportunist parties.

9. Information ownership: information exchange within a networked business results
in the colocation of information between parties. Because of the dynamic partner-
ship, a party might leave the network, but its collocated information be used by
other parties.
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Table 2. IQ issues resulting from dynamic networked business processes
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10. Decrease of information service continuity: Dynamic external processes leads to
the change of standards that information services need to conform. However,
some information providers might not be able (or not aim) to conform to new
standards. Also the change in internal processes might result in not updating the
information products supporting an information service. These issues disturb the
continuity of an information service.

11. Unknown information service provenance: in the context of the networked busi-
ness the assessment of information believability and reputation is mostly based on
the information provenance [5, 29]. However, dynamic partnership makes it diffi-
cult to clearly recognize an information service provenance.

12. Semantic misalignment of information services: semantic inconsistency of infor-
mation products distributed between parties (as discussed before) results in diffi-
culties to exchange information within a networked business properly [30]. The
semantic misalignment makes it difficult to manipulate and integrate information.

13. Syntactic misalignment of information services: Using different standards for in-
ter-organizational interaction resulting from dynamic external processes, disturbs
the possibility of information exchange between parties and limits the accessibility
of information services [31].
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These explored IQ issues reflect the possible negative consequences of dynamic col-
laborations on information resources. In addition to these explored IQ issues, the do-
main-specific characteristics of information can result in other IQ issues. For example
the clinical information in the health care domain or financial information in banking
industry can deal with more IQ issues. Though the proposed framework cannot be
considered as a complete framework for networked business in different domains, but
the structured and reliable steps proposed in this research can be used to explore do-
main-specific IQ issues in these specific domains as well.

4 The Evaluation of the Practical Significance of the Explored
IQ Issues

In this section we evaluate the practical significance of the deductively explored 1Q
issues resulting from DNBP. For this purpose, as described in Section 2.2, we conduct
a case study in which we explore how the dynamism of networked business processes
results in the explored IQ issues. To do so, we select a networked business that is
orchestrated by a car leasing organization (we refer by CLO). The CLO as the main
orchestrator of this networked business has developed a strategic plan to provide an
integrated mobility solution for customers rather than offering an asset-based single
service. The provision of the integrated mobility solution requires a dynamic interac-
tion between parties within the networked business for the co-creation of value-in-use
for customers. For this purpose, the CLO already has developed a new business model
that indicates its plan to collaborate with different autonomous parties (reflecting the
dynamic partnering for the provision of integrated mobility solution). However all of
planned collaborations have not been realized yet, but the CLO has already developed
some networked business processes supporting a part of the planned inter-
organizational collaborations. Within these networked business processes, we select a
process to invoice customers. A customer within the service ecosystem of mobility
solution can get services from different parties, but does not need to pay them sepa-
rately and he/she only pays for a package of integrated solution for a certain period of
time (e.g. six month or a year). During this period of time, a customer can request for
an invoice that reflects all services that he/she has got. The CLO needs to gather in-
formation from all parties within the network about the provided services by each of
parties and integrate them to invoice customers. This networked business process is
dynamic, because the parties can be switched (i.e. the dynamic partnering), the stan-
dards of information exchange between parties can be changed (i.e. the dynamic ex-
ternal process view), and also each party can decide about the change of its internal
processes (i.e. the dynamic internal process view).

To explore the 1Q issues within this dynamic networked business process, we
represent the “invoice customer” process by using of the business process choreogra-
phy and orchestration diagrams. The choreography diagram shows the interaction
between parties to invoice a customer. The orchestration diagram shows the internal
processes within each party. To do so, we rely on data from “CoProFind” project that
has already done in the CLO [32]. For the triangulation of data and also to evaluate
the correctness of our interpretation from data about the 1Q issues (i.e. the construct
validity), we have conducted two in-depth interviews with domain experts in enter-
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prise architecture department of the CLO. Also to test the internal validity of our find-
ings by the analysis of the gathered data, we conduct a workshop with people from
procurement, IT, and finance departments.
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E Cost of provided
services

Fig. 4. The choreography diagram of “invoice customer” process in a service ecosystem for
mobility solution provision

Based on the gathered data, the choreography diagram of “invoice customer” net-
worked business process is shown in Figure 4. This diagram represents the interac-
tions between CLO and other service providers (including car provider, car maintain-
ers, and fuel service providers) to invoice a customer. The orchestration diagrams that
show the internal processes within each of these parties are available on
http://is.ieis.tue.nl/research/bpm/rasol5/. Based on these diagrams, we investigate
how the predicted IQ issues result from the dynamism of targeted networked business
process in different levels. The results of this investigation are represented in Table 3.

The findings presented in Table 3 shows the practical significance of the explored
IQ issues in a real-life situation. Most of these findings are based on the facts that
already exist and can be observed directly in the CLO (findings related to the IQ issue
1,2,4,5,6,7, 12 and 13). Since the CLO is in a transition from stable interactions
with suppliers towards completely dynamic collaborations, we cannot observe some
of the predicted IQ issues directly. However, people who are involved in in-depth
interviews and the final workshop strongly expect the emergence of other predicted
IQ issues as a consequence of dynamism in the invoice networked business. Based on
the results from this case study, the CLO clearly find out the negative consequences
of dynamic collaboration with its partners. By using of the results of this case study,
the CLO has already decided to develop guidelines to encounter IQ issues resulting
from its dynamic business model. Also the CLO has recognized the need for taking
into consideration the IQ program as a part of its strategic transition plan.
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Table 3. Findings that show the practical significance of predicted IQ issues resulting from
DNBP

1.Syntactic and
semantic incon-
sistency of in-
formation prod-
ucts

2.Repetitive infor-
mation product

3.Incompleteness
of information
product to sup-
port emerging
requirements

4.Long-winded
information
product

5.Loss of relevant
information
product

6.Garbling infor-
mation product

7.Accumulation of
irrelevant infor-
mation product

8.Information
leakage

A customer can get maintenance services from different maintainers
(due to the dynamism of partners). So the information related to
maintenance services is distributed among different maintainers. On
the other hand, these maintainers use different types of databases to
store data. Also due to the lack of using a single standard, each main-
tainer has its own characterization from the maintenance services.
The customer information is replicated in different databases owned
by different parties. Within orchestration diagrams we found nine
different databases that store customers’ information. It means that a
customer needs to provide his/her information (including ID, driving
license, and so on) at least nine times within this service ecosystem.
The change of parties and adding new parties also require customers
for the new registration when he/she wants to get a service.

CLO has already decided to reflect the customer experience about the
provided solution in the invoice for customers (i.e. change in internal
process). For this, they need to integrate a customer’s experience
from the interaction with each of parties. However some parties as-
sess the customer’s experience on the provided service, but most of
them do not. So, CLO deals with the information product incom-
pleteness to respond this requirement.

Regularly car providers (e.g. car rentals) produce the information
related to car deficiencies in each interaction with customers. How-
ever, based on the integrated mobility solution business model, since
customers do not pay for the asset (i.e. the car), but pay for the ser-
vice (i.e. the mobility service), so the information related to the defi-
ciencies are not meaningful any more.

It happens quite frequently that when a customer requests for an
invoice, a partner who had provided some services for customers, has
already left the networked business and so the CLO doesn’t access to
the required information to invoice customer.

Because of the syntactic and semantic inconsistency of information
provided by maintainers, CLO cannot interpret and integrate informa-
tion correctly. Sometimes, this causes to invoices with duplicated or
illusive items that are complained by customers.

As a consequence of the production of meaningless information (as
discusses in 4), a large amount of irrelevant information is accumu-
lated within parties’ databases.

The provision of integrated solution is based on the prediction of
desired customer experience. For this purpose, CLO gets the informa-
tion of customer experience from the interaction with each of parties
within a data warehouse. This data warehouse is also used by parties
to tailor their services to a customer. Since the access to this data
ware house is based on trust management mechanisms (due to the
dynamism of network), sometimes some parties link to the network
only to use these shared information and then leave it.
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9. Information

ownership

10. Decrease of
information
service continu-

1ty

11. Unknown in-
formation ser-
vice prove-
nance

12. Semantic mis-
alignment of
information
services

13. Syntactic mis-
alignment of
information
services
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Table 3. (Continued.)

As aforementioned, the information within the data warehouse for the
customer experience management is produced by all parties. This
data warehouse also embraces the information produced by parties
that already have left the networked business. CLO needs to encoun-
ter information ownership issues to use this data warehouse.

The message between CLO and current fuel provider has already
been exchanged by using of a pre-defined standard (based on XML).
Fuel providers set their system according to their main customers. If
CLO decides to change the message exchange standard (to be able to
collaborate with other fuel provider), it is not guaranteed that current
fuel provider be able to provide information service based on new
standard.

CLO relies on information provided by parties to invoice. Because of
the dynamism of networked business, it is not possible for CLO to
accredit all parties within the value network. Because of this, custom-
ers sometimes complain about the services (especially maintenance
services) that they have not received but are reflected in the invoice.
As aforementioned, parties use different language to provide infor-
mation services. However standardization in each segment (i.e. par-
ties within an industry, like car providers) helps to encounter this
issue, but, because of the dynamic nature of the network, the stan-
dards are not regarded by all parties. Also the semantic integration of
data between different segments is still a problem.

Due to different formats of received information (particularly from
maintainers), CLO cannot integrate information automatically. For
example, in most of the cases, information received from car main-
tainers need to be re-entered by a user in CLO.

5 Related Work

IQ issues within the borders of an organization have been sufficiently addressed in
previous research (e.g. [5, 21, 25, 33]). Inter-organizational interactions between par-
ties within a networked business lead to a new set of syntactic and semantic issues.
The IQ issues relating to inter-organizational interactions in stable networked busi-
nesses (like a supply chain) are also explored in previous research (e.g. [8, 34, 35]).
These previous research in stable networked businesses, based on their perspective on
IQ, can be classified in two main groups:

e Information integration perspective on IQ in networked (cooperative) infor-
mation systems (like [34, 35]), which aims to provide solutions to deal with
IQ issues in such systems;

e Business engineering perspective on 1Q in business networking (like [8]),
which identifies IQ related requirements in the context of business network-
ing;

This research steps further in the context of IQ in business networking from two as-
pects:
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e  While related previous research mostly focused on IQ issues in stable business
networking, this research concentrates on 1Q issues resulting from the dyna-
mism of networked business processes. In this way, the explored IQ issues in
this research are different from those that have been addressed in previous
studies (like [8, 34, 35]). This difference is mostly related to the origination of
the explored issues (i.e. dynamism of interaction between parties). This differ-
ence in the origination of IQ issues needs to be taken into consideration for the
development of effective solutions to deal with them.

e This research relies on the business engineering view on IQ issues, but regard-
ing the classification of IQ issues within information product and information
service quality, it also can be used as a comprehensive set of requirements to
evaluate information integration initiatives in the context of dynamic business
networking. For instance, based on Table 2, information product related issues
can be resolved by information integration in database level through solutions
like database-oriented middlewares. But, information service related issues can
be resolved by service integration solutions like component-oriented middle-
wares. Indeed, the classification of the explored IQ issues helps information
integration solution architects to evaluate different IT solutions in a structured
way.

From the solution point of view, IQ in the context of a single organization seems to
be a mature research field. Different organizational solutions (like the information
governance programs), architectural solutions (like data ware-house and master data
management) and technological solutions (like middleware technologies) have been
developed to counter with the IQ issues within organization boundaries [5]. In the
context of inter-organizational interactions, since most of IQ issues originate from
syntactic and semantic heterogeneity of information services provided by different
parties, proposed solutions have been focused on these issues [36]. Most of these
solutions, like standardization based middlewares to deal with syntactic inconsistency
or ontology matching solutions to deal with semantic inconsistency are sufficiently
respond to 1Q issues in stable networked businesses [37, 38]. But, due to the difficul-
ties resulting from dynamism in networked businesses - like short term partnering of
parties coming from various contexts, distributed governance power between all par-
ties and lack of centralized control- the effectiveness of aforementioned solutions in
the context of dynamic networked businesses is doubtful. Particularly, the ontological
alignment that enables semantic interactions between parties cannot be easily handled
in dynamic networked businesses [37]. This means that most of 1Q issues in the con-
text of dynamic networked businesses, as explored in this research, are challenging
issues and more research in relevant domains is need to be conducted to respond these
issues effectively. Indeed, this research highlights a comprehensive set of challenging
issues as requirements of dynamic business networking.

Since explored IQ issues cannot be handled easily in the context of dynamic net-
worked businesses (as discussed), the shift from stable inter-organizational interac-
tions towards a dynamic business networking can result in the emergence of new risks
- like the operation disruption, or irrational decision making- originating from low
quality information. This means that a networked business needs to balance between



216 M.R. Rasouli et al.

market forces to provide mass customized integrated solutions for customers necessi-
tating more dynamic interactions with partners and IQ requirements to support proc-
esses and decisions. In other words, the governor of a networked business must trade-
off between market value obtained from dynamic interactions and risks originated
from low quality information [39]. In addition, a strategic transition plan to move
towards a dynamic networked business needs to the high consideration to emerging
IQ issues. However, based on our observation, the IQ issues are usually neglected in
such strategic transition plans.

In the studied case, because of the central role of the CLO as the orchestrator of
networked business, 1Q issues resulting from dynamic collaboration can be recog-
nized and managed by this organization. However, within networked businesses that
there is no central actor for the orchestration, the I1Q issues can increase dramatically.
Indeed, it can be said that the IQ issues resulting from dynamic interactions can be
intensified in a networks that do not have a central orchestrator.

6 Conclusion

In this paper we explored IQ issues resulting from the dynamism of networked busi-
ness processes. Indeed, the core contribution of this paper is the identification of a
comprehensive set of IQ issues in the context of dynamic business networking in a
structured way. The structured and reliable steps proposed for the exploration of 1Q
issues can be used by networked businesses in different industries to explore domain-
specific IQ issues as well. The practical significance of the explored 1Q issues is eva-
luated by conducting a case study research in a networked business that provides inte-
grated mobility solution for customers. The proposed list of IQ issues can be used as a
checklist to assess (or develop) information systems supporting inter-organizational
business processes. They also can be considered as dynamic business networking
requirements from the IQ point of view that need to be responded by organizational,
architectural, or computational solutions.

However theoretical and practical significance of proposed IQ issues are addressed
in this paper, but more exploratory research in different domains is needed to enhance
the completeness of the framework. Also the combination of proposed three levels of
dynamic networked business process with the aspects of process flexibility would be
a good direction for future research.
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Abstract. By 2020, the Internet of Things will consist of 26 Billion
connected devices. All these devices will be collecting an innumerable
amount of raw observations, for example, GPS positions or communica-
tion patterns. In order to benefit from this enormous amount of infor-
mation, machine learning algorithms are used to derive knowledge from
the gathered observations. This benefit can be increased further, if the
devices are enabled to collaborate by sharing gathered knowledge. In a
massively distributed environment, this is not an easy task, as the knowl-
edge on each device can be very heterogeneous and based on a different
amount of observations in diverse contexts. In this paper, we propose
two strategies to route a query for specific knowledge to a device that
can answer it with high confidence. To that end, we developed a con-
fidence metric that takes the number and variance of the observations
of a device into account. Our routing strategies are based on local rout-
ing tables that can either be learned from previous queries over time or
actively maintained by interchanging knowledge models. We evaluated
both routing strategies on real world and synthetic data. Our evaluations
show that the knowledge retrieved by the presented approaches is up to
96.7% as accurate as the global optimum.

Keywords: Knowledge retrieval - Distributed knowledge - Confidence-
based indexing - Query routing

1 Introduction

In many areas, such as social media or the Internet of Things (IoT) an enormous
amount of data is produced. According to Cisco [7], the IoT alone will generate
over 400 ZB of data annually by 2020. This data will mainly be in the form of
raw observations, ranging from GPS positions to video streams, made by billions
of interconnected devices, such as smart phones or myriads of ubiquitous sensors
integrated in many modern devices. All these observations can be processed to
generate knowledge. For example, by monitoring its GPS position over time, a
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smart phone can learn the working place and home of its owner [1]. Starting
from such basic knowledge, more complex inferences about the owners habits
and daily routine are possible. Over time the phone can provide valuable knowl-
edge to the user, for example, the best time to leave home dependent on the
travel time to work. Greater benefit can arise if knowledge is not only generated
and used locally, but also made accessible to others. In order to generate synergy
effects, the devices of all users could form a hive mind. For example, by shar-
ing knowledge about commuting habits, this hive mind can help to coordinate
commuting, reduce traffic jams, save energy, and reduce COs emissions [19].

One way of sharing knowledge is collecting at a central location, such as a
cloud or a data center. This recent practice of massive data centralization has
raised huge privacy concerns [16], as centralized data is regularly subject to
breaches [11]. However, today there is nothing like one single central location to
share all knowledge, the opposite is the case. Today every smart phone, every
application and every company, every connected entity is gathering and analyz-
ing as many observations as possible. In general, all these entities are not willing
to share their, possibly private, observations directly [33]. For example users are
uncomfortable sharing their exact GPS trajectories. However, in order to ben-
efit from the knowledge and experience of other entities they might be willing
to share gathered knowledge. This might be their knowledge about traffic at a
specific road segment during the morning rush hour.

For instance, a public transport company could be interested in gathering
knowledge about traveling patterns of its customers, while customers might be
interested in more exact and up to date train timings and delay reports. In order
to harness all these diverse sources of knowledge, we envision a scenario where
many heterogeneous entities can share knowledge they have derived from many
(possibly private) observations. Whenever an entity needs to acquire specific
knowledge, such as knowledge about the traffic at a specific road, it can request
this knowledge from other entities.

To enable such a fully decentralized system, all entities need to have the
ability to search for (i.e., query) and retrieve specific knowledge generated by
other entities. Locating knowledge in a fully decentralized system is a great
challenge as we are facing three core difficulties. First, there exists no central
index of all available knowledge. Second, knowledge is evolving fast, as previous
observations may become outdated over time and new observations, made in
different contexts, arise. Finally, knowledge is very heterogeneous, as each node
learns individually, based on possibly high dimensional observations. Therefore,
the learned knowledge is different, dependent on the number of observations and
the context they are made in. For example, the traveling time between a users
workplace and home might be dependent on weather, public holidays, time of the
day, road works, etc. In consequence, the confidence with that a node can answer
a specific query depends mainly on the context and amount of observations.

In order to tackle these issues, we propose two different routing strategies to
retrieve specific knowledge by forwarding a query to the node that can answer
it with high confidence. At the first glance, this problem looks as if it could be
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solved with a traditional peer-to-peer (P2P) approach. Traditional P2P-systems,
however, cannot be applied as they are mainly designed for exact query searches.
In knowledge retrieval, many nodes may be able to answer a query. The con-
fidence in these answers, however, may be completely different as nodes have
gathered completely different knowledge. Furthermore, traditional P2P-systems
assume homogeneous attributes for searching, however, knowledge is usually
learned with respect to many different contexts that even differ between the
devices.

In particular, our contributions are as follows: Based on our query model, we
present two different, fully distributed, strategies to route a query to a node that
can answer it with high confidence. To that end, we developed a confidence metric
that takes the number and variance of observations into account. We evaluate
both routing strategies on a synthetic- and a real-world data-set. In order to
show that our algorithms can deal with heterogeneous, high dimensional data,
we evaluated them in combination with an dimension selection technique to avoid
the curse of dimensionality. Our results show, that the knowledge retrieved by
the presented approaches is up to 96.7% as accurate as the global optimum.

2 System Model and Problem Formulation

We assume a fully distributed system of heterogeneous computing nodes S =
{51, ..., Sk}. These nodes can join and leave the system at any time and fail tem-
porarily or permanently. They can range from user owned portable edge comput-
ing devices, such as laptops and desktop computers, to private cloud instances or
even third party services located in the nearby fog or big data centers. All nodes
communicate on a peer-to-peer basis and form an acyclic, undirected topology.
Maintaining such a topology, even under dynamic conditions, is a well studied
problem (e.g., [6]) and is, therefore, not discussed in this paper.

Each node S; € S collects raw observations o; (e.g., GPS positions) produced
by arbitrary sensors or mobile devices like smart phones. Machine learning algo-
rithms, such as Markov Models, Conditional Random Fields (CRF), Bayesian
networks, etc., can then be used to derive knowledge from these raw observations.
In this paper, we use N-dimensional spaces to represent the raw observations o;.
This way, observable attributes, like time or position are represented by dimen-
sions and every observation o; as a point in space (o; € IRN). For instance, in
a traffic scenario, a concrete journey would be defined by its start-time, end-
time, start-coordinates, and end-coordinates and represented as a point in N-
dimensional space. Based on this representation, learning approaches, such as
linear regression, multivariate adaptive regression, or time series analysis, can
be applied to derive knowledge, e.g., the travel time between two locations with
respect to the time of the day. In the following, we use the term knowledge model
KM% to represent the observations collected by a node S; and the correspond-
ing knowledge derived from these observations.

As all nodes make observations individually and, thereby, gather different
observations in their knowledge models K M®, the nodes have different confi-
dence in the knowledge they have gathered. For example, a person traveling only
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in one part of the city has intuitively higher confidence in estimated travel times
in that part of the city than a person traveling mainly in another part.

To retrieve specific knowledge from the knowledge model, a query is issued.
Such a query can be retrieving the travel time in the context of a journey at a
specific time of the day. In an N-dimensional space (IRY), we define a query ¢
as a tuple:

? = (5’w7p7) (1)
This tuple consists of a context (), a request (w), and required confidence (p ).
We define the context as a point in a subspace IR® C IRN, where N is the total
number of dimensions and C' is the number of dimensions in the subspace of the

context.
s§€RY:C<N. (2)

Similarly, the request is defined as an element in a different subspace IRF C
(RN \ IR®), where R is the number of dimensions of the requested subspace.

weRRF:R<N-C. (3)

In a traffic scenario, for example, the knowledge models could consists of
four dimensions (source, destination, travel time, and time of the day). A query
(0,w, p3) to retrieve travel time for a specific journey can be structured as
follows: context (0) = (source, destination, time of the day) and request (w) =
(travel time) and confidence (p5 ) = 0.8.

Based on the above discussion, we can now define the concrete knowledge
retrieval problem. Given i) a dynamic set of nodes S = {51, ..., S;}, ii) continu-
ously evolving and heterogeneous knowledge models K M maintained by each
node S; € S and iii) a knowledge retrieval query ¢, our objective is to find the
node S; € S that can answer the query ¢ with confidence p > P

In the following, we first introduce the notion of confidence and establish a
metric to determine the confidence of a knowledge model KM®: to answer a
specific query ¢ (cf. Sec. 3). Afterwards, we present two algorithms that utilize
the confidence metric to route a query for specific knowledge towards the node
that can reply with the required confidence (cf. Sec. 4). Finally, we thoroughly
evaluate and compare the performance of the proposed routing algorithms on
synthetic and real-world data (cf. Sec. 5).

3 Confidence

In this section, we develop a notion of confidence and introduce a metric that
reflects the confidence with that a query can be answered by a specific knowledge
model K M*:. As observations in a knowledge model are usually neither concen-
trated in a single area of the model, nor distributed equally, it is not desirable
to assign a single confidence value to a whole knowledge model. Instead, we use
clustering to group similar observations and determine the confidence of these
clusters individually.
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3.1 Clustering

In order to cluster the observations in a knowledge model, we can use well known
algorithms, such as K-means [5], spectral clustering [28], hierarchical clustering
[12], etc. However, these algorithms need to know the number of clusters (denoted
as K) in advance. Determining the number of clusters, however, is not easy and
is usually based on preknowledge or practical experience. In our case, choosing
the number of clusters K is even more difficult, as different knowledge models
may witness highly heterogeneous observation patterns.

Clearly, the observations in each knowledge model are directly dependent on
real world events. These real world events are usually highly chaotic as they
are based on a vast amount of influence factors (Butterfly Effect). Therefore,
the observations stored in the knowledge models can be treated as independent
random variables. Consequently, the arithmetic mean of these observations fol-
lows a Gaussian distribution according to the central limit theorem [14]. Based
on this we can conclude that the observations in each knowledge model are a
combination of several Gaussian distributed clusters, located in different “areas”
of the model. To determine the actual number of clusters, we use the following
algorithm: We start by assuming a single cluster (K = 1) in a knowledge model
and perform a statistical test for the hypothesis that all observations of the
cluster follow a Gaussian distribution. If this test fails, we increase the assumed
number of clusters by one (K = K + 1) and repeat the process. This process ter-
minates, when all observations assigned to each cluster are following a Gaussian
distribution. This approach is similar to the G-Means algorithm [9].

3.2 Cluster-Based Confidence

Now that the clusters are obtained, in the following we present how to deter-
mine the confidence in these clusters. Usually, machine learning algorithms are
performed on a large number of observations. If not enough observations are
available (for example, in the region of a query), machine learning algorithms
can not derive meaningful information. Thus, we base our confidence metric
on the amount and variance of observations in a cluster. The combination of
both parameters is important as they can be misleading if interpreted individu-
ally. The number of observations in a cluster for example does not tell anything
about the cluster’s usability for learning, as the observations can be highly vari-
ant. Consider for instance, a cluster that models the waiting time at a busy
intersection of a road. If the cluster consists of observations scattered over the
whole day, then it might not be qualified to answer a query for the waiting time
at a specific time of the day. On the other hand, low variance alone is also not
adequate, as the variance can be based on a very small number of observations.

p(?v?wszc) :NC'fN(77?CaEC) (4)

This duality is reflected in our confidence metric p (Eq. 4) that consists of
a NN-dimensional Gaussian distribution function fx, multiplied by the number
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of points (N,) in a cluster ¢. The Gaussian distribution function fy is charac-
terized by the mean value ¢ . (also termed as centroid) and variance Y. of the
cluster c. This way, the confidence value behaves according to the distribution
of observations and is proportional to the total number of observations in a clus-
ter. We used a Gaussian distribution function in Eq. 4 for two reasons. First, as
stated in Sec. 3.1 the observations in each cluster are following this distribution.
Second, it enables the confidence in a cluster to degrade exponentially, such that
queries ¢ close to the centroid ¢ of a cluster have high confidence, while with
a continuously growing distance to the centroid, the confidence gets exponen-
tially worse. As our knowledge models are N-dimensional spaces, clusters can
have different variance in each dimension. Moreover, clusters can be clinched or
rotated in different dimensions. Thus we use a multivariate Gaussian distribu-
tion function (cf. Eq. 5) that uses a covariance matrix X, to take the variance
in the different dimensions into account. Figure 1(a) shows the confidence for
a cluster in a two dimensional knowledge model. The confidence of a cluster to
answer a certain query is then the confidence value p of a cluster ¢ at the point

—

q

of a query ¢, i.e. pg = p( , Cey Yo, Ne).

—_— —> 1 —0.5 ?7?6 TEc_l _>7?C
fN(QaCch):Wexp ( ) (q ) (5)

3.3 Discussion

The above presented confidence metric can be used to compare the confidence
of two knowledge models, however, the value of confidence is unbounded. This
makes it difficult to determine when a knowledge model has “good enough”
knowledge or is saturated (as each cluster in a knowledge model can have arbi-
trarily large number of observations). To solve this problem, we propose to arti-
ficially bound the confidence p” as shown in Eq. 6.

pP(q, ¢, 2. Ne) =min(1, N f(7, ¢, X)) (6)
The behavior of this bounded confidence function (p?) is shown in Fig. 1(b).
The figure shows the confidence with that a cluster can answer a query with
respect to the distance between a query and the cluster center. According to
Eq. 6 we assume a saturation when the confidence value exceeds 1. On the
left side of Fig. 1(b), clusters with the same variance and different number of
observations are compared. On the right side, clusters with the same number of
observations and different variance are compared. This shows, how the saturation
of a cluster is dependent on the variance and number of observations. In essence,
clusters with low variance need less observations to saturate then clusters with
high variance.

Another approach would be to employ domain specific knowledge to define
when a cluster is saturated or has “good enough knowledge”. For instance, by
introducing a threshold that specifies the minimal distance between two observa-
tions in a cluster. If all the observations of a cluster obey the threshold criteria,
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Fig. 1. Confidence dependent on distance to cluster-center, variance, and number of
observations. Multivariate Gaussian distance function for all queries.

the cluster is assumed to have maximal confidence. Mathematically this thresh-
old can be defined as the mean distance between observations in a cluster.

4 Routing

Now that the confidence metric is defined, we describe the routing of queries
towards the nodes that can reply with the desired confidence. In particular, each
node S; maintains a routing model RM g: for each direct neighbor S,, € S\ S;.
A routing model RM g:b is an N-dimensional space (similar to the knowledge
model) and summarizes the knowledge that is reachable (by forwarding the
query) through the respective neighbor .S,,.

On receiving a query ¢ (cf. Sec. 2) a node S; decides whether to answer
¢ based on its local knowledge model K Mg, or to forward ¢ to one of its
neighbor S, € S\ 'S;. In more detail, a node S; uses its knowledge model K Mg,
to calculate the confidence p at the point of the query ¢ and reply ¢ locally if
p > p3 - Otherwise, S; uses the routing model RM 5 maintained for each of its
neighbor S,, to calculate the estimated confidence with which ¢ can be answered
if forwarded to that respective neighbor S,. The query ¢ is finally routed to
the neighbor with the highest estimated confidence. In the following, we present
two different strategies to maintain the routing models and route queries.

4.1 Knowledge Aggregation Based Routing

With Knowledge Aggregation Based Routing (KAR) the routing models RM gn
that a node S; maintains for each neighbor S,, are managed in a proactive fashion.
In general, a routing model contains the summary of the knowledge reachable
through a neighbor. This is done by enabling routing models to store the (subset
of) N-dimensional observations that are reachable through the respective neigh-
bors. The observations stored in a routing model are clustered similar to that of
knowledge model and, thus, the calculation of confidence is alike.
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To maintain routing models, each node .S,, sends a compact representation of
the clusters in its knowledge model K Mg, to all of its neighbors. This compact
representation includes the number of observations N,, the centroid €., and
the covariance matrix X, of each cluster ¢ in the knowledge model. Moreover,
the node S,, also sends to each neighbor S; the compact representation of the
observations stored in the RM of its other neighbors. This is required to ensure
that the routing model not only contains the summary of the knowledge available
in the knowledge model of the direct neighbor but also the knowledge reachable
by routing the query through that neighbor.

On receiving the compact cluster representation from S,,, the node S; can
regenerate clusters along with all the observations in its routing model RM gﬂ,
representing the knowledge available through S,. A complete regeneration is
not very scalable for clusters containing a large number of observations, there-
fore, we introduce a regeneration factor § € (0,1] that controls the fraction of
observations that are regenerated (N, - J).

To regenerate the clusters described by the received compact cluster repre-
sentation (N, €., .), we use an approach described in [10]. This approach
consists of three steps, shown in Fig. 2. First, we generate the desired number
of observations (N, - §) following a multivariate Gaussian distribution. Second,
we skew and rotate the resulting point-cloud (the new cluster) according to the
provided covariance matrix X.. In the final step, we translate each point of the
new cluster by the given centroid ¢ ..

2. Deform
according to X,
e TN . /s TrarLsIate
A .m byee

1. Generate
Gaussian
Distribution

Dim A
Dim A

Dim B

Fig. 2. Transforming a normal distributed cluster into a cluster rotated and skewed
according to given compact cluster information.

Fig. 3 shows the KAR strategy for a network consisting of four nodes (51,
Sa, S3, S4). To reduce complexity only relevant routing and knowledge models
are shown. Initially, all routing models of node S; (i.e., RM 521 and RM 541) are
empty, as shown in Fig. 3(a). Afterwards, So and Sy generate the compact cluster
representation for their knowledge and routing models (cf. Fig. 3(b)) and send
these representations to Sy (cf. Fig. 3(c)). From the received compact represen-
tations S7 regenerates its routing model for Sy and Ss (i.e., RMg; and RMS?;
respectively), as depicted in Fig. 3(d).

As the knowledge models are subject to continuous change, each node is
responsible for keeping the routing models, maintained at other nodes, up to
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Fig. 3. Propagating the knowledge and generating the routing models.

date. If a node detects a significant change of knowledge in its own models, it
generates new compact cluster representation and forwards it to its neighbors.

Routing a Query. Routing of a query works as described in the beginning of
this section. To determine the confidence in both models (i.e., KM and RM),
we use the confidence metric described in Sec. 3.

4.2 Query Learning Based Routing

In a large-scale system, the routing models of the previously introduced KAR
strategy require frequent updates. This is due to the continuously evolving knowl-
edge models, as well as the unpredictable churn caused by joining and leaving
nodes at arbitrary times. To reduce the overhead of managing the routing mod-
els, we designed a query learning based routing strategy (QLR) that continuously
learns the routing models of a node, based on previously routed queries. This
means, whenever a query was answered successfully, a feedback is send back-
wards on the routing path to the source of the query. This feedback consists of
the query ¢ and the confidence p with that it was answered. Whenever a node
S; receives such a feedback from a neighbor .S,,, it adds the query-confidence pair
(¢, p7) to its respective routing model RM; (cf. Fig. 4(a)).

Routing a Query. With QLR, routing works exactly as described in the begin-
ning of this section. However, as we are storing query-confidence pairs in the
routing models, instead of observations, we have to estimate the confidence for
an incoming ¢y, (i.e., the confidence with that the incoming query ¢, can
be answered or forwarded) a bit different. This is done in three steps: First,
the query-confidence pairs in each routing model RM SS:L are clustered with the
weighted K-means clustering algorithm [5], where the queries represent points
that are clustered and their respective confidence value is used as a weight (cf.
Fig. 4). In consequence, the centroid of each cluster is not in the middle of the
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a) Routing Model b) Clustered Routing Model
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Fig. 4. a) A routing model containing query feedback with confidence values. b) Rout-
ing model after clustering.

cluster, but rather drawn towards the query-confidence pairs that have high con-
fidence values (cf. Fig. 4(b)). We named such a centroid weighted centroid, ¢ .
Second, we calculate the euclidean distance d between the incoming query ¢ in
(for which the confidence has to be estimated) and the weighted centroid ¢,
(i.e.,d = G in— Cuw). Third, we estimate the confidence of incoming query PG
by weighing this distance d according to the distribution of confidence values in
the query-confidence pairs of the cluster, represented by the distribution function
fe(d) (ie., PGin = f(d)).

To determine this distribution function f.(d), we start with the generic form
of a Gaussian function (cf. Eq. 7), dependent on the parameters a; and as.

2

fe(z) = arexp( 202 ) (7)

To calculate these parameters we need two additional equations that specify
our requirements for the distribution function f.. The first requirement states
that if the distance between the weighted centroid ¢, and the query ¢, is
zero, the confidence should be equivalent to the confidence value of the weighted
centroid pieons (Eq. 8).

f('(o) = Hconf (8)

The second requirement states that the confidence of a cluster should decrease
with increasing distance between incoming query ¢, and ¢, proportional to
the standard deviation of the confidence values ocons in the query-confidence
pairs, i.e., for high standard deviation in the confidence values of the query-
confidence pairs in the cluster, f. should decrease slower than for low standard
deviation. This is expressed by Eq. 9, where o, is the standard deviation of the
cluster, ficony the confidence value of the weighted centroid T w and oeon ¢ the
standard deviation of the confidence values of the query confidence pairs.

fc(Uc) = |Uconf - Uconf| (9)

Based on above two requirements we can now determine a; and ao and get
the following distribution function.
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Fold) = g (Leond —Oeont (10)
Heon f

Discussion. As described above, QLR uses past queries to keep routing models
up-to-date. However, sometimes, it might be necessary to proactively explore the
knowledge reachable through different neighboring nodes. This is, for example,
necessary to bootstrap the system or when not enough queries are routed through
anode. In this case, a node issues exploration queries. This can be done randomly
or interest-based, i.e., a node can either try to learn about an area of interest
or just a randomly selected area. An exploration query is a regular query with
additional selectivity and hop count parameters, that control the magnitude of
exploration. The selectivity parameter controls the number of neighbors to which
a query is sent. The hop count parameter controls the depth of exploration and
is decreased on reception by every node.

Furthermore, in dynamic environments, the query-confidence pairs stored
in the routing models may become stale and should be removed. We use a
decay based approach, where the confidence values of the query-confidence pairs
(7, p ) stored in the routing models decay according to a specified decay factor
« over time ppeq = p - @. When the confidence value has become lower than a
certain threshold, the query-confidence pair is removed from the routing model.

5 Evaluation

In this section, we evaluated the knowledge retrieval strategies (KAR and QLR),
presented in Sec. 4, w.r.t. network size, message overhead and retrieval quality.
We also evaluated the influence of protocol specific parameters such as hop count
and selectivity for QLR and the regeneration fac