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General Co-Chairs’ Message for OnTheMove 2015,
Rhodes, Greece

The OnTheMove 2015 event held during October 26–30, in Rhodes, Greece, further
consolidated the importance of the series of annual conferences that was started in 2002
in Irvine, California. It then moved to Catania, Sicily, in 2003, to Cyprus in 2004 and
2005, Montpellier in 2006, Vilamoura in 2007 and 2009, in 2008 to Monterrey,
Mexico, to Heraklion, Crete, in 2010 and 2011, Rome in 2012, Graz in 2013, and
Amantea, Italy, in 2014. This prime event continues to attract a diverse and relevant
selection of today’s research worldwide on the scientific concepts underlying new
computing paradigms, which of necessity must be distributed, heterogeneous, and
supporting an environment of resources that are autonomous yet must meaningfully
cooperate. Indeed, as such large, complex, and networked intelligent information
systems become the focus and norm for computing, there continues to be an acute and
even increasing need to address the implied software, system, and enterprise issues and
discuss them face to face in an integrated forum that covers methodological, semantic,
theoretical, and application issues as well. As we all realize, e-mail, the Internet, and
even video conferences on their own are not optimal or even sufficient for effective and
efficient scientific exchange.

The OnTheMove (OTM) Federated Conference series was created precisely to cover
the scientific exchange needs of the communities that work in the broad yet closely
connected fundamental technological spectrum of Web-based distributed computing.
The OTM program every year covers data and Web semantics, distributed objects, Web
services, databases, information systems, enterprise workflow and collaboration,
ubiquity, interoperability, mobility, as well as grid and high-performance computing.

OTM does not consider itself a so-called multi-conference event but instead is proud
to give meaning to the “federated” aspect in its full title1: It aspires to be a primary
scientific meeting place where all aspects of research and development of Internet- and
intranet-based systems in organizations and for e-business are discussed in a scientif-
ically motivated way, in a forum of loosely interconnected workshops and conferences.
This year’s 14th edition of the OTM Federated Conferences event therefore once more
provided an opportunity for researchers and practitioners to understand, discuss, and
publish these developments within the broader context of distributed, ubiquitous
computing. To further promote synergy and coherence, the main conferences of OTM
2015 were conceived against a background of three interlocking global themes:

– Trusted Cloud Computing Infrastructures Emphasizing Security and Privacy
– Technology and Methodology for Data and Knowledge Resources on the

(Semantic) Web

1 On The Move Towards Meaningful Internet Systems and Ubiquitous Computing – Federated
Conferences and Workshops.



– Deployment of Collaborative and Social Computing for and in an Enterprise
Context

Originally the federative structure of OTM was formed by the co-location of three
related, complementary, and successful main conference series: DOA (Distributed
Objects and Applications, held since 1999), covering the relevant infrastructure-en-
abling technologies, ODBASE (Ontologies, DataBases and Applications of SEmantics,
since 2002), covering Web semantics, XML databases, and ontologies, and of course
CoopIS (Cooperative Information Systems, held since 1993), which studies the
application of these technologies in an enterprise context through, e.g., workflow
systems and knowledge management. In the 2011 edition, security issues, originally
started as topics of the IS workshop in OTM 2006, became the focus of DOA as secure
virtual infrastructures, further broadened to cover aspects of trust and privacy in so-
called cloud-based systems. As this latter aspect came to dominate agendas in this and
overlapping research communities, we decided in 2014 to rename the event as the
Cloud and Trusted Computing (C&TC) conference, and to organize and launch it in a
workshop format to define future editions.

Both main conferences specifically seek high-quality contributions of a more mature
nature and encourage researchers to treat their respective topics within a framework
that simultaneously incorporates (a) theory, (b) conceptual design and development, (c)
methodology and pragmatics, and (d) application in particular case studies and
industrial solutions.

As in previous years we again solicited and selected additional quality workshop
proposals to complement the more mature and “archival” nature of the main confer-
ences. Our workshops are intended to serve as “incubators” for emergent research
results in selected areas related, or becoming related, to the general domain of Web-
based distributed computing. This year the difficult and time-consuming job of
selecting and coordinating the workshops was brought to a successful end by Ioana
Ciuciu, and we were very glad to see that some of our earlier successful workshops
(EI2N, META4eS, ISDE, INBAST, MSC) re-appeared in 2015, in some cases in
alliance with other older or newly emerging workshops. The new Fact-Based Modeling
(FBM) workshop succeeded and expanded the scope of the successful ORM work-
shop. The Industry Case Studies Program, started in 2011 under the leadership of
Hervé Panetto and OMG’s Richard Mark Soley, further gained momentum and visi-
bility in its fifth edition this year.

The OTM registration format (“one workshop or conference buys all workshops or
conferences”) actively intends to promote synergy between related areas in the field of
distributed computing and to stimulate workshop audiences to productively mingle
with each other and, optionally, with those of the main conferences. In particular EI2N
continues to create and exploit a visible cross-pollination with CoopIS.

We were happy to see that also in 2015 the number of quality submissions for the
OnTheMove Academy (OTMA) stabilized for the fourth consecutive year. OTMA
implements our unique, actively coached and therefore very time- and effort-intensive
formula to bring PhD students together, and aims to carry our “vision for the future” in
research in the areas covered by OTM. Its 2015 edition was organized and managed by
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a dedicated team of collaborators and faculty, Peter Spyns, Maria-Esther Vidal, Anja
Metzner, and Alfred Holl, inspired as always by the OTMA Dean, Erich Neuhold.

In the OTM Academy, PhD research proposals are submitted by students for peer
review; selected submissions and their approaches are to be presented by the students in
front of a wider audience at the conference, and are independently and extensively
analyzed and discussed in front of this audience by a panel of senior professors. One
will readily appreciate the resources invested in this by OnTheMove and especially the
OTMA faculty!

As the three main conferences and the associated workshops all share the distributed
aspects of modern computing systems, they experience the application pull created by
the Internet and by the so-called Semantic Web, in particular developments of big data,
increased importance of security issues, and the globalization of mobile-based tech-
nologies. For ODBASE 2015, the focus continued to be the knowledge bases and
methods required for enabling the use of formal semantics in Web-based databases and
information systems. For CoopIS 2015, the focus as before was on the interaction of
such technologies and methods with business process issues, such as occur in net-
worked organizations and enterprises. These subject areas overlap in a scientifically
natural and fascinating fashion and many submissions in fact also covered and
exploited the mutual impact among them. For our C&TC 2015 event, its primary
emphasis was again squarely put on the virtual and security aspects of Web-based
computing in the broadest sense. As with the earlier OTM editions, the organizers
wanted to stimulate this cross-pollination by a program of famous keynote speakers
from academia and industry around the chosen themes and shared by all OTM com-
ponent events. We are quite proud to list for this year:

– Michele Bezzi
– Eva Kühn
– John Mylopoulos
– Sjir Nijssen

The general downturn in submissions observed in recent years for almost all con-
ferences in computer science and IT is also affecting OTM, but we were still fortunate
to receive a total of 130 submissions for the three main conferences and 86 submissions
in total for the workshops. Not only may we indeed again claim success in attracting a
representative volume of scientific papers, many from the USA and Asia, but these
numbers of course allowed the respective Program Committees to again compose a
high-quality cross-section of current research in the areas covered by OTM. Accep-
tance rates vary but the aim was to stay consistently at about one accepted full paper for
two to three submitted (nearly one in four for CoopIS), yet as always these rates are
subordinated to professional peer assessment of proper scientific quality. As usual we
have separated the proceedings into two volumes with their own titles, one for the main
conferences and one for the workshops and posters, and we are again most grateful to
the Springer LNCS team in Heidelberg for their professional support, suggestions, and
meticulous collaboration in producing the files and indexes ready for downloading on
the USB sticks.

The reviewing process by the respective OTM Program Committees was performed
to professional quality standards: Each paper review in the main conferences was

General Co-Chairs’ Message for OnTheMove 2015, Rhodes, Greece VII



assigned to at least three referees, with arbitrated e-mail discussions in the case of
strongly diverging evaluations. It may be worthwhile to emphasize once more that it is
an explicit OTM policy that all conference Program Committees and Chairs make their
selections in a completely sovereign manner, autonomous and independent from any
OTM organizational considerations. As in recent years, proceedings in paper form are
now only available to be ordered separately.

The General Chairs are once more especially grateful to the many people directly or
indirectly involved in the set-up of these federated conferences. Not everyone realizes
the large number of persons that need to be involved, and the huge amount of work,
commitment, and in the uncertain economic and funding climate of 2015 certainly also
financial risk that is entailed by the organization of an event like OTM. Apart from the
persons in their aforementioned roles we therefore wish to thank in particular explicitly
our main conference Program Committee Chairs:

– CoopIS 2015: Georg Weichhart, with Heiko Ludwig and Michael Rosemann
– ODBASE 2015: Yuan An, with Min Song and Markus Strohmaier
– C&TC 2015: Claudio Ardagna, with Meiko Jensen

And similarly we thank the Program Committee (Co-)Chairs of the 2015 ICSP,
OTMA, and Workshops (in their order of appearance on the website): Peter Spyns,
Maria-Esther Vidal, Arne J. Berre, Gregoris Mentzas, Nadia Abchiche-Mimouni, Alexis
Aubry, Fenareti Lampathaki, Eduardo Rocha Loures, Milan Zdravkovic, Peter Bollen,
Hans Mulder, Maurice Nijssen, Miguel Ángel Rodríguez-García, Rafael Valencia
García, Thomas Moser, Ricardo Colomo Palacios, Alok Mishra, Deepti Mishra, Jürgen
Münch, Ioana Ciuciu, Christophe Debruyne, Anna Fensel, Maria Chiara Caschera,
Fernando Ferri, Patrizia Grifoni, Arianna D’Ulizia, Mustafa Jarrar, António Lucas
Soares, Cristovão Sousa.

Together with their many Program Committee members, they performed a superb
and professional job in managing the difficult yet existential process of peer review and
selection of the best papers from the harvest of submissions. We all also owe a
significant debt of gratitude to our supremely competent and experienced Conference
Secretariat and technical support staff in Guadalajara, Brussels, and Dublin, respec-
tively, Daniel Meersman, Jan Demey, and Christophe Debruyne.

The General Conference and Workshop Co-Chairs also thankfully acknowledge the
academic freedom, logistic support, and facilities they enjoy from their respective
institutions — Technical University of Graz, Austria; Université de Lorraine, Nancy,
France; Latrobe University, Melbourne, Australia; and Babes-Bolyai University, Cluj,
Romania — without which such a project quite simply would not be feasible. We do
hope that the results of this federated scientific enterprise contribute to your research
and your place in the scientific network. We look forward to seeing you at next year’s
event!

September 2015 Robert Meersman
Hervé Panetto
Tharam Dillon

Ernesto Damiani
Ioana Ciuciu
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Data Semantics in the Days of Big Data

John Mylopoulos

University of Trento, Italy

Short Bio

John Mylopoulos holds a professor emeritus position at the Universities of Trento and
Toronto. He earned a PhD degree from Princeton University in 1970 and joined the
Department of Computer Science at the University of Toronto that year. His research
interests include conceptual modelling, requirements engineering, data semantics, and
knowledge management. Mylopoulos is a fellow of the Association for the
Advancement of Artificial Intelligence (AAAI) and the Royal Society of Canada
(Academy of Sciences). He has served as program/general chair of international con-
ferences in artificial intelligence, databases and software engineering, including IJCAI
(1991), Requirements Engineering (1997), and VLDB (2004). Mylopoulos is the
recipient of an advanced grant from the European Research Council for a project titled
“Lucretius: Foundations for Software Evolution.”

Talk

“Data Semantics in the Days of Big Data”

In the good old days, the semantics of data was defined in terms of entities and
relationships. For example, a tuple (widget:w#123, price: €10, date: 1970.07.30) in the
SALES relation meant something like “widget w#123 was sold for €10 on July 30,
1970.” This simple view of semantics no longer applies in the days of big data, where
gigabytes of data are pouring in every day and the intended meaning is defined in terms
of strategic objectives such as, “We want to grow our sales by 2% over three years,” or
tactical ones such as, “We want to grow sales for our clothing products by 2.5% over
the next quarter in Lombardia.” We review some of the elements of this new per-
spective on data and present some of the analysis techniques that are emerging along
with big data technologies.



Reusable Coordination Components: A Silver
Bullet for Reliable Development of Cooperative

Information Systems?

Eva Kühn

TU Wien, Austria

Short Bio

Eva Kühn graduated as an engineer of computer sciences, with a PhD, habilitation, and
professor position at TU Wien. Heinz-Zemanek Research Award for PhD work on
“Multi Database Systems”. She received a Kurt-Gödel Research Grant from the
Austrian Government for a sabbatical at the Indiana Center for Databases at Purdue
University, USA. She has several international publications and teaching experience in
the areas of methods and tools for software development, software engineering,
coordination languages, software integration, parallel and distributed programming,
heterogeneous transaction processing, and space-based computing. Eva has been
project coordinator of nationally (FWF, FFG, AT) and internationally (EU Commis-
sion) funded research projects as well as projects with industry. She has international
software patents for research work on a new “Coordination System,” and seven years
of experience as Chief Technological Officer (CTO) of an Austrian spin-off company
for software development. Sue has served as conference chair, program committee
member, organizer, and coordinator of international conferences. She is a member
of the Governing Board of the Austrian and European UNIX systems user group, of the
ISO Working Group for the standardization of Prolog, of the Senate of the Christian
Doppler Forschungsgesellschaft (CDG), and of the Science and Research Council
of the Federal State of Salzburg.

Talk

“Reusable Coordination Components: A Silver Bullet for Reliable Development of
Cooperative Information Systems?”

Today’s emerging trends such as factory of the future, big data, Internet of Things,
intelligent traffic solutions, cyber-physical systems, wireless sensor networks, and
smart home/city/grid raise major new challenges on software development. They are
characterized by high concurrency, distribution, and dynamics as well as huge numbers
of heterogeneous devices, resources, and users that must collaborate in a reliable way.
The management of all interactions and dependencies between the participants is a



complex task posing massive coordination and integration problems. Must these be
solved for each new application from scratch?

An alternative approach would be to identify similarities in their communication
and synchronization behavior, to design corresponding “reusable patterns” with the
help of a suitable and flexible coordination model, and finally to realize the patterns in
the form of software components that run on a suitable middleware platform. In this
keynote we discuss state-of-the-art coordination models and middleware systems to
achieve this goal. The sharing of coordination components among different use cases
on different platforms, reaching from energy-aware micro-controller platforms to
enterprise server systems, is demonstrated by means of real-life scenarios from different
domains. The vision is to compose advanced cooperative information systems from
proven, configurable, reusable “coordination components,” thus reducing software
development risks and costs.

Reusable Coordination Components XIX



Durable Modeling and Ever-Changing
Implementation Technologies

Sjir Nijssen

PNA Group, Netherlands

Short Bio

Dr. Sjir Nijssen is an emeritus professor and has been CTO at PNA in The Netherlands
(www.pna-group.com) for the last 25 years. Dr. Nijssen first experienced the essential
steps of working with facts in 1959 and 1960 while serving as a draft officer in the Royal
Dutch Air Force, where at that time there was careful observation of planes of friends
and enemies by boys on towers in the field, and girls plotting the information by the boys
in one of the seven areas of The Netherlands, over telephone lines on a large table in
atomic-free bunkers. The contents of the tables of the seven areas was verbalized by girls
sitting at the next higher level and were then plotted by girls in the central command on a
table covering the entire Netherlands. That information was used by the officers to direct
interceptor planes. This was a world with very clear protocols on how to observe, how to
formulate the facts, how to convert the facts into another representation of the facts on a
land map table, verbalizing the information of the local tables into facts and transmitting
these facts to the girls plotting the information read on the central table. Dr. Nijssen
started with fact-based business communication modeling in the early 1970s, at Control
Data’s European headquarters in Brussels. Since then it has been more than his full-time
occupation. It was there that NIAM (Natural language Information Analysis Method), a
fact-based protocol to develop a conceptual schema and notation, was conceived. Prof.
Robert Meersman was one of the pillars of the 22-person research lab at Control Data,
from 1970 to 1982. From 1983, Dr. Nijssen held a position as professor of Computer
Science for seven years at the University of Queensland in Australia. In 1989 he founded
the company PNA, exclusively dedicated to delivering durable and tested business
requirements, conceptual modeling, consulting, and educational services fully based on
fact orientation. PNA currently employs about 30 people. Dr. Nijssen can be reached
directly at sjir.nijssen@pna-group.com.

Talk

“Durable Modeling and Ever-Changing Implementation Technologies”

In the relative short history of information technology we have seen substantial
improvements. However, between the wishes of the users and the implemented services
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there is still in many cases an enormous gap. And the problem of very substantial cost
overruns in the development of these services is still a serious challenge in too many
cases. Today we aim to fill this gap between the requirements and the running services
with what is called a durable model. The road toward a durable model has been a long
one and an overview will be given since the 1960s. During the 1970s and 1980s the
term conceptual model was used to refer to a durable model, with many contributions
from the IFIP WG 2.6 conferences and the landmark publication of the ISO Technical
Report TR9007 in 1987, “Concepts and Terminology for the Conceptual Schema and
the Information Base.” Thereafter we discuss how durable modeling has evolved and
been misused by various factions in the research and business world.

Since 2012 a co-creation has been established in The Netherlands consisting of
government service organizations, universities, and innovative companies with the aim
of developing an engineering protocol on how to “transform” laws, regulations, and
policies into a durable model. The aim is to develop a national protocol that will be
offered to all government departments and all other organizations in The Netherlands.
Of course it will be offered to the world. We discuss the scientific foundation of this
protocol, called CogniLex, as well as its practical version and report on experiences
obtained so far. To the best of our knowledge, this is the most extensive protocol
currently available. The skills of protocolled observation and transformation into facts,
transforming the facts into another representation mode adequate for a specific purpose,
and transforming the other representation mode back into verbalized facts are vital parts
of any testing protocol, called ex-ante in Terra Legis. We demonstrate how certain legal
domain protocol essentials like Hohfeld can be modeled in fact-based modeling, a
durable modeling approach. We also demonstrate how fact-based modeling has been
used to detect the needed extensions to the famous work of Hohfeld. If time permits,
the transformation of such a durable model into UML, ER, OWL, SBVR, and DMN
will be discussed.
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From (Security) Research to Innovation

Michele Bezzi

Sap Labs, France

Short Bio

Michele Bezzi is Research Manager at SAP Product Security Research. He heads a
group of researchers investigating applied research and innovative security solutions,
addressing topics such as security tools for development, intrusion detection systems,
and software security analysis.

He received his Master of Physics degree from the University of Florence in 1994
and his PhD in Physics from the University of Bologna in 1998. He has over 15 years’
experience in industrial research in SONY, Accenture, and SAP. He has supervised
several European projects, and has published more than 50 scientific papers in various
research areas: security, privacy, pervasive computing, neural networks, evolutionary
models, and complex systems.

Talk

“From (Security) Research to Innovation”

I present some concrete examples of research projects, and show how these research
results have been used in SAP products and processes.

The security research team addresses different topics such as security tools for
development, intrusion detection systems, and software security analysis. For example,
in recent years, we prototyped an application level intrusion detection software, now
released as a product — SAP Enterprise Threat Detection (ETD) — able to detect
attacks, in real time, on complex software landscape. We also devise tools to support
developers in secure development, allowing, for example, security testing during the
code writing phase, as well as innovative tools for security governance. In this talk,
starting from these examples, I also discuss challenges and opportunities in transferring
research results to industrial products or processes.
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The 12th OnTheMove Academy PC
Chairs’ Message

In the past editions, the OTM Academy has yearly innovated its way of working to uphold its
mark of quality and excellence. This year’s innovation is the addition of a collaborative paper
clinic session integrating the idea of “Ph.D. student buddies” who review and help to improve one
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1 Introduction and Related Work

Software Systems have become incredibly large and complex, hence, difficult
to develop, maintain and evolve. Furthermore, those software systems do not
operate in a stable environment. Certain properties of the environment, e.g.
available bandwidth, through-put or workload of the hosting machine of the
software system, vary over time and might influence the system’s performance
adversely under certain conditions. This issue is addressed by self-adaptive soft-
ware systems, which are systems that can change their own behavior in response
to changes in its operational environment [2].

Moreover, in a distributed application, local changes might require changes of
remote parts of the application as well. Consequently, the adaptation runtime has
to provide mechanisms to ensure that such related operations can be executed
synchronously, i.e. either all operations are executed successfully or changes are
reverted to prevent the application from being in an inconsistent state.

Recently, role-oriented programming has come into focus to allow behavioral
adaptations on the level of programming languages. Roles are used on the design
and implementation level to cover context-dependent behavior of software enti-
ties to increase the expressivity of static and dynamic parts of an application.
In [1,3] approaches were presented to incorporate self-adaptive software systems
and role-oriented programming, but the execution of the planned changes was
not closer investigated.

This thesis further investigates the execution of adaptations of role-bases
software systems, especially of distributed role-based applications.

2 Discussion

The general concept of roles as adaptable entities can be applied at multiple
layers of a software system. Coarse-grained structural adaptations, e.g. exchang-
ing components, would be possible as well as fine-grained modifications of the
component’s behavior, if implemented using roles.

Our research will mainly cover two parts: First and foremost, we are con-
cerned with the behavioral modification of software systems at runtime that
roles allow. We develop a set of adaptation operations that operate on roles

c© Springer International Publishing Switzerland 2015
I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 3–4, 2015.
DOI: 10.1007/978-3-319-26138-6 1
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rather than on components or runtime objects directly and will therefore be
applicable to both layers what makes the adaptation more transparent to the
system controlling the adaptation. The controlling system must further deter-
mine a safe point in time in the programs execution to alter the system without
any loss of data. Hence, we will discuss a lifecycle for roles at runtime that sup-
ports the adaptation operations and helps to prevent unwanted behavior during
the adaptation as well as data loss. Roles are usually bound to players, simply
passivating a role when a player’s behavior is supposed to be modified is not suf-
ficient, e.g. when roles are exchanged it must be ensured that state information
are preserved ant the new role is activated after it has been bound to the player.
Second, when the application’s context changes, multiple roles might have to
be exchanged in a coordinated and synchronized manner, e.g. if two roles on
remote nodes collaborate, it might be necessary to exchange both roles if one of
them has to be exchanged due to context changes. Therefore, we are investigat-
ing mechanisms how the controlling system can ensure the safe transition of the
application from an outdated source state to the desired target state. Crucial
at this point is especially the decentralized execution of such operations in a
distributed software system.

As possible evaluation criteria, the performance and reliability of the adap-
tation execution at runtime can be considered, especially in distributed and
concurrent applications where invalid role configurations are supposed to be
prevented during adaptation. Closely coupled to this issue is the interrupt time
that is required to exchange roles at runtime. Naturally, that time frame is sup-
posed to be minimal. Moreover, a formal proof that the algorithms and protocols
that drive the execution of adaptation operations do not run into deadlocks and
behave as specified would be also desirable.

Acknowledgments. This work is funded by the German Research Foundation
(DFG) within the Research Training Group “Role-based Software Infrastructures for
continuous-context-sensitive Systems” (GRK 1907).
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Abstract. The goal of this research is to enable proactive time manage-
ment for workflows with loops. We want to offer time constraint patterns
that allow the formulation of time constraints on activities that are con-
tained in loops.

Furthermore we design an algorithm for timed workflow graph com-
putation considering loops and given time constraints. We use the time
constraints to bind unbounded loops such that we iteratively expand the
workflow, compute the timed workflow graph and check the satisfiability
of the time constraints.

We also deal with a fast recomputation of a timed workflow graph
at the runtime, which is needed to care for slack distribution, situation
assessment and enactment of escalation strategies.

1 Introduction

Time management plays an important role in business processes, since viola-
tion of deadlines and other time constraints may lead to serious consequences.
To represent temporal aspects, the workflow definition is extended by activity
durations and other time constraints. Beneath overall deadlines, durations and
implicit time constraints, we focus on two types of time constraints: the upper-
bound (UBC) and the lower-bound constraint (LBC). They define the longest
(respectively, shortest) time interval between the starting or ending points of
two activities [4].

The aim of proactive time management is to predict and avoid violations
of time constraints. A viable way to do that, as described in Eder et al. [4], is
the computation of a timed workflow graph (TWfG) for a given workflow where
each activity is annotated with execution intervals (earliest and latest finishing
times) that are used to check the satisfiability of given time constraints.

An execution of a workflow and its time constraints is constantly monitored
at the runtime and may be modified proactively if time constraints violations
are predicted.

Time management becomes challenging if a workflow contains loops, espe-
cially if the loops are not bounded. Take a look at the simple photography work-
flow shown in figure 1. It contains 3 loops, denoted with LS (loop split) and LJ

Supervisor: Johann Eder, Alpen-Adria-Universität Klagenfurt, johann.eder@aau.at
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Fig. 1. Simple workflow example of a photography business

(loop join), that may iterate arbitrarily often. There are 3 time constraints for
this workflow, defined by the customer and/or photographer:

TC1: ubc(B, D, 7) The customer wants to see the first edited photos at least
1 week after the shooting.

TC2: ubc(B, F, 14) According to the contract a photographer has to ship the
photobook within 14 days.

TC3: ubc(E, E, 30) For each photobook a photographer gets a special price
from the printing company if he/she orders it max. 30 days after the last
order.

Each activity that is placed in a loop, might appear many times at runtime.
Currently, there are no representations of constraints, which allow to specify
which of these appearances of an activity are constrained. This limitation must
be resolved with an extended definition of time constraints. One further problem
is the satisfiability check of the time constraints, since the loops are not bounded
and would have to be unfolded infinitely, which makes the calculation of the
TWfG (and therefore also the satisfiability check of time constraints) impossible.

Loops, and problems related to them, do appear in workflows, therefore we
tackle this challenge and search for a viable way to extend proactive time man-
agement to workflows with loops.

2 Related Work

The investigation of the research field workflow time management started back
in the 90s. A short overview of the development of this field is given in [5]. An
overview of time constraint types deliver Lanz et al. in [8] where they identify
10 classes of workflow time patterns. One of the categories of time patterns are
recurrent process elements that also gives recommendations for specifying cyclic
elements. First, Lanz et al. propose a general design choice for the number of
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cycles that a) can be determined by a fixed or dynamic number of iterations,
b) depends on time lag and end date or c) depends on exit condition. A fixed
number of iterations is often assumed in the literature, e.g. [3]. Lanz et al. fur-
ther define that time lags between cycles can be fixed or may vary etc. The
pattern solution for iteratively performed processes introduces a special time
constraint between two process elements where the second one lies in the suc-
ceeding iteration.

Combi et al. [2] propose TNest, a new workflow modeling language for time
constraints definition (among others), that can be used to express time con-
straints between two activities in different cycles of a loop, however the notation
has a limited scope.

In the literature, loops are sometimes a) not handled at all [9], b) handled as
a complex activity [10], c) rolled out into a sequence [12] or rolled out into con-
ditional blocks (XORs) [7]. So far, most advanced loop handling was introduced
by Pichler in [11]. He assigns branching probabilities to workflow graphs and
uses this information to transform a cyclic workflow graph into an acyclic graph,
called probabilistic unfolded workflow graph. To prevent an infinite growth of
the graph, graph expansion stops when the probability of missing cases is below
a certain threshold.

For the satisfiability check of time constraints, activities must be annotated
with time information. There are several ways how to do that, e.g. Timed Petri
Nets [6], Simple Temporal Network (STN) and its extended versions, Timed
Game Automata (TGA) [1] or a timed workflow graph (TWfG) [4]. We use the
TWfG to check the satisfiability of time constraints, because we believe that it
is well suited for iterative graph expansion, computation of the time information
and satisfiability check. TWfG computation works well for workflows without
loops, however, it is not defined for workflows with loops.

As stated above, loops are frequently mentioned in the literature as a part
of the workflow that is not the focus of the work and therefore they are not
handled adequately [7,9,10,12]. Our contribution is to close this gap and to
propose a time management solution for workflows with loops. We formulate time
constraints definitions for workflows with loops and extend TWfG computation
for adequate loop handling.

3 Research Goals

The challenge in proactive time management for workflows with loops can be
divided into three main research goals:

1. Formulation of Time Constraints
The first problem is the definition of time constraints between two events where
one or both of them appear in a loop. There is a need for an extended time
constraint definition that can express the exact instance of an activity placed
within a loop.
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2. TWfG Computation and Time Constraints Satisfiability Check
Next problem is the TWfG computation in workflows with unbounded loops. A
new algorithm that checks loop termination due to temporal constraints and the
satisfiability of time constraints is needed.

3. Runtime Support
In order to keep the time information of the nodes in a TWfG accurate, a TWfG
must be recomputed during the run time [4]. Since a recomputed TWfG must
be quickly available at run time, an efficient recomputation algorithm that can
cope with loops and status assessment are required and will be developed in
scope of the thesis.

4 Work Plan and Research Methodology

According to the research goals, following work plan and solution ideas will be
approached:

1. Formulation of Time Constraints
The first part of the solution copes with the definition of time constraints for
workflows with loops. We extend the definition of the source and destination
activity in an UBC/LBC such that we are able to address the exact appearance
of an activity that is placed in a loop:

source := [ FIRST | LAST | EACH ] activity label [ WITHIN loop label ]

destination := [ FIRST | LAST | EACH ] [ FOLLOWING | PRECEDING ] activity label

[ WITHIN loop label [ SAME ITERATION | NEXT ITERATION | PRECEDING ITERATION ] ]

With the extended definition of UBC/LBC, we would express the 3 time con-
straints from the example in figure 1 as follows:
TC1: ubc(LAST B WITHIN LS2, FIRST FOLLOWING D WITHIN LS1 SAME ITERATION, 7)

TC2: ubc(LAST B WITHIN LS2, FIRST FOLLOWING F WITHIN LS1 SAME ITERATION, 14)

TC3: ubc(EACH E WITHIN LS1, FIRST PRECEDING E WITHIN LS1 PRECED-

ING ITERATION, 30)

2. TWfG Computation and Time Constraints Satisfiability Check
We design an algorithm that is capable to iteratively expand a workflow, com-
pute a TWfG and check the satisfiability of time constraints (inclusive the overall
deadline). This approach allows the use of time constraints to bind unbounded
loops and consequently enables proactive time management in workflows with
loops.

3. Runtime Support
We design runtime support that enables fast TWfG recomputation, slack dis-
tribution and support for dispatchment, status assessment and enactment of
escalation strategies.



Time Management in Workflows with Loops 9

In our work we generate two artifacts: the language for the representation of
time constraints and the algorithm for TWfG computation and time constraints
satisfiability checking. The evaluation is performed with formal proofs and a
prototypical implementation of the algorithm.
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Abstract. The increasingly decentralized generation of renewable
energy enables value-added smart home and smart grid (SHSG) ser-
vices. The device data on which those services rely are often stored in
clouds of different vendors. Usually, the vendors’ clouds all offer their own
service interfaces. It is increasingly challenging for service providers to
access the data from all these clouds. Hence, each cloud forms a data silo,
where users’ device data are captured. Intercloud computing is one sug-
gested approach to solve this uprising vendor silo problem. Introducing
a standardized service interface and simply interconnecting the clouds
can easily result in an unnecessary communication overhead. Compared
to other domains applying Intercloud computing, the device data in the
SHSG domain has special characteristics. These characteristics should
be considered for the design of an appropriate communication architec-
ture. Thus, the focus of this research is on an efficient communication
for discovering and delivering device data in an SHSG Intercloud sce-
nario. Therefore, we present an architecture introducing an Intercloud
Service (ICS) on top of the vendor clouds. An evaluation methodology is
proposed to investigate the efficiency of the chosen solution for the ICS.

Keywords: Smart home · Smart grid · Intercloud computing

1 Introduction

Smart homes enable users a new quality of living by automation. In contrast, the
smart grid is primarily an emerging technology to enable the shift from central-
ized energy production, based on fossil and nuclear sources, towards distributed
production of renewable energy. Nevertheless, the smartness in both domains
relies on value-added services. From several influence factors, they calculate new
information and then present it to the users or make decisions to automatically
control devices. In smart home, benefit of this services is a gain in comfort or to
save money. In smart grid, they support the transmission and distribution side
operators to keep the grid stable. One important influence factor for generating
added value is the households real time device data like sensor measurements
and device states.

c© Springer International Publishing Switzerland 2015
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Fig. 1. SHSG cloud architecture

General Architecture: It is a trend in progress to move both, the value-added
services [15] and the stored devices data [17] from the home into the cloud.
Fig. 1 shows the common way how this is achieved for the device data. We
call this approach the Smart Home/ Smart Grid (SHSG) cloud architecture.
All devices in a household are connected to a home gateway [3,11,20]. Com-
monly, the home gateway uses an existing internet access (e.g. ADSL or Cable)
to establish a bidirectional connection to a cloud. Every local device has a vir-
tual counterpart in the cloud which fully represents its state. Synchronization is
automatically triggered when devices send their live data to the home gateway,
which then immediately pushes the data to the cloud. This changes the state
of the corresponding virtual devices in the cloud. Vice versa, devices can also
be remote-controlled by the cloud or a service. In that case, the virtual device
representation changes and the cloud sends commands to the home gateway. To
control devices and access their data, the cloud offers interfaces to users and
services. Home gateways are bound to users, who can grant or revoke access
rights to their devices and device data. Services or other users need access rights
to request device data of a certain user’s virtual devices.

The Data Silo Challenge: Today, many companies are trying to establish their
own cloud solution. This increases the gap of service interface and data model
interoperability between these solutions [19]. As a result, customers’ data get
captured in individual data silos (Fig. 2a). Nevertheless, the services generate
more additional value with more available device data of more users. Hence, it
has to be possible to access data from other silos to fully leverage the SHSG
technology. In consequence, service providers are forced to support many dif-
ferent interfaces with their service implementation. Furthermore, they need to
request device data separately from each cloud provider. Therefore, services have
to know about each cloud. A centralized Google-like search index to work around
this issue is not possible due data control concerns of the cloud providers. Depen-
dency of a centralized index contradicts their business interests.

One suggested way to solve this issue is to utilize Intercloud computing [17].
As shown in Fig. 2b, our own approach follows this suggestion by extending the
data silos with an Intercloud Service (ICS). It enables the silos to establish an
Intercloud-communication (ICC) to access user-shared device data from other
silos. Services use an Intercloud API (IC API) to transparently access the entire
Intercloud by querying just a single arbitrary cloud, acting as gateway cloud.
Thereby, services do not need to discover and collect the entire distributed data
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Fig. 2. From silo challenge to Intercloud approach

from all clouds in the Intercloud, being peer clouds. The chosen gateway cloud
has to process the query in two main steps: the discovery of the device data
associated with the query, and the distribution of these data to the requesting
services by collecting it from the peers and aggregating it for delivery.

The goal of this work is an efficient communication for discovery and distri-
bution of device data in an SHSG Intercloud.

2 Related Work

SHSG clouds might be deployed on an Infrastructure as a Service (IaaS) solution
like Amazon EC21 or MS Azure2. Beyond that, they themselves are usually
provided as Platform as a Service (PaaS), which enables 3rd-party developers
to create and run own value-added services on top of them. These services are
then offered as Software as a Service (SaaS) to customers [16].

Numerous research has been conducted to clarify and classify SHSG ser-
vices (SaaS) [5,12,16] and SHSG clouds (PaaS) [9,11,16,17]. Mostly, they have
following requirements in common: a data model which supports many different
devices encapsulated in a provided service interface, an information management
system for virtual device and data management including appropriate privacy
and access control, bidirectional real time communication with support of data-
centric and topic-based group communication models and the ability to ensure
Quality of Service (QoS) by a Service Level Agreement (SLA) model.

In [8] the authors suggest and evaluate a model for information management
based on a classification of devices, user activities and communication. [2] inves-
tigates how Message-oriented-Middlewares (MOM) like XMPP, AMQP or DDS
can be utilized to fulfill the requirements of the bidirectional real time commu-
nication for SHSG, while [3] examined these protocols for their suitability of
QoS. QoS is important to ensure that a service can work as intended. In [4] the
authors investigated QoS stovepipes and emphasizes the importance of the MOM

1 http://aws.amazon.com/de/ec2/
2 http://azure.microsoft.com

http://aws.amazon.com/de/ec2/
http://azure.microsoft.com


Intercloud Communication for Smart Home/Smart Grid 13

to achieve interoperability. [14] propose an SLA framework for monitoring QoS
of smart grid services. Results of other research investigated show whole archi-
tectures or frameworks trying to address several of the mentioned requirements
for smart grid [9] and smart home [20,21] clouds. All of them just show how to
establish a single SHSG cloud, which will lead to vendor silos as mentioned in
Sec. 1.

With the increasing number of cloud platforms in any domain, interoperabil-
ity among several clouds moved into focus of research. Intercloud computing is
the suggested way to achieve this [6,7,17,19]. Primarily, this relies on an inter-
operable data model and service interface and a communication management
model between clouds, often called broker. The broker is responsible for provi-
sioning of resources (discovery and distribution of services/ data) among all cloud
entities in a QoS manner, determined by an SLA. Access control is supposed to
be handled across several clouds. Trust between clouds is also an important
concern. According to patterns of Intercloud communication, the MOM (and
utilized protocols), should support a federated communication model.

An orchestration service (broker) to achieve C2C service interoperability
with focus on QoS, access control and privacy across multiple cloud instances
is described in [10]. [13] proposes a broker-based approach to interconnect arbi-
trary dynamic service plattforms (similar to PaaS-like clouds) with a simple trust
model. An implementation utilizes XMPPs rostergroups for the trust model,
presence function and further XMPP extension protocols (XEP) for discover-
ing and availability tracking of the distributed services. [18] built a federated
sensor network between three involved universities on top of XMPP Multi-User
chat (MUC) rooms. An architecture for a Media Intercloud which takes almost
all mentioned Intercloud requirements into account is proposed in [1]. They
also utilize XMPP as MOM for the signaling and RDF/SPARQL for the data
model/requesting in their API.

Research has rarely been conducted to extend the SHSG requirements to an
Intercloud approach, yet. [17] proposed a decentralized model as cloud of clouds
for the smart grid domain. Moreover, they demand a uniform and transparent
(agnostic to C2C infrastructure) device data access for all stakeholders called
GET API.

After thorough review of related work, there is no – to the best of our knowl-
edge – complete architecture for an SHSG Intercloud, yet. None of the related
Intercloud work has taken into account the special characteristics of the device
data in order to obtain an efficient Intercloud communication within the SHSG
domain. Only if this aspect is considered for the design of the discovery and
distribution model, we expect a much more efficient communication.

3 Research Hypotheses

Our proposed architecture for an efficient Intercloud communication relies on
the following hypotheses:
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Hypothesis 1 - A Semi-Distributed Directory Service with Partially Replicated
Meta-Data Enables Efficient Resource Discovery in SHSG Scenarios, Yielding
Data Control Concerns.

As already mentioned, a centralized discovery solution is not desirable due to
data control concerns. A dedicated solution is desired by each cloud provider. A
semi-distributed directory service could avoid centralized storing of searchable
SHSG device meta-data. Such meta-data could be key-value pairs of devices,
location, or access permissions. These may be either replicated to all instances,
trusted subsets, or not replicated. Having no directory services, queries would
have to be sent broadcast-like to all peer clouds. However, with a rising number
of clouds this approach appears to become inefficient. Thus, we want to elaborate
possibilities for a partially replicated placement of meta-data. Semi-distributed
directory services could be a reasonable possibility. Within that, part of the
meta-data is shared among the directory services in an Intercloud compound
while part of it remains at the individual clouds. Feasible replication strategies
for exchanging and organizing the meta-data are required for an efficient query
processing in the Intercloud. This leads to the following research questions:

Q1: What are the important device meta-data to be shared between the directory
services of the clouds in order to achieve an efficient discovery communication
between the clouds?
Q2: In order for our approach to surpass the efficiency of broadcasting queries,
what are the thresholds for numbers of clouds and devices as well as device type
distributions in the participating clouds?

Hypothesis 2 - Dynamic topic grouping for data-centric communication avoids
redundant data delivery for continuous device data

As mentioned before, the requested device data might be distributed among
many clouds. It can be delivered in two ways specified by the request itself: one
time (PULL) or as subscription for a continuous delivery (PUSH). After success-
ful retrieval of peer clouds from its directory service, the gateway cloud is also
responsible for delivering the requested data to the querying service. Therefore,
it must aggregate the result streams from the peer clouds and deliver them to
the querying service. To address use cases in which two or more services request
data sets for PUSH delivery, forming an intersection, we propose a data-centric
communication applying topic grouping to avoid redundant transmission of the
same data between clouds. We expect that this will significantly increase effi-
ciency of network resource usage. This leads to the following research questions:

Q3: What are the circumstances for (re-)grouping (aggregate/split) the topics
and what is the strategy for that?
Q4: When considering the resource costs of the platform infrastructure (process-
ing, network), does the gain in network efficiency justify the additional required
processing power for topic grouping?
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4 Research Methods and Material

The Intercloud Service (ref. Fig. 2b) is the core component of our research pro-
totype. The IC API will support both queries mentioned before, namely PULL
and PUSH. They work with filter mechanisms on top of a device model. The
interoperability of the IC API shall be deemed out of research scope; instead,
we wish to focus on:

Discovery: Under hypothesis 1, we expect a directory service (DS) to perform
better than an approach which broadcasts queries. We have taken several DS
architectures into our considerations (Fig. 3); A) a single centralized DS was
already excluded in Sec. 1 due to data control concerns; B) a single distributed
DS (e.g. based on a distributed hash table or full replication) is also infeasible,
because every cloud would also have the full data set; and finally C) an approach
of multiple semi-distributed directory services with partially replicated meta-
data meets our requirements best. Directory information is partially shared by
trusted peering between clouds. This is similar to friends in a contact list of
an instant messenger as we have prior described in [13]. Hence, every cloud has
its own directory service, storing just the information provided by their trusted
peers. In attempts to answer Q1, we identified three possible device meta-data
for replication: the device model, the location and the access permissions. The
information structure within the DS can effect the efficiency of searches on the
meta-data. This affects the information which has to be stored in the directory
services and therefore also their sizes and required processing time. Further issues
to be discussed are privacy aspects of users’ device data. This can lead from
just sharing coarse grain data (e.g. instead of exact location just the city or
region) up to not exchanging certain data. Further details of the strategy and
also the structuring of the data in the DS are still being investigated. We plan to
experiment with different existing solutions for storing and querying the device
meta data. Possible candidates are LDAP-based DS, or index implementations
of Apache Lucene3 like Elasticsearch4 or SolR5.

Distribution: To address hypothesis 2, we outlined a data-centric delivery which
uses dynamic topic grouping (Fig. 4). To deliver information topic based from the
3 https://lucene.apache.org/
4 https://www.elastic.co/products/elasticsearch
5 http://lucene.apache.org/solr/

https://lucene.apache.org/
https://www.elastic.co/products/elasticsearch
http://lucene.apache.org/solr/
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Fig. 4. Dynamic Topic Grouping - two services querying partially the same data

source side, the smallest information are key-value pairs described by the device
model. From the service point of view, a topic is an aggregation of all information
to serve a specific request. The topic grouping can be found between data source
and service. Multiple requests can partially query for the same data but still differ
in some details. For instance, the SLA/QoS may influence the outcome: Service
A requests Data to delivered every 10 seconds, while Service B requests DATA

every 60 seconds for delivery. Therefore, just one stream per cloud is required to
send Data to Topic 1 every 10 seconds. The gateway cloud then also creates
a new Topic 2 for Service B and copies the value from Topic 1 every 60
seconds. Several other cases still have to be investigated.

The Intercloud Service is planned to build on top of XMPP as communica-
tion middleware. We have been evaluating several other middlewares; one of the
outcomes is described in [18]. A major advantage for XMPP is the possibility of
federated communication between servers and the extensive support of different
communication patterns by extensions called XEP.

To prove our hypotheses, we want to compare our approach to a state-of-
the-art architecture which serves as baseline. The baseline is using a broadcast
mechanism for the discovery of device data. Thereby, a query for arbitrary device
data results in a forward of the request to all known clouds. For the data distribu-
tion it uses a common request-oriented delivery. This means, data is transmitted
separately for each individual request to the cloud, which initially has forwarded
it. If two or more requests are sent for the same device data, it will result in
redundant transmission.

For the suggested research method we are developing a hybrid testbed. It con-
sist of an emulator, a commercial cloud solution and is controlled by a testbed
Manager. The emulator is able to emulate thousands of clients on a single com-
puter. A client is either a home gateway with several simulated devices pro-
ducing real device data, or a generic value-added service requesting device data
according to a predetermined pattern. Clients have a real network connection to
several clouds. For the clouds we are using a solution from our industry partner
Kiwigrid

6, extended by our proposed Intercloud Service. The testbed Man-
ager comes with editors to setup and link devices, home gateways, value-added
services and clouds, and a distributed execution environment.

6 http://www.kiwigrid.com

http://www.kiwigrid.com
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With the proposed testbed we are able to produce and monitor real world
network traffic for certain scenarios for device distribution (number in the clouds,
device type heterogeneity), cloud configuration (linking between clouds, overall
cloud number in Intercloud) and cloud architectures (baseline vs. our approach).

5 Discussion and Future Work

Each aspects of our conceptual progress, namely communication concept,
testbed, and evaluation, needs to be individually reviewed.

Details of the communication concept for discovery and distribution
remain to be conceived, followed by a determination of qualified data and their
structure for the directory service. Further, the numerous special cases of PUSH
data distribution need to be identified and investigated. For each of these cases,
(re-)grouping strategies need to be designed.

Currently, the testbed is the most advanced part of our work. We are able
to emulate all the clients and setup several clouds with the Intercloud commu-
nication of the baseline architecture. Therefore, we are currently developing a
description language and an editor which allows us to create different scenarios
of device type distribution, cloud constellation in the Intercloud, and to cre-
ate query patterns for the emulated services. Next step for the testbed will be
the implementation of the distributed execution environment. This will enable
deployment of clients and clouds on available computers in our testbed network
environment automatically.

For the evaluation, we plan to perform experiments in form of several sce-
narios. Table 1 shows the variables for each scenario and the measurands which
serve as comparators to evaluate the performance of each architecture. With
the chosen set of parameters we aim to show several possible constellations of
clouds, distributed device data and network traffic and how each architecture
will perform. Regarding research questions Q2 and Q4 we expect our approach
to perform best in scenarios with many clouds, each managing a huge number
of heterogeneous device types and services often requesting same subsets of data
from their gateway clouds to the Intercloud. We assume, the choice for the right

Table 1. Parameters for evaluation experiments

Variables Measurands
• architecture: own approach, baseline,

others
• # of clouds: 1,2,5,10,...,50
• # of homegateways per cloud: up to

thousands
• # of overall devices per cloud: up to

thousands
• heterogeneity of device type

distribution
• # of similar service requests

– network
• average latency in ms
• average bandwidth used in MBit/s
• overall message count

– processing
• CPU load in %
• memory used in MB
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architecture depends on the kind of scenario in the future. With our evaluation
method it shall also be possible to show which architecture performs better in a
certain scenario. For the experiments we still need to design convincing scenarios,
including reasonable combinations and values for the variables.

6 Conclusion

In this paper we propose an Intercloud approach for smart home and smart grid
clouds to solve the uprising vendor silo problem of user’s device data. Our app-
roach focuses on an efficient communication to discover and distribute SHSG
device data between participating clouds. For the proposed discovery approach,
we address data control concerns of the cloud providers. Our suggested distribu-
tion mechanism supports QoS to fulfill certain SLAs while avoiding redundant
data transmission for similar service requests. To prove our concept, a testbed
currently in development is described. It will enable us to perform experiments
for several possible future Intercloud scenarios and thus to answer our research
questions.

Acknowledgments. This research is being conducted for my PhD efforts in context of
the ZEEBus

7 project (fund number 16KIS0091) and is funded by the Federal Ministry
of Education and Research (BMBF) in Germany. Gratitude shall be attributed to my
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Institute AIFB, Karlsruhe Institute of Technology,
Kaiserstr. 12, 76131 Karlsruhe, Germany

tobias.kaefer@kit.edu

Abstract. Linked Data resources represent things in the world, which
change over time, i. e. the resources are dynamic. We want to address
open questions in building complex applications that consume and inter-
act with Linked Data resources. Applications that consume Linked Data
need to know about the dynamics of Linked Data to efficiently obtain
fresh data to build their logic on. To address this problem of freshness, we
set up a study to observe the dynamics of Linked Data on the Web and
provide insights into the dynamics of Linked Data on the Web. Increas-
ingly, the Web not only provides read-only Linked Data resources, but
also writeable Linked Data resources. We develop a model for dynamics
in the context of writeable Linked Data such that complex applications
can be built on this model. We last present an observer that tracks
the execution of applications that interact with multiple Linked Data
resources.

1 Introduction

The Linked Data principles1 are a set of practices for data publishing on the Web.
Since their postulation, people and institutions have published a considerable
amount of data on the Web as Linked Data2. When building applications that
make use of this data, we are facing two problems:

P1 How to consume data considering that changes may occur to data on the
Linked Data Web without notification?

The Web has a possibly infinite number of contributors, which may create,
retrieve, update, or delete (CRUD) data in parallel. Downloaded data thus can
get stale.

P2 How to program application logic on the Linked Data Web?

The Linked Data Web is built on Representational State Transfer (REST) [5] as
unified interface for interaction with Web resources.

On the interface, clients and servers exchange information about the cur-
rent state of resources. To inform clients about resources they might want to
1 http://www.w3.org/DesignIssues/LinkedData.html
2 http://lod-cloud.net/
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interact with next in the application logic, servers can add links to those (next)
resources in the state representation of the (current) resource. By adding links to
other resources, hypermedia is formed, and because those links are the means to
encode the application state, this practice is called Hypermedia-As-The-Engine-
Of-Application-State (HATEOAS) in REST [5]. In the absence of HATEOAS
descriptions, or if the application logic involves resources from multiple providers,
clients need assistance regarding what their next steps should be.

In the following, we explicate the problems presented and derive research
questions.

In their early days, the Linked Data principles were used to publish datasets
in the form of self-descriptive resources for the entities in the data set. Linked
Data resources represent things in the world, which change over time. To reflect
those changes, datasets get updated, resulting in dynamic data. Linked Data-
consuming systems often rely on local replications of the resource representa-
tions from the Web. If the original resource is updated, processing the local
replications leads to outdated results. An efficient update strategy would antici-
pate changing resources and only update their representation’s local replications,
thus avoiding outdated results. Reflecting P1, we therefore address the question
of How do Linked Data datasets change?, from which we derive the following
research question:

RQ1 How to characterise the dynamics of Linked Data on the Web?

One challenge here is to derive a sample of Linked Data resources that is inter-
esting to study and feasible to observe deriving snapshots with high consistency
(a consistent snapshot is one that contains representations of resources that all
are from the same point in time).

So far, we have only considered the retrieval of state. To achieve writeable
Linked Data resources (e. g. for their use in application logic, cf. P2), the create,
update, and delete operations from REST are used, which has led to the specifi-
cation of the Linked Data Platform3. Therefore, we are next interested in How
are Linked Data datasets changed?. To facilitate this considerably more complex
analysis, we add more complexity to our approach in a stepwise fashion: We first
have to clarify the notion of dynamics in REST:

RQ2 How to model change in Linked Data and REST?

The challenge is to find a model that allows for the expression of state transitions
and that is coherent with REST. Moreover, the model needs to handle a possibly
unlimited number of agents performing state manipulation in parallel.

With a model for change of Linked Data, we can reason over the application
logic and the corresponding resource state changes in a formal model. To show

3 http://www.w3.org/TR/ldp/

http://www.w3.org/TR/ldp/
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the applicability of processes in the context of this semantics, our next step is
the observation of the execution of known processes:

RQ3 How to track agents performing processes in Linked Data?

The challenge in the context of the Web is that in REST, we cannot observe
events (i. e. explicit state manipulation), but have to resort to the observation of
resource state changes. With such a tracking framework, we can observe agents
executing processes in Linked Data environments. The observation can be used
e. g. for situative assistance or to check whether exhibited behaviour complies
with instructions/specifications. We use this tracking in a project setting to track
pilots in a virtual cockpit.

So far, we have not mentioned the importance of Linked Data and semantic
technologies for our approach. For RQ1, semantics allows us for analysing the
relations between entities. In the case of RQ2, we can regard the semantic links as
semantically defined pointers to future actions according to the HATEOAS con-
straint of REST. For the techniques developed in the context of RQ3, semantic
technologies allow for scalability by lowering the integration effort encountered
when adding additional resources from different sources. The state of different
resources may be described according to different data schemas, which semantic
technologies help bridging easily.

2 Related Work

Related work exists in Data Bases. Rekatsinas et al. develop a model for source
freshness based on historical observations [10]. Cho et al. derive an estimator
for the frequency of change of resources on the HTML web [3]. In contrast to
both analyses of data sources, our approach also allows for the analysis of links
between entities and semantic information.

In Semantic Web, Umbrich et al. set up an observation of Linked Data [13],
but they monitored a crawl starting in one seed resource. This has two drawbacks:
first, incomplete change histories for resources, and second, a considerable bias
in the data towards the domain of the seed resource. Our approach observes a
bigger and constant sample with greater coverage of Linked Data.

For the investigation of the trade-off between consistency and size of a down-
loaded data set, there exists work in deriving consistent snapshots in distributed
systems such as the work of Chandy and Lamport [2]. In REST, we cannot
assume to run code on the components of the distributed system to compose
consistent snapshots.

For the observation of applications in distributed systems, there is work in
software engineering by Fidge [4] and distributed debugging by Bates [1]. Simi-
larly to Complex Event Processing, their work assumes explicit monitoring infor-
mation or access to events fired by the components in the distributed system.
Such events are not available in REST.
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3 Research Hypotheses

We derived two hypotheses from our research questions so far:

H1 We can observe Linked Data dynamics using our measurement devices.
H2 We can derive time-consistent views on the world using HTTP lookups.

4 Material

In this section, we describe using what resources we intend to test our hypotheses.

H1 In connection with RQ1, we build a system to monitor Linked Data on the
Web. We detect the changes by comparing snapshots.
In connection with RQ3, we are building a system to repeatedly download
relevant sources that the agent under consideration interacts with.

H2 We explore the consistency of Linked Data snapshots by building a model
for consistency with varying host-distribution of resources and network delay.
We empirically validate the model using Linked Data download software,
reflecting different use-cases of Linked Data technologies. We then evaluate
the trade-off between size of the snapshot and consistency.

5 Methods/Work Plan

For the building of systems such as the observation of Linked Data on the Web
and the observer to track agents, we apply the design science methodology.

For the investigation of the consistency of snapshots, we follow the method-
ology of reviewing literature, and building and empirically validating a mathe-
matical model.

The analysis of Linked Data on the Web has been done in the first step using
descriptive statistics.

For the investigation of temporal dynamics in REST, we review literature,
and qualitatively evaluate the solutions for their applicability in REST.

6 Preliminary Results

We have proposed and set up the observation system for Linked Data on the
Web [7], and reported on the dynamics during the first half year of observa-
tion [6].

We are currently building the observer for agent behaviour to observe pilots
perform processes in a Virtual Reality cockpit. As a basis for this observation,
we have built a prototype in Linked Data-Fu [12] that consumes Linked Data
at the update rate of a Virtual Reality system [8,9], such that we know that we
can update our observer at a reasonable rate.
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7 Future/Planned Work

The work outlined in this proposal can serve as a basis for process mining in
Linked Data systems. Processes materialise in state change on resources. Then,
on a history of state changes on resources, process mining techniques can be
applied.

Moreover, process execution in Linked Data systems can be based on the
results of the work proposed in this paper.

8 Conclusion

In this paper, I have presented the solution sketches to open research questions in
creating Linked Data application, particularly in the presence of dynamic data.

During my PhD studies, I learnt that dynamic system behaviour is something
that many disciplines have addressed, from distributed systems to software engi-
neering to process modelling to logics and physics, to name a few. Without
explicitly stating, they share intuitions and methods, from which I want to distil
the relevant aspects for Linked Data dynamics.
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Abstract. The combination of high-performance and quality with cost-effective 
productivity, realizing reconfigurable, adaptive and evolving factories leading 
to sustainable manufacturing industries is one of the emerging research chal-
lenges in the domain of Internet of Things. So, it is important to define strate-
gies and technical solutions to allow manufacturing process to autonomously 
react to the changing factors. Continuous data collection from heterogeneous 
sources and infusion of such data into suitable processes to enable almost real-
time reactive systems is emerging research domain. This research work pro-
vides a technical framework for continuous data collection in support of the 
supply network and manufacturing assets optimization based on collaborative 
production planning. This research work explores its connection to legacy sys-
tems, software components and hardware devices to provide information to the 
different data consumers. The most relevant achievement of this work is the 
framework to bridge differences among computing systems, devices and net-
works allowing uniformity for data access by application decoupling data con-
sumers from data sources. 

Keywords: Factories of future · Real-time systems · Collaborative networks 

1 Introduction 

SMEs manufacturing value chains are distributed and dependent on complex informa-
tion and material flows. This requires new approaches to reduce the complexity of 
manufacturing management systems. But most of the SMEs currently do not have 
access to advanced management systems and collaborative tools due to their restricted 
in house resources and technical knowledge in developing enterprise system integra-
tion. It has been highlighted in ‘Factories of the Future 2020 - Research Roadmap’ [1] 
that it is an important research challenge to combine high-performance and quality 
with cost-effective productivity, realizing reconfigurable, adaptive and evolving solu-
tions for factories to lead towards sustainable manufacturing industries. This required 
ubiquitous tools supporting collaboration among value chain partners and providing 
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advanced algorithms to achieve holistic global and local optimization of manufactur-
ing assets and to respond faster and more efficiently to unforeseen changes. 

Cyber Physical Systems (refer [2] for details) have important requirement to 
achieve seamless integration between different types of systems and devices. Thus, 
Interoperable Architecture (refer [3] for more details) is an important research aspect 
within the scope of this research work. This led to new ubiquitous computing para-
digm that facilitates computing and communication services anytime, everywhere, 
providing added values over real-time data. In fact, this emerging paradigm is chang-
ing every aspect of industrialization with potential impact in manufacturing domain. 
Global and localized networks, users, sensors, devices, systems and applications can 
seamlessly interact with each other and even the physical world in unprecedented 
ways. This clearly depicts the development of “systems-of-systems” that interact with 
real-world environment or of “systems” that have equally close connection with both 
the physical and the computational components. 

2 Background  

In most of the traditional enterprise applications, users are the producers of informa-
tion. But in the context of today’s manufacturing plans, automated data collection is 
common, although often complex and difficult to synchronize and maintain [4]. It has 
also been identified in ‘Industry 4.0 -The new industrial revolution’ [5] that new IT 
systems will be built around machines, storage systems and supplies. In this, data is 
gathered from suppliers, customers and the company itself and evaluated before being 
linked up with real production. The latter is increasingly using new technologies so 
that production processes are fine-tuned, adjusted or set up differently in real time [5].  

The way in which manufacturing and service industries manage their businesses is 
changing due to emerging new competitive environments. One successful trend is 
collaborative production or collaborative networks by handling interoperability across 
organizational data and processes which have been studied by different researchers as 
in [6], [7] and [8]. Indeed, collaborative networks can take a large variety of forms, 
such as virtual organizations, virtual enterprises, dynamic supply chains, professional 
virtual communities, collaborative virtual laboratories [9] and collaborative non-
hierarchical networks [10]. But to achieve collaborative environment enterprises face 
many challenges related to the lack and duration of interoperability and system inte-
gration [11] Also, with the increase in stakeholders in business processes, the amount 
and nature of data that has to be incorporated into decision-making steadily increases.  

The rapid advances in computational power, coupled with the benefits of the Cloud 
and its services, has the potential to give rise to a new generation of service-based 
industrial systems whose functionalities reside in-Cloud (Cyber) and on-devices and 
systems (Physical). As we move towards an infrastructure that is increasingly depen-
dent on monitoring of the real world, timely evaluation of data acquired and timely 
applicability of management (control), several new challenges arise. Future factories 
are expected to be complex System of Systems (SoS) that will empower a new gener-
ation of applications and services that, as yet, are impossible to realize owing to tech-
nical and financial limitations [12].  
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This research work addresses the issues of seamless data collection from real-
world and existing computational resources decouple data sources from application 
logics. In the following sections background studies on continuous data collection, 
system integration, Internet of Things (IoT) and collaborative platforms are discussed 
and followed by the data collection framework developed in the scope of this research 
work. This research work addresses an important aspect of Cyber Physical Systems 
(CPS), which is seamless connectivity between physical world and cyber world. It is 
supported by application scenario involving SMEs collaborating for optimized  
production planning. 

2.1 Motivation 

Communication and connectivity enables cross-company innovation activities. Infor-
mation flowing in and out of the company broadly support innovation and value  
co-creation. New impulses can come from a multitude of sources outside the own 
organization, and they have to be proactively integrated into an innovation process.  
 

 
Fig. 1. Value creation through Smart Services and Cyber Physical Systems 

Most of the companies enclosed in the borders of the European Union are consi-
dered Small and Medium Enterprises [13]. In 2012 the sectors that contributed most 
to the European SMEs were related to services and manufacturing. Both sectors com-
bined employed 74 million people and produced €2.9 trillion of value added, with 
85% of all European SMEs working in these two sectors [14]. In SMEs collaborative 
innovation is an important aspect for growth and sustainability. 

In an interconnected Industry 4.0, ideas are much more valuable if they are embed-
ded in an equally innovative periphery of devices or related solutions. These ‘outside-
in’ and ‘inside-out’ processes are enabled by digital technologies as discussed in 
chapter “The Digital Basis of Industry 4.0 – Technology Enablers” of [15], such as 
community platforms or collaborative Product Lifecycle Management (PLM) tools, 
connecting knowledge resources. Fig. 1 adopted from [15] shows the value creation 
through smart services, the driving forces of both Factories of Future (FoF) and  
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Industry 4.0. It can be clearly noted that collection, storage and analysis of data 
through digital service infrastructure is an important aspect. Emergence and rising 
usage of CPS and IoT technologies is enabling data generated by sensor networks to 
be used by business intelligence software to identify trends and patterns, and help 
enterprises to make better decisions, and become more reactive to the surrounding 
environment [16][17]. Machine2Machine (M2M) technologies have the potential to 
be put to highly innovative and practical purposes [18]. Indeed, current research do-
main involves the process of connecting machines, equipment, software, and things in 
our surroundings. Things will use a unique internet protocol address, which permits 
the communication with each other without human intervention [19]. The European 
IMC-AESOP project [20] is an example of a state-of-art visionary undertaking by key 
industrial players such as Schneider Electric and Honeywell, investigating the appli-
cability of cloud-based CPS [21] and Service Oriented Architectures (SOA) [22] in 
industrial systems. 

3 Continuous Data Collection Framework 

The proposed continuous Data Collection Framework (DCF) is responsible for the 
collection of data from heterogeneous data sources to enable uniform accessibility of 
structured data for data consumers. DCF presents significant challenges concerning 
integration and interoperability across all layers of architecture caused by differences 
in industrial processes, data models, methods, technologies and devices. It takes into 
consideration the homogenous integration of legacy systems, IoT devices as well as 
cloud computing paradigm to address the collaborative nature of manufacturing. 

3.1 DCF Architectural Principles – Cloud Computing Paradigm 

Everything as a service (XaaS) paradigm uses the IT infrastructures as a service 
whilst defining distinct layers from computing resources to end-user applications [23]. 
A general cloud architecture based on XaaS paradigm consists of three main layers, as 
depicted in Fig. 2.  

 

 
Fig. 2. A generic layered architecture based on XaaS paradigm [23] 
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The lowest layer, infrastructure as service (IaaS), provides processing, storage and 
other fundamental computing services over the network. The middle layer, platform 
as a service (PaaS), provides a runtime environment and middleware to deploy appli-
cations using programming languages and tools that the cloud provider supports. The 
higher layer features a complete application offered as software as a service (SaaS). 

The DCF fits into the XaaS approach to provide a scalable real-time architecture, 
platform and software that support the business processes for manufacturing and  
logistic based on collaborative demand, production and delivery plans. In this sense, 
specifically DCF architecture focuses on SaaS layer but is designed to considering all 
the layers of XaaS for cloud based deployment.  

3.2 DCF Architecture 

The major components of DCF architecture presented in Fig. 3 are DCF client Node 
and DCF Cloud Edge, which will be explained in more detail in the following  
sub-sections. This generic architecture targets to streamline data collection from dif-
ferent data sources considering different standards, data models and communication 
protocols.  
 

 
Fig. 3. DCF High Level Architecture 

DCF architecture presents a clear demarcation between deployments at local and 
cloud infrastructure. The Client node is deployed at the local infrastructures of the 
enterprise and acts as the hub for connecting with the cloud services provided by 
DCF. Cloud edge is a multi-tenant cloud deployment of DCF backend components. 
These communicate amongst themselves through well-defined interfaces (DCF API). 
Different applications can access data on demand through the API. The following 
sections describe the components in details. 
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DCF Client Node.  
DCF Client Node acts as the hub between the data source infrastructure of manufac-
turing enterprise and data processing services of DCF. Client node must address two 
major pools of data sources i.e. Legacy systems and IoT devices.  

Legacy systems are traditional software systems currently used in the enterprises. 
There are multiple legacy systems at different levels viz. Enterprise Resource Plan-
ning systems (ERP), Manufacturing Execution Systems (MES), Production Monitor-
ing and Control Systems (PMCS), Application Object Libraries (AOLS), Business 
Intelligence (BIs) etc. While IoT devices are sets of devices, sensors and actuators 
deployed at the manufacturing sites are used to perform sensing, monitoring and 
operative actions for a relatively wide manufacturing lifecycle and periodically 
transmitting information.  

 

 
Fig. 4. DCF Client Node  

DCF gateway component thus provides two independent components Legacy Sys-
tems Agent and IoT Agent, both of which follows the same architectural principles as 
described in previous section but instantiated to address specific needs of data 
sources. Fig. 4 provides the details of the DCF client node with instated cases of some 
data sources and components of the layers of DCF gateway. 

Communication layer provides the components that facilities communication of 
data sources across various protocols. In the case of legacy systems the communica-
tion is bridged by well adopted REST pattern this enabling integration through HTTP 
protocol. For IoT paradigm supported standards like M2M are directly integrated 
through pub/sub client for device registration and continuous data collection. Other 
standards are supported by implementing protocol adapters. 
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Data Adapters layer provides components to enable data level integration and ba-
sic data handling functionalities so that the data follow a uniform reference data mod-
el. Legacy system agent implements data adaptor factory to enable seamless addition 
and instantiation of adapter implementations to handle data models from various data 
sources. IoT agent provides Data handling components to which different data han-
dling logics can be added to deal with IoT devices deployed for various purposes. 
This layer also provides security to avoid unauthorized and anonymous access to the 
legacy systems and IoT devices.   

DCF Cloud Edge.  
DCF Cloud Edge provides the components that address the functional requirements 
for data processing and analytics; device and resources management and other higher 
level functionalities for event traceability, management of rules and constrains, com-
plex event processing etc. DCF cloud Edge is composed of DCF Backend and Back-
ground modules as depicted in Fig. 5. 
 

 
Fig. 5. Details of DCF Cloud Edge 

DCF API provides communication interfaces for DCF client node. It provides in-
terfaces for data producers to publish data/context by using Pub interface while data 
consumers can register to subscribe to data/context related using Sub interface. This 
publish/subscribe pattern is useful for providing data/context making use of PUSH 
approach that enable almost real-time access to data. This API also provides an inter-
face for seamless connection between data source and sink to handle data synchroni-
zation, uniform connectivity and offline persistence. 

Device Management is mainly responsible of connecting IoT devices to backend 
components. Devices and/or client nodes may use different standards or proprietary 
communication protocols so this component acts as the common point for manage-
ment of all devices. These can be enabled/disabled, discarded or put on hold  
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(in case of malfunctioning execution). It also can provide the visualization of all the 
available technical properties, show integration status (for e.g. “hardware not recog-
nized”, “hardware not working properly”, etc), and especially accept remote  
commands (to perform managerial actions). This component enables configuration, 
operation and monitoring of DCF client nodes. 

Data Analytics module provides data intensive functionalities like storage, filter-
ing and business intelligence. Local data storage is necessary to handle the scenarios 
that might arise due to disruptive connections and also to forward immediate data to 
subscribers by keep track of access traceability. Data Filtering and Intelligence Know-
ledge module’s main goal is to create knowledge bases from raw data. These are at 
the core of Data mining, which is mainly driven by machine learning, but also by data 
structure and purge, data visualization, and the use of human expertise to assess learn-
ing mechanisms. The two objectives of this section are the description of data (finding 
human readable patterns that describe data), and data pre-processing, in order to 
detect events or to prepare data for further analysis. 

Resource Management component is responsible to provide core management 
functionalities over the data sources. Resourced directory provides the details of all 
the data sources registered through Pub interface and provides important functionali-
ties for advanced composition and discovery. Resource virtualization is important to 
reduce or mitigate the distance between the physical world and their virtualized ob-
jects in the network. It is important in IoT paradigm that physical objects and their 
corresponding virtual can be uniquely identified by numbers, names or location ad-
dresses and context in time and space varying workspace. At the same time this com-
ponent provides integrated security over data sources. This component thus allows 
creation of a dynamic map of the things in the real world through their consistent 
virtual representation, a map with spatial and temporal resolutions. 

Background Modules layer provides higher level processing over data specifical-
ly related to events, storage and security. This layer is the space for additional com-
ponents as needed to enhance the functionalities of DCF. Background modules shown 
in Fig. 5 provide only some important modules but are not necessarily only those.  
Complex event processing provides functionalities for events and patterns detection 
over large data sets by using constraints and analytical methods. Event traceability 
module keeps logs of all the events and their context which is necessary in real world 
scenarios not only to address creditability but also to perform events based analytics.  

4 Application Scenario in Manufacturing Industry 

Companies that work in the manufacturing sector face struggles in the effort to keep 
up with the technological development [24]. Most of the factories are still very de-
pendent on human interventions for managing and supporting production. Due to the 
lack of suitable technical solution for proper planning and demand forecast the com-
panies do not have full replenishment plan and timely management of stock levels. So 
the companies are totally dependent on the quick acquisition of raw materials at sup-
pliers to start their production, and deliveries delays have a significant impact in the 
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production. In this case, companies have to wait for arrival of raw materials for pro-
duction or re-setup the machines for other production lines. In both cases this is trans-
lated directly in more down time for machines thus impacting profitability. 
 

 
Fig. 6. Global view of application scenario 

This scenario is addressed within the scope of H2020 C2NET1 project. A number 
of manufacturing companies from the north of Portugal, operating in the Metal and 
Steel transforming industries are participating for development and validation of 
technical solution. C2NET is developing cloud based platform supported by IoT de-
vices to help them solve issues related with production planning. In detail, C2NET 
platform will optimize machinery scheduling plans for production lines, will help 
understanding the status of their productions and also detect non-conformities during 
production. Fig. 6 shows the global view of the scenario with clear marking on the 
role of DCF proposed by the authors as discussed in section 3. 

The proposed solution, embedded in the C2NET platform, will enable to track and 
trace their orders when acquiring raw materials with support provided by logistics 
companies. This is achieved by deploying IoT systems at the suppliers’ logistic pre-
mises and also in trucks used for transportation. With that information companies can 

                                                           
1  http://www.c2net-project.eu/ 
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make real time decisions in case of probable delays, as well as understand the current 
status of their productions. The platform also manages the real time detection of non-
conformity in products during the production process. This mechanism can help the 
companies reduce the quantities of waste and faulty products that could arise from 
errors in the setup of machines. 

Collecting information from the production shop-floor and non-conformities are 
detected in the quality control, by direct matching between what was expected in the 
production and what is actually being produced. Thus this application scenario aims 
to improve the productivity of SMEs whose production line is dependent on different 
stakeholders at dispersed geographical locations and working as diverse independent 
units specifically via efficient data exchange across company boundaries and auto-
mated data collection at the shop floor and logistics.    

4.1 Technology Adoption 

Implementation of proposed frameworks adopts services and enablers, being devel-
oped by projects, under the European FI-PP program like FI-WARE2 and FITMAN3 
and H2020 project C2NET, which provide enablers for data acquisition from the 
physical world (Internet of Things Service Enablement), complex event processing, 
context aware data handling, data analysis etc. Shop-floor Data Collection 4(SFDC) 
specific enabler, is the implementation for collection of data from various sensor net-
works in a technology/protocol agnostic methodology, and also for integration of 
RFID tagged objects into the information system. In the production environment, SFD 
is deployed together with Secure Event Management5 enabler, to provide a secure 
dispatch of events collected from the shop-floor. Complex Event Processing (CEP)6 
and Publish/Subscribe Context Broker - Context Awareness Platform7 implementa-
tions, from the FI-WARE project, are important aspects of data handling. CEP is used 
for analysis of event data, in real-time, and generate immediate insight to enable in-
stant response to changing conditions. This implementation is thus used to react to 
situations rather than to single events. The situation is generated based on a series of 
events, which have occurred within a dynamic time window, called processing con-
text. Context Broker enabler implements publication of context information by enti-
ties, referred as Context Producers, so that published context information becomes 
available to other entities, referred as Context Consumers Those are interested in 
processing the published context information. Both of these enablers are the important 
components that are used for integration with the legacy system by use-case specific 
implementations. 
                                                           
2  http://www.fi-ware.org/ 
3  http://www.fitman-fi.eu/ 
4  http://catalogue.fitman.atosresearch.eu/enablers/shopfloor-data-collection 
5  http://catalogue.fitman.atosresearch.eu/enablers/secure-event-management 
6  http://catalogue.fi-ware.org/enablers/complex-event-processing-cep-ibm-proactive-

technology-online  
7  http://catalogue.fi-ware.org/enablers/publishsubscribe-context-broker-context-awareness-

platform 
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5 Conclusion 

In this paper, the challenges and issues in collaborative networking of manufacturing 
industries are discussed to justify the needs for unique and extensible data collection 
framework. Then the continuous data collection framework in diverse data sources 
environment is proposed and specified by detailing each of the components. The ref-
erence framework is currently being implemented by taking into consideration the 
scenario for SMEs in manufacturing industries. This research work clearly takes into 
consideration the complexity of a heterogeneous data generating systems across mul-
tiple domains and provides a scalable cloud enabled solution.  

This research is an important part for realization of complete C2NET (Cloud Col-
laborative Manufacturing Network) and paves path towards efficient decision making 
and optimized production planning in real production scenarios. Moreover detection 
of various faults, plan deviations and on-time response to the events, are the added 
value that this work provides on top of the traditional information systems. However, 
in order to determine the extent to which this framework, and service delivery model, 
can be utilized in industrial scenarios, the instantiation of the framework has to be 
tested in an on-going project. This is the focus of the next phase of the current re-
search work. At the same time, this work will open up new research paradigms on 
dynamic system integration; IoT devices interconnectivity; efficiencies and issues in 
cloud computing and improvisation of manufacturing processes.  
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Abstract. Different manufacturing plants have their disparate process of condi-
tional monitoring for their processing units with diverse set of sensors which 
amounts to petabytes of data. This leads to conglomeration of problems limited 
not only to data management but also lack in ability to present the overall point 
of view of the critical observations at a real time scenario. Some of these obser-
vations impact the business revenue/cost process and due to lack of aggregation 
efforts, the overview is not available to the decision makers. With the intention 
of highlighting the critical performance factors and applied techniques we 
present the overall view point of a platform which will address such issues and 
assist decision makers with certain data points to make choices leading to  
profitability and sustainability of their business outlook. The platform will serve 
as a single point of aggregation for diversified but correlated data points and 
various custom data logic applied as per the business rules providing a correla-
tion between data. This correlation will help reach an outcome where the  
user can trace the source of data point of the concerned manufacturing units 
where technical parameters can be optimized. This data flow and processing 
will result in root cause identification using the data hub platform and real  
time analytics can be made available using in-memory column store database 
approach. 

Keywords: Big data · Manufacturing · In-memory · Data-Hub 

1 Introduction 

The introduction of smart devices and wireless sensors has given a way for diverse 
datasets for all units covering a manufacturing plant. This has led to proliferation of 
varied nature of unstructured/structured, noisy/incomplete datasets which keep mul-
tiplying over time at a considerable rate. The size of such data volumes prevents re-
searchers from mining real-time insights into the data due to the disparate data 
sources and computing and data retrieval complexities [1]. 
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Adding to the present issues related to the research on such data, there have been 
research studies concentrating on the application of new paradigms for enhancing the 
manufacturing floor operations to optimize critical parameters concerning productivi-
ty and reducing downtimes. Various researches also try to correlate the supply chain, 
business performance and globalization surrounding the management practices which 
reveals that there has been considerable amount of computing practices and architec-
ture enhancement required [2]. 

There are various evidences from a lot of case studies that suggest that manufactur-
ing plants invests a lot of finance to prevent downtimes of certain units but very often 
they have to manually adhere to practices to prevent uncertain maintenance times for 
certain scenarios which could have prevented using mathematical modeling on the 
various parameter data that is available from different sensors [3].  

The researches concentrates on the requirement of enabling centralized and secure 
capture of sensor and machine data from disparate sources and unify the structure to 
perform analysis with the use of new computing strategies. The strategy to implement 
pipeline workflow processing and cloud based standard services to perform preven-
tive maintenance and downtimes [4]. 

Business value of insights into various functioning parameters in a manufacturing 
unit can lead to lesser cost to maintenance and increase profitability. In this paper  
we try to propose a platform where the problem of unified data structure  
enabled for modeling and analytic can be resolved using in-memory computing  
techniques.  

If we study closely the case of a cement industry, there is some machinery issues 
which causes frequent coatings and blockages in the cyclone preheaters of rotary kiln 
plant for burning cement clinker. This causes plant workers to shut-down the produc-
tion line for maintenance and this consumes about 8 hours for dissolving blockages 
using fans with considerable amount of power requirement. This leads to cost and 
also reduction in profit due to non-functioning of production line. The paper tries to 
concentrate on this particular incident and then integrate the cloud data hub concept to 
provide opportunities to investigate on other plant insights which currently have been 
overlooked until now. 

2 Data Hub and Information Infrastructure 

The main idea behind constructing the data hub is to unify and create an abstraction 
layer for data arriving from disparate sources like field devices and machinery  
sensors. The sensor data and product chemical measurement data may change  
every hour based on user/daily KPI/ overall production target which leads to the need 
of introducing encoding storage graph for preserving historical data and later  
using the same we can analyze and provide historical reports and using these  
reports we can provide future pattern for the performance of any machine and related 
productivity.  
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Fig. 1. Hierarchy Mapping of Technology Paradigm 

Data hub will integrate the data sources from various sources using a centralized 
in-memory cloud platform services [5]. The platform will also provide reporting 
access via web to the concerned users. The historical data will be archived to achieve 
a compression ratio of 72. This platform will create a centralized access for high alert 
situations. The paper aims at defining an abstraction layer common to existing IoT 
environment in terms of architecture and also to ensure backward compatibility which 
will lead to early-adoption. The platform will try to model various section using in-
memory modeling concept [6] where the domain-technical, domain-functional, secu-
rity and information models will be created using secured communication stack based 
on ISO-OSI network layer.  

 

 
Fig. 2. Interoperability of connected data sources –physical and virtual. 

Now when we consider conditional monitoring then our focus is on the three layers 
as shown in Figure 3. 

If we can blow up the layers we can see that there are several components that tie 
up each layer and this can be visualized using the following figure. 
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Fig. 3

 

ain 

 
3. Layers in a typical manufacturing unit 

 
Fig. 4. Detailed View of the Layer 
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From our research, we realized that the cost to information ratio fairly on a higher 
side for the plants we studied and realized that this study will allow them to introduce 
a combination of environmental  optimization for performance evaluation for produc-
tion systems and generating an effective monitoring system for reporting usage. 

3 Root Cause Analysis use Case 

In any manufacturing plant daily operations, the management is concerned with the 
rate for increase in productivity which revolves around certain aspects of the produc-
tion unit: 

a. Key parameters for failure and increase in productivity.  
b. Effect of changes in parameter value to productivity. 
c. Cost to increase high yield rate.   

To address the key points mentioned above we need to perform data mining on 
present data and past. We also realized from our study on cement manufacturing 
plants that any automated production process generates data in large volumes which 
contains sensor data, control operations data, worker data which may contain false 
positives too therefore it becomes important for any reporting operations that we pre-
process and compress the data and store it in a cloud environment to avoid any on 
premise cost of manufacturing unit. The next step will be to prepare a production 
workflow to explore the data, analyze and present the outcomes and effective support 
processes [7] [8]. 

The idea is to present a design and implementation technique which is based on in-
dustry specific manufacturing rules for a distributed cloud based environment and 
preprocess data with compression ability for further data analytic for language inte-
grated data mining and algorithm with real time monitoring and workload adjustment 
ability for various nodes involved adhering to domain-specific data characteristics [9]. 
There is a serious need to correlate the overall manufacturing process also which also 
involves: 

a. Parameters in a process 
b. Product quality and input material ratio 
c. Yield rate and worker shift and worker recipe  

We now look at one aspect of the problem in a typical cement manufacturing in-
dustry. There exists a problem of blockages with the cyclone preheaters of rotary kiln 
plants for burning cement clinker. This is due to combined effect of alkalis, chlorides 
and sulfates alongside components from the decomposition of raw material under the 
influence of extreme high temperature gases involved in the process. The process of 
blockage creation is caused by gradual deposition of composition in the narrow cross 
sections of top outlet ducts of any cyclone preheater and when this deposition thick-
ens and dries out then it falls down and blocks the outlet preventing any further 
process. This blockage creates a downtime of several hours and this leads to loss in 
productivity for several tons of manufacturing material and also loss in wastage of 
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raw material. The frequency of cyclone blockages depends on the onsite situation and 
its occurrence varies can happen daily or few times per year depending on technology 
installed in plant and the composition of the raw materials. The cause of these block-
ages differs from plant to plant and preventive measure is not uniform across the 
plants and there is no defined procedure for removing the blockages. It becomes of 
high importance to generate a pattern for the same to enable plant management to 
prevent blockages from hindering their production downtimes. 

Now to understand the overall complexity we masked the industrial data and ap-
plied score to the production units using the composition X, Y, Z as input parameters 
across the plant unit and keeping into considerations the following assumptions:  

 Diameters of the kiln were constant 
 Raw materials were worker determined and hence randomness included. 
 Temperature at recommended levels 

A simple mathematical model which we used to model to determine the root cause 
analysis of this problem: 

 
S1 = k1* C1~C1’ + k2* C2~C2’ 
S2 = k3*C3~C3’ + k4*C4~C4’ 
P = a*S1 + b*S2 + W’ 
 

Where, 
S1 = Score determination for Chemical input X and Y represented as C1 and C2 

with ranges C1 to C1’ and C2 to C2’ respectively 
S2 = Score determination for Gas and water inputs for the overall process 

represented as C3 and C4 with ranges  C3 to C3’ and C4 to C4’ respectively 
P is the final product output score with error of wastage determined as W’ 
Here k1,k2,k3,k4 are weights determined based on the percentage composition 

specific to any industry standard and W’ is the waste determined from the sensor data.  
The Figure 5 shows that the daily production level pattern generated using the rule 

based engine and the outcomes were something we need to focus on. 
 

 
Fig. 5. Daily production level simulation 
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The outcomes suggested that  
 

 Chemical composition determines the overall production 
 

 Chemical composition is determined by worker and shift based worker 
output becomes very important to focus as lower output suggests proper 
training. 

 

 Process and constraint required to be assessed. 
 

 Machine parameters and value constraints are also part of the 
investigation.  

 

Overall we realized that the protection thickness coating of a rotary cement kiln is 
important from the view point of productivity. We also realized that by the use of 
methods based on embedded vector nearest neighbor approach for historical process 
data we can identify more insights into the plant operations but detailed discussion 
here is beyond the scope of this paper [10][11]. 

4 Conclusion 

There are various challenges that we came to realize while studying problems asso-
ciated with a manufacturing industry issues. The concept of root cause analysis is not 
new but there previous research is not feasible to be adapted by the industry due to 
lack of knowledge about the data flow. 

In this case we also realized that the use of IoT technology compliments such use 
cases and as a part of our future work we are currently working on the overall archi-
tecture and detailed computation requirements and trying to fit the model to various 
other industry where similar but different specific problems arise which actually ac-
counts to the overall product quality and production rate in turn having an impact on 
profitability. 
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Abstract. The evolution of technology continues to bring socially accepted 
gadgets such as the smartwatch and other wearable devices into the world of 
work. The manufacturing sector along with most other sectors is bracing itself 
for all the functions that are readily acceptable in our daily lives to become part 
of the armoury of the shop floor personnel. Some of the simple forms of safety 
clothing such as gloves and safety glasses are mandatory when working in 
many manufacturing environments so it’s an easy step to add the technology 
layers to these wearables to create the new Cyber links between people and 
their machines. In order to deploy these technologies however, we need to un-
derstand the barriers that hold back the implementation of these Cyber Physical 
Systems and the steps necessary for the full implementation Human-Machine 
linkages from Cloud systems to shop floor environments. 

Keywords: Wearable · Smart · HoloLens · Oculus · Middleware · CPS 

1 Introduction 

As with life in general, things move on and evolve into something new and different 
from what came before. This is also true for the growth and evolution of the manufac-
turing sector along with most other sectors. Many of the past issues are constantly 
revisited in an attempt to reach utopia. Everything can always be made quicker, 
cheaper and with better quality, so as new technologies come and go, the old prob-
lems are revisited in order to apply these new developments. On the face of it, the 
new technology should resolve age old issues of error proofing, right first time, bot-
tleneck analysis etc. along with other lean methodologies1 but generally they bring 
their own dilemmas into the work place. 

The obvious hurdles that comes with new technology is that in most cases, it is 
written in a completely new format, language or media. Ideally the migration path 
from old to new should be seamless and painless. However this is rarely the case as 
with new generations of developers, programmers and engineers that have not expe-
rienced the historical march that lead us to where we are now do not seem to be aware 
of the need for this bridge. How many times does new technology bring new answers 
                                                           
1  http://www.leanproduction.com/top-25-lean-tools.html 
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for old problems? How many times can you re-invent total productive maintenance or 
introduce quality improvement programs to the sceptical and cynical work force? 

2 Data Expansion and Miniaturisation of Devices 

The mantra of flexible, scalable solutions and intelligent services in large-scale net-
working environments has echoed through the ages with each generation setting 
boundaries they believed would never be reached for decades. It wasn’t that long ago 
(1980’s) when 100Mb Disk drives seemed to be providing a capacity that would nev-
er be utilised but today we are populating drives with terabits of data on a daily basis. 
New technology continues to provide new solutions to keep increasing this data with 
technologies providing densities up to at least 10 Tbpsi by 20172  (current shipping 
products have 735 Gbpsi areal3  density) as Hard Drives move to the solid state 
world and look likely to be around for higher capacity storage for many years to 
come. 

Of course the size of devices continues to decrease, allowing the same footprint to 
host at least 10 times the capacity of its predecessors. With all this capacity and the 
ever increasing miniaturisation, it opens the way to having mass access to data and 
indeed with Wi-Fi connectivity, computerised devices can literally be made to fit in 
the palm of the hand. This opens the door to these smaller devices being “ready to 
wear” or even “ready to embed” and clearly the revolution of wearable devices is well 
underway as we step out of the world of science fiction and into reality. 

3 Flexible Cyber Physical Systems 

The human body is naturally adapted for hard work and high flexibility yet the world 
of technology keeps offering the opportunity to go beyond the normal constraints  
and allows the human to function safely and with less effort by attaching additional 
“hardware” in the form of skeletal support or more likely implants that help provide 
additional functionality to the human. Whilst we normally encounter these ideas in 
science fiction (Star Trek fans will no doubt relate to Seven of Nine4, who portrays 
the common vision of how Cybernetic implants would look like), it is clear that this 
evolutionary cycle is the likely path for the continued development of the human race. 

Of course embedded implants are still some years away but clearly we have al-
ready started down this path with the development of wearable devices. 

                                                           
2  http://www.forbes.com/sites/tomcoughlin/2013/09/07/when-will-we-see-higher-capacity-

hard-disk-drives 
3   The areal density is the average amount of data that can be stored in a unit of surface area 

on the disk 
4  http://www.startrek.com/database_article/seven-of-nine  
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3.1 Google Glass / Alphabet 

One of the early wearables was Google Glass (which will most likely be continued to 
be developed under Googles new company ALPHABET5), was a type of wearable 
technology with an optical head-mounted display (OHMD). It was developed by 
Google with the mission of producing a mass-market ubiquitous computer which 
displayed information on a smartphone-like hands-free format. The Google glass 
project was looking more towards new types of “pointer” devices where wearers 
communicated with the Internet via natural language voice commands. The touchpad 
located on the side of Google Glass, allowed users to control the device by swiping 
through a timeline-like interface displayed on the screen, sliding backward shows 
current events, such as weather, and sliding forward shows past events, such as phone 
calls, photos, circle updates, etc. This didn’t serve the wearables market in the sense 
that the user ended up “interacting” with the glasses rather than just using them as a 
different form of medium presentation tool. On January 15, 2015, Google announced 
that it would stop producing the Google Glass prototype but remained committed to 
the development of the product. According to Google, Project Glass was ready to 
“graduate” from Google Labs6. It is likely with the emergence of other similar prod-
ucts hitting the market, Google will no doubt re-emerge from its hiding with a new 
strategy.  

3.2 Facebook and Oculus Rift in the Automotive Industry 

When Facebook announced its $2 billion acquisition of Oculus VR in March 2014, 
founder Mark Zuckerberg talked of applying virtual reality in different industries.  
A heated debated was sparked as to whether businesses could really use the technolo-
gy to good effect. Car manufacturer Ford had a clear answer to that question: yes, it 
can revolutionize development7. 

Across many industries, experts have commented that virtual reality technology 
has great potential but many businesses are not maximizing it. Ford Motor Company, 
based in Dearborn, Michigan, has been using virtual reality technology to various 
degrees to develop its designs since the year 2000. But in the last seven years, the 
111-year old business has made virtual reality central to its automotive development, 
using the Oculus Rift headset technology. 

In an interview with Elizabeth Baron, virtual reality and advanced visualization 
technical specialist at the company, she reflected the use of technology at the design 
stage of production. “We want to be able to see the cars and our designs, and expe-
rience them before we have actually produced them.” Ford uses the technology to 
examine the entire exterior and interior of a car design, as well as to drill right down 
to how a particular element looks, such as a dashboard or upholstery. This of course 

                                                           
5  http://www.theguardian.com/technology/2015/aug/10/google-alphabet-parent-company 
6  https://en.wikipedia.org/wiki/Google_Glass 
7  http://www.forbes.com/sites/leoking/2014/05/03/ford-where-virtual-reality-is-already-

manufacturing-reality/ 
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would require connectivity to several data sources including CAD8 drawings, ERP9 
and MES10 systems to be truly accurate. 

Virtual reality technology continues to be improved with new interests being 
shown outside of the gaming world to provide better links between the virtual and 
physical world and as the technology becomes more widespread, clearly the oppor-
tunities to drive improvement are immense. 

3.3 Microsoft’s Venture into the World of Wearables 

Clearly Microsoft have watched the development of Google Glass and developments 
in Oculus Rift and are finally entering the market with their HoloLens11. 

The standard use of the HoloLens, in familiarly computer aided design environ-
ments but the future applications will be much wider than the drawing office. The 
HoloLens headset offers what is being called mixed or augmented reality, but it is not 
clear how far HoloLens has travelled along the road to becoming a consumer product. 

Director Mark Bolas, a VR veteran having worked in the field since the late 1980s, 
when asked “Why is virtual reality suddenly so hot” says "I find that question difficult 
to answer because I can't think of an area which it is not going to affect"12. 

Scientists, games developers, and some of the biggest forces in technology now 
seem convinced that virtual reality is an idea whose time has come. Now all they need 
to do is convince millions of us that we really want to strap on a headset and enter 
another world. 

Much of the early developments are of course in the gaming world where restric-
tions such as secure connectivity, health and safely, demarcation issues, skills gaps 
and compliance to strict auditing standards are not as much of a challenge as they are 
in the manufacturing world. So clearly a much wider understanding of how wearable 
technology can be deployed in manufacturing environments is needed.  

4 The Wearable Future 

Coming back to the technology of today, and specifically to the manufacturing sector, 
it is clear that the most likely wearable devices will be in the form of visual headsets 
for present live data and glove technology since so many manufacturing processes 

                                                           
8  Computer-aided drafting (CAD) is the use of computer systems to assist in the creation, 

modification, analysis, or optimization of a design (Wikipedia). 
9  Enterprise resource planning (ERP) is business management software—typically a suite of 

integrated applications that a company can use to collect, store, manage and interpret data 
from many business activities (Wikipedia). 

10  Manufacturing execution systems (MES) are computerized systems used in manufacturing. 
MES track and document the transformation of raw materials through finished goods (Wiki-
pedia). 

11  https://www.microsoft.com/microsoft-hololens/en-us 
12  http://www.bbc.co.uk/news/technology-33149583 



 “Wear” Is the Manufacturing Future: The Latest Fashion Hitting the Workplace 53 

still require human hands for handling parts and equipment. Apple’s smart watch13 is 
open to development in the manufacturing sector but there doesn’t seem to be a cohe-
rent strategy towards this at this stage. 
 

 
Fig. 1. Wearable Technology with feedback 

Figure 1 shows the typical way that glove technology can be deployed with workers 
on assembly lines given data straight to them instead of engaging with Human  
Machine Interface panels (HMI) or carrying additional diagnostic equipment. Figure 2 
shows another application of glove technology where operators are required to handle 
several tools to perform normal tasks of tightening bolts, inserting correct components 
into the correct tool positions and of course tasks such as replacing tools back in the 
correct holders. 

 

 
Fig. 2. Poka-Yoke (Error Proofing) Applications 

Simple feedback can be provided where a simple “cross” or “tick” can be sufficient 
to provide sensible feedback to the operator on the selection of incorrect and correct 
selection of tools. 

                                                           
13  http://www.apple.com/uk/watch 
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The examples shown are demonstrations of Proglove14 which is a smart glove that 
enhances the most important tool of professionals: their hands. Whilst these initial 
CPS implementations might not sound exciting, the increase in efficiency and reduc-
ing errors, enabling workers in production, manufacturing and logistics to work faster, 
safer and easier are all welcomed in the manufacturing world and the increase in prof-
it margins are the clear indicators to their success. ProGlove was developed as part of 
Cisco, Deutsche Telekom and Intel's accelerator program “challengeUp!” as indicated 
in footnote. 

5 Interoperability for Cyber Physical Systems 

So considering all the technological developments that are occurring and the visions 
that are forecast for the future of manufacturing, why aren’t more manufacturing 
companies taking advantage of these breakthroughs? 
 

 
Fig. 3. Skills and Technology requirements for Future Technology deployment 

                                                           
14  http://www.proglove.de – Third prize winners in Intel’s “Make it wearable” competition 

https://makeit.intel.com 
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There is clearly a gap in the perception of what cyber physical systems can offer in 
the short term and ultimately what they will offer in the future. The challenge is man-
aging the transition from the present manufacturing techniques and mind-sets found in 
most manufacturing companies, especially in the supply chains. In the automotive 
sector for example, Tier 1 suppliers15 still struggle to interconnect basic machine cell 
systems to pull basic data from the production machines so the notion of trying to get 
them to interact with operators with intelligent systems seems a world away. 

Figure 3 (1) Shows the current state of data connectivity found in many Tier 1 type 
companies regardless of sector where there are almost clear breakpoints (A, B, C, D 
and E) in technology and skill levels. At level A, where many of the hardware issues 
are normally encountered, the skill level required to test and replace simple two/three 
wire sensors such as thermocouples, proximity switches or solenoids can be kept to a 
minimum and breakdowns can easily be managed and resolved. From a Data trans-
formation point of view, the transition of data between levels (between A and B, or B 
and C etc.) can be relatively simple and easily managed by dedicated staff. 

To those not directly in the manufacturing field but who interact with the domain 
with almost an outsiders view, it seems crazy that manufacturers are not embracing 
the technology that is being presented to them. They see the advent of Smart sensors 
as devices that should directly connect to the cloud as shown in Figure 3 (2) somehow 
bypassing layers B, C and D. this means that smart objects / sensors on the shop floor 
(A) somehow link directly to cloud services (E). The dilemma is that interoperable 
cyber systems require a high level of knowledge and understanding to make this “al-
most” direct connection. This direct connectivity means if the system fails, the level 
of technical knowledge would need to be extremely high in order to repair any break-
downs in this connection. Of course if the system is working then it is not constantly 
required. This means highly paid staff basically hang around until a breakdown occurs 
and it is unlikely these staff members would be persuaded to perform manual labour 
jobs while they wait for such breakdowns. If this approach (Figure 3 (2)) was to be 
adopted and indeed worked, it would mean the jobs of the workers at level B, C and D 
would ultimately be redundant. This can pose ethical issues that are not discussed 
here but a solution to this transition needs to be found in the short term which in-
volves inserting layer “X” which essentially be a form of Middleware16.  

Much of the development of wearable technology which can incorporate smart 
sensors as described earlier needs to have this link to this “X” layer in order to bridge 
the gap between hardware sensing systems and software presentation systems. Only 
then will we be able to use the full power of what smart technologies offers in the 
manufacturing sector bearing in mind that the systems need to have a full diagnostics 
capability to report faults and even automatically take corrective action as we know 
that stopping a manufacturing line can prove to be a very costly business. This is also 

                                                           
15  http://www.tier1parts.com/what-is-tier-1-supplier  
16  Middleware is a computer software that provides services to software applications beyond 

those available from the operating system. It can be described as "software glue". Middle-
ware makes it easier for software developers to perform communication and input/output, so 
they can focus on the specific purpose of their application (Wikipedia). 
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the subject of several Horizon 2020 funded projects such as CREMA17, which is look-
ing to provide a framework in Fig 3 (2). Of course many other companies such as 
Siemens know that the demise of the B C and D layers is coming and they are looking 
to provide the solutions to provide the middle layer of connectivity but just as the 
battle between smart cameras that could offer additional functionalities has been lost 
to the mobile phone market, the controls engineering field needs to embrace itself for 
the changes that are needed to fully implement the technologies that will be available 
to the manufacturing sector. 

6 Next Steps 

It is clear that wearable technology will be part of our daily lives, certainly in our 
social and domestic domains. The speed at which it gets deployed in the manufactur-
ing sector and particularly on the shop floor is subject to many factors. Like all tech-
nologies, there has to be a critical mass which causes the technology to be adopted. 
The current rate of change of the technology causes alarm for most manufacturer, 
who are looking for stable, tested and proven systems. Of course peer pressure from 
competitors always speeds up adaption of new practices but the age old argument of 
Lower running costs, faster delivery times, increased customer satisfaction levels and 
higher profits are the surest way to win the deployment argument. The race to connect 
the shop floor to Cloud services has begun and winners have a huge opportunity to 
change the whole landscape of manufacturing systems integration. Indeed systems 
integrators through the deployment of Middleware services will open up the shop 
floor to newer connectivity layers, enabling smart watches, headsets and other weara-
ble technologies to be easily implemented into this previously closed domain. With 
further refinement by integrating a range of sensor technologies and combining them 
with barcode and RFID scanning and wireless connectivity, new levels of data and 
information for manufacturing line and logistics management can be provided without 
any additional changes to working practices. This of course requires the usual change 
in direction for schools and colleges to focus the teaching to deal with this transition 
as well as governments understanding the new requirements in the workplace and the 
potential mass displacement of skilled and semi-skilled workers. 

                                                           
17  http://www.crema-project.eu - H2020 CREMA - Cloud-based Rapid Elastic MAnufacturing. 

CREMA is an Research and Innovation project funded by the Horizon 2020 Framework 
Programme of the European Commission under Grant Agreement No. 637066 
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Abstract. Generic reference models are based on the assumption of
similarity between enterprises - either cross industrial or within a given
sector. They are formed mainly in order to assist enterprises in construct-
ing their own, specific process models. The research presents an empirical
evaluation of the quality of the ProcessGene process repository in gen-
erating individualized models.
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1 Introduction

Process modeling is considered a manual, labor intensive task, whose outcome
depends on personal domain expertise, where errors or inconsistencies may
result in bad process performance and high process costs [3]. Hence, generat-
ing enterprise-specific process models based on a process repository that con-
tains predefined processes does not only save design time but also prevent errors
when creating new business process models [1].

Nevertheless, the main thrust of business process management research has
put little emphasis on the content layer that is supposed to populate struc-
tural process frameworks. “Real life” business process repositories, which contain
practical content objects, have been somewhat disregarded except in illustrative
examples. The lack of suggestions for standard structure, terminology and tools
for the process content layer has restricted the development of “reference/best-
practice models,” leaving it mostly to vendors and commercial organizations.

Currently, most of the generic business process repositories are provided
by industrial organizations, developed on the basis of experience accumulated
through analyzing business activity and implementing IT systems in a variety
of industries [2].

The objective of this paper is to assess the quality of the ProcessGene pro-
cess repository1 as an enabler and basis for the generation of enterprise-specific
business process models.
1 ProcessGene process repository, http://processgene.com/business-process-
repository/

c© Springer International Publishing Switzerland 2015
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After a review of the ProcessGene process repository (Section 2), we present
an empirical evaluation of the repository effectiveness as a basis for the genera-
tion of enterprise-specific process models (Section 3). Section 4 includes conclu-
sions and directions for future work.

2 The ProcessGene Process Repository

The ProcessGene process repository is an “all-inclusive” process database, aim-
ing to include a large set of processes from different industries and organiza-
tion types. Processes in the repository are organized in five hierarchal levels,
grouped by operational functionalities. The highest process level (the most gen-
eral grouping) includes categories such as: “Human Resource Management,”
“Procurement,” “Financial Management,” and “Inventory Management.”

Each lower level includes process names that further detail their “parent”
process. For example, “Human Resource Management” is further elaborated into
“Recruitment,” “Compensation,” and “Worker Training.” At the fourth level,
the repository consists of 4,531 processes comprising 17,608 activities (fifth and
most granular level). Processes are interconnected to each other and therefore
the repository can be represented as a general graph.

3 Experiments

We now present an empirical evaluation of the ProcessGene repository effective-
ness as a basis for the generation of enterprise-specific process models. First, we
present the experimental setup and describe the data sets that were used. Based
on this setup we present the implemented methodology. Finally, we present the
experiment results and provide an empirical analysis of these results.

3.1 Data

We chose a set of 46 enterprise-specific process models that were created based on
the ProcessGene repository as part of a BPM project each organization carried
out. Therefore, each specific model represented a subset, or a sub-graph of the
generic repository. The selected enterprises operate in different industries, are of
various company sizes (considering workforce and financial aspects) and different
geographical locations.

3.2 Evaluation Methodology

To evaluate the suggested method we conducted 46 experiments. At each experi-
ment, the enterprise-specific model was compared to the ProcessGene repository.
Based on this comparison, processes at the enterprise-specific model were marked
as “equal” or “modified.” Modified processes were further categorized into the
following categories:
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1. “Additional” - processes that were added to the enterprise-specific model
and were not part of the ProcessGene repository.

2. “Modified Name” - processes that are represented in the ProcessGene reposi-
tory using a different name (e.g. in one case the process “Evaluate Suppliers”
was from an enterprise-specific model was matched to “Supplier Assessment”
in the ProcessGene repository - since both were represented by the same
activity set.

3. “Relocation” - processes that are represented in the ProcessGene repository
and appear at a different sequential order in the enterprise-specific model.

In addition, we used the classification suggested in [4] and categorized each
modified process as being part of one of the following functional areas: (1) Man-
ufacturing; (2) Service; or (3) Business. This classification assisted us to further
analyze the modified parts of the model.

3.3 Results and Analysis

Fig. 1 presents a summary of the experiment results. On average, 2.8% pro-
cesses from the enterprise-specific model are “additional,” and were added by
the enterprise not based on the ProcessGene repository (see column #1). This
was the case despite the diversity of the examined enterprises, highlighting the
level of completeness and inclusiveness in the ProcessGene repository. This per-
centage was lower for the manufacturing and business parts of the model (1.6%
and 2.8%, correspondingly) than for the service part of the model (3.9%). This
can be explained due to the fact that manufacturing and business execution may
be more standardized that service operations.

In addition, on average, 4.7% of the processes in the enterprise-specific model
had a “modified name” (see column #2), again, highlighting the level of accuracy
and compatibility of the ProcessGene repository. This percentage was signifi-
cantly lower for the manufacturing part (0.7%) than for the service and business
parts (8.3% and 5.2%, correspondingly), indicating the high level of conformity
in manufacturing process terminology.

Finally, on average, 8.6% of the processes that were taken from the Pro-
cessGene repository were relocated in the enterprise-specific model, reflecting a
different execution sequence (see column #3). This percentage was significantly

Fig. 1. Experiment results.
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lower for the manufacturing processes (4.7%) than for the service and business
parts (10% and 11.2%, correspondingly), indicating the high level of confor-
mity in the order of manufacturing execution vs. service and business process
execution.

To summarize, the experiments have demonstrated the effectiveness of
the ProcessGene process repository in constructing enterprise-specific process
models.

4 Conclusions

We presented an empirical evaluation of the effectiveness of the ProcessGene pro-
cess repository in generating individualized models. This repository was found
effective for the targeted task and therefore can save design time and also sup-
port non-expert designers in creating new business process models. The empir-
ical evaluation and experiments provide a starting point that can already be
applied in real-life scenarios, yet several research issues remain open, including:
(1) extending the framework to include the activity level as well; and (2) applying
the framework on additional process repositories.
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Abstract. The rise of Internet of Things has led to many game changing efforts 
to create new business models and opportunities in various domains of industry. 
In this paper, we look into the impact that the concept of IoT will bring in Retail 
Industry in coming years with the point of view of new business outlook based 
upon parameters of security, reliability, integration, discoverability, and intero-
perability. The paper also presents new concepts that can be implemented for 
business profitability using various IoT Technologies with prime focus on the 
areas of embedded systems, cyber physical systems, generic sensors and securi-
ty. In relation to the Retail Industry, the focus areas of development and support 
of IoT technology will shift from a mere data collection to knowledge creation 
which can enable value chain development using a framework concentrating 
more from a legal point of view. Not only has the technology paradigm shifted 
from a certain POV but businesses also changes in terms of scalability, dyna-
micity, heterogeneity and interconnectivity. The paper discusses about newer 
ideas and their business and social impact on the industry in terms of profitabili-
ty and adaptability. 

Keywords: IoT · Retail · Use cases · POV 

1 Introduction 

The current era of interconnected physical objects which are often referred to as 
“Things” are the building block of future trend of everything accessible anywhere 
realizing the concept of ubiquitous computing [1][2]. The innovation potential of IoT 
extending to new products, services and domains is endless and the range of domains 
it will affect will not only limited to smart cars, e-health, retail and smart logistics 
[3][4]. The innovation in this field is the results of the value add support and collabor-
ative efforts from industry experts, academia and informatics. 

This has also triggered software advancements in terms of storage and analytic as-
pects which can adhere to the data hierarchy related to the IoT. The retail industry has 
been evolving over time due to the impact of the Information Technology and this has 
led to adoption of various new business value propositions in terms of processes  
involved. The technology impact in Retail industry started with the introduction of  
E-Business proposition and this moved the overall model to look beyond adoption 
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parameter to the deeper insights of actual discrepancies in scenarios involving busi-
ness loss. Then the notion of the radio frequency identification (RFID) technology 
and the electronic product code (EPC) network arrived to the scene of mobile B2B  
e-Commerce and its integration into supply chain [5]. 

Evidence of impact of IT involving information quality, new organization 
processes, organizational scalability and flexibility have been positive with the per-
formance optimization that it has brought to the domain leading to competition with 
new players and more choices for the consumer. The field of IoT has been developing 
rapidly and has consumed the concept of Ubiquitous computing leading to a new 
vision in terms of architecture and development layer model for IoT [6][7]. 

 

 

Fig. 1. IoT Knowledge Hierarchy 

2 IoT and Retail Industry 

There are various new innovations that were introduced in the area of embedded sys-
tems leading to a new paradigm adoption in the vast array of the heterogeneous de-
vices leading to computing and networking optimizations. This led to the formation of 
the concept of smart grid and the feature of integration became the most important 
focus in the area of new technology innovation. 

The innovations has bred web based service economy as the present focus of Inter-
net of Things and platform enabling the service as a part of “Software As A Service” 
model enabling to bridge the gap between the representation of physical world in 
information systems and the physical world itself [6][8]. The overall challenge in  
any IoT project will be the following: a) Real-time information retrieval, b) Process 
Optimization, c) Responsiveness, d) Scalability, e) Network dependency. 

3 Architecture 

The innovation from the architecture surrounding any manufacturing domain in  
respect to the IoT has been very intensive and from the inclusion of various parame-
ters like security and real time tracking the research outcomes in the areas of hybrid 
computation, network conditioning and heterogeneous interfacing has been quite 
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formidable. The notion of a three dimensional aspect of communication, service and 
computation has to merge with the parameters like adoption, environment and field 
integration. The key parameters for success of IoT lie in the intelligent integration of 
Application Service, Information Integration, Data Exchange, and Field Sensing with 
control over the following key ROI [9][10][11]: a) Non-uniformity, b) Inconsistency, 
c) Inaccuracy, d) Verification. 
 

 
Fig. 2. General Architecture 

The issue of content management in terms of sensitive information and secure 
sharing of such information will form the basis of design for architecture in case of 
Retail industry as it directly impacts the consumer. 

4 Value Proposition for Business Process in IoT – Case Study 

a) Beacon Assisted Shopping Experience.  
 
With the innovation in Bluetooth technology, the introduction of beacons to ena-
ble interaction with mobile devices in a shop floor based on proximity detection 
will define a unique experience for consumers who will be provided with infor-
mation related to the particular section of items like offers, gifts and value added 
services. The cost-effectiveness and reliability of the overall architecture makes it 
more feasible and adaptable for retail stores and shopping malls. The methodolo-
gy can also be applied to not only improve shopper experience and but also the 
detection of shoplifting [12]. 
 

b) Kinect Enabled Shopping Apparel Trials. 
 
Shopping experience and real time information regarding a particular garment is 
critical from sales point of view. We have seen the introduction of Virtual Fitting 
Rooms (VFRs) which have made it possible to be able to try out apparel without 
being physically present in the showroom or in case of physical presence simply 
stand in front of the garment and a 3D model of you with the garment will be dis-
played creating a physical interaction which is possible using full body maps and 
gesture recognition using Kinect and similar technology [13].  
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c) Fresh Meat and Fruit Tracking and Smart Delivery  
 
The complex network of farm product delivery to the consumer table is one of 
the major research areas where IoT will impact with the advanced RFID technol-
ogy enabling fresh farm products to reach consumers in time and in a hygienic 
manner with the use of smart data exchange platform and dynamic reporting, 
alert mechanisms to enable crisis management. The platform should enable  
exchange of supply chain and sensor data autonomously and report evidences in 
case of anomalies found and also to enable identification and prediction of pre-
cise trend for out of stock situations and also improving operational efficiencies, 
and reducing operational cost [14][15][16]. 
 

Finally we can deduce that the IoT domain, however, is not only limited to sensors 
and sensor networks but the related feature of interests, attributes and the autonomous 
integration of sensor raw data and resources to the overall business process and ex-
ecution requirements. This innovation process will not only impact the domain of 
retail but it can be reused to renew the innovations in health and other critical do-
mains. 
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Abstract. This paper outlines an IoT based collaborative framework which 
provides a foundation for cyber physical interactions and collaborations for ad-
vanced manufacturing domains; the domain of interest is the assembly of micro 
devices. The design of this collaborative framework is discussed in the context 
of IoT networks, cloud computing as well as the emerging Next Internet which 
is the focus of recent initiatives in the US, EU and other countries. A discussion 
of some of the key cyber physical resources and modules is outlined followed 
by a discussion of the implementation and validation of this framework. 

Keywords: IoT · Cyber physical framework · Advanced manufacturing 

1 Introduction 

The term Internet of Things (IoT) is becoming popular in the context of the on-
going IT revolution which has created a greater awareness of emerging and smart 
technologies as well as phenomenal interest in IT based products in the world com-
munity. IoT can be described as the network of physical objects or “things” embedded 
with electronics, software, sensors and connectivity to enable it to achieve greater 
value and service by exchanging data with the manufacturer, operator and/or other 
connected devices [1]. In a nutshell, IoT refers to the complex network of software 
and physical entities which are embedded or implemented within sensors, smart 
phones, tables, computers, electronic products as well as other devices which have 
software elements to perform computing or non-computing activities. These entities 
are the ‘things’ referred to in the term ‘Internet of Things’ which are expected to be 
capable of collaborating with other similar entities as part of the Internet and other 
cyber infrastructure at various levels of abstraction and network connectivity.  The 
underlying assumption is that by interacting with each other, a large range of services 
can be provided using this network of collaborations. This subsequently enables these 
entities to provide greater value to customers and collaborating organizations. 

Example of things are weather monitoring sensors, heart monitors, monitoring 
cameras in a manufacturing work cell in a factory, safety devices in a chemical 
processing plant, advanced home cooking equipment, etc. There are many risks and 
benefits to embracing such a vision.  The benefits lie in being able to form collabora-
tive partnerships to respond in a more agile manner to changing customer preferences 
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while being able to seamless exchange data, information and knowledge at various 
levels of abstraction.  Such an emphasis on adoption of IoT principles can also set in 
motion the realization of advanced next generation Cyber Physical relationships and 
frameworks which can enable software tools to control and accomplish various mun-
dane as well as advanced physical activities.  

In our IoT framework, we have explored the use of cloud principles to support in-
formation and data exchange among IoT devices and software modules. Cloud based 
technologies are becoming the focus of many industrial implementations [2-6]. In [7], 
a computing and service oriented model for cloud based manufacturing is outlined. 
Three categories of users are described including providers, the operators and con-
sumers. Some of the benefits for cloud based manufacturing identified in [6] include 
reducing up-front investments, reduced infrastructure costs, and reduced maintenance 
and upgrade costs. In [5], the potential of cloud computing is underscored in trans-
forming the traditional manufacturing business model and creating intelligent factory 
networks that support collaboration. A service oriented system based on cloud com-
puting principles is also outlined for manufacturing contexts [5, 6, 8, 17].  

2 Benefits of IoT Based Frameworks and Emergence  
of the Next Internet 

In an IoT context, one of the core benefits is from the cyber physical interactions 
which help facilitate changes in the physical world. The plethora of smart devices 
emerging in the market serves as a catalyst for this next revolution which will greatly 
impact manufacturing and manufacturing practices globally. Imagine being able to 
design, simulate and build a customized product from a location hundreds or thou-
sands of kilometers away from engineering and software resources, manufacturing 
facilities or an engineering organization.  Today, using cloud technologies and thin 
clients such as smart phones and smart watches, the potential of using such IoT prin-
ciples and technologies for advanced manufacturing is very high. Such cyber physical 
approaches also support an agile strategy which can enable organizations functioning 
as Virtual Enterprise partners to respond to changing customer requirements and pro-
duce a range of manufactured goods. With the help of advanced computer networks, 
such cyber (or software) resources and tools can be integrated with physical resources 
including manufacturing equipment.  Thin clients, sensors, cameras, tablets and cell 
phones can be linked to computers, networks and a much larger set of resources 
which can collaborate in an integrated manner to accomplish engineering and manu-
facturing activities. When customer requirements change, such an approach can also 
help interfacing and integrating with a variety of distributed physical equipment 
whose capabilities can meet the engineering requirements based on the changing 
product design. Against this backdrop, it is important to also underscore recent efforts 
to develop the next generation of Internets.  

In the US, the Global Environment for Network Innovations (GENI) is a National 
Science Foundation led initiative focuses on the design of the next generation of In-
ternets including the deployment of software designed networks (SDN) and cloud 
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based technologies. GENI can also be viewed as a virtual laboratory at the frontiers  
of network science and engineering for exploring Future Internet architectures and 
applications at-scale. In the context of advanced manufacturing (such as micro as-
sembly [16]), such networks will enable distributed VE partners to exchange high 
bandwidth graphic rich data (such as the simulation of assembly alternatives, design 
of process layouts, analysis of potential assembly problems as well as monitoring the 
physical accomplishment of target assembly plans).  In the European Union (EU) and 
Japan (as well as other countries), similar initiatives have also been initiated; in the 
EU, the Future Internet Research and Experimentation Initiative (FIRE) is investigat-
ing and experimentally validating highly innovative ideas for new networking and 
service paradigms (http://www.ict-fire.eu/home.html). Another important initiative is 
the US Ignite (http://us-ignite.org/) which seeks to foster the creation of next-
generation Internet applications that provide transformative public benefit using ultra-
fast high gigabit networks. Manufacturing is among the six US national priority areas 
(others include transportation and education).Both these initiatives herald the emer-
gence of the next generation computing frameworks which in turn have set in motion 
the next Information Centric revolution in a wide range of industrial domains from 
engineering to public transport.  These applications along with the cyber technologies 
are expected to impact global practices in a phenomenal manner. 

GENI and FIRE Next Generation technologies adopt software defined networking 
(SDN) principles, which not only reduces the complexity seen in today’s networks, 
but also helps Cloud service providers host millions of virtual networks without the 
need for common separation isolation methods such as VLAN [13]. SDN also enables 
the management of network services from a central management tool by virtualizing 
physical network connectivity into logical network connectivity [13]. As research in 
the design of the next generation Internets evolves, such cyber physical frameworks 
will become more commonplace.  Initiatives such as GENI and US Ignite are begin-
ning to focus on such next generation computer networking technologies which hold 
the potential to radically change the face of advanced manufacturing and engineering 
(among other domains). 

3 Overview of IoT Based Cyber Physical Framework 

IoT entities and devices will greatly benefit from the evolution of Cyber Physical 
approaches, systems and technologies. The term ‘cyber’ can refers to a software entity 
embedded in a thin client or smart device. A cyber physical system can be viewed as 
an advanced collaborative collection of both software and physical entities which 
share data, information and knowledge to achieve a function (which can be technical, 
service or social in nature). In a process engineering context, such cyber physical 
systems can be viewed as an emerging trend where software tools can interface or 
interact with physical devices to accomplish a variety of activities ranging from sens-
ing, monitoring to advanced assembly and manufacturing. In today’s network 
oriented technology context, such software tools and resources can interact with phys-
ical components through local area networks or through the ubiquitous Word Wide 
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Web (or the Internet). With the advent of the Next Generation Internet(s), the poten-
tial of adopting cyber physical technologies and frameworks for a range of process 
has increased phenomenally. 

In the context of manufacturing, collaborations within an IoT context can be  
realized using various networking technologies including cloud based computing. 
According to the National Institute of Science and Technology (NIST), Cloud compu-
ting can be viewed as a model for enabling ubiquitous, convenient, on-demand net-
work access to a shared pool of configurable computing resources (including  
networks, storage, services and servers) [9]; the computing resources can be rapidly 
provisioned with reduced or minimal management effort or interaction with service 
providers. Some of the benefits for cloud based manufacturing include reducing up-
front investments and lower entry cost (for small businesses), reduced infrastructure 
costs, and reduced maintenance and upgrade costs [10]. In [11], Tao et al discussed 
the context of Internet of Things (IoT) and Cloud Computing (CC) which hold the 
potential to providing new methods for intelligent connections and efficient sharing of 
resources. They proposed a service system which consists of CC and IOT based 
Cloud Manufacturing. 

The IoT based framework outlined in this paper was part of one US Ignite project 
dealing with advanced manufacturing and cyber physical frameworks [12].  The man-
ufacturing domain of interest is the assembly of extremely tiny micron sized devices. 
This is one of the first projects involving Digital Manufacturing, cyber physical 
frameworks and the emerging Next Generation Internet (being built as part of the 
GENI initiatives).  

The preliminary implementation of this IoT framework has been completed in the 
form of a collaborative Cyber Physical Test Bed whose long term goal is to enable 
globally distributed software and manufacturing resources to be accessed from differ-
ent locations and used to accomplish a complex set of life cycle activities including 
design analysis, assembly planning, simulation and finally assembly of micro devices. 
The presence of ultra-fast high gigabit networks enables the exchange of high defini-
tion graphics (in the Virtual Reality based simulation environments) and the camera 
monitoring data (of the various complex micro manipulation and assembly tasks by 
advanced robots and controllers).  Engineers from different locations interact more 
effectively when using such Virtual Assembly Analysis environments and comparing 
assembly and gripping alternatives prior to physical assembly.  

 

    
Fig. 1. The IoT based cyber physical test bed     Fig. 2. The Virtual Assembly Environment 
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The resources of the cyber physical system (CPS) using cloud technologies are il-
lustrated in figure 1. The users in different locations can access the CPS mod-
ules/resources through thin clients and IoT devices including tablets, cell phones, 
work cells, computers, and other thin clients. Thin clients refer to devices with less 
processing power that relies on the server to perform the data processing [14]. In this 
IoT based cyber physical frameworks, engineers can collaborate from geographically 
distributed locations and share resources as part of an agile collaboration process; 
they can interact with CPS resources using computers and/or thin client such as smart 
phones and tablets.The main cyber physical tasks were modeled using Extended En-
terprise Modeling Language (eEML) shown Figure 3. The overall ‘mini’ life cycle 
activities in this cyber physical collaboration includes obtaining target micro design, 
generating assembly plan, developing path plan for assembly,performing assembly 
simulation and analyze using VR, assembling micro device and updating WIP/ as-
sembly outcomes. The resources in this Cyber Physical implementation include the 
following (figure 1): assembly / path planning modules, VR based simulation envi-
ronments (to analyze assembly/path plans, etc.), assembly command generators, ma-
chine vision based sensors/cameras (for guiding, monitoring physical assembly) and 
physical micro assembly equipment (to assemble the target micro designs). An over-
view of some of these resources is provided in the following sections. 

 
Assembly Planning: The assembly planning module aims at determining the optimal 
assembly sequence to be completed by the micro gripper using various cyber physical 
resources for the assembly of micro devices. The outcome of the assembly plan gen-
erated is input to the Virtual Reality based assembly simulation environment. The 
Greedy Algorithm (GRA) is used to generate near optimal assembly sequences for the 
assembly planning module. Typically, a GRA seeks to make a locally optimal choice 
that looks best (at that current state) which help identify a nearly optimal global solu-
tion; this is the origin of the term ‘greedy’ in the context of a GRA. The key steps of 
such an algorithm are summarized below for the assembly of micro: 

1. Initialize the distance d (i, j) between any point (i) and point (j) where i, j ∈ {0, 1, 
2…n}. 

2. Find the point (k) which is the shortest distance to Home Point (0); then the total 
distance T (0, n) = d (0, k) + T (k, n).  

3. Next, we need to find the solution of sub-problem total distance T (k, n). Find the 
point (m) which is the shortest distance to Point (k); then sub-problem total dis-
tance T (k, n) = d (k, m) + T (m, n).  

4. Likewise, we can get the solution of sub-problem T (m, n) as step 3; T (m , n) = d 
(m, p) + T (p, n) where point (p) is the shortest distance to the point (m);    

5. Using the above recursive algorithm, we can determine the total traveling distance 
(which is also the shortest distanced travelled during a candidate assembly se-
quence) corresponding to a feasible assembly sequence and path plan. 

 
Virtual Assembly Analysis Environments: A set of advanced Virtual Reality (VR) 
based simulation environments was built using Unity3D platform to assist the analysis 
of the assembly/path plans interactively by engineers from different locations. The 
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distributed engineers used the Next Internet (being developed under GENI) to pro-
pose, compare and modify assembly /path plans rapidly. The high gigabit data  
relating to these VR images were transmitted using this Next Generation Internet 
technology. Figure 2 is an example showing a view of the virtual environment with an 
avatar to help engineers and users interact with it; the VR assembly analysis environ-
ments were built using Unity 3D engine, C# and Java. Through these interactions, the 
most feasible assembly plan was identified. Subsequently, a different module in the 
cloud generated the various physical robot assembly commands based on the out-
comes of the simulation analysis and assembly; these were then communicated to the 
work cell (in Stillwater, Oklahoma) selected to assemble the target micro designs. 

 
Physical Resources: Two physical work cells are available in Stillwater for physical 
assembly which were part of this Cyber Physical Test Bed (CPTB). Work cell 1 has 
an assembly plate, cameras, and an advanced micro gripper. The base support of the 
assembly area has two linear degrees of freedom in the X axis and Y axis and one 
rotational degree of freedom. The gripper of the work cell can move in the Z axis. 
This work cell is capable of assembling micron-sized parts rapidly automatically us-
ing machine vision cameras. A second work cell was also part of this cyber physical-
with a shape memory alloy based gripper and an assembly plate with 3 linear degrees 
of freedom along with cameras is also available. Figure 4 shows a view of one of the 
physical micro assembly cells used in this CPTB. 
 

 
Fig. 3. Overview of the main cyber physical tasks in the collaborative framework 

 
Fig. 4. (left): a physical micro assembly cell     Fig. 5. a, b (middle/right): micro assembly tasks 
in progress 

Top view during micro assembly

Side view during 
micro assembly

Micro
gripper

Micro cam
(target part)
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4 Discussion and Test Cases 

In our implementation, the cyber physical resources collaborated using the IoT cloud 
framework discussed in previous sections; user inputs were given through the web; 
subsequently, assembly plans were generated which were then compared and mod-
ified using the VR based simulation environments; finally, the validated plan was 
assembled using physical work cells. Several target micro and meso assembly designs 
(figure 5 a, b) were assembled using the implemented cyber physical framework; 
meso/micro composite part designs were built to study the capabilities of the two 
work cells; While there is no universally accepted definition of Meso assembly, we 
use the term meso scale to include part sizes greater than 1 mm, with accuracies 
greater than 25 microns. 

The IoT based framework outlined in this paper is a step towards ubiquitous com-
puting where engineers and users will not be required to have computing resources to 
accomplish engineering tasks; instead, they will be able to access and use resources in 
a ‘cloud’ through thin clients to conduct engineering activities. The approach devel-
oped uses a cloud based approach which seeks to make it easier for engineers who 
may be geographically distributed (and collaborating from different parts of the 
world) be able to conduct simulation and physical engineering activities using next 
generation Internet technologies.  

Two rounds of validation was conducted. In the first set of collaborative activities 
(within the US), users at multiple locations (3 locations including Stillwater, Tulsa 
and Washington DC) were able to interact and collaborate on the assembly planning, 
path planning and gripping approach activities through the cloud based framework; 
they were able to propose, compare and modify assembly plans which could be visua-
lized and studied using the Virtual Reality environments. Subsequently, during the 
physical assembly activities, the monitoring cameras were able to share the progress 
of the assembly tasks through the cloud based framework. In the second round of 
validations, we tested the robustness of the overall cloud based approach with users in 
France (ENSAM, Aix En Provence) interacting with engineers in Stillwater (USA). 
This inter-continental demonstration involved supporting collaborative activities in-
cluding proposing/modifying assembly plans and studying the alternatives using si-
mulation based environments. This was a milestone achieved as it highlighted the 
capabilities of the Next Internet across continents. 

Cyber physical frameworks hold significant potential in support agile collabora-
tions in industry; when customer requirements changes, adoption of such cloud based 
frameworks enables engineers and manufacturing partner organizations to exchange 
and interact using thin clients, computers and other devices that are part of the IoT 
landscape. The emerging Next Internet enabled the sharing of data and information 
among the distributed teams. 

5 Conclusion 

This paper outlined an IoT based framework to support collaborations among distri-
buted partners in engineering and manufacturing contexts. This is being used as basis 
to develop a more comprehensive Cyber Physical Test Bed for the emerging domain 
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of micro assembly. In most situations, micro devices assembly (MDA) resources are 
not located at a single organization; resources will be distributed among different 
organizations across different locations. For this reason, an IoT based framework is 
needed to support the collaborative and rapid assembly of micro devices. A cloud 
based approach was used to facilitate the collaboration of the various cyber physical 
components using advanced cyber infrastructure (related to the Next Internet as part 
of the GENI initiative). 

Our cyber physical framework enabled the sharing of engineering resources using 
next generation Internet technologies. Such ICE frameworks facilitate the realization of 
global virtual enterprises where collaboration between distributed partners is possible 
especially when responding quickly to changing customer requirements. As IoT devices 
become ubiquitous, such interfaces and thin clients are expected to play an important 
role in facilitating collaborations in advanced manufacturing.  The use of cloud technol-
ogies also helped in the design of this IoT based framework; with the popularity of such 
technologies in industry today, the next wave of manufacturing collaboration is under-
way which will further enable national and global collaborations. 
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Abstract. This paper presents how an existing approach to business process 
management, Subject-oriented BPM (S-BPM), provides a foundation for seam-
lessly integrating processes in production enterprises, from business processes 
to real-time production processes. The applicability of S-BPM is based on its 
simplicity and encapsulation of separate process domains. This supports agility 
as all stakeholders can be engaged and the effects of changes can be limited to 
individual modules of the process. An application and tool support developed in 
an ongoing European research project are presented to illustrate the approach. 

Keywords: Seamless process integration · Smart factories · S-BPM · OPC UA 

1 Introduction 

As industry moves towards cyber-physical production systems (CPPS) and internet of 
things (IoT) manufacturing, the ways in which enterprise processes are conceptualised 
and executed are changing. Decentralising production using large numbers of inter-
linked cyber-physical production resources breaks up the traditional boundaries drawn 
between different process abstraction layers. Smart devices and processes at all levels 
in the industrial control hierarchy need to interact if the vision of vertically and hori-
zontally integrated production systems is to be realised [1, 2]. A number of integration 
approaches have been defined for this purpose, including IEC 62541 [3] and IEC 
62264 [4]. 

Despite the availability and wide acceptance of such standards, designing inte-
grated enterprise processes involving cyber-physical systems remains a challenge [5]. 
One issue is the lack of a process modelling language that is both understandable by 
all stakeholders and formally defined to allow model-driven execution. Most work on 
process modelling for production enterprises draws on existing approaches from the 
domains of software engineering and business process management (BPM). Examples 
include UML [6], BPMN [7, 8] and Petri Nets [9]. Yet, most of the current BPM ap-
proaches are not sufficiently formal to be immediately executed [10] and are difficult 
to be learned and applied by untrained modellers [11] such as business people and 
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shopfloor workers. In addition, the centralised control-flow paradigm underpinning 
these modelling approaches is at odds with the decentralised control advocated for 
smart factories [5, 12]. Small changes in the production process (e.g. when a new 
product variant needs to be manufactured) can be quite difficult to implement and 
verify in a monolithic (centralised) process model. As agility is a principal motivation 
for smart factories [12, 13], there is a need for alternative approaches to integrated 
process modelling. 

This paper shows that subject-oriented BPM (S-BPM) [14] provides such an ap-
proach. S-BPM has two distinguishing features that support agile processes: 

1. Simple yet formal notation: S-BPM provides a common (and executable) language 
for all stakeholders including process participants not trained in a specialised mod-
elling notation. 

2. Encapsulation: S-BPM supports modular process architectures as it separates the 
concerns of different process domains and encapsulates them in “subjects” that are 
loosely coupled via messages. 

Section 2 introduces S-BPM and highlights these features using examples from the 
business process domain. Section 3 explains how S-BPM can be applied for integrat-
ing business and production processes. Section 4 illustrates this approach based on 
prototypes developed within the Factories of the Future project SO-PC-Pro. Section 5 
concludes the paper. 

2 Subject-Oriented Business Process Management 

Subject-oriented Business Process Management (S-BPM) [14] was first proposed by 
Albert Fleischmann in 1994 [15]. Formally, the S-BPM approach is based on the par-
allel activity specification scheme (PASS) which extends elements of the Calculus of 
Communicating Systems by Milner and Communicating Sequential Processes by 
Hoare [14, p.289f], This approach differs from traditional process modelling methods 
in that it is based on a decentralised view: Processes are understood as interactions 
between process-centric roles (called “subjects”), where every subject encapsulates its 
own behaviour specification [11]. Subjects coordinate their individual behaviours by 
exchanging messages. Such a communication-based approach differs from traditional 
BPM paradigms that require the orchestration of activities via tokens being passed 
along a central control flow. Messages in S-BPM may include information at any 
level of granularity, from simple notifications or requests to complex data structures 
(referred to as business objects). 

2.1 Notation 

S-BPM models include two types of diagrams: A Subject Interaction Diagram (SID) 
specifying a set of subjects and the messages exchanged between them, and a Subject 
Behaviour Diagram (SBD) for every subject specifying the details of its behaviour. 
SBDs describe subject behaviour using state machines, in which every state represents 
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an action. There are three types of states in S-BPM: “receive” states for receiving  
messages, “send” states for sending messages, and “function” states for performing 
actions operating on business objects (i.e., actions performed without involving other 
subjects). Examples of a SID and a SBD are shown in Fig. 1 and Fig. 2, respectively. 
Details of the notational elements used can be found in [14]. 

 
Fig. 1. Subject Interaction Diagram (SID) showing the communication between subjects in a 
production context 

 
Fig. 2. Subject Behaviour Diagrams (SBD) showing the individual behaviours of the “Produc-
tion Planning” subject and the “Machining” subject. Their interconnections through pairs of 
“send” and “receive” actions are represented using double-headed arrows (not part of the S-
BPM notation). 

Subjects may be executed by human or computational actors [11, 13], including cy-
ber-physical systems or machines as indicated in Fig. 1 and Fig. 2. Their well-defined 
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semantics (based on Abstract State Machines [16]) allow for automatic translation into 
executable code, including PLC code represented using IEC 61131-3 [17]. 

The simple notation using only few building blocks allows domain experts without 
formal training in process modelling to readily create valid S-BPM models. This is a 
departure from traditional approaches such as BPMN that require either extensive 
training of all stakeholders or facilitation by an experienced modeller – both of which 
are time-consuming and costly. 

2.2 Encapsulation 

Another key characteristic of subject-oriented process models is encapsulation: Every 
subject in a process model encapsulates a behaviour specification for performing the 
particular functionality represented by that subject. This idea is reflected in the two 
types of diagrams in S-BPM. The SID shows only the black-box behaviours of a sub-
ject, representing only the messages received and sent. This is similar to the notion of 
a service in service-oriented architectures (SOA). The detailed behaviour of the sub-
ject is usually opaque; for interacting with that subject one only needs to know its 
functionality (denoted by the subject name) and the messages it can receive and send 
[18]. The internal behaviour of a subject as described in its SBD is usually visible and 
modifiable only by the owner of that subject. 

The benefit of subjects encapsulating their behaviours is that process models be-
come modular. Changes in the process can be realised more rapidly than using a 
monolithic process model, as individual modules (i.e. subjects) can be modified with-
out necessarily affecting other subjects. In addition, the responsibilities for providing, 
monitoring and adapting the functionality of different subjects can be clearly as-
signed, usually to the respective subject owners. 

To illustrate the effect of modularity in subject-oriented process models, consider the 
example shown in Fig. 3. Here a “Vacation Requestor” subject (owned/executed by  
 

 
Fig. 3. A vacation process in which business and IT domains are integrated via encapsulation of 
subject behaviours 
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a company employee) sends a vacation request to a “Vacation Approver” subject 
(owned/executed by the employee’s manager) who sends back either an approval or a 
rejection message. In case of approval, the “Vacation Approver” subject additionally 
notifies the “Enterprise Resource Planning” subject. That subject is owned by an IT 
expert, and its behaviour is executed by an SAP system. 

If there are changes in the way the approved vacation request needs to be managed 
by the “Enterprise Resource Planning” subject, the IT expert can modify the internal 
behaviour of that subject without the other subjects (and their subject owners) having 
to know or care about – at least as long as the type of message (or the specific busi-
ness object) conveyed to the subject is not affected by the change. 

3 Vertical Process Integration Based on S-BPM 

The concept of encapsulation can be applied to the vertical integration of enterprise 
processes across the different levels of the automation pyramid. The IEC 62264 con-
trol hierarchy [4] is shown on the left-hand side of Fig. 4. This hierarchy represents 
the processes in production companies at four levels: field instrumentation control 
(Level 1), process control (Level 2), manufacturing operations management (Level 3), 
and business planning & logistics (Level 4). As these levels impose distinct require-
ments on processes with respect to real-time processing, data storage, safety and secu-
rity, the development of models and systems at each level has been undertaken rather 
independently. This has resulted in poorly integrated applications especially between 
the Low Level Control domain (LLC, i.e. Levels 1 and 2) operating in real time and 
the High Level Control domain (HLC, i.e. Levels 3 and 4) operating in non-real time. 
Systems developed for LLC include Programmable Logic Controllers (PLCs), and 
systems for HLC include ERP, MES and BPM systems. 

 
Fig. 4. Seamless process integration across the IEC 62262 control hierarchy (image adapted 
from [1]), based on subjects encapsulating domain-specific behaviours 



82 U. Kannengiesser et al. 

A generic S-BPM process model is shown on the right-hand side of Fig. 4, encap-
sulating a LLC behaviour in a “PLC” subject. That subject is owned by an automation 
engineer, and its behaviour is executed by a workflow engine that communicates with 
a PLC via the OPC UA (IEC 62541) [3] standard. 

When changes in LLC processes become necessary (e.g. when the control software 
of a production machine needs to be reconfigured), they can be easily managed by 
modifying the internal behaviour of the PLC subject and checking whether messages 
with other subjects need to be adapted. If messages need to be changed, the respective 
subject owners (e.g. a business person and an automation engineer) must come to an 
agreement on the specific message adaptations. However, they do not need to know 
about the detailed internal behaviour of each other’s subjects. 

4 Prototype 

An interface to the OPC UA standard has been developed for the S-BPM tool Me-
tasonic Suite (www.metasonic.de/en) within the EU FP7 funded project SO-PC-Pro 
(www.so-pc-pro.eu). The basic features of the interface have been derived from the 
structure of the OPC UA standard [3]. OPC UA applies the fundamental client-server 
concept to implement the interaction between different communication partners, e.g. a 
workflow engine and a plant floor PLC. To allow requesting services provided by an 
OPC UA server or within a network of OPC UA servers, OPC UA defines an Ad-
dressSpace model. In such an AddressSpace an OPC UA server defines which con-
tents (i.e. nodes representing objects, variables, methods etc. for real objects) are visi-
ble/editable for clients. Servers also allow clients to monitor attributes and events at 
the server. Every client can subscribe to the attributes and events it is interested in and 
will then be notified accordingly. 

Fig. 5 illustrates the basic features of the prototype using a schematic representa-
tion for the interplay between the behaviour of a “PLC subject” in the Metasonic 
Suite and a PLC addressable via an OPC UA server. Using the prototype, one basi-
cally may (1) configure the endpoint of the server, (2) configure the relevant node 
(e.g. variable, method, and event), (3) read/write variables from/to business objects, 
(4) invoke methods on the server, and (5) subscribe to data changes or events pro-
vided by the server. 

The application of the prototype can be illustrated using a simple LED-light 
switching example. Here the LED lights ‘green’, ‘yellow’, and ‘red’ of a concrete 
PLC are configured as accessible Boolean variables on an OPC UA server. Further-
more, an S-BPM process for switching the LED lights is defined as shown in the SID 
in Fig. 6. This process comprises two subjects: The “Light Management” subject 
specifies the actions relevant for human users (which may be interpreted as a HLC 
process), and the “Light Controller” subject specifies the behaviour for switching 
on/off the lights and querying the current light status from the OPC UA server (which 
may be interpreted as a LLC process). 
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Fig. 5. Schematic feature representation of the OPC UA interface 

 
Fig. 6. Subject Interaction Diagram (SID) of a light switching process 

The configuration for accessing the OPC UA services is done by using a so-called 
“refinement template” in Metasonic Suite: a GUI for configuring data interfaces to 
external systems. The concrete OPC UA refinement template shown in Fig. 7 allows 
(i) reading values from a PLC and store them in a business object and (ii) writing 
concrete values of a business object to variables of a PLC. The template thus facili-
tates configuring the concrete OPC UA server endpoint that provides the desired vari-
ables. Furthermore, one needs to choose the action and the relevant business object 
before mapping variables to each other. The user interface shown in Fig. 7 allows 
mapping multiple PLC variables to different fields of business objects. 

After modelling and configuring all subject behaviours, the process can be exe-
cuted in Metasonic’s workflow engine. A screenshot of the generic user interface for 
executing the LED light switching process is shown in Fig. 8. In the example a user 
may choose one of three options: (1) set lights, (2) request light status, and (3) quit. 
When clicking “Set lights” the user will proceed to the step “Turn lights on/off” in 
which the status of the LED lights can be set as desired (i.e., on or off). The desired 
status will then be sent to the “Light Control” subject that writes this status as a value 
to the configured OPC UA server at runtime. 
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Fig. 7. Refinement template for reading/writing values from/to an OPC UA server variable 

 
Fig. 8. Executing the light switching process (from the user’s perspective) 

The presented OPC UA interface is at the prototype stage. It has been tested within 
four different application scenarios. In the first application scenario a process for 
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managing sun-blinds in a smart home has been modelled and executed. In the second 
scenario the prototype has been used to manage room lights in offices at different 
locations. In the third scenario, the power consumption of production machines in a 
medium-sized manufacturing company has been measured and analysed for process 
control and improvement. In the fourth scenario, an assembly process has been mod-
elled in which the stress level of a worker (measured using a wearable sensor) is indi-
cated by LED lights (green | yellow | red). Ongoing work comprises the conduction of 
user tests to improve the user interface and get feedback from process modellers in 
the field business information systems. 

5 Conclusion 

In his seminal paper on smart factories Zuehlke [12] concludes with a list of recom-
mendations for future research and development: 

 “reduce complexity by strict modularization and lean technologies, 
 avoid centralized hierarchies in favour of loosely linked decentralized structures 

consisting of self-adapting modules, 
 allow for self-organization on the system level wherever possible, […] 
 create and apply standards to all levels of the automation pyramid in order to re-

duce planning effort and allow re-use of components, 
 and in the end: develop technologies for the human. A deserted factory is an aber-

ration!” 

The approach described in this paper follows these recommendations as it uses the 
modular, decentralised and simple modelling concepts provided by S-BPM, and inter-
faces with the OPC UA standard. Applying the approach across the entire enterprise 
can thus lead to process integration that is consistent with the foundational ideas of 
smart factories. This is a major condition for supporting agile processes in these facto-
ries and realising associated business models. 
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Abstract. With the development of globalization and information technology, 
service oriented technologies and enterprise networks are arising quickly. 
Supply chain management, virtual enterprise, dynamic alliance, e-business and 
so forth are leading intra enterprise management and networked enterprise 
management to the enterprise networks management and integration. At the 
same time, Service Oriented Architecture (SOA) triggers series of servicization 
progresses in enterprise management, inter enterprise cooperation, manufactur-
ing process, as well as IT related infrastructures. CEN/TC 310/WG 1 is devel-
oping the Service Modelling Language (SML) for Virtual Manufacturing En-
terprises (VMEs). Based on Model Driven Architecture, SML tries to specify 
the Business Service Modelling (BSM) level of the Model Driven Service En-
gineering Architecture (MDSEA). In the paper, MDSEA and SML are extended 
for enterprise networks integration. A three levels modelling framework includ-
ing business process modelling, service process modelling and operation 
process modelling are introduced. The Collaboration Point (CP) concept is de-
veloped to describe cooperation mechanism between enterprises so as to over-
come the process and data fragmentation caused by enterprise organizational 
boundaries. The model mapping method among the three levels are also pre-
sented in the paper. 

Keywords: Service · Modelling · Enterprise network · Integration 

1 Introduction 

With the development of globalization and information technology, service oriented 
technologies and enterprise networks are arising quickly. With the development of big 
data, internet of things and cloud computing, the two trends are changing the features 
of manufacturing: 

 Supply chain management, virtual enterprise, dynamic alliance, e-business and so 
forth are leading intra enterprise management and networked enterprise manage-
ment to the enterprise networks management and integration; 

 At the same time, Service Oriented Architecture (SOA) triggers series of serviciza-
tion progresses in enterprise management, inter enterprise cooperation, manufac-
turing process, as well as IT related infrastructures. 
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In order to overcome the complexity of enterprise network integration, CEN/TC 
310/WG 1 is developing the Service Modelling Language (SML) for Virtual Manu-
facturing Enterprises (VMEs). Based on Model Driven Architecture, SML tries to 
specify the Business Service Modelling (BSM) level of the Model Driven Service 
Engineering Architecture (MDSEA) [1]. 

In order to answer all requirements of enterprise network integration from business 
modelling, analysis and design to integrated distributed manufacturing system de-
ployment and implementation, the original SML shall be extended. 

In the paper, MDSEA and SML are extended for enterprise networks integration. A 
three levels modelling framework including business process modelling, service proc-
ess modelling and operation process modelling are introduced. The Collaboration 
Point (CP) concept is developed to describe cooperation mechanism between enter-
prises so as to overcome the process and data fragmentation caused by enterprise 
organizational boundaries. The model mapping method between the three levels are 
also presented in the paper. 

2 State of Art 

Enterprise modelling methods have been developed for a long time. There are several 
modelling methods that have been applied widely in system integration projects. 
KBSI developed IDEF0 and IDEF3 methods to describe the relations among func-
tional activities and business processes [2,3]. IDS-Scheer developed ARIS™ and 
Event Process Chain (EPC) to describe business processes with the related enterprise 
information, resources, organization and products [4]. UML is widely used as com-
puter aided software engineering tools [5]. DFD is a traditional method to program 
operation processes [6]. 

In order to use models in system operation stage and reduce the complexity of sys-
tem implementation and system adjustment, some enabling methods are developed: 
Workflow and related technology, BPMN/BPML (Business Process Modelling Nota-
tion / Business Process Modelling Language) for business process management [7], 
PSL (Process Specification Language) for process model information transformation 
[8], BPEL (Business Process Execution Language) for Web service application [9]. 
BPEL is developed to orchestrate services and deploy the solution as a Web service. 

In order to present a systematic framework to support enterprise modelling based 
systems engineering, series of system architectures are developed. Zachman Frame-
work, ARIS, CIMOSA, PERA and GERAM are the widely accepted some. Model 
Driven Architecture (MDA) describes a methodology to design and develop a soft-
ware system step by step based on modelling and model mapping. Based on MDA, 
MDSEA presents a three levels modelling framework: business service modelling, 
technology independent modelling and technology dependent modelling [1]. 

In the “Service Modelling Language Technical Specification” developed by 
CEN/TC 310/WG 1, business service modelling (BSM) level modelling constructs 
and relationships are defined, some templates are also developed in the specification. 
However, the specification does not define the bottom two levels modelling methods, 
and it does not discuss how to map models from one level to another one. Therefore it 
is necessary to extend relative methods to present a total solution to model based en-
terprise network integration. 
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3 Service Oriented Modelling Framework for Enterprise 
Networks Integration 

In the authors’ research, the MDSEA is extended as the process modelling architec-
ture depicted in Fig.1. The levels depict business process modelling across partner 
companies, service process modelling in every collaboration point, and operation 
process modelling (orchestration modelling) for service implementation [10,11]. 

Business process modeling with collaboration points

Service process modeling in collaboration points

Operation modeling and services orchestration

Atom web serviceAtom web service

Services deployment in different domains 

Modeling

Deployment

Supplier Company Customer CompanyMidfielder Company

 

Fig. 1. Process model-driven mechanism of extended MDESA 

(1) Business process modelling presents a model for operating businesses. Based 
on the model, analysts can identify collaboration points (CPs) that are shared by a 
company and its partner companies, so as to reduce modification of original business 
processes and information systems (ISs). 

(2) Service process modelling depicts detailed operations in a CP. It distinguishes 
web services located in outside ISs and intra-ISs and designs a flow to integrate these 
web services together. 

(3) Service orchestration transfers service process models to a BPEL-based opera-
tion model so that codes can be generated. 

UML (unified modelling language) is the core modelling language of MDA. It pre-
sents a set of modelling languages for object-oriented programming. It is a computer 
aided software engineering tool. However, there is still a gap between the business 
model and software model in the MDA. UML is not suitable for business modelling, 
and it cannot be run directly. Currently, no modelling language can satisfy the require-
ments from business logic to computing logic. Therefore the extended MDSEA includes 
three-layer models: an extended event-driven process chain, UML and BPEL. 
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Intral business process

Partner business process

Business Process Model

Activity Event Junction Timing 
relationship

Collaboration point

Service Process Model

Junction

Operation Process Model

Start End Receive Reply Assign Invoke Flow Switch Case Partnerlink

Process step Timing 
relationship

Service Service access

 

Fig. 2. Meta model of the three levels process modelling 

To describe and design business logics among intra-enterprise ISs and their part-
ners, an extended process modelling technique which is based on the concept of col-
laboration point (CP) is developed [11,12,13,14]. CP is located on the boundary of 
various computing environments. It presents the interface for process interoperations 
to cross over different computing environments as shown in Fig.1. The interface can 
support data exchange, command transferring, and monitoring.  

Inside a CP, there is a complex operating logic that needs to be modelled and ana-
lyzed. CPs are realized as a set of web services, their operation/service modelling 
method is based on several common graphic symbols in UML. Detailed texts can be 
supplements besides the graphic language [11]. 

BPEL is a web service orchestration language. It presents sophisticated concepts and 
methods to link web services together and offer a complex function. Based on the con-
cepts of BPEL, a service process can be transferred to a service orchestration model. 

The meta-model of extended MDSEA process modelling is shown in Fig.2, in 
which constructs and their relationships are depicted. To simplify the meta-model, 
notations’ relationships of operation process modelling are not shown in Fig.2. Their 
syntax and semantic rules can be found in BPEL technical documents [8,9]. 

4 Business Process Modelling Language for Enterprise 
Networks Integration 

In enterprise network environments, an enterprise has business processes within its 
boundary. Some of these processes may interoperate with business processes of its 



 Extended Service Modelling Language for Enterprise Network Integration 91 

partners in enterprise networks. Therefore, it is necessary to develop a mechanism to 
define the associations between different scenarios.  

Collaboration Point is located on the boundary of scenarios that presents the in-
terface for processes interoperation cross over different scenarios as shown in Fig. 3. 
The interface can support data exchange, command transferring, monitoring and so 
forth. It can be realized as a web service invoking interface, an agent or a broker. 

 

 
Fig. 3. Collaboration points between scenarios 

In enterprise network environments, it is hard to design intra business processes 
with partner enterprises processes jointly. Few of partner enterprises will customize 
their service logic to satisfy a single enterprise’s requirement. It is also very difficult 
to adjust the enterprise’s business processes and ISs. Therefore, CPs will combine 
processes in different scenarios and minimize modifications of these processes. 

While integrating cross scenarios processes, in order to keep integrity of business 
logics, the CP is not a simple API access or web services invoking. CPs include com-
plex operating logics to complete a series of operations. These operations, including 
cross scenarios accesses, could be encapsulated as web services. Based on the APIs 
library of cross scenarios, through services encapsulation of APIs, services development 
and orchestration, the orchestrated process service will realize the function of a CP. 

5 Service Process Modelling in Collaboration Point 

Inside a CP, there is a complex operating logic which needs to be modelled and ana-
lyzed. Because CPs are realized as web services, its operation/service modelling 
method is based on several common graphical symbols in UML. Detailed texts can be 
supplements besides graphical language. The major model elements and model ex-
pressions list as follows [11]: 
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(1) Use UML Class Diagram to express services, as shown in Fig.4. Service names 
and operations are marked respectively in the Class Diagram. Service names need to be 
nouns or gerunds, such as “order service”, “order information enquiry service”. General 
names for operations are verb phrases, such as “enquire order information”. 

 
Fig. 4. Single service 

(2) UML Collaboration Diagram expresses the relationship between services and 
service users, as shown in Fig.5. Services and service users are connected by double 
arrowed solid lines, showing the interactive relationship between them. If the service 
includes a number of operations, then the operation called by users is isolated from 
other operations. Receiving and sending messages are noted above and below the 
lines and the arrows indicate the direction of the transmission of information. 

 
Fig. 5. Interactive relation between services and service users 

(3) Combining the ideas of UML Activity Diagram and Collaboration Diagram, 
we express the interactive relationship between process services and their member 
services, as shown in Fig.6. The relationship diagram of services and service users is a 
basic form. The process service acts as the public service user of all the member ser-
vices, and it calls the operation in a certain member service in a specific process step, 
 

 
Fig. 6. Interactive relationship between process services and their member services 
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in other words, the operation in a member service achieves a specific process step. To 
express the relationship clearly, we draw the business process model by using UML 
Active Diagram and connect services and corresponding process steps with arrowed 
solid lines, showing that the process steps are achieved by this service operation. 

6 Operation Process Modelling and Model Mapping Method 

Operation/service model describe the operating logic in a CP. In order to implement 
the model, based on principles of MDA, the service process model shall be mapped to 
a run-time model and then transferred to run-time codes. 

BPEL is a web service orchestration language. It presents a serious concepts and 
methods to link web services together and offers a complex function. Based on the 
concepts of BPEL, we developed a new service orchestration notations and language. 
Deferent from BPEL, the graphic description of services orchestration is mapped 
directly to Java codes and then deployed as standard web service. The notations of the 
orchestration language and related illustration are shown in Tab. 1. 

Table 1. Notations of service orchestration method 

Activity Icon Function 
Start 

 
Represent the beginning of a orchestration service 
process 

End 
 

Represent the end of a orchestration service proc-
ess 

Receive 
 

Do a blocking wait for a matching 
message to arrive 

Reply 
 

Send a message in reply to a message that was 
received through a <receive>. 

Assign 
 

Update the values of variables with new data. 

Invoke 
 

Invoke a web service. 

ParnterLink 
 

Represent a called web service 

Flow 
 

Specify one or more activities to be performed 
concurrently. 

Switch 
 

Select exactly one branch of activity from a set of 
choices. 

Case 
 

Condition that one branch could run 

Based on above concepts, a service process shown in Fig. 6 can be transferred to 
a service orchestration model, as shown in Tab. 2. 
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Table 2. Transformation from service processes cross over scenarios to services orchestration 
model 

Semantic 
Transfor-
mation 

Notation Replacement Note 

Process 
step 

 

Process step is 
mapped to Assign 

Service  
access 

 

Collaboration 
point means there is 
an interface between 
two business proc-
esses. It can be re-
placed by an Invoke 
action with a Partner-
Link which represents 
service access.  

AND  
Junction 

The couple of 
AND junctions can be 
transferred to a pro-
gram sequence started 
with Flow.  

 

XOR  
Junction 

The couple of 
AND junctions can be 
transferred to a pro-
gram sequence started 
with Switch and 
Cases. 

 
Similar to the service orchestration, the business logic/flow editor can link ser-

vices encapsulated from different applications in different ISs to form a complete 
automatic flow for a business process. 



 Extended Service Modelling Language for Enterprise Network Integration 95 

7 Cases Studying 

The authors’ research team implemented the modelling architecture and methodology 
in several projects. Detailed technologic discussion can be found in the authors’ pub-
lished papers. 

In the reference [10], the modelling architecture with relative integrating platform 
is implemented in a grain trade e-marketplace construction project. In the same paper, 
a call centre information/service convergence project is also discussed.  

The methodology is also used to solve problems of multi public cloud services  
integration [13,14]. 

8 Summary and Conclusion 

In order to model inter processes collaborations among intra ISs and partner enter-
prises’ ISs, the extended MDSEA for enterprise network integration has three model-
ling levels: business process modelling cross multiple scenarios with CPs, service 
process modelling within a CP, and services orchestration / operation process model-
ling to implement the CP. 

Business process modelling presents a view to understand how the business system 
operated. Based on the model, analysts can find out CPs between the enterprise and 
its cloud vendors, so as to reduce modification of these business processes. 

Operating/service logic modelling presents a view to understand how the CP can 
realize processes integration across public clouds and intra ISs, with which web ser-
vices are distinguished and identified, and the flow logic among web services is also 
decided. 

Based on the three levels modelling architecture, cross scenarios process integra-
tion principle is linked with its software realization. 

Acknowledgements. This work is sponsored by the China High-Tech 863 Program, 
No. 2001AA415340 and No. 2007AA04Z1A6, the China Natural Science Founda-
tion, No. 61174168, the Aviation Science Foundation of China, No. 20100758002 and 
20128058006. 

References 

1. CEN/TC 310/WG 1: Service Modelling Language Technical Specification V1.1, February 
13, 2015 

2. KBSI: IEEE Standard for Functional Modeling Language – Syntax and Semantics for 
IDEF0. IEEE Std 1320.1-1998. IEEE (1998) 

3. Mayer, R.J., Menzel, C.P.: Concurrent Engineering (IICE) IDEF3 Process Description 
Capture Method Report. KBSI Co. (1995) 

4. Scheer, W.A.: Architecture for Integrated Information System. Springer-Verlag (1992) 
5. Rumbaugh, J., Jacobson, I., Booch, G.: The Unified Modeling Language Reference  

Manual, 2nd edn. Addison-Wesley (2004) 



96 Q. Li et al. 

6. Yourdon, E.: Just Enough Structured Analysis (2006). http://www.yourdon.com/ 
7. BPMI.ORG: Business Process Modeling Notation (BPMN), Version 1.0. Business Process 

Management Initiative (2004) 
8. Schlenoff, C., Gruninger, M., Tissot, F., Valois, J., Lubell, J., Lee, J.: The Process Specifi-

cation Language (PSL) Overview and Version 1.0 Specification. National Institute of 
Standards and Technology. http://www.mel.nist.gov/msidlibrary/doc/nistir6459.pdf 

9. Andrews, T., Curbera, F., Dholakia, H., Goland, Y., et al.: Business Process Execution 
Language for Web Services, Version 1.1. http://www.oasis-open.org/ 

10. Li, Q., Zhou, J., Peng, Q.R., Li, C.Q., Wang, C., Wu, J., Shao, B.E.: Business processes 
oriented heterogeneous systems integration platform for networked enterprises. Computers 
in Industry 61(2), 127–144 (2010) 

11. Li, Q., Wang, C., Wu, J., Li, J., Wang, Z.Y.: Towards the business–information technolo-
gy alignment in cloud computing environment: anapproach based on collaboration points 
and agents. International Journal of Computer Integrated Manufacturing 24(11),  
1038–1057 (2011) 

12. Li, Q., Wang, Z., Li, W., Cao, Z., Du, R., Luo, H.: Model-based services convergence and 
multi-clouds integration. Computers in Industry 64(7), 813–832 (2013) 

13. Li, Q., Wang, Z.Y., Cao, Z.C., Du, R.Y., Luo, H.: Process and data fragmentation-oriented 
enterprise network integration with collaboration modelling and collaboration agents.  
Enterprise Information Systems, (ahead-of-print), 1–31 (2014) 

14. Li, Q., Wang, Z.Y., Li, W.H., Li, J., Wang, C., Du, R.Y.: Applications integration in a  
hybrid cloud computing environment: modelling and platform. Enterprise Information 
Systems 7(3), 237–271 (2013) 



SAIL: A Domain-Specific Language
for Semantic-Aided Automation of Interface

Mapping in Enterprise Integration
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Abstract. Mapping elements of various interfaces is one of the most
complex tasks in enterprise integration. Differences in the ways that
these interfaces represent data in lead to the need of conflict detection
and resolving. We present an approach where a structural model of the
interfaces can be annotated with a semantic model and used together to
(semi-)automate this process. A domain-specific language (DSL) is pro-
posed that can be used to specify criteria for interface element mapping,
define conflicts with steps for their resolution if possible, and how the
resulting mappings will be translated into expressions needed for code
generation. This DSL is intended to give the user the possibility to cus-
tomise a prototype tool (which we have presented earlier) enabling us to
practically test our approach and yield a real-world runnable implemen-
tation. Code generated by this tool is deployable to an enterprise service
bus (ESB).

Keywords: Enterprise integration · Domain specific language · Ontol-
ogy · Semantic conflicts · ESB · Model-based

1 Introduction

In [18] we have proposed a framework that can be used to automate mapping
of interfaces involved in an enterprise integration scenario by adding semantic
description (in form of ontologies) to the structural model of involved systems.
There are many criteria that can be used to determine mappings in such a model,
some of which are shown here (see section 3) and semantic conflicts exist that
can occur in the mapping process. It would be extremely difficult to foresee
all such possible criteria or conflicts in the context of any integration scenario.
This is why we have made our framework extendible. New components for the
framework (interface element matchers, conflict detectors and output expression
builders) can be defined by means of traditional object oriented programming.
In this paper we present a language called SAIL: Semantic-Aided Integration
c© Springer International Publishing Switzerland 2015
I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 97–106, 2015.
DOI: 10.1007/978-3-319-26138-6 13
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Language. This language allows the mentioned components to be described,
generated and used in the solution without having to be implemented in a general
purpose programming language and are available without having to rebuild the
entire application. We test the language by writing a specification for previously
manually implemented components.

The architecture overview of the automatic mapper is shown in 4. The frame-
work is implemented as an extension and modification of an open source tool
Talend Open Studio for ESB1 (TOS) evaluated in [12]. The tool itself allows the
user to model an integration scenario (called a job in TOS). The job can be used
to generate code that is runnable directly in TOS or deployable to a standalone
ESB runtime. We have customized one of the transformation components avail-
able in TOS. This component, the tXMLMapper, is used to map elements of one
or more input interfaces to one or more output interfaces. Our implementation
enhances the Auto Map feature of this component that was originally able to
make mappings automatically only if the interface elements have the same name.
We let the user annotate system interfaces that otherwise lack semantic descrip-
tion with elements of an ontology. We then use this semantically enhanced model
to automate the mapping and conflict resolution process.

We note that modelling ontologies themselves is not the scope of our work. We
treat ontologies as a source of semantics for involved systems, but we assume that
the ontology modelling process has already been performed, including potential
reasoning and merging, and that there is a single ontology describing all of the
involved systems.

Fig. 1. A TOS job showing automatically established mappings

2 Related Work

A survey in [6] shows the architectures and technologies for integrating dis-
tributed enterprise applications, illustrating their strengths and weaknesses, and
1 http://www.talend.com/products/talend-open-studio

http://www.talend.com/products/talend-open-studio
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identifies research trends and opportunities in this increasingly important area.
In [11] a framework is given for conflict analysis and composition on the com-
ponent level. Components that originate in object oriented middleware are rep-
resented canonically on common denominator basis. The framework is model
based. A classification of semantic conflicts is given in [15]. Three dimensions
are used for classification: naming, abstraction and level of heterogeneity. One
(meta)model-based platform for integration is given in [10] along with the
accompanying methodology. It allows for a tight cooperation with the domain
expert. The platform enables semi-automatic conflict analysis. An approach
called ODSOI (Ontology-Driven Service-Oriented Integration) was proposed in
[7] to address some problems of enterprise integration for large, dynamic enter-
prises requiring scalability. They have suggested a topology of web services and
ontologies along with a vision of an integration framework. Following Model-
Driven Architecture and using a Domain Specific Language (DSL) was proposed
in [17]. A DSL called Guaraná was proposed for design and automatic deploy-
ment of integration solutions. Another DSL for EAI called Highway is presented
in [9]. It is based on Apache Camel and Clojure. An executable DSL that is
platform-independent and message-based is described in [16]. In [3] chapter 10
discusses using Ontology Architectural Patterns for semantic enterprise inter-
operability. A look at detecting semantic conflicts in Web services and Service
Oriented Architecture in general when heterogeneous data is exchanged is given
in [1]. A step-by-step methodology that explains how to achieve enterprise inte-
gration, taking into account different interoperability views like business, process,
human resources, technology, knowledge and semantics is described in [2]. In [8]
the NEGOSEIO framework is presented, enabling service-based interoperabil-
ity with semantics and business understanding. It uses reference ontologies for
achieving this goal. In [14] it is shown how to integrate Big Data using Talend
Open Studio. An ontology-based information integration with a local to global
ontology mapping in order to solve semantic problems when integrating hetero-
geneous data sources is proposed in [4].

3 The Mapping Process

First, we ask the user to annotate the model of the integration scenario with
elements from the ontology which describes involved systems. Each element of
the involved interfaces (schema column in TOS) may be annotated with one
or more ontology elements. In this way the structural model is enriched with a
semantic description. We allow multiple input and multiple output schemata to
be involved in each mapping. The automatic mapping process in our approach
is divided into following phases: finding mapping candidates, conflict detection
and resolution, output expression building and code generation.

Mapping Criteria. The process of finding possible mappings consists of
traversing each output element of each output interface and examining the pos-
sibility of mapping it to each input element of each input interface. Determining
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if these pairs should constitute a mapping candidate is done by subjecting it to
criteria such as described in Table 1. Each pair may suffice zero, one or more of
these criteria. If more than one match is found, their interaction will be examined
in the conflict resolution phase.

Table 1. Mapping criteria overview

Name Short description

Equal name Interface elements have the same name (case ignored)

Same annotation
Interface elements are annotated with the same ontology
element

Aggregation
Two or more output interfaces are annotated with ontol-
ogy elements that are part of an ontology element by
which an output interface element is annotated

Generalisation
Input interface elem. is annotated with a ont. elem. that
is subclass of the ont. elem. annotated to the output
interface elem.

Specialisation
Output interface elem. is annotated with a ont. elem.
that is subclass of the ont. elem. annotated to the input
interface elem.

Splitter
Two or more output interface elements are annotated
with ont. elements that are part of an ont. element by
which an input interface element is annotated

Rejection
Input and output interfaces are annotated by elements
that are marked as distinct in the ontology

Conflict Detection and Resolution. When all the mapping candidates are
found, they are then inspected against each other in order to detect and attempt
to resolve mapping conflicts. These are some of such conflicts that are detected:

– Multiple mappings for the same reason - mapping candidates are the result
of the same criterion and the reasons within that criterion are the same for
all mappings

– Specialisation ambiguity - an output element is annotated with an ontology
element that is more general than that of the input element. In the opposite
case, we may always want to make the mapping, but here it isn’t certain
that they should remain mapped.

– Different types - elements have been mapped whose types cannot be assigned
to each other. A conversion should be performed if possible.
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Expression Building. After mappings have been found and conflicts resolved,
expressions need to be built that describe the final format of each output interface
element. These expressions will be inserted as assignment to the attribute rep-
resenting the output interface element in the code generation phase. This means
that expressions need to conform to Java syntax, but also that the expression
has access to the entire object structure that represents the involved interfaces
and their data. TOS offers a bundle of utilitarian functions that can be inserted
in the expressions:mathematical, string operations, type conversion and data
generation.

4 Framework Architecture and Implementation

Talend Open Studio is an application on the Eclipse Rich Client Platform
described in [13]. Such an application consists of plug-ins communicating on
an OSGi [5] infrastructure. The tMap and tXMLMap components that we have
modified are implemented as such plug-ins.

A simplified class diagram of the automatic mapper is given in Fig. 2. Each
interface element (column in TOS) is a TreeNode. Each TreeNode can be anno-
tated with one or more ontology elements, represented by the Jena framework2

Resource class. Each of the matching criteria described in section 3 is represented
by a class implementing the Matcher interface. Its match() method will take
two tree nodes and determine if they should be mapped to each other, returning
a MatchedEntryPair if so. To support rejection criteria, a MatchedEntryPair
can be disabled by another. List of pairs that have disabled a pair is available
via disabledBy() method.

Fig. 2. Matcher class diagram

2 Apache Jena framework: http://jena.apache.org/

http://jena.apache.org/
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Fig. 3. SAIL editor and outline

5 Parametrisation Using SAIL

The goal of this DSL is to provide a way to specify how each of the steps of the
automated mapping process (see Sect. 3) will be performed in the context of an
integration scenario. This specification is then used to generate the needed frame-
work components (see Sect. 4). Listing 2 illustrates how the proposed language
constructs allow this. This example results in generated components that have
equal behaviour as those that have been manually implemented in Java.

Since the framework runs inside an Eclipse RCP application, we have chosen
to implement the language using Xtext3, which gives us the benefit of easily
getting an editor (shown in Fig. 3) and other supporting infrastructure that can
be integrated with the existing environment.

Listing 1. SAIL Xtext grammar (simplified)

Model: elements += Element *;

Element: Matcher | Conflict | ExpressionBuilder;

//...

Matcher: ’Matcher ’ name=ID

(fullName=MatcherFullName)? condition=Condition

(continuation=ContinuationExp)?

//...

Conflict: ’Conflict ’ name=ID matcher=ConflictMatcher

(condition=Condition)?

(causeMul=ConflictCauseMultiplicity)?

resolve=ConflictResolve;

//...

ExpressionBuilder: ’OutExpression ’ matcher=

ConflictMatcher

(condition=Condition)? ’out ’ out=OutputExp;

//...

3 Xtext is a framework for development of programming languages and domain specific
languages, https://eclipse.org/Xtext

https://eclipse.org/Xtext
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Property Accessors. Where needed, it is possible to reference input and
output interface elements, their properties: name, type, length, count and
semantic annotations. Ontology elements can also be accessed via their their
uniform resource identifier using the ontURI() construct.

Conditional Expressions. A conditional expression is formed by the keyword
condition followed by property accessors, literals (strings, numbers) and com-
parison operators. Conjunction and disjunction are also supported (keywords
and, or).

Matchers. Definition of a matcher begins with the keyword Matcher followed
by its identifier. A descriptive name can be specified by writing full name fol-
lowed by a quoted string. Next, the condition is specified that will be used when
comparing input and output elements according to this matcher. If a match is
found for a pair the matcher can go to the next input/output element pair, or
keep looking for other matches in the current pair (e.g. this is possible when
interface elements are annotated with multiple ontology elements), which is the
default behaviour. This is determined by the keyword when found followed with
either continue [looking] or next [pair].

Conflict Detectors. Conflict detector definition begins with Conflict, fol-
lowed by the detector’s identifier. A detector can be instructed to only look
at matches made by certain Matchers. This is done by listing matcher names
after the keyword matcher. Alternatively, the detector can look at all matched
pairs by specifying matcher any. Detection of multiple mappings for the same
reason (see Sect. 3) is achieved by stating same reason multiple. Next, the
condition of the conflict is specified. Finally, it is determined how to resolve
the conflict if detected. Currently, possible resolution options are: ignore the
conflict; disable the offending MatchedEntryPair ; use only some of the mul-
tiple matches: first, last, or user choice (through a selection dialogue); or
finally by specifying Java code inside a do block.

Expression Builders. Output expression builders begin with Out Expression.
Like with the conflicts, the matcher and condition keywords may be used to
specify when the builder will be used. Each output interface element may have
only one expression builder defining it. If more than one builder is a candidate,
the one which was defined last will be used. If no expression builder is found for
an output element that has multiple mappings, the framework will fall back to
the default behaviour where input element values are converted to strings and
concatenated using space as delimiter. The output expression is described using
the out keyword, followed by: concatenate - to merge multiple output interfaces
inserting the delimiter specified as a string after with; split - to split a single
input element using the specified delimiter and assign the result to multiple
output elements; or function - to use one of the built in TOS functions like
SUM() or AVG(). When using concatenate or split, the order in which interface
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elements will be inserted can be specified by listing their names after the order
keyword. This also gives us the ability to ignore some of the elements. Missing
values may be mended using null substitute.

Listing 2. An example SAIL definition

Matcher sameName

full name "Same name"

condition input name = output name

and input type = output type

Matcher sameOntologyAnnotation

condition input annotation = output annotation

Matcher aggregation

condition output annotation partOf input annotation

Matcher splitter

condition input annotation partOf output annotation

Matcher specialisation

condition input annotation

superclassOf output annotation

Matcher generalisation

condition input annotation subclassOf output annotation

Matcher rejection

condition input annotation individual

differentFrom output annotation individual

Conflict multipleMappings

matcher any

same reason multiple

resolve use last

Conflict typeDifferent

matcher any

condition input type != output type

resolve do{

System.out.println ("Java code here"); }

OutExpression

matcher specialisation , rejection

condition pair count > 1

and every pair type = "String"

out concatenate input name with " "

OutExpression

matcher any

condition pair count > 1

and every pair type = "Number"

out function SUM(output name)

OutExpression

matcher aggregation

condition output name = "address"

out concatenate input name with "\n"

order "street", "number", "zip" ignore , "city"

OutExpression

matcher splitter

out split with "," null substitute ""
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6 Conclusion and Future Work

We have shown a language that can be used to specify components of an auto-
mated interface mapper. A specification written in this language was success-
fully used to generate components that behave like those previously manually
implemented. Since those components were tested earlier with several real-world
integration scenarios, we are confident that those who deal with enterprise inte-
gration tasks can benefit from using SAIL and the associated auto-mapping
framework. To further improve their usefulness, research is needed for even more
complex scenarios with adjustments to the language and framework accordingly.
In contrast to the present implementation where a single output expression
builder is responsible for each output interface element, we plan to devise a
way to allow several of them to be responsible for parts of the output expression
and then specify how they will interoperate. Use of regular expressions may be
useful when stating element names. The splitter use case provides a variety of
research topics, with respect to element order and input data validity. Semantic
validators for the SAIL editor should be developed to further aid the user.
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2009. LNCS, vol. 5795, pp. 622–626. Springer, Heidelberg (2009)

17. Sleiman, H.A., Sultán, A.W., Frantz, R.Z., Corchuelo, R.: Towards automatic code
generation for EAI solutions using DSL tools. In: JISBD, pp. 134–145 (2009)
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Abstract. The introduction of the linked data concepts to SMEs, coupled with 
sophisticated analytics and visualizations deriving through an integrated envi-
ronment, called the LinDA Workbench, reduces the effort of specific work-
flows within a company, by almost 50% in terms of time, while its major bene-
fit is the introduction of new, innovative, business models and values in the 
SMEs’ service provisioning. In this manuscript, the initial findings of the Busi-
ness Intelligence Analytics (BIA) pilot operation of the LinDA project is dis-
cussed, which concerns the examination of the effects of Over-The-Counter 
(OTC) medicines liberalisation in Europe. The analysis aims at identifying cor-
relations between pharmaceutical, healthcare, socio-economic and political pa-
rameters and introduces several research questions, which the present paper 
aims to answer, such as: Are the linked data useful for SMEs? Which are the 
benefits of integrating them in its operational environment? Are the analysis re-
sults of such a scenario meaningful for the SME service provisioning? 

1 Introduction 

The information era of the last years gave its place to the data analytics era (today 
known as Analytics 3.0) [5], which require from SMEs that want to process and ex-
tract intelligence from the huge amount of data and information available over the 
Internet, to invest on innovative solutions that integrate a variety of easy-to-use tools 
for data storage and processing, information extraction and analysis, visualization and 
presentation. The LinDA project [2] aims to address these specific requirements and 
support the SMEs’ efforts to effectively adopt Linked Open Data (LOD) [8] in their 
pursuit of competitiveness, by providing a complete bouquet of tools, so-called 
LinDA Workbench. The tools under this umbrella support various important LOD 
operations such as publication, consumption, analysis and visualization and the nov-
elty of the approach is not only the close integration of these tools, but also their user-
friendliness and practicability, which is one of the major identified obstacles in the 
LOD research agenda [4]. 
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Specifically, by using LinDA, the enterprise users and developers not familiar with 
LOD can easily transform their data sources to the RDF format as well as connect to 
any available public linked data mart. Thereafter the generation of queries, visualiza-
tions and analytics on these pre-processed data pieces is performed very easily, by 
using an open source engine that delivers advances analyses and visualization, along-
side with advanced but easy to construct queries. Making use of the LinDA frame-
work and of its tools, SMEs are able to renovate their data management pipeline and 
share artefacts with collaborators through public or private data sources. The target 
audience of this framework are SMEs that usually do not afford built-in data ware-
houses, in order to easily setup business intelligence systems internally, towards gain-
ing significant competitive advantage. The introduction of Linked Data through the 
use of the LinDA tools aids enterprises to create and consume high-quality linked 
data, faster. 

The paper at hand presents briefly the tools composing the integrated LinDA envi-
ronment (Section 2) through a step-by-step presentation of a real life scenario, which 
concerns the Over-The-Counter (OTC) medicines (medicines which are not pre-
scribed by doctors and can be freely bought by consumers in pharmacies) liberaliza-
tion in Europe that has been implemented as a Business Intelligence pilot within the 
project (Section 3). Next, Section 4 discusses the added-value identified for SMEs, 
while Section 5 concludes the paper, listing the major benefits from the usage of the 
LinDA Workbench, in comparison to other alternative solutions. 

2 A Glimpse at the LinDA Workbench 

The LinDA Workbench [3] is the integrated environment, consisting of a set of tools 
that facilitates the manipulation of the linked data and is the major output of the LinDA 
project. In an easy, straightforward and user friendly way, a user may follow a simple 3-
step process for transforming raw data to RDF data, linking (and querying) them with 
public and private endpoints, and as a last step, analysing and/or visualising the resulted 
information. In more detail, the LinDA Workbench consists of (a) the LinDA Transfor-
mation engine, a lightweight transformation to linked data tool, the (b) LinDA Vocabu-
lary repository for increasing the semantic interoperability of the data, (c) the LinDA 
RDF2Any, a tool for converting RDF to conventional data structures in order to be used 
by legacy applications, (d) the LinDA Query Builder and Query Designer to easily 
navigate and query the data, (e) the LinDA Visualization to perform smart visualizations 
on linked data out-of-the box, and finally, (f) the LinDA Analytics package for running 
analytic processes against the data [6].  

LinDA enables SMEs to accelerate their learning process of semantic technologies 
and harvest the potential of linked data in an intuitive and cost-effective manner, 
demonstrated from the initial results of the running pilot (presented in the next sec-
tions). LinDA is in a position to aid SMEs to publish and consume high-quality linked 
data faster, and more importantly, to introduce new business values and steams of 
revenues. 
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3 Real-Life Scenario – Linked Data for the Pharmaceutical 
Sector 

In this real-life scenario, an SME which is operating in the Business Intelligence (BI) 
sector, by providing consultation services in a wide range of national and multina-
tional enterprises, organizations and governments, helping them to build their com-
munication strategy and uphold their decision making processes, is testing out the 
LinDA tools. The pre-LinDA status included employing a large group of consultants 
that gather and assess huge amount of data, often time-sensitive information, in a 
daily basis, from different sources, in different formats and by using a variety of tools. 
For this reason, political, economic, regulatory, social, industry and market data are 
collected for composing the conceptualization map of the clients’ domain, aiming at 
monitoring and analysing each part of it, that might affect the SME’s clients. 

As one can easily notice, the volume, variety, velocity, the time-sensitivity, the 
heterogeneity and non-interoperability of the data to be handled is a great burden for 
the SME, in terms of effort, time, resources and complexity. These are some of the 
reasons that a challenging domain, such as the pharmaceutical one has been selected 
for the LinDA BIA pilot; so that to identify the potentials and whether a set of tools 
like LinDA Workbench would facilitate some of the aforementioned tasks, and add 
more value in the service provisioning of the SME. 

The pilot scenario is about the Over-The-Counter (OTC) medicines liberalization 
in Europe, in terms of price, retail and entry. It aims at investigating the OTC liberali-
zation impacts by studying and analysing the countries where the liberalization has 
already taken place, and by combining this information with the unique parameters of 
the rest European countries of interest (e.g. Greece), where the liberalization has not 
been yet implemented. The goal is to drive conclusions and obtain insights on 
whether the OTC liberalization is beneficial, for whom (public and/or private sector) 
and how is related to critical socioeconomic and political factors.  

The importance and the challenges of the OTC domain are clearly demonstrated in 
[1], where it is stated that despite of the global financial crisis, OTC medicines sales 
have continued to rise and this market is nowadays a key source of business expan-
sion and competitive edge, where powerful dynamics are driving new potential for 
growth; however, challenges abound and identifying the best opportunities will not be 
easy. Various studies have been conducted for the OTC market, focusing only in a 
subset of the correlated parameters that affects or are being affected by the OTC liber-
alization, which basically reveals the complexity of the domain. LOD offers the op-
tion to compose a complete, cumulative map of all the correlated parameters for the 
OTC market. Based on such a map, and by using the LinDA Workbench, we have 
tried to identify the indicators playing a prominent role in the OTC liberalization, find 
their correlations and analyse their impact, with the ambition for intelligence extrac-
tion of the trends to be emerge in the nearby future.  

Through the LinDA Workbench we revealed quite interesting insights concerning 
the OTC scenario. Moreover, we have detected the benefits of the linked data usage  
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Fig. 5. Relationship among OTC and Governmental Effectiveness (barplot). 

Next, a clustering algorithm has been used to check whether the formulation of 
well-defined non-overlapping clusters is possible. By executing a clustering algorithm 
(ClustersNumber) over the aforementioned interlinked dataset, it seems that a selec-
tion of number of clusters in the range of 3 or 4 leads to the formulation of such clus-
ters. The next step deals with the execution of a k-means clustering algorithm [7] for 
partitioning the overall observations in three clusters. Three really well defined clus-
ters with no overlapping among each other are produced. 

Cluster 1 refers to countries with low political stability, low governmental effec-
tiveness and low GDP per capita that tend to have high OOP expenditures. Cluster 2 
includes countries with medium-to-high political stability, high governmental effec-
tiveness and high GDP per capita that tend to have low OTC expenditures. Cluster 3 
is grouping together countries with medium political stability, low governmental ef-
fectiveness and low GDP per capita that tend to have medium to low OTC expendi-
tures. In order to reveal, for example, the positioning of country “Greece” in one of 
these clusters, one has to link the produced k-means clustering output with the initial 
dataset denoting the OOP expenditures per country. Upon authoring the correspond-
ing query and performing the necessary linking one can witness that “Greece” be-
longs to the cluster 1 (along with participation from “Cyprus” and “Bulgaria” and 
partial from “Lithuania” and “Latvia”). 

Finally, a multiple linear regression is realised specifically for the countries that 
belong to cluster 1, where the analysis is rather statistically significant (low p-value) 
with a high Adjusted R-squared value (0.5928). The coefficients for the government 
effectiveness and the GDP per capita seem to be more significant in this case, in com-
parison with the trends already presented for all the EU-28 countries. From all the 
countries in cluster 1, that seem to follow the same levels in terms of political stabil-
ity, government effectiveness and GDP per capita, the only country that has pro-
ceeded to liberalization of OTC market is “Bulgaria”, leading to a significant reduc-
tion of the OOP expenditures. Thus, it can be assumed that similar effect could be 
possibly produced in the case of “Greece”. 
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Apart from the internal data analysis a similar, important aspect, in terms of busi-
ness value for SMEs which is sometime equally valued as insights’ accuracy, is that 
of the proper presentation of the results to the clients. The use of the LinDA Visuali-
zations tool makes it possible to extract quickly and easily the analysis results, corre-
late them with the OTC liberalization year and graphically depict them, so that a cli-
ent can effortlessly identify the trend of the analysis before and after the liberaliza-
tion. 

Going back to Figure 1, through the presentation of the OTC scenario implementa-
tion, all the steps from the scenario conceptualization until the output retrieval have 
been briefly described. What is missing are the Consumption Applications (ConsApp) 
shown in that figure, which are small, custom-made tools, designed for facilitating the 
SME job, through its interaction with the platform. For example, the ConsApp3 pre-
pares and publishes custom reports based on a predefined template, in order to present 
the final report in a way that SME’s client could easily digest, while ConsApp2 deals 
with Sentiment Analysis on the acquired data for providing even more intelligent 
information based on crowd sourced data. 

4 Delivering the Real Value of Linked Data to SMEs 

Evaluation of the business value introduced to the SME by the usage of the LinDA 
Workbench, has been performed by comparing the generation of similar business 
intelligence reports including four parameters (e.g. GDP per capita, OOP expendi-
tures, Unemployment and Political Stability) with and without the LinDA tools, 
where in turn the processes of acquiring, transforming analysing and visualising data 
on a weekly basis happened both in a manual and in an automatic (using LinDA) 
fashion. The evaluation considered aspects such as execution time, human capital and 
the tools employed. Figure 6 showcases in detail the SME’s four core business 
phases, as well as the tasks, resources and effort needed when the example is imple-
mented “as usual” and then, when implemented with the help of LinDA. 

One can easily notice that the necessary time-to-result, when using LinDA, is re-
duced; ranging from 19min to 3,42hours (e.g. almost 50%). Moreover, the number of 
executed tasks is also reduced from 11 to 9. As for the involved experts, some 
changes have been recorded; LinDA introduces a new actor called “data analyst”, 
while the “designer” needed in the “as usual” case is taken out of the scene. The 
change is quite significant as it is closely related to the reduction of the outsourcing 
costs of the report’s visual design (done now by ConsApp3). Furthermore, what is 
quite vital, is that with LinDA all tasks are realised within a unified environment of-
fering to the SME a “one-stop-shop”, with a quite user friendly and straightforward 
UI, sidestepping the need of hopping between different tools and distributed, autono-
mous working environments. 

Overall, it is crystal clear the added-value coming from the usage of LOD and of 
the LinDA Workbench. It has been calculated that the LOD concept could definitely 
assist and improve SMES to reach to more and instant information, while the usage of 
the LinDA Workbench has proven to facilitate the SME’s current workflow, reducing 
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5 Conclusions 

In this paper we have tried to present briefly a linked data analysis pilot case, focusing 
on the workflows followed by an SME, providing consultation services to its clients, 
with and without the usage of the LinDA Workbench, so as to derive insights about 
the usefulness of the linked data concepts, if adopted by an SME. Based on the pro-
duced results, it can be claimed that –compared to LinDA- alternative solutions (rela-
tional databases tools for storage and consumption) would require manual updates of 
data or the development of custom harvesters. On the other hand, relying on linked 
data endpoints will remove the need for manual updates of data, saving many man-
hours for daily updated information. Ad-hoc adding of new metadata without data-
base changes is not possible with alternative solutions. Such feature is quite critical 
for this particular scenario, where the reputation of the client can be evaluated on a 
dynamic set of properties. In the long term, the intelligence gathered by the business 
intelligence company can be ad-hoc and with minimum effort adapted and offered to 
other clients also, as the outcome data sources are "live" and more interoperable, since 
they are based on standardized vocabularies. Any alternative solution would not en-
dorse, by design, such interoperability characteristics. Such metadata interoperability, 
based on standardized and popular vocabularies, is critical for the interlinking of a 
great variety in terms of metadata and format of news sources. Furthermore, in con-
trast to traditional querying and reporting engines (e.g. SQL query in relational data-
bases), LinDA enables powerful pattern matching querying that would allow complex 
queries over the news reports and the news agencies with minimum effort, providing 
further business value to the company.  
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Abstract. In the SUddEN (SMEs Undertaking Design of Dynamic
Ecosystem Networks) project a web-based environment has been
researched supporting automotive SMEs (Small and Medium Sized
Enterprises) with respect to organisational interoperability using per-
formance measurement systems. Using a CAS (Complex Adaptive Sys-
tems) point of view, we have implemented a Domain Specific Language
and interoperability support services implementing the SUddEN frame
of reference. Extending interoperability support to the process and data
level, this environment enables simulating processes and data transfers.

Keywords: Enterprise interoperability · Complex adaptive systems ·
Scala · Domain specific language

1 Introduction

In the project SUddEN (SMEs Undertaking Design of Dynamic Ecosystem Net-
works) an organisational-learning frame of reference supported by a web-based
platform for organisational interoperability in automotive supply networks has
been developed [15]. That framework extends the intra-organisational learning
approach by Heftberger and Stary [7] towards networks of automotive suppliers.
It approaches learning rather from a process and experience point of view than
from an outcome or result point of view [10]. The frame of reference and learning
support tool facilitates the process of learning on the organisational, the supply
chain, and the supply network level [15].

With respect to organisational interoperability, the SUddEN framework sup-
ports groups of organisations to collaboratively develop performance measure-
ment systems (PMS). These PMSs are used to measure a supply chain’s targeted
and actual performance. Evaluation of the SUddEN approach showed that mod-
elling of key performance systems of suppliers starting a supply chain has positive
impact on the communication and planning process due to deeper understanding
of the addressed qualities by these systems.

c© Springer International Publishing Switzerland 2015
I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 117–126, 2015.
DOI: 10.1007/978-3-319-26138-6 15
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Fig. 1 shows the above discussed frame of reference. Marked with (1) is the
individual learning cycle [10]. Organisational members are observing their envi-
ronment. They individually assess observed situations. If response to a situation
is needed according to their analysis a plan for acting is designed. It is then imple-
mented, and the impact of this implementation is again observed and assessed
by the respective individual.

Within an organisation such individual learning cycles result in information
which can be stored in the organisation’s repository (2). A typical example are
reports capturing performance assessments. Usually, organisations do not have
a single repository but many, including automatically captured and processed
data in databases. In organisations, repositories can take different forms, and
are distributed across organisational units [4]. Such an exchange among organ-
isational members and/or organisational information systems supports sharing
and the transfer of knowledge, and thus learning - labelled (3) in fig. 1.

Fig. 1. SUddEN Frame of Reference for Learning using Performance Measurement
Systems in Supply Networks

On the network level, the SUddEN project has identified and supported
two kinds of repositories, collaboration (supply chains in this case) -specific ones
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(wikis) (5), and a SUddEN network-wide repository (6). Members of partic-
ipating organisations provide the knowledge that is kept in these repositories
(4). When further organisations need or want to gain access to that knowledge
the SUddEN repository can be incorporated in different organisations by its
members (7). In this way, a learning cycle across multiple organisations can be
triggered.

SUddEN supports an interoperability approach which is based on perfor-
mance indicators. Ensuring interoperability on business level, it supports the
creation of supply chains. A web-based tool allows a single or small group of
SUddEN network partners designing a performance measurement system for a
(planned) supply chain. The system enables partners to estimate expected per-
formance of a collaborative effort, and allows comparative analyses of candidate
supplier. Performance information is acquired by asking each supply network
participant to fill in a questionnaire. A corresponding online tool supports col-
lecting organisational data along 12 dimensions. This data is matched against
the requirements for a specific collaboration. As the repositories can be accessed
by organisation’s member according to his/her profile, individual learning cycles
can be triggered by performance data.

Business interoperability, as used so far, is based on static performance indi-
cators. It has to be enriched meeting dynamic enterprise interoperability require-
ments. Interoperability on process level, requires estimating the behaviour of
individual suppliers and simulating interactions between suppliers. In this papers
the existing approach is extended to support dynamic organisational develop-
ment capabilities.

In the following section we discuss the conceptual foundation of this sys-
temic approach to Enterprise Interoperability. Section 3 details the developed
infrastructure, consisting of a multi-agent system and a domain specific lan-
guage supporting different levels of enterprise interoperability. The final section
presents our conclusions and the next steps in research.

2 CAS Extended Ontology of Enterprise Interoperability
(OoEICAS)

In this section the conceptual elements for designing the SUddEN system includ-
ing modelling participants’ behaviours is discussed. Fig. 2 shows the systemic
core of the ontology of enterprise interoperability [11,6] extended by concepts
from the complex adaptive systems theory [17].

A system consists of system elements which have structural and behavioural
relationships. System elements are interacting and have interfaces.

A Complex Adaptive System (CAS) in OoEICAS is a system which places
particular emphasis on its dynamics and evolution. System dynamics is cap-
tured by a special type of system element called agent. An Agent is an active
element which has its own memory and is in control of its own behaviour (i.e.
its autonomous). Multiple agents co-exist and all system elements co-evolve in
an unpredicted manner due to the interaction of the agents.
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Fig. 2. Elements of the Ontology of Enterprise Interoperability, extended with CAS
related concepts. [16,17]
Legend: Ovals: Light-blue . . . OoEI systemic concepts; Dark-blue . . . CAS concepts

Arrow-heads: Empty triangle . . . subclass / subsumption; Diamond-shaped . . . partof;
Black triangle and no label . . . has;

The Ontology of Enterprise Interoperability follows the framework of enter-
prise interoperability and defines four levels of concern: Data, Service, Processes,
Business [2,6] and identifies three solution strategies:

Integrated Interoperability: A common, agreed exchange-format for all sys-
tem elements exists.

Unified Interoperability: A common meta-level exchange-format exists. This
provides the means for mutual mapping heterogeneous models and systems.

Federated Interoperability: In this case no common format exists. Nothing
is imposed on the system by a single system element. It is the most challeng-
ing approach - interoperability needs to be managed in an ad hoc manner.

Apparently, the latter approach has minimal a-priori assumptions and provides
the highest flexibility.

3 A OoEICAS Domain Specific Language Supporting
the SUddEN Frame of Reference

The initial SUddEN approach supports interoperability with respect to busi-
ness performance. Providing means for collaboratively working on supply chain
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performance measurement systems, SUddEN allows prospective supply chain
participants understanding interoperability requirements using performance
indices. The SUddEN system uses supplier performance indicator values as
input to the supply chain specific performance measurement system to find the
most suitable supplier for a position in the supply chain. SUddEN did not
address interoperability concerns for processes, services and data from its very
beginning.

In order to support a federated approach, we have designed and partially
implemented a domain-specific language, including fundamental services which
help to model and execute the models of supplier behaviours and their inter-
actions. This approach to interoperability supports the process of maintaining
interoperability in a dynamic system [16].

The Domain Specific Language (DSL) approach was chosen, as it allows to
combine ontology (as concepts in the DSL) with agent behaviours and agent-
system services in a single software model. These elements provide a simple
meta-model which can be refined and enhanced depending on the situation. It
is rather established at runtime using the development environment with the
base implementation provided. It is used to connect system elements specific
for a supply chain. Interoperability concepts may be defined a-priori enabling
targeted management of interoperability problems.

A generic interoperability system for federated interoperability allows discov-
ering suitable solutions on the fly. A common minimal understanding for oper-
ational purposes is ensured through a meta-level ontology. For the researched
interoperability environment, we have extended the systemic core of the Ontol-
ogy of Enterprise Interoperability with CAS concepts (OoEICAS). It specifies
the concepts relevant to this common understanding [17]. The Domain Specific
Language approach to interoperability then allows capturing and simulating pro-
cesses in order to understand whether behaviours of agents are interoperable.

3.1 Scala Implementation

The OoEICAS Domain Specific Language for developing enterprise interoper-
ability solutions is realised using the Scala language and its associated develop-
ment infrastructure.

Scala is a programming language which adheres to two paradigms [14,13]:

Object Orientation: Scala is based on the Java programming library, which
allows utilizing the existing Java ecosystem. In Scala everything is an object.

Functional Programming: Scala supports parallel computing and functions
as first-class elements.

Scala supports programmatic abstractions based on both paradigms and addi-
tionally a flexible way for defining domain-specific languages (DSL) [14]. Scala
provides also a basic infrastructure for implementing agents. Its these proper-
ties that have made the authors choose this particular language. However, no
evaluation against other programming languages have been conducted.
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3.2 Multi Actor Systems

Due to the focus on dynamics and evolutionary aspects of a system where several
agents are interacting, the OoEICAS DSL does not only implement an ontology
for communication. It additionally provides an infrastructure where independent
agents are able to interact and communicate.

The Scala development ecosystem includes libraries to build an actor based
infrastructure. An actor in Scala is the basic class to implement an agent. How-
ever, in contrast to multi agent systems theory, the actor implementation lacks
certain features and infrastructure services [17]. In the following we use the term
agent to refer to the theoretical concept, and the term actor to refer to concrete
implementations. The Akka library 1 provides the default actor implementation
in the current version of Scala [8].

Actors, as well as agents, are conceptualisations that allow accurate dis-
tributed and concurrent computing. In akka, everything is an actor [1]. The
multi-actor infrastructure is organised in a hierarchical way. An application’s
“root” actor starts its children and will receive some notification about the death
of a child. Each child in turn may have children.

Agents in a multi-agent system rely on necessary services that support their
life-cycle and agent-interactions. The IEEE FIPA (Foundation for Intelligent
Physical Agents) standards serve as a general reference for multi agent system
architectures [3]. This standard provides platform service specifications for multi
agent systems. A FIPA compliant platform provides three important infrastruc-
ture services. The agent management system (AMS), the directory facilitator
service (DF), and the message transport service 2. Out of the box, although not
FIPA compliant, akka provides an agent management service through the hier-
archical organisation of actors, and a message transport service allowing commu-
nications across machines. However, there is no directory facilitator supporting
the search for agents providing certain functionalities or services.

3.3 Multi Agent System Infrastructure

The description of the implementation of the directory facilitator in the following
exemplifies the implementation of actor behaviours. Each actor reacts to mes-
sages received. Through interaction protocols, the behaviours of multiple actors
get tangled.

The DF actor is a yellow page service on network level, which allows identify-
ing organisations capable to provide a particular function. Interaction protocols
which enable registering and de-registering with the DF have been designed and
implemented as part of the interoperability infrastructure. The DF actor answers
requests concerning actors being able to provide a certain functionality. In order
to be discovered by other actors, every actor has first to register the functionality
it provides.

1 http://akka.io/
2 http://fipa.org/specs/fipa00023/SC00023K.html

http://akka.io/
http://fipa.org/specs/fipa00023/SC00023K.html
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Listing 1. Parts of the Directory Facilitator comprising the implementation of the
query-actors-by-function query-response type protocol

case class QueryActorsByFunction ( functionname : S t r ing )
extends QueryMessage [ QueryResponseProtocol ] ( Some(new
QueryResponseProtocol ) )

case class InformActorsByFunction ( functionname : Str ing ,
d e s c r i p t i o n s : Seq [ Ac to rSe rv i c eDesc r ip t i on ] , responseTo :
Some [ QueryMessage [ QueryResponseProtocol ] ] ) extends
ReplyMessage [ QueryResponseProtocol ] ( responseTo . get .
protoco l , responseTo . get . messageID )

// . . . some more p r o t o c o l s . . .
class Di r e c t o r yFa c i l i t a t o r extends Actor with

ActorSe rv i c eReg i s t ry with In t e rope rab i l i t yAc to rBehav i ou r {
override def r e c e i v e = receiveDF orE l s e

r e c e i v e I n t e r op e r ab i l i t yDe f au l tBehav i ou r

def receiveDF : Receive = {
case message : QueryActorsByFunction =>

val actorsFound = func t i onReg i s t r y get message .
functionname

i f ( actorsFound != None)
sender ( ) ! new InformActorsByFunction ( message .

functionname , actorMap . f i l t e rK e y s (name =>
actorsFound . get . conta in s (name) ) . va lue s . toL i s t ,
Some( message ) )

else
sender ( ) ! new InformActorsByFunction ( message .

functionname , Nil , Some( message ) )

In Scala messages may be implemented as case classes. These type of
classes are used in switch like statements. When a case class is received by an
actor it may implement different functions, depending on type and content of
the received message.

The FIPA standard also provides some interaction protocols, which prescribe
message types and allowed return answers. These are missing in the akka actor
environment.

The interaction protocols used by the DF are implemented as simple Query-
Response protocols. Sending a query message to the DF will result in a response
message. One of the implemented interaction protocols and a part of the imple-
mentation in the DF are shown in listing 1.

The two messages QueryActorsByFunction and InformActorsByFunction
define one interaction protocol. The reply message (Inform) contains the original
message to which the DF replies for supporting message routing and handling of
asynchronous response messages with respect to identifying the original query
message.

The Directory Facilitator class shows the overridden Actor receive method.
That method is triggered when an actor receives a message. The receive method
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highlights the effect of using case classes for the actor interaction protocols.
The receive function is a partial function which may be chained (i.e. where mul-
tiple functions of a particular type are called one after the other - not shown in
the snapshot). This makes the implementation of chains of protocols a straight-
forward task. In listing 1 the case part of the function
case message: QueryActorsByFunction => handles the situation when the
Directory Facilitator receives a message of type QueryActorsByFunction. The
DF searches the list of registered actors for all actors that have registered with
that particular function. The DF returns a InformActorsByFunction message
(eventually with an empty list (Nil)).

The description of the implementation of the directory facilitator exemplifies
the definition of dynamic aspects of actors through the implementation of pro-
tocols and behaviours. A behaviour is the execution of actor internal process,
the protocols specify the behaviour of a set of actors.

OoEICAS DSL allows encoding artificial representatives of SUddEN ecosys-
tem participants (suppliers). Models of interacting suppliers may be used to
simulate different processes and workflows in order to verify interoperability on
the process level. It has to be distinguished between agents and the roles they
take within a particular process. Each agent is capable of taking multiple roles
(aka. subjects in S-BPM [5,9]). As the interaction is based on sending messages
between agents (taking a particular role) and agents have the responsibility to
execute tasks that allow them to send a reply message according to the protocol.

3.4 Process Simulation for Interoperability

The environment can be used in several ways to improve interoperability in sup-
plier networks. It is assumed that model components are made available in the
SUddEN repositories. Suppliers use protocol specifications from the reposito-
ries to provide refined descriptions how they would like to interact. Making the
interfacing processes public (through source code as reference models) allows
potential partners adopt to these specifications, e.g., by changing its own pro-
cesses. In this case, interoperability is established by integrating processes.

The protocols may also be used to map internal processes to the protocols
resulting in an unified interoperability approach. Again, by using model com-
ponents from the repositories the suitability of the protocol can be determined
by modelling both sides of the interaction. The flexible DSL approach allows
to model the internal behaviour of suppliers and allows to simulate the overall
behaviour of the supply network. Internal processes may be modelled in abstract
manner, mapping the individual interface processes to the interaction protocol
(cf. [12]). Depending on the details modelled performance of supply networks
may be simulated along different dimensions.

Of relevance to the SUddEN eco-system is the possibility of chaining such
mappings in order to simulate nested and interacting protocols of multiple supply
chains.
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4 Conclusions

Organisational sustainability requires structural flexibility on the process and
data level (agility), in particular for operating distributed business networks.
As domain-specific languages are promising candidates to accurately capture
organisationally relevant ontologies and behaviours in a single environment, they
can be utilised handling agility issues. In this paper we have demonstrated the
conceptual and practical benefits building on achievements interfacing organisa-
tional structures and implementing a Complex Adaptive Systems’ perspective.
Targeting the automotive industry an organizational development environment
has been implemented ensuring continuous adaptation of processes and domain
ontologies.

Our initial implementation allows manually specifying and checking organi-
sational interoperability on the process level by promoting network partners to
specify interface processes and interaction protocols. In order to fully combine
the process interaction approach presented here with performance measurement
systems, such as developed in the SUddEN project, features enabling the sim-
ulation of processes are required while establishing performance indicators.

Support to specify performance indicators beyond time-related issues is still
needed. In this context, performance indicators like costs, or number of produced
items may be recorded in the course of simulating processes. With respect to
time, the total duration of production processes may also be recorded. However,
for event-based, stochastic simulations, in particular a global time management
system is required for simulating time-dependent performance parameters like
the bullwhip effect that occurs once multiple customers order the same product
at the same time.

Using a generic programming language provides a high level of flexibility on
what and how to model. On the other hand, the proposed approach requires
users to be capable of programming Scala. This clearly limits the use of the
approach. Providing code modules through repositories allows re-use within the
organisations participating in a network. This implies the requirements for good
documentation of the modules.

The proposed language and approach needs to be evaluated by users accord-
ing to usefulness and usability principles. Suitability for user tasks and ease of
modelling support are considered crucial in order to achieve organisational accep-
tance. Once the language and environment provide sufficient conceptual elements
for modelling supply networks and interactions between suppliers, organisations
can easily build on these results to increase their agility and implement corre-
sponding requirements.

Acknowledgement. This work has been partially funded by the Austrian Federal
Ministry for Transport, Innovation and Technology within the NgMPPS-DPC project.
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Abstract. This paper proposes an innovative methodology for extracting and 
learning personal mobility patterns. The objective is to award daily commuters 
in a city with personalized and proactive recommendations, related with their 
mobility habits on a daily basis. In currently approaches, users have to 
explicitly provide their routes (origin, destination and date/time) to a routing 
engine in order to be notified about traffic events. The proposed approach goes 
beyond and learns daily mobility habits from the users, without the need to 
provide any information. The work presented here, is currently being addressed 
under the EU OPTIMUM project. Results achieved establish the basis for the 
formalization of the OPTIMUM domain knowledge on personal mobility 
patterns. 

Keywords: Intelligent transport systems · Mobility patterns · Data acquisition · 
Machine learning 

1 Introduction 

Intelligent Transport Systems were envisaged to bring about optimization of travel 
through synergies of various technologies in particular information and communica-
tion technologies [1]. The main philosophy has been employing a wide range of  
devices which were able to provide information of the status and whereabouts of 
components in a transportation system, in order to control the various parts including 
vehicles, people, etc. towards an optimum versus a limited set of criteria, e.g., inter-
urban traffic management systems. 

Nowadays with the proliferation of smartphones and tablets on the market, almost 
everyone has access to mobile devices, which offers better processing capabilities and 
access to new information and services. Taking this into account, the demand for new 
and more personalized services which aid users in their daily tasks is increasing. Cur-
rent navigation systems lack in several ways in order to satisfy such demand, namely, 
accurate information about urban traffic in real-time, possibility to personalize the 
information used by such systems and also the need to have a more dynamic and user 
friendly interactions between device and traveller. In short, the current navigation 
systems were not designed to be intelligent enough to process humans’ needs  
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effectively, and they are not intelligent enough to understand humans’ attempts to 
satisfy those needs. 

We recognize how the proliferation of social media access to transport and traffic 
system’s information via mobile broadband services, and the availability of informa-
tion of smartphones as sensors, have changed the landscape in terms of our ability to 
deploy cooperative systems. Google was early to catch on this trend with their traffic 
information system which built on principles of crowd-sourcing [2], enabling partici-
pants in the system to contribute and benefit from shared information. Information 
being disseminated by social networks can have an important role in providing accu-
rate and personalized evidence about urban traffic in real-time. Although analysis and 
detection of traffic events from social networks is not part of the work presented here, 
such efforts are part of the mobility framework being addressed by the same authors. 
Preliminary findings regarding mining traffic events from twitter are published in [3]. 

GPS-enabled devices such as smartphones and tablets, allow people to record their 
location histories with GPS traces, which imply human mobility habits and prefer-
ences related to personal journeys. Recently people started recording their outdoor 
movements using smartphones apps, such as travel experience sharing and sports 
activity analysis, just to name a few. Due to the exponential increase of social net-
works devoted to such activities, several online communities started to emerge, where 
users upload their GPS signals and manage their experiences over the web and share 
them among others. 

Before understanding why personal mobility patterns are so important, first it is 
necessary to know what human mobility patterns are. According to the authors in [4], 
mobility patterns are defined as: “Human trajectories showing a high degree of tem-
poral and spatial regularity, where each individual is characterized by a time-
independent characteristic travel distance and a significant probability to return to a 
few highly frequented locations”. Uncovering the statistical patterns that characterize 
the trajectories humans follow during their daily activity is not only a major intellec-
tual challenge, but also of importance for public health, city planning, traffic engi-
neering and economic forecasting. For example, quantifiable models of human mobil-
ity are indispensable for predicting the spread of biological pathogens or mobile 
phone viruses [5]. 

The approach addressed here, tackles mobility which is supported by vehicles (pri-
vate owned vehicles), where the main objective is to proactively interact with daily 
commuters, by providing personalized notifications/suggestions each time an unex-
pected event occurs, which could influence usual traffic behaviour. In order to cope 
with this main objective, first it is essential to know where commuters are and predict 
where they are moving. i.e. to analyse their typical mobility movements (patterns) in a 
non-intrusive way. 

In order to understand personal mobility patterns, first we need to understand 
where people are; how, when and where they move. To achieve that, it is essential 
that the access to the user location history is granted and accurate. An approach able 
to collect GPS data from smartphones presents several challenges. First, the approach 
should adopt a non-intrusive philosophy. Smartphones users are likely to stop using a 
mobile app in an early stage, if it demands frequent interactions between app and 
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user. Meaning that, the approach presented, must provide users with an app which 
collects data from users in a non-intrusive way. Secondly, GPS signals acquired from 
smartphones present several irregularities, which implies that its acquisition tends to 
be quite complex. GPS data used under this work presents various inconsisten-
cies/noise, which needed to be addressed. Noise can be influenced by: (i) the type of 
the mobile device being used to capture data; (ii) the nature of the geography itself, 
and; (iii) weather conditions. Also, the noise found in GPS data can be manifested 
into two distinct ways: (i) randomly (occasionally stationary points are interrupted by 
GPS signals acquired several meters away from the exact physical location of person) 
and; (ii) repeatedly (GPS signal is continuously being acquired several meters away 
from the exact physical location of person). 

The idea here is to basically take GPS data streams generated by users' phones as 
input and create a personalized profile of typical locations and activities. The ap-
proach should be supported by novel algorithms for trajectory clustering of massive 
GPS signals from a baseline in parallel to compute the most typical locations of a 
user. Considering users’ travel experiences and location interests as well as transition 
probability between locations, we mine the classical travel sequences from multiple 
users’ location histories. 

The innovative aspects concerning the work tackled here are related with: (i) the 
need to have a better guess (prediction/forecasting) of the conditions of different tra-
jectories; and (ii) to propose better alternatives and calculate the ETA (Estimated 
Time of Arrival) more precisely. This means, to develop a step-wise approach which 
is able to acquire: (i) frequent locations; (ii) frequent trajectories; and (iii) individual 
urban mobility, in a non-intrusive way. 

This paper is structured as follows: section 2 describes the related work, which is 
considered relevant for support the development of the work presented here. Section 3 
presents the initial methodological approach for achieving personalized mobility. 
Section 4 describes some examples of the proposed approach using real data. Section 
5 highlights the results collected from the extraction of frequent locations. Finally, 
Section 6 concludes the paper and points out future achievements. 

2 Related Work 

From a more high-level perspective, the overall mobility framework encompasses 
several branches from different areas within Intelligent Transportation Systems (ITS) 
and knowledge acquisition (KA). In fact, the OPTIMUM project aims to be an ag-
glomerate enabler in terms of ITS technologies, integrating several research topics 
into one single system. The objective is to cover several technology branches which 
present great research efforts, as is the case of Traffic Prediction and Simulation [6], 
[7], Smart Parking [8], User Context-based Navigation Systems [9]. The objective is 
simple: to improve traffic and road conditions and flow, while lowering carbon emis-
sions and pollution within the road network. Some research regarding these topics is 
already taking place, as evidenced in [10], and ITS generic platforms are already be-
ing developed [11]. Moreover, the above mentioned research endeavours use different 
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types of data sources, from sensor data to floating car data, social networks, and infra-
structure-gathered data. 

Location-based services suggest new locations that match a user's inferred interests 
and preferences, making use of content-based or collaborative recommendation tech-
niques. In most cases, distance is used as the main criteria for inclusion in recommen-
dations. As argued by Mokbel et al. [12], location-based services usually only take the 
current location into account. However, apart from visiting new locations, users often 
visit places that they visited before [13]. These revisited places include home and 
work locations, but also less frequently visited places, such as specialty stores, hiking 
areas, friends, relatives and business partners. Several studies confirmed the intuition 
that human mobility is highly predictable, centred on a small number of base loca-
tions. This opens a wide range of opportunities for more intelligent recommendations 
and support of routine activities. Such recommendations may serve as reminders for 
activities or locations to be included in the user's schedule, and may be used to mini-
mize traveling time between the destinations that a user is likely to visit. In the litera-
ture, one can find only a few studies on common travel patterns, or on locations that 
are typically visited on certain hours during the week or during the weekend. Such 
insights are expected to be useful for selecting techniques for predicting a user's travel 
activity and likely destinations. In this work, we analyse, visualize and discuss pat-
terns found in a dataset of GPS trajectories. Further, we compare and analyse the 
performance of common prediction techniques that exploit the locations' popularity, 
regularity, distance and connections with other locations. 

González et al. [4] studied people movements, based on a sample of 100,000 ran-
domly selected individuals, covering a six-month time period. The results show that 
human mobility patterns have a high degree of spatial and temporal regularity. Fur-
ther, individuals typically return to a few highly frequented locations and most travel 
trajectories are rather short in terms of distance and travel time. 

Song et al. [5] found that 93% of human mobility is predictable; how predictable 
an individual's movements are, depends on the entropy of his patterns. However, for 
predictability it did not make a difference whether an individual's life was constrained 
to a 10-km neighbourhood or whether he travels hundreds of kilometres on a regular 
basis. 

Zheng et al. [14] used GPS data for mining interesting locations and `classical se-
quences', based on the number of visits and the individual visitors' location interests. 
The outcomes are reported to be useful for tourists, who can easily discover land-
marks and popular routes. 

The most relevant works rely on data which is acquired by GPS devices, meaning 
that, the data is more accurate than the data acquired from a smartphone. Some of the 
challenges addressed by this work as for example, noise caused from GPS reception 
and semantic annotation of frequent locations, are still an open problems being ad-
dressed by the research community. 
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Formally, conditioned by P, Dthreh and Tthreh, a stay point s=(Lat, Lngt, arvT, levT), 
where . ∑ . | |                                (1) . ∑ . | |                                 (2) 

respectively stand for the average latitude and longitude of the collection P, and 
. = .  and . = .  represent a user’s arrival and leaving times on s. 

Typically, these stay points occur in the following two situations. One is that an in-
dividual remains stationary exceeding a time threshold. In most cases, this status hap-
pens when people enter a building and lose satellite signal over a time interval until 
coming back outdoors. The other situation is when a user wanders around within a 
certain geospatial range for a period. In most cases, this situation occurs when people 
travel outdoors and are attracted by the surrounding environment. As compared to a 
raw GPS point, each stay point carries a particular semantic meaning, such as the 
shopping malls we accessed and the restaurants we visited, etc. 

Fusion of Stay Points: Is the process of aggregating/grouping several stay points 
which comply with certain pre-conditions (heuristics for fusion of stay points) and 
also contributes to the elimination noise resulting from inaccurate data. This is so one 
plausible frequent location be considered as one stay point and not several stay points 
in a certain area. 

Frequent Location Identification: Is the process of filtering stay points which com-
ply with certain pre-conditions. A stay point must respect some pre-conditions to 
become a frequent location, such as a minimum permanency time on that location, 
and is a place visited a minimum number of times. 

4 Extracting Frequent Locations 

This section depicts an instantiation of the method for extraction frequent locations 
from raw GPS data acquired from smartphone. The dataset used, takes into account 
the period from 29-11-2013 to 12-09-2014, which corresponds to total of 140.246 
GPS points from a single user. 

Fig. 2, depicts a subset of the data source using Google Maps overlay. 

 
Fig. 2. GPS raw data 
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Fig. 3 highlights a heatmap for the GPS data. From the heatmap, it is possible to 
detect where the highest concentration of GPS data is located. This analysis is consi-
dered useful, because it allows visualizing where are the most frequent locations. Blue 
color (cold) indicates low concentration of GPS points, where on the other hand, red 
color (hot) indicates high concentration of GPS points. 

 
Fig. 3. Heatmap of GPS data 

Fig. 4, illustrates the process of fusion stay points. The figure on the left, describes 
a situation where several stay points where identified. The process starts by calculat-
ing the center of the cluster for such stay points, if the distance of center of each stay 
point to the center of the cluster is less than a predefined threshold ( ), than the stay 
point can be grouped (fused). The figure on the right highlights the distance of each 
stay point to the center of the cluster. 

 
Fig. 4. Fusion of Stay Points 

5 Assessment 

The objective of the assessment was to validate against human judgement, how  
accurate were the extracted frequent locations.  In order for a region in the map be 

>=0
>=31
>=62
>=94
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considered a frequent location, the concentration of GPS points in that region must be 
higher a predefined threshold ( ). For now, we are taking into account the regions 
where the number of GPS points is higher or equal to 125 points, as in the heatmap. 
This threshold can be better tuned in order to obtain more accurate results. 

Fig. 5, depicts the final result of the frequent locations extraction, where frequent 
locations are semantically identified. Despite the step related to semantic identifica-
tion of a frequent location is still in development phase, it is worth to illustrate what 
should be the final result of this process. Basically, the idea is to match (geographical-
ly speaking) a frequent location to known locations available in social media (ex. 
google places, foursquare). From a general perspective, the results indicate that the 
approach is able to detect all frequent locations (higher recall), but at the same time, 
some locations were badly identified as frequent locations (lower precision).  This 
means that, additional tuning regarding the process of fusion stay points, the   thre-
shold, and the process of semantically identify frequent locations, need to be  
addressed. 

 
Fig. 5. Frequent Locations 

Fig. 6, illustrates the extraction of daily durations spent in each frequent locations. 
The data corresponds to the period from 29 May to 6 June 2014. It is possible to vi-
sualize the daily duration for well-known frequent locations nevertheless, white spac-
es indicate that user was either traveling or in a stay point which is not considered 
frequent.  

The results were once again validated against human knowledge, and it was ob-
served that the approach is able to identify with a high level of accuracy, the daily 
duration of frequent locations. As a final remark, it is worth to mention that, the re-
sults achieved led us to conclude that the proposed methodology for extracting fre-
quent locations is sound and presents promising results. Some minor work still needs 
to be carried out for better fine tune, but the principles where the methodology relies 
upon, are well established. 
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Fig. 6. Daily duration (min.) in Frequent Locations 

6 Conclusions and Future Work 

This paper, describes an approach for detecting and learning individual mobility plans 
from daily commuters. The vision is to be able to predict a frequent travel movement 
from point A to point B. User-generated GPS trajectories do not only connect loca-
tions in the physical world but also bridge the gap between people and locations. In 
this work, we are able understand most frequent locations and trajectories from users. 

We observed that human mobility patterns contain strong regularities: people typi-
cally spend most of their time at and between a small number of locations. We also 
found that most people have a relatively regular schedule for traveling from one loca-
tion to another (eg. commuting on weekdays, fixed weekend activities). The mobility 
patterns that we observed can be modelled with different basic methods for visitation 
prediction; as future work, we propose a Markov model which makes it a suitable 
technique for predicting individual common locations taking into account the hour of 
the day and the day of the week. Considering the results achieved, we believe that this 
work provides the first step towards understanding personal mobility patterns. The 
next steps are related with: (i) Identification of frequent trajectories; and (ii) Trajec-
tory forecasting for each individual commuter. 
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Abstract. We outline a new architecture for supporting proactive decision mak-
ing in manufacturing enterprises. We argue that event monitoring and data 
processing technologies can be coupled with decision methods effectively pro-
viding capabilities for proactive decision-making. We present the main concep-
tual blocks of the architecture and their role in the realization of the proactive 
enterprise. We illustrate how the proposed architecture supports decision-
making ahead of time on the basis of real-time observations and anticipation of 
future undesired events by presenting a practical condition-based maintenance 
scenario in the oil and gas industry. The presented approach provides the tech-
nological foundation and can be taken as a blueprint for the further develop-
ment of a reference architecture for proactive applications. 

Keywords: Proactivity · Decision-making · Event-driven computing · Condi-
tion-based maintenance 

1 Introduction and Motivation 

The emergence of the Internet of Things paves the way for enhancing the monitoring 
capabilities of enterprises by means of extensive use of physical and virtual sensors 
generating a multitude of data. The sensing enterprise concept can influence a wide 
range of industries. For example, manufacturing companies can utilize sensors to 
enable the identification of deviations from production plans as soon as they appear; 
logistics networks can identify delays about in the delivery time in real-time through 
sensor-generated events. The main driving concept in sensing enterprises is the use of 
multi-dimensional data captured through physical and virtual sensors generating 
events and providing added value information that enhances context awareness. Con-
sequently, the large amount of data generated by sensors leads to a strong demand for 
data-driven, real-time systems capable of efficiently processing data in order to get 
meaningful insights about potential problems.  

Event monitoring and data processing accompanied with enabling real-time sys-
tems are essential for managing problems in complex, dynamic systems. Advanced 
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monitoring capabilities should provide the basis for a new level of sensing perfor-
mance that not only observes current problems, but also senses that the problem might 
appear, that is, by focusing on a proactive approach. Indeed, observing a delay is very 
useful information, but anticipating that there will be a delay is even more important 
from the business point of view. The capability to anticipate leads to the possibility to 
decide and act ahead of time, i.e., to be proactive in resolving problems before they 
appear or realizing opportunities before they become evident and be able to recover 
and support continuity. 

Proactive, event-driven decision-making has been recently introduced in the litera-
ture as a conceptual model for deciding ahead of time about the optimal action and the 
optimal time for its implementation [1]. A proactive enterprise decision support archi-
tecture should integrate different sensor data, provide large-scale and real-time 
processing of sensor data and combine historical and domain knowledge with current 
data streams in order to facilitate proactive decision-making. In this paper we focus 
on proactive decision making in the manufacturing domain where the challenges as-
sociated with the provision of decision support based on predictions become signifi-
cant, especially when dealing with maintenance where several factors should be con-
sidered such as costs of maintenance actions as a function of time, safety issues and 
degradation of equipment.  

Despite the plethora of existing works for and prognosis in maintenance, most of 
them do not examine the integration with real-time, data-processing platforms and the 
automation of decisions by providing recommendations for maintenance actions, 
while the supported level of proactivity is typically low [2], [3]. Further, there is no 
support for switching easily between available decision methods or selecting a pre-
ferred method among the available ones since decision methods may address different 
challenges in terms of the availability of data and domain knowledge.  

The integration of various decision methods in a real-time platform that would al-
low users to select appropriate methods based on the available data and the desired 
proactive decision support is the research objective for our work. Technically, the 
challenge is to develop a real-time architecture that would support the development of 
decision support applications enabling the business analyst to select decision methods 
and configure them so that they are operable for the problem at hand. In this paper we 
present such an architecture for decision making that enables the transition from sens-
ing to proactive enterprise.  

The rest of the paper is organized as follows. Section 2 discusses enabling technolo-
gies and works related to real-time architectures for enterprise decision making with an 
emphasis on supporting proactivity. Section 3 outlines the proposed architecture for 
realizing proactive enterprise decision making. Section 4 presents a scenario in which 
proactive decision making in maintenance is enabled with the proposed architecture. 
Section 5 discusses the main findings of our work and our future plans.  

2 Enabling Technologies and Related Work 

In the context of the sensing enterprise, physical and virtual sensing devices such as 
sensors, actuators and controllers can detect state changes of objects or conditions and 
create events, which can then be processed by a system or service. From the point of 
view of communication, the use of a web-service communication paradigm allows 
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sensors to be easily integrated into a complex architecture. To this end, the Service-
Oriented Architecture (SOA) paradigm strongly contributes to the development of 
monitoring and control infrastructures, enabling interconnectivity at an object level. 
Moreover, the Event Driven Architecture (EDA) provides an architectural computing 
paradigm that has the ability to react to changes by processing events [4], [5]. EDA 
can complement SOA because services can be activated by triggers fired on incoming 
events[6], [7]. Building on EDA, proactive event-driven computing is a new paradigm 
where a decision is neither made due to explicit requests nor as a response to events, 
but is triggered by real-time predictions of an event. Therefore, the decisions are taken 
under time constraints and require the exploitation of large amounts of historical and 
streaming data [6-8]. 

In the manufacturing domain, sensors have the capability of measuring a multitude 
of parameters frequently and collecting plenty of data. Analysis of Big Data, both 
historical and real-time, can facilitate predictions on the basis of which proactive 
maintenance decision making can be performed. The e-maintenance concept can sig-
nificantly address these challenges [9-11]. DYNAMITE ‘Dynamic Decisions in 
Maintenance’ research project has examined e-maintenance [12], [13]. It developed 
the TELMA ‘TELeMAintenance platform’ which provides intelligent agents directly 
implemented at the shopfloor level into the PLCs and decision-making services in 
front of the degraded situation process performance, including assessment of the de-
graded process performance, prognostic of the future situation and decision to be 
taken to control the process in its optimal performance state. The WelCOM project 
developed an e-maintenance architecture exploiting the following key relevant tech-
nological factors: web-based maintenance services, wireless sensing and identification 
technologies, data and services integration and interoperability, as well as mobile and 
contextualized computing [14]. Within such a framework, the authors proposed a 
layered e-maintenance architecture, leveraging upon the strengths of smart and wire-
less components in order to upgrade the maintenance-services from the low level of 
operations to the higher levels of planning and decision making. For an overview of 
other e-maintenance platforms, both from academia and industry, please refer to [12], 
[13], [15], [16] and [17]. 

E-maintenance can be leveraged with EDA and proactive event-driven computing 
in order to enable proactive decision making about optimal maintenance actions and 
the optimal time for their implementation. To do this, e-maintenance should be ex-
tended in order to handle real-time, data-driven predictions and coupling them with 
domain knowledge and decision methods.  Several decision methods, ranging from 
operational research to machine learning and statistical ones, have been proposed in 
the literature in support of proactive maintenance decision making. Nevertheless, 
decision methods have not been integrated in e-maintenance platforms yet and are 
rarely validated in an industrial environment. 

3 A Conceptual Architecture for Decision Making  
in the Proactive Manufacturing Enterprise 

In this section we outline the proposed architecture for proactive enterprise decision-
making, its main conceptual blocks as well as the main functionality implemented by 
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each block. The role of the architecture depicted in Figure 1 is two-fold. Configura-
tion role: to allow business analysts create decision method instances addressing an-
ticipated problems and configure them by adding, removing or changing possible 
mitigating actions as well as other domain knowledge required by the underlying 
decision methods. Domain knowledge can include the list of alternative actions, their 
costs, their delays (corresponding to the time period from its implementation until it 
starts taking effect), the time-to-undesired event after their implementation as well as 
the next planned maintenance. Processing role: to support decision-making ahead of 
time on the basis of real-time observations and anticipation of future undesired events, 
by coupling decision methods to a real-time processing environment. The proposed 
architecture consists of a user interaction and a real-time processing layer, along with 
a data layer which houses a relational database engine where all information needed 
by the two other layers is stored and retrieved. 
 

 
Fig. 1. Proactive Decision Making Architecture 

The user interaction layer occupies the top level of the architecture and includes a 
web-based application that supports the configuration of the architecture, by allowing 
business analysts to select the most appropriate decision method for mitigating predicted 
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undesired events, on the basis of functional and non-functional requirements, as well as 
to embed domain knowledge with the aim to define and configure the various parame-
ters of the decision method instances. Examples of decision methods incorporated in the 
aforementioned decision configurator dashboard include Markov Decision Process 
(MDP) [1] and Cost Optimization [18], while more details are provided in [3]. Decision 
method instances are specific instances of decision methods, corresponding to specific 
equipment or other subject of a predicted undesired event. As can be seen in Figure 1, 
another functionality exposed by the decision configurator to the business analyst is 
related to the visualization of feedback received by the recipients of the recommenda-
tion with respect to the implementation of the recommended actions. This feedback 
aims to support business analysts in the process of refining the recommendation genera-
tion process on the basis of such feedback. 

The real-time processing layer fulfills the processing role of the proposed proac-
tive decision making architecture and is based on the Observe, Orient, Decide, Act 
(OODA) model of situational awareness [19]. This model sees decision-making occur-
ring in a recurring cycle of unfolding interaction with the environment, oriented via cues 
inherent in tradition, experience and analysis. These cues inform hypotheses about the 
current and emerging situation that, in turn, drive actions that test hypotheses. The real-
time processing layer deals with the continuous processing of sensor data by applying 
OODA principles and subsequent sending of notifications/recommendations to relevant 
people or systems. The sensor data are collected from sensors and they are injected into 
the real-time processing layer, where they are handled by the OODA information-
processing pipeline as follows:  

 (Observe) The sensing service, deals with data acquisition, transformation (in-
cluding cleaning) and publishing. It is responsible for sensing relevant sources 
and transforming data in a format useful for further analysis. The sensing ser-
vice is followed by the data enrichment service that enables semantic enrich-
ment of real-time streams (events) with background knowledge. 

 (Orient) The orient phase includes services for anticipation management, which 
enable the generation of real-time, data-driven predictions of future undesired 
events through the predictive analytics service. Predictions are triggered on the 
basis of unusual situations discovered on the basis of complex enriched events 
identified by the Complex Event Processing (CEP) service.  

 (Decide) The decide phase includes services enabling anticipation-driven deci-
sion-making, in the sense that the predictions of undesired events generated by 
the services of the Orient phase are taken into account. More specifically, based 
on a “prediction” event, which predicts the probability distribution for the oc-
currence of a future undesired event as a function of time, the context-aware de-
cision management service generates proactive recommendations of actions that 
mitigate or eliminate this event along with the recommended activation time. 
The recommended actions and action activation times are calculated by enact-
ing the decision method instances that are defined and configured through the 
decision configurator. The generated proactive recommendations are further 
propagated within the OODA information-processing pipeline through the pub-
lish recommendation event service, until they reach the relevant enterprise  
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stakeholders. Prediction parameters and contextual elements needed by the  
context-aware decision making service are made available by auxiliary services 
responsible for extracting (i) prediction parameters from received prediction 
events and (ii) contextual parameters that are important for the enterprise deci-
sion problems considered, from enriched sensed data carrying out contextual in-
formation, respectively. 

 (Act) The act phase includes the business improvement analyzer, a component 
which deals with the visualization of anticipation-driven recommendations, the 
monitoring of their success, as well as the definition and monitoring of KPIs 
and corresponding adaptation of the whole OODA cycle, closing the feedback 
loop and leading to the continual proactive business optimization. 

The real-time processing layer of the architecture has been implemented as a Storm1 
topology. Storm is a distributed data processing system whose processing is based on 
elements organised in a topology and called spouts and bolts. Spouts, which are the 
entry points into the real-time processing layer, poll relevant data sources such as sen-
sors and distribute the data further in the topology. Bolts, which are the processing ele-
ments, implement the OODA information-processing services described above. Bolts 
are interconnected with an internal pub/sub mechanism and communicate through mes-
sages called tuples. The Decision Configurator Dashboard of the User Interaction Layer 
has been implemented as a Python web-application developed using the web2py2 
framework. Web2py is an open-source web framework (released under the LGPL ver-
sion 3 license) for agile development of secure database-driven web applications, writ-
ten also in Python. Finally, the Data layer of the architecture includes a Database Ab-
straction Layer (DAL) that generates SQL statements, transparently to the developer, for 
many databases engines such as SQLite, MySQL, PostgreSQL, MSSQL, FireBird, 
Oracle, IBM DB2, Informix and Ingres. 

4 Envisaged Scenario  

In this section we present a practical application of the proposed architecture for 
proactive event-driven decision-making, in the oil and gas industry. We describe the 
practical role and use of the proposed architecture focusing on how it can support 
decision-making ahead of time on the basis of real-time observations and real-time 
data-driven predictions of future undesired events, through an indicative scenario of 
proactive Condition-Based Maintenance (CBM). The practical application is illu-
strated through a decision configurator dashboard that receives prediction events and 
enables the embodiment of domain knowledge given by an expert in order to provide 
recommendations for the proactive enterprise. 

CBM in the oil and gas industry employs various monitoring means to detect dete-
rioration and failure in some critical drilling equipment. Equipment failure situations 
can be forecasted based on observations of events related to this equipment or the 
surrounding environment; e.g monitoring engine temperature indicators, monitoring 
electric indicators (measuring change in the engine’s electric properties) and perform-
                                                           
1 https://storm.apache.org 
2 http://web2py.com/books/default/reference/29/web2py 
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ing oil analysis [20]. In reality, several different patterns will imply various failure 
distributions. In this scenario, we focus on the gearbox drilling equipment and consid-
er as indicators the rotation speed of the drilling machine’s main shaft in Rounds Per 
Minute (RPM), along with the lube oil temperature of the drilling machine’s gearbox 
[21]. 

The OODA model - on which the real-time processing layer of the proposed archi-
tecture is based - deals first with real-time smart sensing of RPM and lube oil tempera-
ture of the drilling machine’s gearbox (Observe). In the Orient phase, a prognostic mod-
el is developed in order to estimate Remaining Useful Life (RUL) and the probability 
distribution of the occurrence of a gearbox breakdown. This prognostic model is trig-
gered by detecting in real-time abnormal friction losses on the basis of observed data. 
The friction losses detection deals with complex patterns of oil temperature and RPM 
events characterized by an abnormal oil temperature rise (10% above normal) measured 
over 30% of the drilling period when drilling RPM exceeds a threshold. This pattern, 
learned at the offline phase, is a strong indication that a gearbox equipment failure starts 
to occur. Decide phase deals with online provision of proactive recommendations of 
maintenance actions (take the equipment down for full maintenance, perform lubrica-
tion of metal parts, shift drilling to lower pressure mode) and suggested activation time 
that maximize the utility for the manufacturing enterprise. Finally, the Act phase defines 
and monitors related KPIs such as downtime and cost. 

The decision configurator dashboard addresses the Decide phase and enables the 
expert to insert domain knowledge that is needed for the provision of recommenda-
tions as it is included in the user interaction layer of the proposed architecture. The 
Decide phase receives a prediction event from the Orient phase and utilizes domain 
knowledge to provide optimal solutions for maintenance. We have selected MDP 
method as the most suitable for the current scenario as it is a method that can provide 
recommendations about the optimal action and the optimal time of applying it and 
therefore, it covers the user requirements [22]. The user is able to create a new deci-
sion making instance for the use of MDP method in order to provide recommenda-
tions based on the gearbox breakdown prediction. Then, the user inserts the list of 
actions (take the equipment down for full maintenance, perform lubrication of metal 
parts, shift drilling to lower pressure mode) accompanied with the cost as a function 
of time for each action, the delay of the action (corresponding to the time period from 
its implementation until it starts taking effect) and the time-to-breakdown after the 
implementation of each action. Moreover, the user specifies the time of next planned 
maintenance.  

The cost of each action can be either fixed (e.g. 1000 euros) or variable as a func-
tion of time (e.g. 800 euros / day due to production loss).The duration of the delay for 
each action increases in proportion to the complexity of the action (e.g. full mainten-
ance requires a longer delay in comparison to lubrication). The time-to-breakdown 
after the implementation of each action is related to the extent of the maintenance 
action. For example, full maintenance transforms the equipment to good-as-new, 
while lower pressure and lubrication are actions for imperfect maintenance [1], [23]. 
Finally, the time of next planned maintenance corresponds to the end of decision 
epoch parameter of MDP. So, a recommendation about a maintenance action should 
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belong to the time period between now and the end of decision epoch in order to be 
valid [1]. This means that, since any defective part of equipment will be identified 
during the planned maintenance, the predicted gearbox breakdown will not be valid 
anymore after that time. 

The business added value of proactive event-driven decision-making in this scenario 
is huge. With a typical day rate for a modern oil rig being around USD 500 000, reduc-
ing undesired downtime, with its associated high cost (one hour of saved downtime is 
typically worth USD 20 000) is of outmost importance in the oil drilling industry. 
Therefore, we expect that the proposed architecture, which supports the provision of 
proactive recommendations about optimal decisions on the basis of utility, cost and 
other factors, will allow enterprises in the oil and gas industry to gain a strong competi-
tive advantage based on reduced downtimes and optimized performance. 

5 Conclusions and Future Work 

We outlined a visionary approach for a new architecture supporting proactive decision 
making in enterprises. The main novelty of our approach lays on the integration of 
state-of-the-art decision methods into an event-driven real time environment which 
can handle big data generated by a multitude of enterprise sensors. Although the con-
cept of proactive decision-making in not completely new, there are still many chal-
lenges associated with its application in large scale, big data-based enterprise envi-
ronments. A major challenge is the treatment of anticipation as a first class citizen: 
supporting the whole life-cycle of the anticipation, from sensing and generating antic-
ipations till validating the reactions based on them, through the Observe-Orient-
Decide-Act loop. 

Our work has several implications for both practitioners and researchers. Practi-
tioners need to design and implement physical (such as smart sensors and actuators, 
location-aware sensors, cyber-physical systems) and virtual sensors (such as agents in 
customer transaction and relationship systems) in virtually every aspect of their enter-
prise that has an impact on the end result. Moreover, practitioners should be ready to 
select and apply decision methods that will leverage business performance through 
the proactive realization of actions in anticipation of predicated enterprise challenges 
and opportunities. There is a need for new business methodologies that will enable 
recognition of possible opportunities for application decision methods in the enter-
prise environment, design of actions for responding to such situations as well as 
benchmarks for comparison real performance measurements and identified KPI’s. 

Researchers will be able to build on top of the proposed real-time platform new al-
gorithms to model the data that overcome the deficiency of traditional analytic me-
thods by fixing the granularity (resolution) of the analytic problem ahead of time. 
Additionally, new methods for semantic enrichment of the data with the background 
knowledge from ontologies describing the data domain and its contextual environ-
ment will improve the capabilities of the platform to react intelligently. Finally, new 
situational awareness methods for inferring users’ situational state and approaches to 
model situational probabilistic influences on user needs as well as new data-driven 
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and knowledge-based recommender algorithms based on streaming data can be re-
searched so that business users are provided with the most relevant support based on 
rich landscape of sensed data. 

Regarding future work, we aim to follow a multi-aspect approach for validating the 
main blocks of the proposed architecture which are currently under development in the 
ProaSense project. We will pursue validation in diverse enterprise settings with different 
technical constraints and user requirements so that the impact is leveraged. Validation 
will be performed on a technical level, covering system-related metrics such as perfor-
mance, and on a business level, covering the benefits for end-users from the leveraged 
business decisions. Specifically for the maintenance perspective, validation will be fo-
cused based on performance in terms of decreased maintenance costs, decreased equip-
ment deterioration and better quality of products that are leaving the assembly line. On 
the other hand, domain experts will validate the results based on factors which are usual-
ly hard to measure such as increase in safety, decrease of environmental impact and the 
accessibility and adaptability of the system in order to support the needs and expectations 
of beneficiaries. Validation of the approach will be performed in the context of the ongo-
ing EU project ProaSense (http://www.proasense.eu/) in two main use cases: proactive 
manufacturing in the area of production of lighting equipment, and proactive maintenance 
within the oil and gas sector. 
 
Acknowledgments. This work is partly funded by the European Commission project FP7 
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Abstract. The Sensing-Liquid Enterprise paradigm enhances sensing capabili-
ties of the Sensing Enterprise with fuzzy boundaries of the Liquid Enterprise by 
interconnecting real, virtual and digital worlds through semi-permeable mem-
brane behavior. Shadow images of the different worlds need to be kept consis-
tent. Osmotic data flows between the real, digital and virtual world allow events 
to break out of their inner world behavior and to advance to inter-world events. 

This paper combines semantic web technologies and complex event 
processing to enable osmotic event detection and processing for the Sensing-
Liquid Enterprise. Events are enriched with semantic information and examined 
for inter-world relevance. The presented approach is accompanied with its ap-
plication in the OSMOSE Project. 

Keywords: Sensing Enterprise · Sensing-Liquid Enterprise · Semantic web · 
Complex event processing 

1 Introduction 

The Sensing-Liquid Enterprise paradigm combines the characteristics of the Sensing 
Enterprise and the Liquid Enterprise [1]. The Sensing Enterprise has the capability to 
sense and react to business stimuli while the intelligence is decentralized in connected 
environments. Active cooperation of things with advanced networking and processing 
capabilities form a sort of nervous system connecting the real and virtual world. The 
Liquid Enterprise is characterized by fuzzy and blurred enterprise boundaries. The 
‘inside’ and ‘outside’ is difficult to distinguish leading to cloudiness of the enterprise. 
The characteristics of the Sensing and the Liquid Enterprise combined cause the  
necessity to handle real, virtual and digital assets as well as their interaction and be-
havior. The main objectives of the OSMOSE Project [2] is to interconnect the real, 
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virtual and digital world osmotically, i.e. the same way a semi-permeable membrane 
permits the flow of liquid particles through itself, in order to keep background consis-
tency of shadow images in the worlds.  

Events that occur in any of the worlds need to be analyzed and distinguished re-
garding their relation to the other worlds. Semantic descriptions of entities enable 
reasoning about the belonging to the worlds. Queries for event properties allow to 
detect whether the event needs to be osmotic, i.e. be processed between the worlds, or 
not. Thus, new challenges for Event-Driven Architectures, business process model-
ling and semantic web technologies appear to deal with multiple representations of 
the same object in each world automatically.  

The paper is structured as follows: Section 2 will introduce the OSMOSE frame-
work and the metaphor from biology. In Section 3, a state-of-the-art analysis of (se-
mantic) complex event processing is provided.  Section 4 presents the main approach 
and Section 5 gives a brief example from the OSMOSE Project. The conclusion and 
future work can be found in Section 6. 

2 Osmotic Sensing-Liquid Enterprise Framework 

2.1 The OSMOSE Metaphor 

The liquid enterprise can be considered as an enterprise having fuzzy boundaries, in 
terms of human resources, markets, products and processes. Its strategies and opera-
tional models will make it difficult to distinguish the ‘inside’ and the ‘outside’ of the 
company [1]. The liquid enterprise concept can be better explain adopting a met-
aphor from physics. Thus, let us imaging that the Sensing-Liquid Enterprise is a pot 
internally subdivided into three sectors by means of three membranes and forming the 
real/digital/virtual sector [3] [4]. If the membrane is totally impermeable, the popula-
tion of the three liquids (worlds) will never mix together and, if they want to commu-
nicate, they need to send blind messages across the membranes. This meets the clas-
sical definition of interoperability, which is defined as the ability of disparate and 
diverse organizations to interact towards mutually beneficial and agreed common 
goals, involving the sharing of information and knowledge between them [5]. Howev-
er, in those interoperability scenarios, enterprises, organizations, or even people and 
objects are from different worlds (liquids) and act as totally independent entities.   

On the other hand, if the membranes are semi-permeable, by following the rules of 
osmosis, each of the world’s population could pass through the membrane and influ-
ences the neighboring world, so that in reality in the real world is possible to find a 
shadow (interoperability) ambassadors of the digital/virtual world and similarly for 
the other worlds. Such feature enable the user to experience multiple views (perspec-
tives) on the same entities, events and associated processes, etc. Thus, using a three 
world interface and the osmose membrane the user can seamlessly move from one 
world to the other, accessing information from different worlds, and consequently 
have control over manufacturing processes execution. As an example, if mistakes are 
made during the manufacturing process and validation will result in large expenses to 
the manufacturer. However, it may occur that parts were correctly produced and the 
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problems detected by the user are consequences of bad usage. In that case, a concrete 
proof that the part was correctly built is needed. It can be facilitated by the archival of 
detailed 3D model of the part, corresponding to the exact copy of the delivered prod-
uct. This enables the virtual (RW  VW) recalling to the moment the part came out 
of the warehouse.  

2.2 Osmotic Event-Driven Architecture and Implementation 

The conceptual architecture follows the OSMOSE metaphor, in which the three 
worlds, namely the real, digital and virtual world, are separated from each other and 
bound by a semi-permeable membrane. The overall OSMOSE architecture is illu-
strated in Figure 1. Communication between the three worlds has to pass the mem-
branes between the worlds, which is incorporated in the OSMOSE middleware. Event 
processing is a key aspect in the OSMOSE architecture. The requirement to provide 
background consistency among the worlds and to enable osmotic behavior led to the 
need of a new Event-Driven Architecture for the OSMOSE Project. 

 

 
Fig. 1. Overall OSMOSE Architecture 

Events are the most important entities the membrane is directly concerned with. In 
each world a complex event processing engine is actively detecting events. When 
events are detected the context manager, which is responsible for semantic analysis of 
events, is responsible for deciding on whether this event is osmotic, i.e. needs to be 
passed to another world, or whether it will stay local.  

As an example we can take a look at the aeronautics pilot. A lamp of a beamer in a 
flight simulator might have a temperature which is too high for a longer period. When 
this event is detected the context manager reasons on it and comes up with the deci-
sion that it is necessary to trigger the scheduling of a maintenance procedure for the 
beamer lamp. The event is passed to the digital world where it results in the process of 
scheduling the maintenance procedure for the lamp.  



150 A. Felic et al. 

2.3 Osmotic Knowledge and Context Management Approach 

Major objectives of knowledge management are knowledge creation, sharing and 
reuse [6]. In the OSMOSE Project, knowledge is created inside each of the worlds 
and shared in and outside of each world. Hence, it is extremely important to consider 
the special requirements that come along with the Sensing-Liquid Enterprise para-
digm. Semantic Web technologies, i.e. ontologies have been widely adopted in know-
ledge management to structure knowledge in a machine-readable manner. They ena-
ble proper communication and collaboration in physically or virtually distributed 
environments where knowledge is heterogeneous [7].  

The differentiation of real, virtual and digital assets complicate the application of 
classic knowledge management approaches. On the one hand it would be eligible to 
implement a centralized knowledge base for the three worlds, on the other hand sepa-
rated knowledge bases allow each of the world to manage knowledge independently. 
The latter case implies a loss of a shared meaning of knowledge which is inevitable 
for proper inter-world communication. Modular ontologies [8] allows to separate the 
ontologies of the worlds from each other while adhering to a greatest common divisor 
of knowledge also known as upper ontology. The upper ontology module incorporates 
generic ontology modules for events, entities, processes and services and is imported 
and further specified by each of the three worlds. 

In the OSMOSE Project, the Context Manager is in charge of handling these ontol-
ogies and the knowledge of the system, i.e. managing the context, where context is 
described by as “any information that can be used to characterize the situation of an 
entity […] that is considered relevant to the interaction between a user and an applica-
tion, including the user and applications themselves” [9].  

3 Semantic Web Enabled Complex Event Processing 

Event processing is the basis of an event driven architecture. “An event is an occurrence 
within a particular system or domain; it is something that has happened, or is contem-
plated as having happened in that domain.” [10]. Michelson distinguishes between Sim-
ple Event, Stream Event and Complex Event Processing [11]. In a mature EDA the 
three basic styles are most of the time used together. OSMOSE’s aim is to define from a 
methodological point of view how to deal with existing concepts and tools. 

The main interest of OSMOSE is to investigate osmosis processes where events are 
passed between the real, digital, and virtual worlds. In the first place this means that 
event processing needs to take place in all three worlds and events have to be classi-
fied according to whether they trigger an osmosis process. Therefore, only a simple 
envelope is defined to pass on information between the different worlds. The follow-
ing example shows an instance of such an event envelope: 

<domain> Aeronautics </domain> 
<worldID> Real World </worldID> 
<eventType> Critical Error </eventType> 
<timeStamp> Time </timeStamp> 
<eventResourceURI> URI </eventResourceURI> 
<dataURI> URI </dataURI> 
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We combined the ontologies from the BPMN 2.0 event package and linking open 
descriptions of events (LODE) [12] to classify and describe the events in the three 
different worlds. The osmosis processes which transfer the events from one world into 
another are themselves described in BPMN 2.0 [13].  

The Semantic Web takes its name from the idea of a World Wide Web that is mea-
ningfully described for humans and machines [14]. Meaning and relation between 
terms can be described by Ontologies. Semantic Complex Event Processing [15] 
combines the power of Complex Event Processing described in the previous section 
with semantic descriptions of events. 

In the OSMOSE Project, knowledge can be accessed via the Context Manger. A 
SPARQL [16] query interface enables the Complex Event Processor of the middle-
ware to query for semantic information about events and thus decide on the basis of 
knowledge inside the knowledge base. Hence, events that are related to entities, ser-
vices, processes or other events of other worlds than the source world the event has 
arisen can be detected. These events are called osmotic events and break through the 
semi-permeable membrane. 

4 Osmotic Event Detection and Processing 

4.1 Osmotic Process Modeling  

The progressive adoption of Business Process Management (BPM) paradigm by or-
ganizations puts the spotlight on the business process lifecycle and on tools and tech-
nologies to support each stage of process modeling [17]. Moreover, large-scale organ-
izations need to connect thousands of variables when modeling their processes. These 
processes can change several times after the process first model, being continuously 
improved and adapted to the organization needs. Thus, it is important to keep trace of 
the business requirements that originated a change in the process and the impact that 
it will have in terms of specific technologies. 

In the case of the OSMOSE Sensing-Liquid Enterprise paradigm, osmosis 
processes are a special type of business processes used to moderate the information 
exchanged among the worlds. Since the notion of osmosis processes is conceptual, 
they can be modeled using the same strategies of regular business processes. In the 
scope of the OSMOSE project, six processes were considered, corresponding to every 
possible transition between the three worlds. These processes are [4]: Digitalization, 
Actuation, Enrichment, Simulation, Virtualization and Augmentation.  

It is assumed that the adoption of model driven practices and standard notation are 
able to facilitate the interoperability and communication at both the modeling and 
technical levels [18]. Research in Enterprise Interoperability (EI) suggests that organ-
izations can seamlessly interoperate with others at all stages of development, as long 
as they keep their business objectives aligned, software applications communicating, 
and the knowledge and understanding of the domain harmonized [19].  

The Model Driven Service Engineering Architecture (MDSEA) architecture pro-
posed by Ducq et al. [20] supports services and processes modeling stage and guides 
the transformation from the business requirements (Business Service Model, BSM) 
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5 Sensing-Liquid Enterprise Application in the  
OSMOSE Project 

Into the aeronautics pilot the events are correlated to the monitoring of a complex 
system identified in a Full Flight Simulator. The simulator is used for the training of 
pilots and it is composed by different components. First of all it has the perfect replica 
of the real command cabin and cockpit of the real helicopter. The complementary part 
is related to the software simulating the flight that is a dynamic simulation system 
taking inputs from the cockpit interactions, simulating the flight including weather 
conditions and/or injected vehicle malfunctions and providing output to the hardware 
proper of the simulator including the projection of the visual on the dome, the motion 
system and the cockpit again. The simulator is the basis of the real world together 
with the pilot, the instructor pilot and the maintenance technician. The digital world is 
composed by the software managing the simulator, including the scheduling, the con-
figuration control and the snag management. The whole picture is complemented by 
the virtual word in which the configuration control heuristic are placed. Being the 
simulator a complex and dynamic system occasionally snags can happen. A snag is a 
difference perceived from the actual behavior of the simulator and the supposed right 
behaviors. Snags can be very different, from a visual problem to a feeling of a differ-
ent flight sensation in respect to the real vehicle. The management of the snag as-
sessment is very complex and difficult having few information available to the tech-
nician, especially when pilots are referring about a sensation.  

The goal of the pilot is about the improving of the monitoring of the complex system 
and improvement of the information supporting the technician needing to assess the 
validity of snags and solve them. To provide the objective evidence about the flight 
session the simulator has been modified in order to generate a big set of events like 
virtual sensors status (e.g.: oil pressure) or visual system record. Those events don’t pass 
the membrane and remains in the virtual world. Snags can be reported in two different 
ways: the former is manual by the pilot and the latter by the automatic system. The pilot 
send a snag event to the membrane when sees/perceives something strange, the mem-
brane will recognize it as osmotic. This happens by contacting the context manager and 
analyzing the event for relevance for other worlds. The HW snag can be detected by the 
Complex Event Processor which automatically is recognized as osmotic due to rules 
that are created for this purpose. The recognition of the events start the processes of 
digitalization of the information. The process aggregates and package a lot of informa-
tion from the flights session, some from the temporary database, and some from the 
system still running. Data is filtered in order to keep just the meaningful data and, final-
ly, the package is so stored locally and transferred to the remote digital world. In partic-
ular the end of the process is another event recording the snag arising into the digital 
world and linking the data package for further analysis semantically. 

6 Conclusion and Future Work 

The present paper presents an approach for detection and processing of osmotic 
events between the real, virtual and digital world. Semantic information can be  
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analyzed and processed automatically. Event behavior may be directly interpreted 
from the event descriptions, or indirectly queried by reasoning of the event ontology 
taking domain knowledge about the context of the event into account. Next steps 
comprise further evaluation of the architecture and conceptual framework as well as 
finalization of the architecture, implementation and deployment into the proof of con-
cept scenarios of the OSMOSE Framework. In its current form the approach is limited 
to transactional processes with no real-time requirements on the communication tech-
nology. Domain processes and with this also osmosis processes might run over hours 
or even days where the number of events arising for a specific process is reasonably 
small. However, massive amount of events for a specific process depending on how 
long the process is active is still possible. But event processing with high frequency 
data input is not in the scope of the OSMOSE project.In the presented effort for mod-
elling processing and reasoning over events is rather high. It is therefore highly desir-
able that models can be shared between different projects. With this an ecosystem of 
process and event models could arise which in the end would include best practice 
processes and events for different application domains. 

Acknowledgments. Authors would like to acknowledge the European funded Project 
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References 

1. FInES Research Roadmap Force: FInES Reasearch Roadmap 2025 (2012). 
http://cordis.europa.eu/fp7/ict/enet/documents/fines-research-roadmap-v30_en.pdf  
(accessed January 1, 2015) 

2. OSMOSE Consortium: The OSMOSE Project (2013). http://www.osmose-project.eu  
(accessed July 24, 2015) 

3. Agostinho, C., Jardim-Goncalves, R.: Sustaining interoperability of networked liquid-
sensing enterprises: A complex systems perspective. Annu. Rev. Control (2015) 

4. Agostinho, C., Sesana, M., Jardim-Gonçalves, R., Gusmeroli, S.: Model-driven service en-
gineering towards the manufacturing liquid-sensing enterprise. In: 4th Int. Cce Model. 
Softw. Dev. (2015) 

5. ISA Interoperability Solutions for European Public Administrations: European Interopera-
bility Framework (EIF) for European public services (2010). http://ec.europa.eu/isa/ 
documents/isa_annex_ii_eif_en.pdf 

6. Meihami, B., Meihami, H.: Knowledge management a way to gain a competitive advan-
tage in firms (evidence of manufacturing companies). In: Int. Lett. Soc. Humanist. Sci., Nr. 
14, pp. 80–91 (2014) 

7. Leung, N.K., Lau, S.K., Fan, J.: An ontology-based collaborative knowledge management 
network to enhance the reusability of inter-organizational knowledge. In: Commun. IIMA, 
Nr. 9/1, pp. 61–78 (2009) 

8. Ben Abbès, S., Scheuermann, A., Meilender, T., d’Aquin, M.: Characterizing modular on-
tologies. In: Proc. of the 6th International Workshop on Modular Ontologies (2012) 



156 A. Felic et al. 

9. Abowd, G.D., Dey, A.K., Brown, P.J., Davies, N., Smith, M., Steggles, P.: Towards a bet-
ter understanding of context and context-awareness. In: Gellersen, H.-W. (ed.) HUC 1999. 
LNCS, vol. 1707, pp. 304–307. Springer, Heidelberg (1999) 

10. Etzion, O., Niblett, P.: Event Processing in Action. Manning Pub. Co (2011) 
11. Michelson, B.M.: Event-Driven Architecture Overview. Patricia Seybold Group 2 (2006) 
12. Shaw, R., Troncy, R., Hardman, L.: LODE: linking open descriptions of events. In: 

Gómez-Pérez, A., Yu, Y., Ding, Y. (eds.) ASWC 2009. LNCS, vol. 5926, pp. 153–167. 
Springer, Heidelberg (2009) 

13. Natschläger, C.: Towards a BPMN 2.0 ontology. In: Dijkman, R., Hofstetter, J., Koehler, 
J. (eds.) BPMN 2011. LNBIP, vol. 95, pp. 1–15. Springer, Heidelberg (2011) 

14. Berners-Lee, T., Hendler, J., Lassila, O.: The Semantic Web (2001). 
http://iir.ruc.edu.cn/pdf/The%20Semantic%20Web.pdf 

15. Schaaf, M., Grivas, S.G., Ackermann, D., Diekmann, A., Koschel, A., Astrova, I.:  
Semantic complex event processing. In: Recent Researches in Applied Information 
Science (2012) 

16. W3C: SPARQL (2008). http://www.w3.org/TR/rdf-sparql-query/ 
17. Delgado, A., Ruiz, F., García-Rodríguez de Guzmán, I., Piattini, M.: MINERVA: model 

drIveN and sErvice oRiented framework for the continuous business process improVement 
and relAted tools. In: Dan, A., Gittler, F., Toumani, F. (eds.) ICSOC/ServiceWave 2009. 
LNCS, vol. 6275, pp. 456–466. Springer, Heidelberg (2010) 

18. Larrucea, X., Díez, A.B.G., Mansell, J.X.: Practical model driven development process. In: 
Proc. 2nd Eur. Work. Model Driven Archit. with an Emphas. Methodol. Transform (2004) 

19. Berre, A., Elvesæter, B., Figay, N., et al.: The athena interoperability framework. In: 3rd 
Int. Conf. Interoperability Enterp. Softw. Appl. (2007) 

20. Ducq, Y., Chen, D., Alix, T.: Principles of servitization and definition of an architecture 
for model driven service sys-tem engineering. In: 4th Int IFIP Work Conf Einterprise Inte-
roperability (IWEI 2012) 

21. Agostinho, C., Bazoun, H., Zacharewicz, G., et al.: Information models and transformation 
principles applied to servitization of manufacturing and service systems design. In: Proc. 
2nd Int. Conf. Model Eng. Softw. Dev. (2014) 

22. EsperTech: EsperTech – Esper (2015). http://www.espertech.com/esper/ (accessed August 
26, 2015) 

23. Apache Software Foundation: Apache Jena (2015). https://jena.apache.org/ (accessed Au-
gust 24, 2015) 

24. Red Hat Inc.: jBPM - Open Source Business Process Management (2015). 
http://www.jbpm.org/ (accessed August 24, 2015) 



PiE - Processes in Events: Interconnections
in Ambient Assisted Living

Monica Vitali and Barbara Pernici(B)

Politecnico di Milano, Milano, Italy
{monica.vitali,barbara.pernici}@polimi.it

Abstract. In the era of Internet of Things (IoT), sensors distributed in
the environment can provide essential information to be exploited. In this
work we propose to exploit the advantage of a sensor-enriched environ-
ment for supporting the processes of several cooperating organizations.
Our approach, PiE (Processes in Events), aims to identify and exploit
interconnections between processes, without demanding the restructur-
ing of their inner structure. Starting from a set of events generated by
sensors and business processes (BPs), we propose a methodology for mul-
tiple process annotation. From the analysis of the events correlations, we
can discover interconnections among processes of several organizations
involved in the same goal and derived additional information about the
processes being executed. An example within an Ambient Assisted Liv-
ing (AAL) scenario is studied, where several organizations cooperate to
provide social and health care to a subject.

1 Introduction

Nowadays, organizations cooperate in order to provide a better service to their
customers, by combining their expertise. Most of the time, they act separately,
without any high level coordination, following an independent process to pro-
vide their contribution. This approach is problematic from several points of view.
First of all, the information items over which the processes of the different orga-
nizations work are not independent, and the data used and produced by each
of them should be shared to provide a better service. Another relevant aspect is
that these processes, even if independently executed by different organizations,
are not actually independent. In fact, they are implicitly related to each other
and this relation should be exploited in order to provide a better global service.

In addition, several sensors could be available in the environment, not nec-
essarily related to the process execution: also events generated by these sensors
can be exploited to provide additional useful information on the processes and
their possible implicit dependencies.

In this work, we aim to discover implicit relations among processes and
events, and to exploit this knowledge to provide additional information about
the global process. To achieve this goal, we propose the PiE (Process in Events)
methodology: starting from a set of business processes (BPs) and from a set of
events recorded during the execution of the processes, we aim to provide a deeper
c© Springer International Publishing Switzerland 2015
I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 157–166, 2015.
DOI: 10.1007/978-3-319-26138-6 19
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knowledge about the global process, analyzing relations between processes and
events, between events, and between processes. This knowledge, acquired in an
automatic way, can also be exploited for conducting advanced analysis about
the behaviour of the involved processes. As an example, we show how PiE can
be applied to a case of health and social care of elderly people in an Ambient
Assisted Living (AAL) scenario.

The paper is organized as follows. In Sect. 2 we discuss related work. In Sect. 3
we describe a running example. Sect. 4 illustrates the events being considered in
the analysis. Sect. 5 describes the first phase of the methodology, in which rela-
tionships between different types of events events are discovered. In the second
phase, illustrated in Sect. 6, possible ways of analyzing global processes through
mining information from events are discussed.

2 State of the Art

The need of living in a sensitive and interacting environment has brought to the
study of technologies needed to realize such an environment, e.g. Ambient Intel-
ligence (AmI) and Internet of Things (IoT). One of the first definitions of AmI
can be found in [3] where it is described as a developing technology to enhance
the sensitivity and the reactivity of the environment to the human presence. In
[6] authors envision the future as a non perceivable integration of technology in
the environment to ease and improve human life. The six features of this enriched
environment are defined in [5]: sensitive, adaptive, reactive, transparent, ubiq-
uitous, and intelligent. This environment produces a big amount of information
that has to be managed for getting advantage of its richness.

Information gathered by AmI and IoT can be also used to support business
processes of several kinds. An event-based approach has been proposed as a
basis of business process modelling by several authors. A summary of the main
approaches is described in Weske’s book [11]. In particular, many approaches are
based on events related to the start and end of processes and activities, and on
other significant events for the process, such as incoming and outgoing message
exchanges, time outs, exceptions, cancellation and termination. In the area of
business process analysis, first workflow mining [1] and, later, process mining [2]
have been proposed to derive process models from logs of events, with different
purposes: reconstructing actual process models from events of activities, to avoid
the complex and error-prone manual design activities; comparing actual flows
with the designed ones in order to check for compliance; discovering new flows in
addition to the ones which have been originally designed. The recent challenges
mentioned in [10] are being considered also for analysing the relation between
processes and events. The challenge presented in BPI 20151 asks to identify how
changes in the organization or in the procedures or regulations have affected the
processes in general, to identify possible improvements, or the impact of some
changes. In [8], the authors started to propose a systematic approach to analyze
sets of events originating from a process not only for process mining, but also to
1 http://www.win.tue.nl/bpi/2015/challenge

http://www.win.tue.nl/bpi/2015/challenge
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derive some additional information to relate the events occurring in a process. It
is possible, for instance, to uncover bottlenecks or other problems, by adding to
the original events log trace other information related to event derived from the
process log, such as associating the duration of an activity to its starting event,
or the next activity in the trace. In this way it is possible to build decision trees
to answer questions about possible process characteristics. In [9], the proposal
to extend process logs with events from supplementary sources is focused on
recognizing missing events with the support of other traces. In our paper, we
want to extend the possibility of analyzing related events examining not only
internal events or information within a process, but also external events derived
from other processes and from sensors.

3 Running Example

Nowadays, the assistance at home of elderly and non sufficient people is an
important topic from a social and care perspective. Moreover, it can significantly
benefit from the support of technologies. We consider a typical context in which
AAL can be employed. The subject lives in an environment enriched with sensors
and devices to collect useful information about his social and health care status.
Several organizations can interact to provide assistance to the subject, each of
them with its own processes to follow. These organizations, even if not directly
coordinated, need to share common information and to be aware of important
events related to the subject. This information may be composed of different
kinds of data, such as data coming from sensors inside the house of the subject,
or data produced by the BPs. From the collection and the analysis of these data,
useful information can emerge to help in providing assistance.

The technological infrastructure to provide such an environment is being
developed within the Attiv@bili project, centred on a middleware realised to
exchange events between all operators in home care [7]. In the running example,
we consider two BPs, part of the Attiv@bili scenario: (i) the Operator Process
models the activities performed by an operator involved in the assistance pro-
cess and the interactions with the subject (Fig. 1(a)); (ii) the Administration
Process models a process performed by the administration in order to decide
the activities needed for the subject and to manage reports and payments to the
operators (Fig. 1(b)). The environment is enriched with sensors which monitor
the environment and create events: devices installed in the house of the subject
allow the registration of the exit and entrance of operators; wearable devices, in
the specific case a wrist watch, monitor physiological parameters and activities of
the subject (fall and stillness detection, exit and entrance in the house). Finally,
other events may be manually created and inserted in the system through a web
interface by operators, such as the registration of a health service or the approval
of a plan for health and social care for a new subject.
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(a) The operator process

(b) The administration process

Fig. 1. Attiv@bili: two examples of social/health care processes

4 Events Classification

In the proposed approach, events are information captured and recorded in the
system, coming from several sources. Through events it is possible to detect
important phases of the processes and to collect information generated by sen-
sors and/or devices belonging to the observed environment. According to this
definition, an event is a generic container of information with a well-specified
structure. The description of the structure of events goes beyond the scope of
this paper, since whichever format is adopted, it is not a limitation for the app-
roach. The only constraint is to have a shared structure for all the events and
that the system is designed in order to capture relevant information. In the
methodology we distinguish between two categories of events:

– Process Events (P): they are generated during the execution of one of the
processes of the organizations. In this category we find start/end events
generated by the activities, together with information generated during the
activity execution. This kind of events is directly connected to the process
and can be easily mapped to the execution of a specific activity. In this
category we distinguish between internal and external events. Internal events
are directly connected to a specific process, while external events may have
a relation with events being generated by other processes.

– Environmental Events (E): these events are generated by sensors distributed
in the environment or placed in devices provided to the subject in order to
monitor physiological activities. This information is not directly linked to
the processes, but can have an indirect relation with some of them.
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Table 1. Events classification in the Attiv@bili platform

ID Name Cat. Description

T1 Operator Entrance E Records when an operator enters into the subject house

T2 Operator Exit E Records when an operator exits from the subject house

T3 Service Registration P Records a service performed by an operator

T4 Expense Report P Records a cost paid for offering a service to the subject

T5 Drugs Report P Generation of a report about the drug therapy of the subject

T6 Payment Emission P Records a payment addressed for a service by the social care

T7 Week Plan Creation P Records when a week plan is created for a subject

T8 Subject Fall E Detects the fall of the subject

T9 Subject Immobility E Detects a lasting absence of movement for the subject

For each category, several types of events can be defined by providing a
description of their structure and the kind of information carried by them. Every
time a specific event is recorded, we call it an event instance.

Definition 1. An event instance ei is the recording of an event detected in the
observed environment. It is defined by a tuple ei =< c, Tj , ts >, where c is the
information recorded in the event (content), Tj is the type to which it belongs,
and ts is the timestamp at which it has been recorded.

Tab. 1 contains a classification of events recorded in the Attiv@bili platform
that are useful for our case study.

5 Multiple Process Annotation

In PiE we exploit the availability of information contained in the events to
acquire a deeper knowledge about the processes involved in the global scenario
and about their hidden interrelations. We claim that this knowledge can be
important to better understand each of the systems involved and to improve
the way each organization operates in the described scenario. The proposed PiE
methodology consists of two main phases: (i) multiple process annotation; (ii)
process mining (see Sect. 6). In this section we describe the first phase. The
idea is to start with a set of processes described in a notation representing
the set of activities composing the process and the order in which they are
executed. Given this information, we imagine to immerse the process in the
pool of events, obtaining a set of annotated and interconnected processes. The
annotation procedure consists of three steps:

1. Events to Processes Mapping : events are analysed to find a relation between
them and the activities of each of the involved processes (Sect. 5.1);
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(a) Step 0: processes and events (b) Step 1: events to processes

(c) Step 2: events correlation (d) Step 3: process to process

Fig. 2. The PiE annotation phase

2. Events Correlation Discovery : the pool of event instances is analysed to find
implicit relations among event types, building a network of events describing
the discovered interconnections (Sect. 5.2);

3. Process to Process Interconnection: events interconnections and the mapping
of events to processes are used to find indirect relations among processes,
discovering hidden dependencies. (Sect. 5.3).

Fig. 2 shows a graphical representation of the approach. In Fig. 2(a) two
processes are represented together with their pool of events: process events are
shown using a darker colour and environmental events in lighter colour. In the
rest of this section we analyse each of these steps in more detail.

5.1 Events to Processes Mapping

The first step of the annotation process consists in associating process events
to the BPs activities. Given a process, the events recorded during the execution
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of its instances are analysed in order to detect relations with the execution of
the activities. In this step, the approach links the internal process events to the
process, obtaining an annotated process. As described in Sect. 4, internal events
are process events that are intrinsically connected to one or more processes,
and this connection is expressed in the event definition. In order to create the
links, the body c of the event is analysed. The discovered relation is a link
L(Ap, ei) connecting an activity of a process to an event instance. This first step
is represented in Fig. 2(b), where some of the activities of the two processes
depicted in the figure are linked with one or more process events.

5.2 Events Correlation Discovery

The second step investigates relations between events, both of process and envi-
ronmental kind. Given the pool of event instances E = {ei}, relations are anal-
ysed in order to detect hidden dependencies. The analysis is performed consider-
ing the temporal distribution of the event types Tj looking for patterns according
to the timestamp at which the event has been recorded ts. The analysis that can
be performed over the events are of different kinds and depend from the kind of
relations that are to be investigated. Examples are:

– Pattern Matching : this technique analyses the temporal succession of events
in order to detect regular patterns. These patterns are connected to the
temporal distribution of the event instances registration. Pattern matching
techniques enable the detection of regular sequences of event types in a
specific or in an arbitrary order. The set of patterns detected by the pattern
matching analysis is scored according to the number of times the pattern
has been identified in the data set;

– Association Rules: this technique is used to detect causal relations among
events which occur in the same time frame. An association rule is expressed
as a premise and a consequence, meaning that when a premise (the detection
of a specific set of event types in a time range) is true, then the consequence
(another set of event types) is going to be verified too [4]. Association rules
are scored using two metrics: support and confidence. Support measures the
proportion of events recording which contain the association rules. Confi-
dence measures the proportion of the events that contain the premise which
also contain the consequence.

This step is shown in Fig. 2(c), where the pool of events is enriched with
links connecting both process and environmental events. The output is a set of
links L(Tj , Tk) between event types, each one associated with a score expressing
the reliability of the detected relation.

5.3 Process to Process Interconnection

After the focus on the events relations, the third step consists in expanding
the vision to the global view in order to find interconnections among processes
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of different organizations. These interconnections derive directly from the two
steps already defined. The detection of the interconnections is performed by
analysing possible paths existing between two activities passing through a set of
interconnected events:

Definition 2. An interconnection between two processes Pa and Pb is detected
when it exists a path P between two activities Aa ∈ Pa and Ab ∈ Pb:

P(Aa, Ab) = T ′ ⊆ T | ∀ Tj ∈ T ′ ∃ Tk | ∃ L(Tj , Tk) (1)

A threshold can be applied for considering only strong relations among
events. Also, given a set of possible paths between two activities, the most reli-
able one is selected. In Fig. 2(d) two paths are detected (highlighted with dashed
lines) linking activities of the first and the second process.

5.4 The AAL Example: Interconnections Between Processes

The methodology described in this section is illustrated considering the running
case study introduced in Sect. 3 considering the events described in Tab. 1.
Events have been connected to the activities of the two processes and relations
among them have been exploited to discover interconnections among processes.
The discovered paths link the activities of the operator related to the providing
of a service or the registration of expenses to the management of the balance
sheets in the administration process. Events relations and paths are shown in
Fig. 3.

6 Process Analysis: Mining Information from Events

In the second phase of the PiE methodology, we propose to exploit the results
of the first phase for mining useful information about the processes execution.
We start from the methodology proposed in [8], that allows mining information
from relating different types of events generated by processes. The approach
can be extended considering all the relationships derived in the first phase of
the methodology, therefore relating events in processes or environmental events
which are not necessarily related to each other by design. Information that can
be mined can be general and use-case specific:

– General Information is about conformance and coverage of the processes.
Conformance evaluates if the processes observed through the generated
events reflect the structure provided by the several organizations or if there
are inconsistencies between the modelled and the real processes. Coverage
measures the total number of activities which are observable through events.
In fact, some activities are not sensed by any of the collected events and their
execution is not verifiable.
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Fig. 3. PiE annotation applied to the Attiv@bili use case

– Use-case Specific Information enables to perform complex reasoning about
the specific use case. Through mining the information obtained by the PiE
framework about interconnections among processes, it can be possible to
answer questions about the execution of the processes. In the AAL example
considered in this work, possible questions are: (i) Which are the assistance
activities followed by the production of a report? (ii) How many activities
require a payment and how often they are executed? (iii) Which is the aver-
age duration of the cleaning and dressing activities for a specific subject? Is
it regular? Does it change with operator? Is it in line with the duration of
the same activities on other subjects? (iv) Which is the average cost of the
grocery shopping for a specific subject and from what this cost is dependent?
Answering these questions can provide an additional knowledge useful for
analysing the efficiency and effectiveness of the social and health care service
provided to the subject and can help in improving its quality.

7 Final Remarks

In this work we presented a first proposal of the PiE methodology that allows
understanding interconnections existing between several BPs of cooperating
organizations, starting by available process and environmental events. Processes
are first annotated correlating them with events. This additional knowledge
enables complex reasoning about the behaviour of the considered processes (pro-
cess mining). We have illustrated a possible application of the methodology in
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the AAL field. The proposed approach is based on the underlying Attiv@bili
platform that allows event sharing between processes. Experimentation on run-
ning case studies is planned in the next months, to evaluate the methodology
and to identify the questions that can be useful for the analysis of the processes
under consideration. A tool is being developed to automatically support these
analyses on available events.

In future work, we plan to apply the PiE methodology to other fields without
substantial modifications. An important issue to be studied in future work is the
visibility of events in collaborative processes. In fact, while the BPs models
may include messages exchanged between cooperating processes, and therefore
the related events are visible to the participating parties, the events related to
sensors, and in particular events containing personal information, require to be
managed according to access rules for the actors in the processes.
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Abstract. The Netherlands has enacted many laws. The responsibility for the 
execution of associated services and enforcement of this legislation is assigned 
to a substantial number of governmental bodies. Where possible, the associated 
services are performed digitally. The interaction between citizens/businesses 
and government as often implicitly described in legislation is the basis for the 
durable specifications of these services. One of the organisations in charge of 
developing and delivering these services is the Dutch Tax and Customs Admin-
istration (DTCA). DTCA is facing several challenges in developing and main-
taining durable specifications for these services. This paper proposes to com-
bine FBM with the case based semantics of rules for durable specifications. The 
need was established to extend the work of Hohfeld with a clear distinction be-
tween legal relations and legal acts, add time travel and the strong connection 
between the expected and actual cases with the laws and regulation. 

Keywords: Regulation based services · Legal relations · Legal acts · Time travel · 
Case and rule connection · Fact based modelling (FBM) 

1 Introduction 

The Netherlands has a substantial number of governmental bodies responsible for the 
execution and enforcement of the Dutch legislation. This legislation is the basis for 
interaction between citizens / businesses and the government. The interaction is de-
signed and realized by the government in cooperation with society. The laws are at 
some points very precise and at other points intentionally ambiguous. The legislation 
describes roughly speaking which rights and duties are applicable for a specific citi-
zen or business and under which circumstances.  

There are different kinds of laws, from laws covering more than one domain to 
very specific laws, covering exactly one domain. One example of a multi-domain law 
is the General Administrative Law Act (Algemene wet bestuursrecht, abbreviated 
Awb). This law prescribes many of the interactions between government and citizens 
/ businesses and vice versa in a standardized and systematized way applicable in 
many domains. This law describes in outline the rights and duties of citizens /  
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businesses and government regarding decisions on permits, benefits, administrative 
fines, and the objection and appeal against such decisions. Specific laws in the field of 
the DTCA are Income Tax Law 2001 and the Law on VAT (Value Added Tax) 1968. 

When designing the implementation of a specific tax law, like the Income Tax 
Law, attention has to be paid to other multi-domain regulations, one could say more 
general laws such as the State Tax Act (Algemene wet inzake rijksbelastingen, abbre-
viated Awr), which sets out the general framework for levying tax described in vari-
ous tax domain laws. 

2 Dutch Tax and Customs Administration 

The Dutch Tax and Customs Administration (DTCA) is a part of the Ministry of Finance. 
DTCA is responsible for services covering benefits, customs and the collection of taxes.  

The IT-department of DTCA has extensive experience in the development and ex-
ploitation of rule based systems. Rule based systems are used to deal with an enor-
mous number of different situations and complex calculations. DTCA’s biggest sys-
tem is covering the income tax and is executing over 3000 rules for several different 
purposes. The rules are executed in different environments, some in a custom-built 
rule engine and some in a COTS (Commercial Of-The-Shelf) rule engine. Other rules 
are implemented in programming code.  

Besides specifications of rules DTCA makes use of process models, a data model 
and specifications for (electronic) forms. For instance the specifications for the tax 
forms for income tax cover more than 500 pages, containing more than 1000 vari-
ables. The specification of the calculation rules for income tax cover more than 100 
documents. DTCA faces several challenges in maintaining the specifications of their 
legacy systems: 

a. Ensuring the integrity of the process models, data models, rules and concept defini-
tions is becoming more complex which each change in legislation. 

b. Drawing up and changing the specifications to be in line with new legislation 
seems to take longer each time. 

c. Validating the specifications by legal experts is a process, which is difficult to 
manage. 

d. Traceability of the specifications to the underlying legislation is often lacking.  

In the quest to search for solutions for these challenges, DTCA defined a new ap-
proach in creating and maintaining specifications. This approach is called ‘Wendbare 
wetsuitvoering’ (Agile execution of legislation) [13]. 

2.1 DTCA’s Approach ‘Agile Execution of Legislation’ 

The approach consists of four steps that must be executed for the design of services 
necessary to implement a specific piece of legislation. The approach aims to  
provide greater flexibility and agility in the implementation of changes in laws and/or 
regulations.  
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Since the spring of 2012, a number of people from DTCA, other government or-
ganisations, the academic world and businesses are working together, under the name 
'The Blue Chamber', an example of co-creation [2, 3, 4, 5, 6]. The group is named 
after the room in a castle where the first ideas around this cooperation were devel-
oped. The members of ‘The Blue Chamber’ are collaborating in their quest to develop 
a protocol for creating and maintaining durable and tested specifications directly 
based on legislation. 

Figure 1 shows the conceptual architecture of the Blue Chamber. It shows the 
complete development of services from initial idea (left) to their actual delivery 
(right). The approach of DTCA focusses on the yellow part in the middle. This is the 
creation and maintenance of durable specifications for services that can be tested by 
the various stakeholders. 

 
Fig. 1. Conceptual architecture of the Blue Chamber 

DTCA’s approach aims to create a traceable “translation” of the applicable legisla-
tion (the union of laws, government decrees and ministerial decrees) into durable 
specifications that are the complete basis for designing processes and information 
systems [8, 9, 10, 13]. The term translation, in the previous sentence, has to be inter-
preted in a broad sense. The “translation” includes explication, detailing and extend-
ing. Developing these durable and tested specifications is performed in a multi-
disciplinary group. Hence the symbol of actor with the number 2 attached represents a 
group of actors from various disciplines. 

In the approach described, we assume that frequent changes occur in laws, regula-
tions, policies and objectives of the organization. To be promptly informed as service 
provider of these changes and have the possibility to anticipate, the environment (in-
cluding the legislative process) is constantly monitored for possible changes by the 
service organisation.  
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3 Case “Tax Assessment”  

3.1 Analysis of Legislation 

Legislation is purposely formulated as independent as possible of the structure of the 
service organization that has to implement it. Laws and regulations leave some and 
well defined possibilities to the implementing organizations to make decisions regard-
ing implementation and enforcement. These choices are often enshrined in implemen-
tation policies of the organization that has to deliver the services. The implementation 
policies will, within the framework of the law, lead to tightening or adjustment of the 
original requirements. 

Legislation and implementation policies are formulated in natural language. A 
natural language, as opposed to a formal language in general, does not directly sup-
port the unambiguous formulation of specifications. In order to create durable, clear, 
valid and testable specifications [1, 11], we will need to translate legislation and im-
plementation policies into a formal yet understandable language in which the specifi-
cations can be expressed and documented, as well as traced back via an annotation to 
the original legislation [13], and can be tested in a multi-disciplinary group on a rea-
sonably representative set of foreseeable cases, in terra juridica called ex-ante. This 
understandable language is necessary to enable the different expert’s to work together 
and to effectively validate the specifications, a very crucial step. This translation 
process is for a very long time, at least tens of years, to come the work of a human 
expert. 

The analysis includes the clearing of elements in legislation and internal policies 
that have been left implicit, such as relations to general legislation that is applicable in 
the specific domain we are working on. 

Three of the categories of rules we distinguish during the analyses of legislation 
are: 

 Rules regarding legal relations 
 Rules regarding legal actions 
 Derivation rules. 

Rules regarding legal relations are legal rules, which determine the legal situation 
of a kind-of-right party and the associated kind-of-duty party and are intended to 
guide the behaviour of legal actors. Legal actions are actions by one single party, 
performed within the context of a legal relation the acting party is part of. Derivation 
rules are the rules that describe how to derive legal consequences from legal facts. 

In this case we will focus on the rules regarding legal relations and legal actions. 
Rules regarding legal relations describe the legal relations that exist between two 
parties [7, 11] and legal rules describe in our case the intended interaction between 
the government and the citizens. The valid rules are determined by evaluating the 
actual legal relations. These actual legal relations determine the legal status of the 
legal role. Based on the valid rules regarding legal relations the legal actor is allowed 
or obliged to perform these legal actions. Performing a legal action will result in a 
new set of legal relations and one or more new legal facts. The new legal relations 
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determine the new legal status or situation of the two actors involved in each legal 
relation. Based on the new legal status and the new set of legal facts a new set of valid 
rules regarding legal relations can be determined.  

 
Two examples of rules regarding legal relations are shown below: 
 
Article 6, of the Income tax law, first section, first sentence.  
1. With respect to taxes levied by assessment or by payment on declaration, the 

inspector may invite the person, who in his opinion is likely to have to pay tax, 
to file a tax declaration. 

 
Please be aware that the meaning of the term invitation is not the same as com-

monly understood. It actually results in a duty. This is one of the kinds of things that 
make automatic generation of specifications only possible in an ivory tower. Develop-
ing durable specifications is a human task of the highest order. Of course a well  
developed and tested protocol is also here welcome. Representative scenarios or 
cases, an essential part of Fact Based Modelling, are also an essential part of this  
protocol [12]. 
 

Article 6, second section.  
2. The person who submits a request for an invitation to the inspector is in any 

case invited to declare tax. 
 
The first section of article 6 describes that the actor, ‘the inspector’, is empowered 

to execute a legal action (fundamentally creating a duty!)  ‘invite to declare tax’ to-
wards the indirect object, ‘the person, who in his opinion likely to have to pay tax’. 
There is no obligation on the part of the inspector to do so. The inspector may execute 
the legal action. 

The second section of article 6 describes two possible legal actions. The first legal 
action describes that the actor ‘the person’ is allowed to execute the legal action, ‘re-
quest for an invitation’ towards the indirect object ‘inspector’. The second legal ac-
tion describes that the inspector shall execute the legal action ‘invite to declare tax’ 
towards the actor ‘person’. 

In rules, like the one above, we find actors and a legal action. The rules also have a 
kind of legal relation in the sense that e.g. an actor has the right or obligation to exe-
cute the legal action. Hohfeld [7] described the first comprehensive classification of 
different types of rights and duties from actors towards each other was.. In this way 
the first and second section of article 6 describe the possible interactions between the 
inspector and citizens/businesses and the government. Rules regarding legal relations 
consist of the following elements1: 

 The party that holds the kind-of right side of the legal relation. 
 The party that holds the associated kind-of-duty side of the legal relation. 

                                                           
1 Norm [2] is a synonym for rule regarding legal relation. 
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 The condition; the legal facts, which should be met before the legal relation comes 
into existence. 

In this case we have limited our analysis to assessment taxes (aanslagbelastingen), 
a specific type of tax. This specific type of tax is used in the Netherlands for income 
tax, corporation tax, inheritance and donation tax. The general procedural rules for 
assessment tax are described in the State Tax Act, a multi-domain law. These rules 
apply to all tax legislation and describe the possible interaction between the tax in-
spector and the taxpayer. We have analysed possible legal relations and legal relations 
described in articles 6 until 11. 
The concept of legal relations is the same as jural relations [7]. A legal relation is a 
legal relation between two parties. The relations describe the rights and duties of the 
parties towards each other.  The legal actions are assigned to the following classifica-
tion: 

1. Actions that are requested by a legal actor from another legal actor that is li-
able to that request are classified as legal acts that may be done (e.g. request 
a postponement for declaring tax). These actions are classified as 
‘power/liability’. 

2. Actions required from a legal actor are classified as legal acts that must be 
done (e.g. declare tax). These actions are classified as ‘claim/duty’. 

This classification is necessary to be able to define the services. This way of analyz-
ing the legislation resulted in important questions regarding the meaning in the possi-
ble scenarios of several legal relations and associated legal actions. One of those 
questions was whether granting postponement was the same as extending the period 
for declaring tax. Actually one should know from every phrase if is it is the same as 
another. Like whether ‘to file a tax declaration’ (Article 6, first section) is the same as 
‘to declare tax’ (Article 6, second section). In the end we discovered that the meaning 
of these rules and the phrases in it is not only derived from the legislation itself but is 
also determined by the real world cases or scenarios. 

The rules that describe the legal actions that must or may be performed by the legal 
actor. When a legal action is performed, the corresponding legal relation is created. 
Based on this legal relation the valid rules regarding possible legal relations are de-
termined. Based on this valid rules the possible legal actions can be determined. 

For instance the legal relation ‘invitation’ can be written as the following fact pat-
tern [5]: 

The taxpayer <taxpayer number> is invited on date <invi-
tation date> to declare tax in the period from <date 
from> to <date to> by tax inspector <tax inspector num-
ber>. 

The variables in these fact types or patterns can be referred to in rules to derive other 
legal consequences if necessary. 

The time at which the action is performed is the ‘invitation date’ of the fact pattern 
‘invitation’. After the action ‘Declare tax’, the corresponding fact with the pattern 
‘invitation’ is considered not to be applicable any more. 
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Abstract. One of the organisations in charge of developing and delivering legal 
services in the Netherlands is the Dutch Tax and Customs Administration 
(DTCA). Next to Tax and Customs, DTCA is also responsible for benefits (like 
housing allowance, health care insurance allowance, childcare allowance). The 
benefits services of DTCA were one the first services which were based on a 
fact based approach. This paper shows how the benefits services of DTCA are 
designed, tells about the current challenges and future plans. 

Keywords: Legal services · Benefits · Fact based modelling (FBM) 

1 Introduction 

The Netherlands has several governmental bodies responsible for the execution and 
enforcement of the Dutch legislation. This legislation is the basis for interaction be-
tween citizens / businesses and the government. The interaction is designed and rea-
lized by the government in cooperation with society. The laws are at some points very 
precise and at other points intentionally ambiguous. The legislation focusses on which 
rights and duties are valid for a specific citizen and under which circumstances.  

There are different kinds of laws, from laws applying to more than one domain to 
very specific laws. One example of a multi-domain law is the General Administrative 
Law Act (Algemene wet bestuursrecht, abbreviated Awb). This law prescribes many 
of the interactions between government and citizens / businesses and vice versa in a 
standardized and systematized way. This law describes in outline the rights and duties 
of citizens / businesses and government regarding decisions on permits, benefits, 
administrative fines, and the objection and appeal process against such decisions.  

When designing the implementation of a specific tax law, like the Income Tax 
Law, attention has to be paid to aforementioned more general laws like the State Tax 
Act (Algemene wet inzake rijksbelastingen, abbreviated Awr), which sets out the 
general framework for levying tax. 

2 Dutch Tax and Customs Administration 

The Dutch Tax and Customs Administration (DTCA) is a part of the Ministry of 
Finance. DTCA is responsible for services covering benefits, customs and the collec-
tion of taxes.  
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Every year DTCA needs to change their services based on the changes in legisla-
tion. The changes in legislation cover more than 100 pages each year. DTCA faces 
several challenges in maintaining the specifications of their legacy services: 

a. Ensuring the integrity of the process models, data models, rules and concept defini-
tions is becoming more complex with each change in legislation. 

b. Drawing up and changing the specifications to faithfully be in line with new legis-
lation seems to take longer each time. 

c. Validating the specifications by legal experts is a process which is difficult to man-
age. 

d. Traceability of the specifications to the underlying legislation is often lacking. 

In the quest to search for solutions for these challenges, DTCA defined a new ap-
proach in creating and maintaining specifications. This approach is called ‘Wendbare 
wetsuitvoering’ (Agile execution of legislation). 

2.1 DTCA’s Approach ‘Agile Execution of Legislation’ 

DTCA is working on an approach to create specifications for the services they deliv-
er. The main requirements for the results of the approach are: 

 Durable specifications, which are independent from information technology. 
 Traceable to legislation and internal policies. 
 Understandable and can be validated by various domain experts 

The approach consists of four steps which must be executed for the design of services 
necessary to implement a specific piece of legislation. The approach aims to provide 
greater flexibility and agility in the implementation of changes in laws and/or regula-
tions [1].  

2.2 Collaboration with ‘The Blue Chamber’ 

Since the spring of 2012, a group of professionals from government organisations, the 
academic world and businesses are working together, under the name 'The Blue 
Chamber'. The group is named after the room where the first ideas around this coop-
eration were developed. The members of ‘The Blue Chamber’ are collaborating in 
their quest to develop a protocol for creating and maintaining durable and tested 
specifications directly based on the intention of the legislation. 

Figure 1 shows the conceptual architecture as envisioned by the Blue Chamber. It 
shows the complete development of services from initial idea to their actual delivery. 
The approach of DTCA focusses on the yellow area which is about the creation and 
maintenance of durable specifications for services. 
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An overview of the complete approach [1] is depicted in figure 2. For all new leg-
islation, or changes in existing legislation, the following analysis and design steps are 
executed: 
 
The Analysis of Legislation and Internal Policies 

1. Analyse the (changes in) legislation and implementation policies. The main result 
of this step is a structured set of annotations on this legislation. 

2. Analyse internal policies, goals and objectives. These steps give a structured set of 
annotations on internal policy documents. 

The Design of the Services 

3. Design the services specifications of the organization and the interaction with citi-
zens and businesses.  

4. Design the derivation of legal consequences.  

The results of the analysis of legislation and internal policies (result of step 1 and 2) 
consist of structured descriptions of rights, duties, legal concepts, fact patterns, con-
cept descriptions, legal actions, legal actors, legal documents and legal rules. They 
also include integrity rules, which are often left implicit in legislation. The results of 
the design steps (3 and 4) consist of services, events, actors, fact patterns and rules. 
They are brought together in knowledge models, which can be used in manually de-
veloping or generating service applications. During the development of these knowl-
edge models knowledge engineers are working closely together with the legislators 
and service experts.  

After these four steps, implementation of the specified services can be assigned to 
specific business units, based on their expertise. 

Although the approach suggests a sequence, the steps can be executed in parallel 
and will often have an iterative pattern. After these steps the specifications are ready 
for the design, realization and implementation of services in the form of processes and 
information systems. 

3 The Benefits Services 

Next to Tax and Customs, DTCA is also responsible for benefits. Examples of bene-
fits handled by DTCA are housing allowance, health care insurance allowance, child-
care allowance. The benefits legislation is relatively new compared to the tax legisla-
tion. That is why the services executing this legislation are also relatively new and 
developed based on current knowledge with the latest technology.  
 
The services landscape of the benefits department roughly consist of 3 major services: 

 The portal service 
 The service for determining facts 
 The service for determining legal consequences 
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language elements. The abstract syntax tree for the first previously mentioned rule is 
presented below: 

Set definition 
 name = blood relative 
 type = citizen 
  Set Clause = Or 
   Left = Membership 
    Set = blood relative in a straight line 
   Right = Membership 
    Set = blood relative in the second degree sideline 

Based on specification like the once above source code generators produce C# code 
based on the specifications of the 8 services which can be executed. The list of bene-
fits services is presented in Table 1. 

Table 1. List of benefits services. 

Service (Dutch description) Service (English description) 

AWIR-service  Multi benefits service 

Betalen Toeslagen service  Benefits payment service 

Huur-service  Housing allowance service  

Kantoortoedeler service  Office work dispatcher service  

Kinderopvang-service  childcare allowance service 

Kindgebonden Budget-service  Child-related budget allowance service 

Signalering Kindgebonden Budget service Child-related budget allowance signaling service 

Service Zorg-service health care insurance allowance service 

 
The specification environment for this service is recently migrated to Jetbrains 

MPS (https://www.jetbrains.com/mps/). MPS (Meta Programming System) is a con-
figurable language workbench for creating Domain Specific Languages. This lan-
guage workbench has functionality to generate source code like Java. Functionality to 
generate source code can be created to generate rules for a rule engine or other pro-
gramming languages like C[3]. In an FBM conference the question will arise: how are 
the facts, fact patterns, associated rules and descriptions managed? In MPS definitions 
rule type patterns and fact type patterns are defined at language level and rules and 
fact types are defined at language level. An example of the new way of creating speci-
fications in MPS is shown in figure 5.  
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Abstract. For an organization to maintain (or achieve) a competitive edge and 
to be continuously compliant with ever changing regulations, it is necessary that 
it can react in a timely and cost-effective fashion to changes in the immediate 
environment which affects its business. This can only be achieved if the organi-
zation has an effective grip on its total body of knowledge. 

In order to get grip on its knowledge, an organization needs insight and con-
trol in the way the overall goals of the organization and the associated laws and 
regulations are translated into an operational way of working. As new technolo-
gies are introduced frequently, it is of great interest to have a sustainable know-
ledge description of the operational way of working, independent of any physi-
cal realization, including a two-way audit trail (from source to implementation 
and back). 

In this paper we explain that for an organization to gain true insights in its 
operations, it is not enough to create independently conceived process, informa-
tion and rules models, but that it is of importance to gain insight in (and thus 
understanding of the relationships between these different models. 

Keywords: Integration · Fact-based model · Conceptual · Semantic 

1 Introduction 

In today’s business environment, the challenges an organization has to face, have 
increased in both number and complexity. Not only competition has become tougher, 
organizations also have to fulfil an increasing number of regulations imposed by ex-
ternal organizations and have to become more and more cost-effective. 

For an organization to maintain (or achieve) a competitive edge and to be conti-
nuously compliant with ever changing regulations, it is necessary that it can react in a 
timely and cost-effective fashion to changes in the immediate environment which 
affects its business. This can only be achieved if the organization has an effective grip 
on its total body of knowledge. 

In order to get grip on its knowledge, an organization needs insight and control in 
the way the overall goals of the organization and the associated laws & regulations 
are translated into an operational way of working. That is, the operational way of 
working of the organization needs to be defined before physical realization in, for 
example, IT systems or mechanization.  
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As new technologies are introduced frequently, it is of crucial interest to have a 
sustainable knowledge description of the operational way of working (independent of 
any physical realization in a specific technology), preferably including a two-way 
audit trail (from source to realization/implementation and back). 

In particular, the organization needs insight in: 

1. The services and products it delivers in order to achieve its business goals, 
2. The processes it executes in order to deliver its services and products, 
3. The information (fact types, object types, including terms and definitions) it needs 

for executing its processes, and 
4. The rules it has to obey (use) for proper execution of its processes.  

These form together the body of knowledge and can be subject to (partial) automa-
tion. 

In section 2, the major pitfall of the disconnected approach is discussed. Section 3 
specifies the structural framework of the proposed approach by identifying the know-
ledge classes and their meaning, while in section 4 a small meta model fragment for 
the complete approach is given. In section 5, a conclusion and further research issues 
are provided.  

2 Major Pitfall of the Disconnected Approach 

Process modelling, information modelling and rules modelling are the disciplines that 
aim to provide insight into a specific aspect or perspective of the body of knowledge 
of an organization. For each of them, standard languages exist that are intended to 
provide the best fit for the modelling goal or perspective at hand. Think for example 
of BPMN (Business Process Modelling and Notation) [1] for business process model-
ling, DMN (Decision Model and Notation) [2] for (derivation) rule modelling and 
SBVR (Semantics of Business Vocabulary and Rules) [3] for rules and (to a certain 
extent) information modelling. 

While all of these types of models have their own merits, it is argued in [4] that: “if 
left unconnected and uncontrolled, instead of integrated and interconnected, they can 
result in a fragmented perspective on the enterprise and thereby can negatively affect 
the overall coherence of models as well as the performance of the organization”. In 
particular, within organizations, each discipline is due to historical organizational 
reasons approached from its own perspective, using standards that provide the best fit 
for the desired modelling viewpoint and the purpose at hand, thereby overlooking 
integration aspects. 

2.1 Insight and Understanding Requires a Semantic Approach 

In order for an organization to gain true insight in its operation and long term possi-
bilities, and thus providing the necessary and sustainable grip on its body of know-
ledge, it is not enough to create independently conceived process, information and 
rule models. It is necessary to gain insight in the relation between these different 
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models, and in particular to understand how, during execution, rules, information and 
processes influence each other. 

The term “insight” implies “understanding”. It is therefore required that processes, 
information and rules as well as the interactions between these model types are 
represented in such a manner that they are communicable and understandable to all 
stakeholders involved. This requires a definition at the conceptual (semantic) level 
void of any implementation details, focusing on the semantics. 

3 A Fully Integrated Modelling Approach 

The fully integrated modelling approach suggested in this paper consists of a frame-
work based on the fact-based modelling methodology, covering the process, informa-
tion and rule perspectives. For this, the knowledge triangle as depicted in Figure 1 is 
introduced.  

 
Fig. 1. The Knowledge Triangle. 

Level I: The Ground Facts or Assertions 
The assumption of fact-based modelling methodologies is that the most concrete 

level in any structured knowledge description or business communication consists of 
ground facts. It is observed that these comprise the vast majority in business, engi-
neering or technical communication.  

A ground fact is defined as “a proposition taken to be true by a relevant communi-
ty” and is expressed as an assertion that either simply predicates over individual ob-
jects or simply asserts the existence of an individual object. Examples are: 
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“Marie Curie received the Nobel prize in Physics in 
1903”. 
“Linus Pauling received the Nobel prize in Chemistry in 
1954”. 

Ground facts, expressed by means of sentences, describe factual, planned or im-
agined situations, in the past, current time or future; they do not prescribe any gram-
mar aspect. 

Level II: The Domain Specific Component of the Knowledge Triangle 
Level II of the knowledge triangle consists of the domain specific conceptual 

schema. It consists of knowledge categories to which the ground facts of level I must 
adhere as well as concept definitions to understand the ground facts; it could be said it 
provides interpretation semantics. In other words, level II specifies the rules that go-
vern the ground facts at level I and defines the concept definitions of the terms used in 
the facts, when there is the slightest doubt they could be misunderstood. Moreover, 
the usage of ground facts is also described at this level. Level II is expressed by 
means of a series of knowledge categories, namely: 

1. Concept definitions, which have as function to describe the meaning of every term 
or group of terms in the ground facts for which it is assumed that the meaning is 
not fully known to the intended audience and common understanding of the mean-
ing is required. In case the meaning of a term is assumed to be known it is good 
practice to state this explicitly in order to avoid any confusion. 

2. Fact types, which provide the functionality to define which kinds of ground facts 
are considered to be within scope of the system, subject or domain of interest.  
A fact type is either: 
(a) variable-based fact type, i.e. a fact type seen as a populatable construct, genera-

lizing level I ground facts on the basis of common properties, using fact-
communication patterns.  

(b) A role-based fact type, i.e. a fact type seen as a construct that generalizes level I 
ground facts on the basis of common properties, using rule-communication pat-
terns. 

The boundary (scope) of the system, subject or domain is determined by the set of 
fact types.  

3. Communication patterns, whereby there is a distinction between: 
(a) Fact communication patterns: their function is to act as communication me-

chanism to be used as a template to communicate ground facts in a language 
and using terms the subject matter expert is familiar with, and  

(b) Rule communication patterns , whose function is to act as communication me-
chanism for communicating the rules, listed in point 4 below, of the conceptual 
schema. 

Both types of communication patterns use community-specific terminology. 
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4. Rules, distinguishing between: 
(a) Integrity or validation rules, also known as constraints. These have as function 

to restrict the set of ground facts and the transitions between the permitted sets 
of ground facts to those that are considered useful. In other words, integrity 
rules have the function to restrict populations as well as transitions between 
populations to useful ones.  

(b) Derivation rules, which are used to derive or calculate new information 
(ground facts) on the basis of existing information. That is, derivation rules de-
scribe how to derive new ground facts on the basis of existing ground facts.  

(c) Exchange rules, which have as function to move ground facts from the domain 
under consideration into the administration of that domain and vice versa, or to 
remove ground facts from the administration. In other words, they specify how 
ground facts are added and/or removed from the knowledge base such that the 
knowledge base stays in sync with the communication about the outside world.   

(d) Event rules, which specify when to update the set of ground facts by a deriva-
tion rule or exchange rule in the context of a process description.  

5. Process descriptions, specifying the fact consuming and/or fact generating activi-
ties (the exchange and/or derivation rules) to be performed by the different actors 
for that process, as well as the event rules invoking those exchange and derivation 
rules in an ordered manner.  

6. Actors identifying the involved participants and their responsibilities in the 
processes (in terms of the exchange and derivation rules they need to execute). 

7. Services, identifying the realizations of the process descriptions in terms of infor-
mation products to be delivered. 

Level III: The Generic Component of the Knowledge Triangle 
The third level of the knowledge triangle, the generic component, independent of 

any specific domain, consists of the knowledge categories to which each conceptual 
schema of level II must adhere. In other words, Level III of the knowledge triangle 
consists of the generic conceptual schema, expressed in the same knowledge catego-
ries as any domain-specific conceptual schema. Each element in the generic compo-
nent of the knowledge triangle or the generic conceptual schema is independent of 
any specific part of the domain or system. Interestingly enough, the generic concep-
tual schema is a population of itself. 

4 Processes as an Ordering of Rules 

At the highest level of abstraction, a process is nothing more than a fact-generator (a 
derivation): based on input facts, new facts, the output facts, are generated in order to 
provide a (requested) service. Typically, several steps have to be undertaken to 
achieve the output. That is, in most process-views, a process consists of a series of 
steps that together generate the output on the basis of the input, triggered by an event. 
From an integrated perspective, these steps correspond to exchange rules and deriva-
tion rules in combination with event rules.  
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While derivation rules are well-known within the fact-based modelling community, 
exchange rules have been only recognized in the CogNIAM variant of fact-based 
modelling. These rules are however of importance since only through exchange rules 
it is possible to ensure communication between the system to be realized and the out-
side world.  

The main reason for considering processes as an ordering of exchange and deriva-
tion rules in combination with event rules is that it aids in identification of the granu-
larity of the possible actions as well as to enable a consistent way of using the Busi-
ness Process Model and Notation.  

4.1 Exchange Rules 

Exchange rules are the mechanism to bring facts into the system, to remove them 
from the system, to update them or to report on them. Exchange rules always work on 
combination of related fact types. That is, exchange rules always apply to so-called 
conceptual structures. A conceptual structure is a grouping of fact types and object 
types whereby the grouping is determined through the existence-dependency of the 
fact types and object types on the object type under consideration. Determination of a 
conceptual structure is part of the FAMOUS-2 research performed with ESA and is 
described in [5].  

Create rules are exchange rules that bring facts into the knowledge base from the 
outside world. A creation rule can only be performed if all the integrity rules that are 
part of the conceptual structure are fulfilled. This means that, in a BPMN-
representation of an activity that corresponds to an exchange rule, there is always a 
conditional boundary event associated to the activity that is triggered when not all 
constraints are fulfilled. Consider the following use case text:  

 

 
 

Fig. 2. An example BPMN collaboration view. 
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Fig. 3. Meta model fragment: a process specification step corresponds to a create exchange rule. 
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“An investment is a transaction where money is transferred from the account of an 
investor to a loan of a business. Each investment is assigned a unique investment 
number by MicroMundo, in order to provide an identification for each specific in-
vestment within the collection of all investments performed at MicroMundo. 

The investor and the invested amount of each investment are recorded. Further-
more, the loan for which an investment is made and the date of each investment are 
recorded. Regarding the investments of investors in loans the following applies: an 
investment amount of an investment may not exceed the non-collected capital at the 
time of the investment of the loan that is invested in. The collected capital and non-
collected capital of a loan are updated after each investment made.” 

In the BPMN collaboration diagram of Figure 2, the activity “record investment” 
corresponds to a creation rule that creates an investment. The boundary event asso-
ciated with the activity is a conditional event that is triggered when the integrity rules 
associated with an investment, as described above, are not fulfilled. For example, if 
the investor is not known, or if the date of the investment is not recorded, or if any of 
the other rules is not fulfilled, the boundary event will be triggered, resulting in the 
sending of an error message that describes which integrity rules have been violated. 

The result of the creation rule is that facts are added to the system under consideration. 
The meta model fragment associated with the above is given in Figure 3. As is de-

picted, through populating the associated model fragment, it is shown that a BPMN 
activity, called a process specification step in the meta model fragment, refers to an 
exchange rule that creates an instance of a conceptual structure, namely the concep-
tual structure associated with the object type ‘investment’.  

5 Conclusions and Future Research 

In this paper, we showed a small fragment of the integrated approach to business 
modelling at semantic level. In this fragment, it is demonstrated that a process can be 
seen as an ordering of rules, each of which are grounded in fact types.  

The integrated approach, of which a portion is illustrated in this paper, complies to 
the following ISO principles [6]:  

The Helsinki Principle: “Any meaningful exchange of utterances depends upon the 
prior existence of an agreed set of semantic and syntactic rules. The recipients of the 
utterances must use only these rules to interpret the received utterances, if it is to 
mean the same as that which was meant by the utterer.” 

The Conceptualization Principle: “A conceptual schema should only include con-
ceptually relevant aspects, both static and dynamic, of the universal discourse, thus 
excluding all aspects of (external or internal) data representation, physical data or-
ganization and access as well as all aspects of particular external user representation 
such message formats, data structures, etc.” 

The 100 % Principle: “All relevant general static and dynamic aspects, i.e. all 
rules, laws, etc., of the universe of discourse should be described in the conceptual 
schema. The information system cannot be held responsible for not meeting those 
described elsewhere, including in particular those in application programs. 
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Moreover, it complies to a fourth principle, namely the principle of “early valida-
tion” which implies that the development process builds on a representative set of 
examples that is used to validate the model throughout the development of the model, 
not only afterwards.  

Using this approach, the author believes that through this approach, greater flexi-
bility and agility in the implementation (of changes) can be achieved. That is, the 
author considers an integrated approach as a prerequisite for the realization of cus-
tomer-oriented services and for securing the collaboration between organizations 
(interoperability).  
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Abstract. In today’s business environment, the challenges an organization has 
to face have increased in amount and complexity. Not only competition has be-
come tougher, organizations, and in particular financial institutions have to ful-
fil an increasing amount of regulations imposed by external organizations. To 
fulfil these legal obligations, a common understanding is required to remove 
ambiguities within the organizations and to ensure correct reporting. 

A common understanding is achieved through the use of a common lan-
guage in which each relevant term is foreseen of a single Definition that con-
tains no ambiguity such that the risk of misinterpretation is reduced drastically 
and the time spent on research in case of a new reporting query coming from a 
(change of) legislation decreases. In this paper, it is explained how fact-based 
modelling is used to develop the common understanding, by using the fact types 
as the basic building blocks for the Definitions. 

Keywords: Fact-Based Model · Common language · Concepts and definitions 

1 Introduction 

In today’s business environments, the challenges an organization has to face have 
increased in amount and complexity. Not only competition has become tougher, or-
ganizations, and in particular Financial Institutions, have to fulfil an increasing 
amount of regulations imposed by external organizations like the “National Central 
Bank”, the “National Financial Authority”, and the “European Central Bank”.  

For an organization to be compliant to ever changing regulation it is of importance 
to understand the regulation and to have an unambiguous translation of the language 
of the regulation into the language used within the organization. This is a challenge if 
there is no common language that is used in an organization. And even if the common 
language exists, without a common understanding of the terms used in the common 
language, there are no guarantees that compliance is achieved.  
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Developing a common language is often thought of as developing a lexicon (an al-
phabetic list of words with information about used in a given field). However, if not 
done properly, the risk of misinterpretation due to ambiguities and inconsistencies in 
the lexicon remains. All too often, a lexicon is developed by defining the terms in a 
specific context, isolated from the other terms and their Definitions. That is, develop-
ing a lexicon is tackled as a “writing exercise”. In this paper, a modelling approach to 
the development of a lexicon is introduced. This approach is currently in use within a 
large Financial Institution as the means to come to a common understanding of the 
terminology used within the organization.  

The Semantic Information Model plays a central role in the Financial Institution’s 
goal of model-driven development. This role of the SIM, as conceived by the organi-
zation, is explained in section 2. In section 3 we introduce the Semantic Information 
Model (SIM) and its elements. To develop this Semantic Information Model, a devel-
opment approach is developed to cater the specific requirements of the organization. 
This development approach is explained in section 4. To assure that the resulting 
lexicon is of the correct quality, quality requirements with respect to the terms and 
Definitions are identified, which are based on ISO/IEC 11179-1 [1]. This leads to a 
four-level qualification schema, which is introduced in section 5. In section 6, the 
future development of the SIM and associated relationships is explained.  

2 The Role of the Semantic Information Model 

The development of an organization-specific lexicon that is the single source of refer-
ence for the semantics associated with the Business Terms that are used in communi-
cation with the stakeholders is realized by developing a Semantic Information Model 
(SIM), which is an information model that consists of Business Concepts, their asso-
ciated Business Terms and Definitions as well as the Relationships between the Busi-
ness Concepts such that the information structure of the organization is represented at 
semantic level. The Semantic Information Model aims to be the trusted source of 
information for all Business Concepts, associated terms and Definitions and Relation-
ships. The Financial Institution also intends to use the Semantic Information Model to 
map all the data sources containing the actual data regarding the Business Concepts  
to the associated Business Terms such that lineage from Business Terms to data  
elements in all sources is achieved.  

In the frame of model-driven development, the Financial Institution associates the 
following purposes to the Semantic Information Model: 

1. It serves as the basis for the lexicon of Business Terms and associated Definitions, 
describing the common language of the organization. 

2. It provides insight in the Relationships between the Business Concepts that are 
represented through the Business Terms such that dependencies between Business 
Concepts become insightful. 

3. It serves as the central point of reference whereby external terms provided by  
e.g. legislative organizations, are matched against. 
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4. It serves as the central point of reference for all mappings to IT-related data models 
such that traceability throughout the complete chain of development (i.e. from 
Term as used in external glossaries like e.g. laws and regulations, to realization in 
IT application) is achieved. 

5. It serves as communication mechanism from Business to Business, from Business 
to IT and from IT to Business.  

3 The Elements of the Meta Model of the Semantic  
Information Model 

One of the main purposes of the Semantic Information Model is to form the basis for 
the lexicon of the Financial Institution. That is, in early phases, the Semantic Informa-
tion Model and the lexicon were considered to be the same thing. Therefore, the focus 
was on the Business Concepts, their associated Terms and Definitions. Later, the Re-
lationships between Business Concepts were introduced as an important element, 
differentiating between the lexicon and the Semantic Information Model.  

In the frame of “practicing what you preach”, the meta model Semantic Informa-
tion Model is defined together with the Subject Matter Experts, on the basis of the 
protocol that is developed and which is explained in section 4. As said, central ele-
ments of the meta model of the Semantic Information Model are Business Concept, 
Business Term, Definition and Relationship. 

3.1 Business Concepts and Business Facts 

In order to determine the elements of the meta model of the Semantic Information 
Model, inspiration is taken from the CogNIAM framework [2, 3]. Thereby, a selec-
tion is made by looking at the FIBO Foundations [4], the Financial Industry Business 
Ontology Foundations meta model.  

The central element in the meta model of the Semantic Information Model is the 
Business Concept. A Business Concept is defined as “a Thing that is important 
enough to the Business that Business Facts about the Thing are necessary to run the 
Business”. This definition implies that Business Concepts are only limited to those 
Things that are used to run the Business. This aids in the classification of Business 
Concepts versus not-so- relevant concepts. For example, in the case of the Financial 
Institution, through the definition of Business Concept, the Thing denoted by the 
Term “Credit risk” would be denoting a Business Concept while the Thing denoted by 
the Term “Housecat” would not be denoting a Business Concept.  

In the definition of Business Concept, there is a reference to “Thing” and “Busi-
ness Fact”. For defining “Thing”, the definition as stated in FIBO is taken, namely: “a 
Thing is a set of elements which are defined according to the facts given for that kind 
of things.”. In fact-based modelling terminology, a “Thing” as defined above 
represents an Object Type.  

A Business Fact is defined as a “fact that describes a Business Concept”. For  
example, “first name” would be a “business fact” about the Business Concept  
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“Individual”. It should be noted that the term Business Fact might be confusing since 
it represents a type of fact, not a specific fact. However, the term “fact type” is not  
accepted by the Business users while the term “fact” is acceptable.  

The Financial Institution has a need to distinguish between “Characteristics” and 
“Relationships”, whereby a business fact either represents a Characteristic or a Rela-
tionship. This distinction is introduced because not only “Characteristic” and  
“Relationships” are terms that the business is acquainted with, it is also used for the 
mapping to the underlying technical models. 

A Characteristic is defined as: “a Business Fact that represents an aspect of a 
Business Concept”, while a Relationship is defined as: “a Business Fact that 
represents a meaningful link between two or more Business Concepts”.  

The model fragment associated with the elements of the meta model of the Seman-
tic Information Model introduced above, are given in Figure 1. 

 
Fig. 1. Model fragment for Business Concept and Business Fact. 

3.2 Business Terms 

A Business Concept can only be talked about if there is a Business Term that denotes 
the Business Concept. Therefore, it is stated that each Business Concept is denoted by 
at least one Business Term. A Business Term is defined as: “a word or phrase that 
designates a Business Concept”. Moreover, the Financial Institutions has also  
realized the potential need for using a term to denote a Business Fact.  

From an enterprise-wide common language perspective, the Financial Institution 
has decided that for each Business Concept, there is exactly one Preferred Business 
Term. Synonyms are allowed, but they are only allowed as reference to the Preferred 
Business Term associated with the Business Concept. For example, if the Business 
Term “Customer” is the preferred term to denote the Business Concept, then the De-
finition of the synonym “Client” is a mere reference to the Business Term “Custom-
er”, by stating in the Definition of “Client”: “see Customer”. Figure 2 depicts the 
model fragment of the Semantic information Model that captures the above.  
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Fig. 2. Model fragment associated with Business Term. 

3.3 Definitions 

Associated with a Business Concept is a Definition. That is, for each Business Con-
cept, there is exactly one Definition. However, in order to tailor for the option to spe-
cify in the Definition of a synonym the reference to the preferred Business Term, the 
choice has been made to state that with each Business Term exactly one Definition is 
associated. A Definition is thereby defined as: “a phrase that states the exact meaning 
of a Business Term”.   

 
Fig. 3. Model fragment associated with Definition.  

As shown in Figure 3, in a Definition, preferred Business Terms are used. This to 
fulfil one of the quality criteria for Definitions that are described in section 5. 

4 The Protocol 

To “populate” the meta model of the Semantic Information Model structure as defined 
above (i.e. to develop the Semantic Information Model), the Financial Institution has 
developed a protocol that aids in developing correct and consistent Definitions. As the 
observant reader can deduce from above, the identification of the Relationships between 
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(a) The clarification workshop in which clarification of context, meaning and pur-
pose of the Business Concept is given by the subject matter experts. In this 
workshop, a sketch of the Relationships between the Business Concepts is the 
major outcome. 

(b) The Definition workshop in which the Business Concepts are classified, the Re-
lationships identified in the previous workshop are fine-tuned and the Business 
Concepts are defined in accordance to the identified Relationships. 

(c) The confirmation workshop in which the Definitions are fine-tuned and con-
firmed by the subject matter experts. 

2. A challenge phase, in which the Definitions of the Business Concepts and their  
Relationships are challenged by other subject matters experts to ensure that the in-
tended meaning is correct. This is considered to be a quality check on usefulness, 
comprehensiveness and consistency of the Business Concepts. 

3. A review phase in which the common understanding is reviewed by a broad com-
munity throughout the different business domains that use the Business Terms. 

4. An approval phase in which the bank-wide Data Definition Board is responsible 
for approving the identified Business Concepts and their associated Definitions and 
Relationships. 

 

This overall development and validation process is implemented to ensure that the 
developed Semantical Information Model is a consistent and coherent model, where-
by the Definitions constructed fulfil the quality requirements listed in the next section. 

5 Quality Criteria 

In [1], ISO has identified several quality criteria for data definitions. These quality crite-
ria have been taken as the basis for developing quality criteria for the Definitions of the 
Business Concepts. Thereby, the criteria are organized to differentiate between different 
levels of quality. The aim of the Financial Institution is to get the Definitions to level 3.  

The quality criteria themselves are defined as follows: 

1. Level I criteria – from incoherent to ambiguous: 
(a) A Definition is a descriptive phrase or sentence. 
(b) A Definition does not contain a reference to itself. 
(c) A Definition follows the following pattern: “a <Business Term> is a <more 

general Business Term in hierarchy> that/which/what/who <discriminating  
reasons>.”.  

2. Level II criteria – from ambiguous to unambiguous 
(a) A Definition states what the concept is, not only what it is not. 
(b) A Definition states the essential meaning. 
(c) A Definition is unambiguous. 
(d) A Definition does not introduce a second-order circular reference. 
(e) A Definition does not introduce a contradiction with or between other Definitions. 
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Definition. Also, the identification of quality criteria and associated quality levels has 
come about only in the last month but has already proven to be very useful in the 
governance process. 

The work has not finished. In the process of building the Semantic Information 
Model, the Financial Institution realizes that defining Business Concepts and their 
Relationships is not enough. For a good understanding, it is also required to identify 
data integrity rules, like uniqueness, mandatory and referential integrity, as well as 
derivation rules. The latter are in particular of relevance for defining reporting terms 
that are derivations of data that conforms to the Business Concepts.  

In the near future, the current version of the Semantic Information Model will be 
extended by adding rules that ensure the integrity of the data associated with the 
Business Concepts. This as a first step to use the Semantic Information Model as a 
means to aid in solving data quality issues.  

The Semantic Information Model is only one of the business models and does not 
stand in isolation. As part of business architecture, the Relationships between the 
Business Information Model and other types of business models, like the business 
process model and business rules model will be further developed. By doing so, an 
integrated way of working can be developed and true model-driven development can 
be achieved. 
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Abstract. Developing and operating Space Systems involves complex activi-
ties, involving many parties distributed in location and time. This development 
requires efficient and effective interoperability during the overall Space System 
development and operations lifecycle. 

Interoperability is often described from a syntactic viewpoint, focusing on 
data exchange formats. While syntactic interoperability is required, the pre-
requisite for any successful information exchange is to ensure that all actors in-
volved share a common understanding of the information that will be ex-
changed. This aspect of interoperability is known as semantic interoperability. 
Semantic interoperability focusses on “what” is being exchanged, while syntac-
tic interoperability focuses on “how” it is being exchanged. 

The need for semantic interoperability is described in [1], which is devel-
oped by the European Cooperation for Space Standardization (ECSS). In this 
technical memorandum, the concept of a “global conceptual data model” as a 
means to achieve the required semantic interoperability is introduced. Fact-
based modelling is introduced as the means to develop a global conceptual data 
model. 

In this paper, we address the issues of semantic interoperability and describe 
the developments on-going at the European Space Agency (ESA) for fully sup-
porting semantic interoperability. 

Keywords: Semantic interoperability · Fact-based modelling · Global concep-
tual data model 

1 Introduction 

Interoperability, the ability of systems and organizations to work together, is often 
described in terms of data exchange according to specific data formats and communi-
cation protocols; i.e., from the syntactical viewpoint. While syntactic agreements on 
how to interoperate are required for interoperability, syntactic agreements alone are 
not sufficient to guarantee a complete understanding of the information that is ex-
changed. Semantic interoperability, addressing the “what” in the exchange is also 
required. 
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Interoperability typically focuses on the physical data model (e.g., the structures, 
the data format, i.e. the syntax) used in the exchange as described, for example, in an 
interface control document. Semantic interoperability addresses the conceptual know-
ledge that has been used for producing the physical model. Semantic interoperability 
focuses on ensuring that all parties involved in the exchange share the same semantic 
understanding of the information carried by the physical data model. This implies 
formalization of that knowledge, i.e. the production of the conceptual data model 
focusing on the semantics, e.g. removing any technology-dependent requirements.  

As depicted in Figure 1, usually and unfortunately, the limited perception that 
many users have on exchange consists of the following steps:  

 Depending on who is in charge, i.e.: 
─ The supplier: identify the subset of the supplier data that needs to be transferred 

to the customer, or 
─ The customer: identify the subset of the customer data that needs to be supplied 

by the supplier, 
 Produce an interface control document that exposes this subset under the structural 

form that is most adequate for the party in charge of the data subset identification. 

 
Fig. 1. Common understanding – supplier and customer “share” a subset. 

This approach is insufficient, especially due to historical reasons, i.e. the vocabula-
ries used by the supplier and customer rarely match in “meaning”. For example, ho-
monymous forms might exist which heightens the risk of misunderstanding and 
wrong information. 

What is depicted as a subset in Figure 1 is not necessarily a subset. Closer to reali-
ty, at physical level, the need exists to map the supplier model to the exchange model 
and the exchange model to the customer model as depicted in Figure 2. This mapping 
results in transforming the data contained within the supplier’s system in data com-
pliant with the exchange model and transforming the exchanged data into data com-
pliant with the customer’s system.  

 
Fig. 2. Exchange model as the basis for exchange. 
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Semantic interoperability formally addresses these mapping issues providing the 
means to formally express how to convert the supplier conceptual model used to pro-
duce the supplier physical data model into the customer conceptual model used to 
produce the customer physical data model. Semantic interoperability requires concep-
tual modeling, i.e., the means to formally develop solutions capturing the “what” and 
transforming the what into a “how” that is technology-dependent, i.e. transforming 
the conceptual data model into a logical data model (e.g., relational, object oriented) 
and a physical data model that is tool specific. 

Addressing the exchange from a semantic perception implies removing any ambi-
guity, any risk of misunderstanding. To achieve this, the development of the exchange 
shall be formalized, resulting in interface control documents that: 

 Specify the exchange model at conceptual level, 
 Map the exchange conceptual model to the conceptual model of the supplier (for 

the part that is exchanged). This assumes that the conceptual model is effectively 
available at supplier level (else it needs to be produced), 

 Map the exchange conceptual model to the conceptual model of the customer (for 
the part that is exchanged). This also assumes the existence of the customer con-
ceptual model, 

 Specify the logical and physical exchange models resulting from the transformation 
of the conceptual exchange model agreed by both the supplier and the customer. 

Addressing semantic interoperability implies conceptual modeling and means to ad-
dress the semantic compatibility of several conceptual models (e.g. mapping the sup-
plier, exchange and customer conceptual models).  

In this paper, we address the concept of the “global conceptual data model” as in-
troduced in [1] as a means to achieve semantic interoperability. To develop this global 
conceptual model, fact-based modelling is promoted as the means to create and speci-
fy the conceptual models that are used in exchange. Fact-based modelling is a  
modelling methodology that applies modelling, based on logic and controlled natural 
language (formal), whereby the semantics of the relevant (part of the) domain of  
interest is captured in the resulting fact-based conceptual data model. This resulting 
fact-based conceptual data model captures these semantics by means of fact types 
(kind of facts), together with the associated concept definitions, the fact- and rule 
communication patterns as well as the rules applying to these fact types.  

In section 2, the knowledge triangle that is used in the context of the development 
of the global conceptual model is introduced. Section 3 specifies what is meant by the 
global conceptual model. In section 4 we introduce FAMOUS-2, the tool that is meant 
to support semantic interoperability.  

2 Fact-Based Modelling 

Fact-based modelling is a modelling methodology for modelling information at con-
ceptual level. Conceptual is to be understood as completely independent of any soft-
ware implementation technology; that is, the concepts used and means of expression 
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do not refer in any way to a possible implementation strategy like e.g. relational, ob-
ject-oriented or hierarchical. The methodology applies formal modeling based on 
logic and controlled natural language. The resulting conceptual model captures the 
semantics of the relevant domain of interest are captured by means of fact types (kind 
of facts), together with the associated concept definitions – the terms and definitions, 
the communication patterns as well as the rules applying to these fact types – the sys-
tem requirements related to the information model.   

One of the distinguishing factors of fact-based modeling (compared to other mod-
eling notations) is the fact that validation and testing is integrated in every step of the 
conceptual modeling process associated to the system requirements production. That 
is, all intermediate results are validated with the stakeholders before any implementa-
tion activity starts. This validation is performed by the use of concrete examples of 
fact type populations and associated verbalizations in a notation and language the 
stakeholder is familiar with.  

2.1 The Knowledge Triangle 

The Knowledge Triangle is a three-level knowledge framework that over the years 
has proven to be very productive for developing fact-based conceptual models. It can 
be considered as an additional stratification of knowledge categories in which logical 
reasoning is applied. The Knowledge Triangle is also a visual aid in the development 
of fact-based conceptual modelling. The Knowledge Triangle is depicted in Figure 3.  

 
Fig. 3. The Knowledge Triangle. 

Level I: The Ground Facts or Assertions 

The assumption of fact-based modelling methodologies is that the most concrete level in 
any structured knowledge description or business communication consists of ground 
facts. It is observed that these comprise the vast majority in business, engineering or 
technical communication.  
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A ground fact is defined as “a proposition taken to be true by a relevant communi-
ty” and is expressed as an assertion that either simply predicates over individual ob-
jects or simply asserts the existence of an individual object. Examples are: “The 
launch attempt performed by launcher Ariane 5”, “Flight number VA212 took place 
on February 7th 2013” and “Launcher Ariane 5 exists”.  

Ground facts, expressed by means of sentences, describe factual, planned or im-
agined situations, in the past, current time or future; they do not prescribe any gram-
mar aspect. 

Level II: The Semantic Grammar of the Domain 
Level II of the knowledge triangle consists of the domain specific conceptual model. 
It consists of knowledge categories to which the ground facts of level I must adhere as 
well as concept definitions to understand the ground facts; it could be said it provides 
interpretation semantics. In other words, level II specifies the rules that govern the 
ground facts at level I and defines the concept definitions of the terms used in the 
facts, when there is the slightest doubt they could be misunderstood. Moreover, the 
usage of ground facts is also described at this level. Level II is expressed by means of 
a series of knowledge categories, namely: 

1. Concept definitions, which have as function to describe the meaning of every term 
or group of terms in the ground facts for which it is assumed that the meaning is 
not fully known to the intended audience and common understanding of the mean-
ing is required. In case the meaning of a term is assumed to be known it is good 
practice to state this explicitly in order to avoid any confusion. 

2. Fact types, which provide the functionality to define which kinds of ground facts 
are considered to be within scope of the system, subject or domain of interest. A 
fact type is either: 

(a) variable-based fact type, i.e. a fact type seen as a populatable construct, genera-
lizing level I ground facts on the basis of common properties, using fact-
communication patterns.  

(b) A role-based fact type, i.e. a fact type seen as a construct that generalizes level I 
ground facts on the basis of common properties, using rule-communication pat-
terns. 

The boundary (scope) of the system, subject or domain is determined by the set of 
fact types.  

3. Fact type forms, whereby there is a distinction between: 
(a) Fact communication patterns: their function is to act as communication me-

chanism to be used as a template to communicate ground facts in a language 
and using terms the subject matter expert is familiar with. A fact communica-
tion pattern is a template whereby the placeholders (denoted by angle brackets 
can be instantiated by ground level fact values. A fact communication pattern 
associated with one of the example above would be: “The launch attempt per-
formed by launcher <Launcher name> and flight number <Flight number> 
took place on <Launch date>, and  
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(b) Rule communication patterns, whose function is to act as communication me-
chanism for communicating the rules, listed in point 4 below, of the conceptual 
model. The rule communication pattern associated with the example is: 
“[Launch attempt] took place on [Date]”. Instantiation might result in the fol-
lowing rule: “Each [Launch attempt] took place on exactly one [Date]”. 

Both types of communication patterns use community-specific terminology. 
4. Constraints, also known as “integrity rules” or “validation rules”, have as function 

to restrict the set of ground facts and the transitions between the permitted sets of 
ground facts to those that are considered useful. In other words, integrity rules 
have the function to restrict populations as well as transitions between populations 
to useful ones. 

5. Derivation rules¸ which are used to derive or calculate new information (ground 
facts) on the basis of existing information. That is, derivation rules describe how 
to derive new ground facts on the basis of existing ground facts. 

6. Behavioral business rules, which have as function to move ground facts from the 
domain under consideration into the administration of that domain and vice versa, 
or to remove ground facts from the administration. In other words, they specify 
how ground facts are added and/or removed from the system such that the system 
stays in sync with the communication about the outside world. 

7. Events, which specify when to update the set of ground facts by a derivation rule 
or behavioral rule. That is, an event specifies under which circumstances the set of 
facts corresponding to the fact types is updated. 

Level III: The Generic Component of the Knowledge Triangle 
The third level of the knowledge triangle, the generic component, independent of any 
specific domain, consists of the knowledge categories to which each conceptual mod-
el of level II must adhere. In other words, Level III of the knowledge triangle consists 
of the generic conceptual model, expressed in the same knowledge categories as any 
domain-specific conceptual model. Each element in the generic component of the 
knowledge triangle or the generic conceptual model is independent of any specific 
part of the domain or system. Interestingly enough, the generic conceptual model is a 
population of itself. 

3 Fact-Based Modelling and Semantic Interoperability 

Semantic interoperability is tackled by “bi-directional mapping” of different models. 
This only works if he models are expressed in a modelling language that is formal and 
unambiguously defined. Unfortunately not many modeling methods fulfill these crite-
ria. The unified modeling language (UML), for example, lacks a formal representa-
tion of its meta model, resulting in the fact that models expressed in UML are not 
unambiguous nor clear. For example, the meaning of an “aggregation” is not formally 
defined in UML. Even in the UML 2.5 standard it is specified that: “precise semantics 
of shared aggregation varies by application area and modeler” [2]. 
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For semantic interoperability to be successful, it is necessary to model using a con-
ceptual modelling methodology that is completely implementation-independent, un-
ambiguous in interpretation and formal in representation. That is why fact-based 
modelling is promoted in [1] as the modelling methodology to be used for developing 
models at the conceptual level. 

3.1 Conceptual Model at Global Level 

In [1], the way forward promoted to solve the interoperability issues at semantic level 
consists of: 

 Standardizing at global level the “what”, 
 Offering means to tailor that “what” recursively where tailoring means adding the 

specific needs and selecting the subset of interest of the global conceptual model. 

This approach has the benefit to only model at local level (e.g. a supplier) what that 
local level needs. The semantic interoperability is addressed at global conceptual level 
where the semantic required for a safe exchange is captured, e.g. by means of syn-
onyms, community specific fact type readings, derivations rules, etc. That is, each party 
involved in the exchange can extract its own “local” conceptual model from the global 
conceptual model by: 

1. Identifying within the existing global conceptual model those conceptual defini-
tions of interest to the local view, 

2. Potentially tailoring the identified conceptual definitions to establish the local view 
on the global conceptual model for the local view, and 

3. Extracting the tailored view on the global conceptual model for further develop-
ment of the local conceptual model, whereby the link with the global conceptual 
model is maintained for traceability purposes. 

This principle is depicted in Figure 4. 

 
Fig. 4. The process of selecting, tailoring and extracting the local model from the global. 
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3.2 Achieving Interoperability 

To achieve the overall objective of efficient and effective information exchange, two 
functions need to be combined, namely the following functions: 

1. The function to support the production of physical models of the supplier and cus-
tomer’s information systems that are used in the exchange, and 

2. The function to support the exchange of data on the basis of the global conceptual 
model that comprises the globally-consistent conceptual definitions and of which 
the local conceptual models are a (potentially tailored) subset. 

The combination of these two functions support interoperability between different 
local systems both at semantic as well at syntactic level. This principle is depicted in 
Figure 5. 

 
Fig. 5. Semantic information exchange support. 

As illustrated in Figure 5, the dataset exchanged between two data repositories of 
local information systems is compliant to the physical model of both applications. 
These physical models are based upon their respective logical models which are  
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derived from the local conceptual model that is an extracted view from the global 
conceptual model. Because of this compliance to the physical model and the linking 
all the way up to the global conceptual model it is accomplished that the information 
exchanged between the local information systems is semantically compliant to the 
global conceptual model. Hence, semantic interoperability is achieved. 

4 FAMOUS-2 as Supporting Tool 

The support of the complete process, from global conceptual model to implementa-
tion in local information system views, is the subject of the FAMOUS-2 research 
project at ESA. This research project aims to develop the complete specification to 
support all aspects of semantic interoperability as described above. 

 
Fig. 6. The scope of FAMOUS 2. 

As depicted in Figure 6, FAMOUS-2 consists of two major components, namely 
the Ontology Development Tool (ODET), which has as aim to support the develop-
ment of a global conceptual model and the extraction of the local conceptual models.  

The extracted local conceptual models can, in the Product Development Tool 
(PDT) of FAMOUS-2, be transformed into different kinds of logical (relational, 
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UML, and hierarchical) and physical models (amongst others SQL, XSD, XMI). The 
physical models can be implemented creating data repositories which are based upon 
the physical models. 

5 Conclusions 

In this paper it is mentioned that reliable information exchange during the whole life-
cycle of a Space System implies that the information has to be exchanged between the 
sharing parties without any mismatch of meaning or loss of semantics. This semantic 
interoperability between sharing parties can be achieved if the involved information 
systems implement globally-consistent conceptual definitions. The approach sug-
gested in this paper is to develop a global conceptual model whose scope embraces 
the complete Space System lifecycle. Each individual information system shall im-
plement a subset of this global conceptual model, being the local conceptual models 
for these information systems. The global conceptual model can be established using 
a fact-based modeling method, which is a method for modeling information systems 
at the conceptual and completely implementation independent level, capturing the 
semantics of the relevant (part of the) domain of interest. The local conceptual mod-
els, being a subset of and linked to the global conceptual model, can be transformed 
into corresponding logical and physical models, with a linking between the semanti-
cally equivalent elements from the physical models via the logical models and the 
local conceptual model all the way up to the global conceptual model. With an infor-
mation exchange that complies to the physical models of the information systems that 
exchange this information and the linking of the physical models of these information 
systems all the way up to the global conceptual model, where that global conceptual 
model embraces the scope of these information systems, it is accomplished that the 
information exchanged between the local information systems is semantically com-
pliant to the global conceptual model. Hence, semantic interoperability between the 
local information systems is achieved. 
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Abstract. This paper defines a language for expressing a durable semantic ap-
plication model as major part of the specifications for business applications 
This language consists of the modeling constructs from Natural Language 
Modeling (NLM). It will be shown in this article how these modeling constructs 
constitute a hierarchy within any durable semantic application model. 
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1 Introduction 

As the number of information services (e.g. web-services, application service provid-
ers and e-commerce applications) continues to grow, in a globalized economy and the 
need for interoperability between those services becomes apparent in the context of 
organizational resilience, the availability of a durable modeling language that enables 
analysts to capture a changing and evolving application business communication is 
necessary. This language  therefore must be able to establish links with common 
business vocabularies and data in applications and should be easy to understand by 
the various groups of stakeholders including non-expert users. Such a language must 
be very close to the natural language that is used by people in their daily business 
communications.      

Some people assert that an ontology can serve as a semantic-conceptual model. In 
the literature a number of definitions for ontology can be found “ an ontology is a 
description of the concepts and relationships for an agent or a community of agents.”  
[1] , “ shared understanding of a domain that can be communicated between people 
and application systems.” [2].  “an ontology is a formal conceptualization of a real 
world, sharing a common understanding of this real world.” [3: p.155]. [4] distinguish 
four types of material ontologies: application, domain, generic and representation 
ontologies. We conclude that the unqualified term ontology is a first class homonym 
that we recommend to avoid.  

In the context of the diffusion of IT for organizational resilience, we will further-
more, require that a language for a durable application model  allows for fast adapta-
tion to ever changing organizational environments, in terms of products and services 
delivered, changing market regulations and so forth.  
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The application  modeling constructs in NLM are based upon the axiom that all 
verbalizable information (computer screens, reports, note-books, traffic signs and so 
forth) can be translated into declarative natural language sentences [5]. It means that 
it is neither a real nor an abstract world that is the object described in the model, but 
the communication about such a real or abstract world. This will require  the feasible 
modeling constructs to provide those constructs that enable analysts to model what in 
the seventies and eighties was called natural language sentences and today more often 
is referred to as facts. Since the early 1970’s a number of conceptual semantic models 
approaches have emerged. A NLM based model was the fact based modeling ap-
proach. The most widely used, by far, is the entity-relationship (ER) approach. The 
first definition of the ER constructs can be found in Chen [6]. This approach has been 
developed and extended further in [7] and [8]. The first fact based modeling approach 
had the name ENALIM, Evolving Natural Language Information Model. As the name 
implies Natural Language Information modeling was at the very beginning in the 
seventies. Soon thereafter Control Data decided to call the then as a professional ser-
vice offered modeling NIAM, later explained as Natural language Information Mod-
eling. From this ORM emerged in the nineties, as well as FCO-IM and DOGMA. 

The rest of this paper is structured as follows: section 2 gives an introduction of the 
NLM modeling constructs for expressing  a durable application model; in section 3 
the concepts for the durable application modeling are given; in section 4 conclusions 
regarding the construct hierarchy in durable semantic modeling will be drawn. 

2 The Modeling Constructs in NLM for Capturing the Durable 
Application Model 

In this section, the modeling constructs for natual language modeling will be intro-
duced. The first modeling construct is the name. 

A name in human communication is used to refer to a concept or a thing in a real 
or abstract world [9].  A name is a sequence of words in a given language that is 
agreed upon to refer to at least one concept or thing in a real or abstract world, for 
example, Jake Jones, 567893AB, General Electric. We will call the  union of all 
names the archetype.          

The choice of names used in communication is constrained by the reference re-
quirement for effective communication. For example, the university registration of-
fice will use a student ID for referring to an individual student. The use of names 
from the name class last name in the university registration subject area for referring 
to individual students, however, will not lead to effective communication because in 
some cases two or more students may be referenced by one name instance from this 
name class. This is one of the reasons why not all names can be used for referencing 
entities, things or concepts in a specific part of a real or abstract world. On the other 
hand, it is evident that knowledge workers that are involved in activities in an applica-
tion subject area have knowledge of the reference characteristic of the potential name 
classes for the different groups of  “things” in a real or abstract world. This means 
that they should be able to tell an analyst whether a name from a specific name class 
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can be used to identify a thing or concept among the union of similar things or similar 
concepts (in a specific part of a real or abstract world). 

2.1 The Natural Language Axiom 

In every (business) organization many examples of communication can be found. 
These examples can be represented on a computer screen, a worldwide web page, a 
computer report or even a formatted telephone conversation. Although the outward 
appearance of these examples might be of a different nature every time, their content 
can be expressed using natural language. We will refer to this class of examples of 
communication as verbalizable information. 

 

           

Vandover University Enrollment

Student ID  Last Name  Major
   1234     Thorpe          Science   
   5678      Jones           Economics   
   9123     Thorpe          History  

                
Fig. 1. Example Vandover University Enrollment. 

Now that we have defined the possible application areas for NLM we can start de-
fining modeling constructs for durable application models  that can take natural lan-
guage sentences or facts as a starting point. In figure 1 an example of a university 
enrollment document is given. In this example the Vandover University wants to 
record information about the major for each of its students. It is assumed that the stu-
dent ID can be used to identify a specific student among the union of students that are 
(and have been) enrolled in the Vandover University, and that a major name can be 
used as identifier for a specific major among the union of majors that are offered  by 
the Vandover University. The application of the natural language axiom on the exam-
ple of communication from figure 1 leads to facts 1.1 through 1.6. 

 
student 1234 majors in Science………………..….........………..……….…….....(fact 1.1) 
student 5678 majors in Economics....…………………………………… …....…..(fact 1.2) 
student 9123 majors in History……………………..……….…………………….(fact 1.3) 
student 1234 has last name Thorpe…………………………………………….….(fact 1.4) 
student 5678 has last name Jones………………………………..………………..(fact 1.5) 
student 9123 has last name Thorpe……………………………….……………… (fact 1.6) 

2.2 Variables and Roles: Both are Needed 

If we analyze example facts 1.1 through 1.6 that have resulted from verbalizing the 
university enrollment example in figure 1, we can divide them into two groups ac-
cording to the type of sentence predicate (..majors…, respectively ..has last name..). If 
we focus on the first group we can derive two fact group templates in which we have 
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denoted the predicate as text, and the variable parts as text between brackets: Student 
<enrolled student> majors in major <chosen major> and Student <enrolled student> 
has chosen the major <chosen major>. We will refer to the variable parts as roles, 
when we abstract from the naming convention. However for modeling the communi-
cation we need to include the naming convention and then we speak of a variable.  
Figure 2 shows a graphical representation of the two fact groups in the University 
Enrollment example. Each role in the role representation is represented by a “box”, 
e.g. enrolled student. Each abstract fact group is represented by a combination of role 
boxes. Fact  group Sg1 is represented by the combination of role boxes enrolled stu-
dent and chosen major. Fact group Sg2 is represented by the combination of “role” 
boxes registered student and last name.  For each fact group one or more fact group 
templates are positioned underneath the combination of role boxes that belong to the 
fact group. In the diagram of figure 2, factgroup templates 1 and 2 belong to fact 
group Sg1.  Fact group template 3 belongs to fact group Sg2. 

 

                

E n rolled
 S tude nt

R egis tered
 S tudent

1 :  S tu den t < enro lle d  stude nt>  m ajors in  m a jor <c hosen  m ajo r>  
2 :  S tu den t < enro lle d  stude nt>  ha s ch osen  th e  m ajo r < cho sen  m a jor>  

3 :  S tu den t < reg iste red   stu den t>  has  < last  nam e>

C h o se n
m a jo r

S g 1   

S g 2     L a st
n a m e

 
Fig. 2. Roles, fact group and fact, group template(s) for university enrollment 

If we examine figure 2 we will see that a fact group template can reveal additional 
information about the type of things that can be “inserted” into a role. For example, 
the word “student” specifies what type of thing (or concept) is allowed to play the 
role “enrolled student” but also what type of thing (or concept) is allowed to play the 
role “registered student”. We will call the “student” part in the fact groups in figure 2 
the intension of the roles “enrolled student” and “registered student”. We will now 
illustrate how such a list of terms or concept definitions can help us capture a durable 
application- or domain model.  

To make a durable application model explicit, we need to incorporate a definition 
of the concepts or pronouns in the fact group templates including the intensions. For 
example, the definition of the concept Student: A student is a person that studies at a 
University. The names of things or concept instances to which such a definition of 
intension applies within a specific application subject area at a specific point in time is 
called the extension. We can now give an example extension for the intension Stu-
dent: {1234, 5678, 9123}. In the remainder of this paper we will use the term inten-
sion to denote the type of thing or concept to which a specific thing or concept be-
longs. For every application area we will document the relevant concepts and their 
definitions in a list. In the following illustration we have given an example of such a 
list for the university enrollment UoD (see table 1).  
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Table 1. List of definitions for university enrollment example 

Concept Definition 
Student a person that studies at Vandover University 
Student ID  an ID that identifies a specific student at Vandover University 
Major  a course program offered to <student>s by Vandover University 
Major name a name class , instances of which can be used to identify a <major>  
  among the union of <major>s offered by Vandover University 
Last name a characteristic of a student, namely his or her last name 
 
Such a list of concepts and their definitions should contain a definition for each inten-

sion in the UoD. The definition of an intension should specify how the knowledge form-
ing the intension (definiendum) is to be constructed from the knowledge given in the defi-
nition itself and in the defining concepts (definiens). A defining concept should either be 
an intension or a different concept that must be previously defined in the list of concepts or 
it should be defined in a generic ontology. In the Vandover University student enrollment 
example the concept  course program is considered to be defined in a durable application 
model for university education which implies that all ‘agents’ that are involved in this 
UoD have attached the same meaning to this concept. 

The construct for modeling the meaning of a a surface structure sentence is a fact 
instance. A fact instance is expressed as a natural language sentence instance of a one 
of its corresponding sentence group template(s). It is possible that the extensions of 
two different sentence group templates refer to the same fact. For example we can say 
that there exists a fact that a student is enrolled in a major (at the university of Van-
dover). Two sentence instances (from different sentence group templates) for com-
municating  this fact instance can be: 

 
Student 1234 has chosen the major Science 

Student 1234  majors in major Science. 
   

We need to make a distinction into the concept of fact (the deep structure sentence) 
and the concepts that we use to represent a fact (surface structure sentence). A specif-
ic fact instance can be represented as one or more sentence instances from one or 
more sentence group templates. We can now conclude that an abstract fact type is a 
set of roles that can be represented by one or more sentence group template(s) in 
which these roles are contained. The roles that are contained in these sentence group 
templates are identical although they can have a different sequence. 

2.3 Naming Convention Fact Types 

In this section we will further formalize the outcome of the process of the selection of 
a name class for referring to things in a real or abstract world. The outcome of such a 
naming process will result in the utterance of sentences or facts for example facts 2.1, 
2.2, 2.3 and 2.4. 
 
1234 is a name from the  student ID name class that can be used to identify a student 
within the union of students at Vandover University………………………….(fact 2.1) 
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5678 is a name from the  student ID name class that can be used to identify a student 
within the union of students at Vandover University……………………    ….…(fact 2.2) 
Science is a name from the major name name class that can be used to identify a ma-
jor within the union of majors at Vandover University…………………        …(fact 2.3) 
Economics is a name from the major name name class that can be used to identify a 
major within the union of majors at Vandover University …………………..…(fact 2.4) 

 
We see that facts 2.1 through 2.4 express that a certain name belongs to a certain 

name class and that instances of the name class student ID, can be used to identify an 
instance of a student, and an instance of the name class major name, can be used to 
identify an instance of a major within the UoD of Vandover University. We can give, 
for example, the definition of the concept Student ID: Student ID is a name class. The 
‘intension’ of the names in fact sentences 2.1 through 2.4 is a  name class and NOT a 
type of thing, entity or concept in the real world. We will, therefore, refer to facts 2.1, 
2.2, 2.3 and 2.4 as naming convention facts. The corresponding fact type will then be 
called a naming convention fact type.  
 

S tude nt ID

1:  <  s tud en t  ID > is a  nam e from  the  stu den t ID
na m e c las s th at c an  be  u sed  to  iden tify  a  s tud ent

am on g th e  un ion  of stud en ts at  V a ndo ver  U n iver sity

F t1

 
Fig. 3. Naming convention fact type for Student   

A role representation is the preferred one if one is interested in formulating rules; a 
variable representation is the preferred one if one is interested in performing valida-
tion with realistic examples. 

2.4 Compound Reference Schemes 

In the Vandover University example the intension student has a “simple” reference 
scheme, namely: the single role “enrolled student” or “registered student”.  In many cases, 
however, a simple reference scheme will not be sufficient for referencing instances of a 
given intension as many people prefer to agree on names within a selected context, like 
city within a country, or street within a village, within a municipality within a province 
within a country.  In those cases we will need compound reference schemes. 

We can apply compound reference schemes in NLM in the same way as the simple 
reference schemes. To illustrate this we will first adapt our example UoD. We will 
assume that Vandover University has merged with Ohao University. In order to 
streamline the enrollment operations, it is decided to centralize them. This means that 
after the merger, a student can no longer be identified by the existing student ID be-
cause a given  student ID can refer to a student in the (former) Ohao University, and 
to a different student in the (former) Vandover university. To capitalize on the exist-
ing naming conventions it is decided to add the qualification O (for Ohao) or V (for 
Vandover) to the existing student ID. This extension is the university code. The sen-
tence group templates and the corresponding fact types in which such a compound 
reference scheme is implemented are given in figure 4. 
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S tude n t ID
F t10   

F t11    
S tude n t ID

U n iv e rs it y  c o d e

U n iv e rs it y  c o d e

1 :S tu den t [id en tified  by  the  co m bina tion  of < stude n t ID >  an d  < un iver sity  cod e> ]  
 m ajo rs  in  m ajo r  < cho sen m ajo r>

2 :S tu den t [id ent ified  by  the  co m bination o f < stude nt ID >  an d < university  cod e> ]  
ha s ch ose n  m ajo r < cho sen  m a jo r>

1 :S tu den t [id ent ified  by  the  co m bination o f < stude nt ID >  an d < university  cod e> ]  
 h as < las t na m e >

C h o se n
m a jo r

L a st  n a m e

  
Fig. 4. Fact types and sentence group templates with compound reference scheme for student 

We have introduced the [  ] (‘brackets’) symbol for capturing the definition of the com-
pound reference scheme (see figure 4). For example, the reference scheme for student in 
fact type Ft10 consists of the roles student ID and university code and is defined as fol-
lows: Student [identified by the combination of <student ID> and <university code>].  

 

S tude nt ID

1:   <  stu den t ID >  is a  nam e f rom  the  stu den t ID
na m e c las s th at c an  be  u sed  to  iden tify  a  s tud ent

am on g th e un ion  of stud ents o f  a  spec ific  U n ivers ity  (O hao  or V an dov er) 

F t1

 
Fig. 5. Naming convention fact type for student in the integrated UoD   

The case of a simple reference scheme is actually a special case of the compound 
reference scheme in which the brackets and description within (except for the role 
name used in the reference) are left out. In addition to this we need to adapt the nam-
ing convention fact types for the constituting intensions of the compound reference 
scheme. For example, the naming convention fact type for student should be adapted 
to reflect the application subject area in which it can be used to identify a specific 
student. In this case a student can be identified by his/her student ID within a specific 
University (Ohao or Vandover). 

The unification of simple reference schemes and the different types of compound 
reference schemes into one uniform way of referencing, and the capability to capture 
the precise semantics of naming conventions are improvements in NLM to the prede-
cessor methodologies. 

2.5 The Basic Durable Application Model 

A basic durable application model  (DAM) for a Universe of Discourse U is defined 
by a list of concepts and their definitions applicable to that UoD, a set of roles, a set 
of variables, a set of fact types, and a set of sentence group templates for every fact 
type. The extension of a DAM his the union of  the extensions of the fact types that 
are contained in that basic durable application model.    
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Stude nt ID M ajo r nam e

1: <  stud en t ID > is a  nam e from  the  stu den t ID
na m e  cla ss th at can  be u sed  to  ide n tif y  a  stud ent

am on g th e u n ion  of  stu den ts a t V a ndo ve r U n ive rsity

1 :  <  m ajor n am e>  is a  na m e  fro m  th em ajo r nam e
n am e  cla ss th at can  be u sed  to  iden tify  a  m ajor

am on g th e u n ion  of  m a jors  a t V an dov er U nivers ity

F t1 F t2  

E n ro lled   
 S tud ent 

R e gis tere d
 S tu d ent

1 :  S tu den t < enr o lle d  s tud ent>  m ajo rs in  M ajo r < cho sen  m a jor >    
2 :  S tu den t < enro lled  s tud ent>  h as c hosen   M a jor <ch osen  m ajor>    

1 :  S tu den t < reg iste red   stu den t>
            h as < las t n am e>

Student m ajo rS tude nt n am e C h o s e n
m a jo r

L a s t
n a m e

    
Fig. 6. Basic durable application model for University enrollment example 

3 The NLM Representation Ontology 

In this section we will narrow down the “real” or “abstract” world of interest (Un-
iverse of Discourse) to the UoD of NLM application ontology modeling or the NLM 
representation ontology [4]. First, the list of concepts for  NLM representation ontol-
ogy is provided (see table 2). 

Table 2. List of concepts for NLM’s durable application modeling language 

Concept  Definition 
Sentence (instance) The result of the verbalization and qualification of a piece of  
                                                 verbalizable information by a domain user 
Sentence group  The variable abstraction of a set of < sentence>s 
Sentence group template The ordering of  fixed and variable parts of a group of   
                                                < sentence>s that reflect domain semantics 
Role   a  variable part in one or more  <sentence group template>s  
Role code  a name class, instances of which can be used to identify a <role>  
                                                among the union of <roles> in the application ontology  
Intension  the meaning of a concept in a real or abstract world  
Intension name  a name class, instances of which can be used to identify a <intension>  
                                                 among the union of <intensions> in the application ontology  
Extension(of intension) the set of names of things or concepts to which the definition of its  
                                                < intension> applies 
Verb   the parts of a < sentence group template> that are not variable 
Fact type  a set of < role>s  
Fact type code  a name class, instances of which can be used to identify a <fact type>  
                                                 among the union of <fact types> in the application ontology 
Basic information model a list of concepts and their definitions, a set of <role>s, a set of   
                                                      <fact type>s and a set of < sentence group template>s for each <fact type>  
Extension (of fact type) a set of < sentence instances> for that <fact type> 
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4 Conclusion: A Hierarchy in the NLM Durable Semantic 
Modeling Constructs 

As illustrated in figure 7, we can put the concepts of archetype, name class, naming 
convention fact type and non-naming convention fact type in a hierarchical perspec-
tive. In every application ontology (including NLM’ durable semantic conceptual 
modelling language) we can distinguish three segments in an application ontology. 
The top segment consists of the world of names in which the  archetype, (and, when 
applicable, the relevant scale types) and the relevant name classes for the application 
ontology are defined. In the middle segment we find the naming convention fact types 
for the intensions that are relevant for the application subject area. This hierarchy 
replaces the distinction between concepts and names by considering names as popula-
tions of fact types in the hierarchy. The verbs in the fact types then will explicitly 
show whether a fact type declares the existence of a concept, the existence of a name 
that can be used to identify a concept or a semantic relationship among concepts. The 
application of NLM for capturing an application’s ontology will improve the organi-
zation’s resilience, because changes, in products, services, product-life cycle, custom-
ers, regulations and other external conditions can be easily adapted in the applica-
tion’s ontology, by adding or redefining a concept and naming convention and/or 
adding or deleting a semantic relationship. 
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Fig. 7. Hierarchy in semantic conceptual modelling constructs. 
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Abstract. Since its inception in the 1970’s, fact-based modeling has evolved. In 
this article we will sketch this evolution mainly from the referencing mode’s 
point of view. In this article we compare referencing modes from the N-ary 
1989 NIAM model to the contemporary incarnation of fact-based modeling 
known as CogNIAM. 

1 Introduction 

Fact-based modeling (FBM) is a durable modeling approach that has been pioneered  
by Falkenberg [1, 2, 3] and Nijssen [4, 5] and in the 1970’s was referred to as  a con-
ceptual  modeling approach. Over the years the FBM approach has seen many incar-
nations and many (sometimes competing) dialects have evolved over time. Many of 
these dialects were characterized by being binary or N-ary (among other distinctive 
characteristics). The first-generation of fact-based modeling dialects, i.e. ENALIM [6, 
7, 8] was N-ary and was soon converted to NIAM [9] that was restricted to binary fact 
types.  The limitations of the binary dialects in terms of being able to capture ‘N-ary’ 
domain semantics has led to the introduction of multiple referencing modes [11]. 

In subsequent fact-based dialects additional ways of referencing objects or con-
cepts have been introduced and some of these referencing modes have evolved over 
the years. In [11] these referencing modes have been evaluated with respect to the 
conceptualization principle, the principle of semantic stability and ease of validation. 
In this article we will follow-up on the results of [11]. In sub-section 1.1. we will 
present our running example that we will use in this article. In sub-section 1.2 we will 
show the conceptual schema for the running example using the NIAM 1989 N-ary 
FBM dialect. In section 2 we will summarize the results of the assessment of referenc-
ing modes in ‘classic’ FBM. In section 3 we will introduce a further development in 
referencing modes within the ‘contemporary’ CogNIAM incarnation of fact-based 
modeling.  Finally in section 4 conclusions will be given. 

1.1 The Running Example: University Staff Languages Spoken Abroad 

We will illustrate the evolution of the referencing modeling concepts in this article by 
a running example (based on [10]) that we will introduce here.  In this communication 
example we are interested in the language that university staff members have spoken 
abroad. We will give examples of instances of ground facts in this domain: 
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Staff member Peter B. has spoken English in the United States 
Staff member Peter B. has spoken English in Canada 

Staff member Peter B. has spoken Spanish in the United States 
Staff member Thijs M. has spoken English in the United States 

 
These four ground facts constitute a significant set of instances with respect to the 

permitted states of the fact base. The communication pattern for this example can be 
generalized as follows: 

AT1: Staff member <staff member name> has spoken <language> 
in <country> 

In combination with the following naming convention fact types: 
AT2: Staff member name <staff member name> identifies a 

specific member of the University staff among the group of 
all University staff members 

AT3: Language name <language name> identifies a specific 
language among the group of all languages 

AT4: Country name <country name> identifies a specific 
country among the group of all countries 

1.2 The N-ary 1989 NIAM Model  

In figure 1 we have shown the durable model of our running example using the N-ary 
fact modeling conventions from the N-ary  version of NIAM 1989 [12]. We will call 
this way of referencing ‘flat’, since we will implicitly use the abbreviated referencing 
scheme for every entity type that plays (a) role(s) in the fact type.  
 

 
Fig. 1. Durable model of running example expressed in NIAM 1989 using flat referencing mode 

Another modeling feature that was introduced in NIAM 1989  was the concept of 
nesting (or nominalization). An example of nominalization is the situation in which 
the initial user verbalization is as follows: 

 

     Staff member
(staff member name)

         Country
   (country name)

      Language
(language name)

      ... has spoken....in......

Peter B.   English   United States
Peter B.   English      Canada
Peter B.   Spanish  United States
Thijs M.    English   United States
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Staff member Peter B. has visited the United States. 
During that (those) visits he has spoken English. 

Applying the conceptual schema design procedure (CSDP) on these verbalized 
sentence instances will lead to a ‘nominalized’  (or nested) NIAM 1989 durable mod-
el in figure 2.  

 
Fig. 2. Durable model expressed in NIAM 1989 using nesting (or nominalization). 

We note that the application of the nesting modeling construct is user-driven, i.e. 
the domain user explicitly acknowledges the existence of the nested or nominalized 
concept (i.e. visit) in the domain. So the application of the nesting concept in this way 
is in line with the conceptualization principle. It should also be noted that the nested 
‘object type’ is information-bearing, e.g. it can be phrased as a sentence, e.g. Staff 
member Peter B. has visited the United States. 

2 Assessment of Referencing Modes in Fact-Based Modeling 

In [11] we have assessed the different referencing modes that have been introduced  
in fact-based modeling until the FBM ORM-2 dialect (as presented in [13]).  
The referencing modes that were introduced and compared in [11] were: flattening, 
 

Table 1. Evaluation of referencing modes (from [11]) 

Criterion\mode Flat Nesting Co-
referencing 

Conceptualization 
principle 

Complies Complies, as long as objectifica-
tions are not forced upon users that 
communicate in a ‘flat’ way 

violates 

Semantic stability Complete additivity nesting in retrospect might be 
required, when some domain ex-
perts adapt the objectified concept. 

complete 
additivity 

Ease of validation Very good: efficient good not possible 

 

"Visit(s)"

Staff member
(staff member name)

Language
(language name)

Country
(country name)

during that (those)....he has spoken...

has visited

Peter B.      United States
Peter B.      Canada
Thijs M.       United States

Peter B.  United States          English
Peter B.  United States          Spanish
Thijs M.  United States          English
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nesting and co-referencing1. These referencing modes haven been evaluated on the 
extent to which they comply to the conceptualization principle, semantic stability and 
ease of validation [11]. In table 1 we have summarized the main findings of [11].  

From table 1 we can conclude that the ‘flat’ referencing mode and under certain 
conditions, the ‘nesting’ referencing mode comply to these evaluation criteria. The 
co-referencing referencing mode violates the conceptualization principle and does not 
enable the application of validation steps. 

3 Further Evolution of Fact-Based Modeling 

In parallel to the evolution from referencing modes from the binary 1982 NIAM  to 
ORM-2 (2008) that was described in [11], another evolutionary path in the develop-
ment  of fact-based modeling can be distinguished.  Developed and applied in hun-
dreds of projects in the Netherlands the approach is now known under the name Cog-
NIAM (an acronym for ‘cognition enhanced natural language information analysis 
method’).  In CogNIAM [14] and its pre-decessors [15],  the focus is on a generic 
knowledge architecture that also covers the process and behavioural perspectives in 
durable modeling.  

In this article we will illustrate the application of the fact-based approach by using 
CogNIAM’s knowledge architecture and notational convention for semantic gram-
mars. A theoretical foundation for CogNIAM  can be found in [16, 17, 18]. 

In fact-based modeling we will use tangible documents or ‘data-use cases’ as a start-
ing point for the modeling process. In most, if not all cases, a verbalizable knowledge 
source is a document that often is incomplete, informal, ambiguous, possibly redundant 
and possibly inconsistent. As a result of applying the fact-based knowledge extracting 
procedure (KEP), we will yield a document that only contains structured knowledge or a 
semantic grammar which structures verbalizable knowledge into the following elements 
(semantic grammar or knowledge reference model(KRM))[19]: 

 
1. Knowledge domain sentences 
2. Definitions and naming conventions for concepts used in domain sentences 
3. Knowledge domain fact types including sentence group templates 
4. Population state (transition) constraints or validation rules for the knowledge 

domain 
5. Derivation rules that specify how specific domain sentences can be derived 

from other domain sentences. 
6. Rules that specify what fact instances can be inserted, updated or deleted. 
7. Event rules that specify when a fact is derived from other facts or when a fact 

must be inserted , updated or deleted. 
 

The CogNIAM knowledge extracting procedure (KEP) specifies how we can trans-
form a possibly informal, mostly incomplete, mostly undetermined, possibly redun-
dant and possibly inconsistent description of business domain knowledge into the 
following classes: informal comment, non-verbalizable knowledge and verbalizable 
knowledge  to be classified into types 1 through 7 of the semantic grammar (or KRM). 
                                                           
1 In co-referencing (compound)  reference schemas are modeled as  (a collection of) binary fact 

types that are not populatable. 
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We note that the knowledge extraction procedure that is needed to instantiate the ele-
ments 1 through 5 (of the KRM) is an extension of  N-ary NIAM’s conceptual schema 
design procedure (CSDP) [12]. In business domains, furthermore, we can capture the 
dynamic aspects by defining the exchange rules (element  6 of the KRM) and the 
event rules (element 7 of the KRM). 

3.1 Running Example Expressed in CogNIAM 

In this section we will analyze the types of reference modes that exist in CogNIAM 
and we will relate these referencing modes to the criteria in section 2.  First we will  
give the CogNIAM semantic grammar for our running example. In CogNIAM’s se-
mantic grammar we first list the definitions of concepts (see table 2). 

Table 2. CogNIAM’s list of concept definitions of running example (element 2 of the KRM) 

Country 
Definition: Political division of a geographical entity, a sovereign territory, 
                     most commonly associated with the notions of state or nation  and 
                     government 
Language 
                     Assumed to be known 
Staff member 
Definition: A Person that has a labour contract within a department of a 
                     University and who is assigned to teach and/or perform research. 
Has spoken..in.. 
                     Assumed to be known 

 

Elements 1,3,4,5,6 and 7 of the semantic grammar (or KRM) of the running exam-
ple are given in figure 3 

Staff member 
    name

Staff member

Country name

Language Country

c

c

cc

c c

C2

C1

C3

C6

C5

C7 C5

Staff member

Language Spoken in Country

Country

2

1

3

3: within the set of all staff members the
   staff member name  <staff member name> identifies
   a specific staff member

4: within the set of all countries> the
   country name <Country name>
   identifies a specific country

1: The staff member <Staff Member> has spoken the language <Language> 
     in country <Country>

Peter B.
Peter B.
Peter B.
Thijs M.

Peter B.
Thijs M.

English
English
Spanish
English

United States
Canada
United States
Unites States

United States
Canada

2: Language <Language> was spoken bystaff member <staff member> in
     country  <Country>

Language name

C4
C7

Language

4
 English
Spanish

5: within the set of all languages the language 
    name <Language name> identifies a specific language

C6

 
Fig. 3. CogNIAM semantic grammar of running example.  
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In CogNIAM  there is no longer a graphical distinction into roles (or fact types) 
and objects.  In principle  CogNIAM uses elementary fact types that can have 1, 2 or 
N (≥3)  place- holders.  The reference to the object types (entity types or value types) 
as we find in the earlier fact-based dialects no longer takes place in a graphical way 
by connecting roles to entity types (and an abbreviated reference scheme)  or value 
types, but takes place via a hierarchy of subset (or equality) constraints (e.g. see [18]) 
that ends in a naming convention fact type for the object type that is referenced in the 
place-holder. If we compare the CogNIAM information grammar from figure 3 with 
the equivalent ‘flat’ NIAM 1989 conceptual schema from figure 1 we get the mapping 
as is given in table 3. 

Table 3. Mapping model elements from  NIAM 1989 and CogNIAM  

NIAM 1989 durable model (figure 1) CogNIAM semantic grammar(figure 3) 
Fact type predicate: ..has..spoken in.. Fact type form 1 of fact type 1 
Entity type Staff member Naming convention fact type 2 
Declaration of name class staff member name 
as identifier for entity type staff member 

Fact type form 3 of fact type 2 

Entity type Language Naming convention fact type 4 
Declaration of name class language name as 
identifier for entity type Language 

Fact type form 5 of fact type 4 

Entity type Country Naming convention fact type 3 
Declaration of name class country name as 
identifier for entity type Country 

Fact type form 4 of fact type 3 

Uniqueness constraint spanning the fact type Uniqueness constraint C1 
Declaration that the entity type Staff member 
plays the left-hand role of the fact type 

Equality constraint C6 

Declaration that the entity type Language 
plays the middle role of the fact type 

Equality constraint C7 

Declaration that the entity type Country plays 
the right-hand role of the fact type 

Equality constraint C5 

(implied) Mandatory role of Entity type Staff 
member in fact type 

Equality constraint C6 (instead of subset) 

(implied) Mandatory role of Entity type 
Country in fact type 

Equality constraint C7 (instead of subset) 

(implied) Mandatory role of Entity type Lan-
guage in fact type

Equality constraint C5 (instead of subset) 

 
We will now illustrate how an adaption of our running example will be imple-

mented in CogNIAM. We will first of all illustrate how CogNIAM will handle an 
initial verbalization in a nominalized format: 

Staff member Peter B. has visited the United States. 
During that (those) visits he has spoken English. 

 
In table 4 and figure 4 we have given the CogNIAM semantic grammar for our 

adapted running example in which the concept of visit is used in the nominalized 
verbalization. 

 



232 P. Bollen 

Table 4. CogNIAM’s list of concept definitions of  adapted running example 

Country 
Definition: Political division of a geographical entity, a sovereign territory,  

most commonly associated with the notions of state or nation  and 
government 

Language 
                     Assumed to be known 
Staff member 
Definition: A Person that has a labour contract within a department of a Univer-

sity and who is assigned to teach and/or perform research. 
 Has spoken..in.. 
                      Assumed to be known 
Visit 
Definition: To reside temporarily at a place  

 

Staff member 
    name

Staff member

Country name

Language Country

c

c

cc

c c

C2

C1

C3

C6

C5

C7 C5

Staff member

Language Spoken in Country

Country

2

1

3

3: within the set of all staff members the
   staff member name  <staff member name>
    identifies a specific staff member

4: within the set of all countries> the
   country name <Country name>
   identifies a specific country

1: The staff member <Staff Member> has spoken the language <Language> 
     in country <Country>

Peter B.
Peter B.
Peter B.
Thijs M.

Peter B.
Thijs M.

English
English
Spanish
English

United States
Canada
United States
Unites States

United States
Canada

2: L

6:

anguage <Language> was spoken bystaff member <staff member> in
     country  <Country>

   the Visit [identified by <Staff member> and <country>] 
7:  During the Visit [identified by <Staff member> and <country>] the language <Language> was spoken

Language name

C4
C7

Language

4
 English
Spanish

5: within the set of all languages the language 
    name <Language name> identifies a specific language

C6

 
Fig. 4. CogNIAM semantic grammar of adapted  running example  

In fact type form 7 in figure 4 we have captured the nested or nominalized verbali-
zation for fact type 1. In fact type form 6 in the CogNIAM semantic grammar in  
figure 4 we see that a nominalized verbalization can be transformed into an object-
verbalization [18]: 

 
The visit [identified by <Staff member> and <Country>] 
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We can easily add a fact type form that contains such an objectified verbalization 
for a target group that uses this verbalization in their communication. We note that by 
using the objectification symbols [ ], CogNIAM captures the name of the objectifica-
tion while allowing to use non-objectified communication patterns for different target 
groups.  

With respect to the explicit declaration of naming convention fact types in Cog-
NIAM (i.e. fact types 2,3 and 4 in the semantic grammar of figure 4) we notice that  
the fact type forms  explicitly capture a description of the ‘name-space’ within which 
a name can identify an instance of a concept (or object). We note that these explicit 
referencing semantics could not  be captured in earlier fact-based dialects (e.g. NIAM 
1989). 

4 Conclusion 

In this paper we have summarized the results of a comparison of the three most im-
portant referencing formats in ‘classic’ Fact-Based Modeling: flat, nested and co-
referencing. In the second part of the paper the evolution of the referencing modes 
into CogNIAM have been demonstrated. Being able to define multiple fact type forms 
for any fact type in CogNIAM allows us to incorporate nesting (or nominalization) 
and the flat referencing mode into the same uniform fact type structure in FBM and at 
the same time allow different stakeholder communities to use their preferred ‘local’ 
way of referencing in a ‘global’ model. With respect to the overarching objective of 
this article we can conclude that in CogNIAM on a diagrammatic level there is only 
one way to reference objects. However, CogNIAM allows for adding multiple fact 
type forms to one diagram, thereby making it possible to record nominalized and flat 
fact type verbalizations at the same time for a given fact type. A major advantage of 
the CogNIAM naming convention fact types is the ability to capture ‘name space’ 
semantics in an explicit way. 
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Abstract. The Dutch Government has decided to provide services and en-
forcement actions based on laws and decrees. The vast majority of these servic-
es and actions are IT-based. The union of laws and decrees, both government 
and ministerial, are collectively called regulation hereafter. So far the large reg-
ulation based projects often have been running in the hundreds of millions over 
budget. Of course the Dutch parliament has held more than one investigation 
how to avoid this overspending, but there is still a lot to be improved. A number 
of government services organizations, academia and innovative companies has 
decided in 2012 to establish a co-creation with the aim to develop a national 
protocol to “translate the regulation” into a durable model that can better be 
used in intelligent work than the conventional textual representation. The co-
creation, called “The Blue Chamber”, has so far issued two reports in Dutch 
and presented 5 papers at international conferences. In this paper we describe 
the conceptual architecture of The Blue Chamber and how the CogNIAM va-
riant of Fact Based Modeling has been used to develop a protocol that is tuned 
to this specific but extremely large domain of legislation. 

Keywords: Durable modeling for regulation based services · Legal services · 
Jural relations · Fact Based Modeling (FBM) · Legal domain specific protocol 

1 Introduction 

The Netherlands, like many other countries, has a number of governmental bodies 
responsible for the execution and enforcement of the applicable legislation. Legisla-
tion is the union of laws, government decrees, ministerial decrees and several other 
regulations, including decisions by the courts. This legislation is the basis for interac-
tion between citizens or enterprises on the one hand and the government service pro-
viders or enforcement organizations on the other hand. The intent of the legislation 
needs to be faithfully applied in all practical scenarios or cases. Legislation is at some 
points very precise and at other points intentionally ambiguous. The legislation de-
scribes very roughly speaking which rights and duties are applicable for a specific 
citizen or enterprise and under which circumstances. For a faithful application of the 
legislation in all practical scenarios it is needed to model explicitly all the semantics 
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intended in the legislation applicable to the practical scenarios or cases. There is a 
need for a protocol such that a durable model can be used as solid basis for all the 
stakeholders involved as the formal and tested model of the associated services and 
enforcement actions.   

In section 2 the current situation with the development of services based on regula-
tions is described. From the quote of the first report by the Blue Chamber it is clear 
that we have a very interesting challenge in front of us. This is the AS-IS situations. 

In section 3 we present the desired situation, the TO-BE.  
In section 4 we present the durable architecture of the Blue Chamber for the TO-

BE situation. In the architecture of the Blue Chamber, the three major actor groups 
are presented and the facts and rules they read or write are included. 

In section 5 we present the three principles of ISO TR9007 which are the basic re-
quirements that the presented architecture fulfils. 

In section 6 we present the legality principle, that requires a faithful representation 
of the intended semantics for all relevant practical cases 

In section 7 we present the knowledge microscope principle which is used to iden-
tify which knowledge elements are needed to fulfil the legality principle. 

In section 8 we present the clear connection between facts at knowledge level I and 
the fact patterns at knowledge level II, an essential part of CogNIAM [ 17].We dis-
cuss the advantages of this strong connection and the fact that in the legal services 
world, testing at level I has been used since a very long time, long before IT arrived. 
It is called in that community ex-ante. 

In section 9 we present the essential aspects of CogniLex, a CogNIAM based pro-
tocol for the legal domain. 

In section 10 we present a summary and suggestions for the road ahead.   

2 The AS-IS for Regulation Based Services 

The first effort of the Blue Chamber was to take stock. What was the situation with 
respect to producing a durable model for regulation in 2012? 

The best answer is to quote part of the first report of the Blue Chamber. 
“In recent decades, public administration has changed under the influence of digi-

tization. These changes affect the processes of implementing public services. Both the 
large-scale processes for handling cases of large groups of citizens, and processes for 
the treatment of individual cases in complex situations are affected. Examples can be 
found in the area of benefit provision, granting of subsidies, licensing and taxation. 
Central government, provincial governments and municipalities strive, as much as 
possible, to process applications for licenses, benefits and the provision of other pub-
lic services electronically.” 

Successive governments have been working on a response to this development. 
Among other things, this has resulted in a government-wide vision of the provision of 
services to citizens and businesses. This vision is based on the customer-driven public 
services viewpoint in which there is a central focus on the requests of citizens and 
businesses. The implementing bodies are expected to design their processes and  
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services in such a way that they can meet the needs and perspectives of their custom-
ers. In other words, efficacy is central. A prime challenge will be to offer the desired 
effective processing of customer requests in an affordable and efficient manner. 

The effective and efficient handling of customer requests requires cooperation be-
tween different organizations. This helps to diminish the boundaries between layers of 
government and government organizations. 

In order to play their part for and on behalf of citizens, it is necessary for the gov-
ernment organizations to design their processes and services in such a way that they 
can respond to changing conditions, changing stakeholder demands and changes in 
cooperation with other organizations in an efficient and cost-effective manner. 

What is still lacking however is a uniform and coherent method to analyze and in-
terpret sources of law that would achieve integrated information, rules and process 
models with which the desired flexibility and agility in the provision of information 
can be realized. Such an approach is therefore a prerequisite for the realization of a 
customer-oriented service and for securing collaboration between organizations (inte-
roperability). The observations below from daily implementation practice illustrate 
the lack of a ‘clear and coherent method of analysis for the interpretation of legisla-
tion by implementing bodies’: 

 Translating legislation into customer-driven service and product requirements for 
the implementation of processes and applications is usually quite time-consuming. 

 The (contents of) services and processes are not sufficiently traceable to the legis-
lation. 

 Up till now, the translation of legislation into service and product requirements has 
often proved to be a process difficult to control. The procedure is not clear, is in 
part implied and depends on the individual ‘translator’. Analysis usually takes 
place from this translator’s own discipline (legal, implementation, information 
science or IT). The required expertise is scarce.  

 Adequate support which allows for intelligent searching of the corpus of legislation 
is currently lacking and there is only limited support for adequately managing the 
results in conjunction.” [6] 

The AS-IS situation contains enough aspects that are considered in need of sub-
stantial improvement. 

3 The Goals for the TO-BE Situation 

The TO-BE situation is in the first report of the Blue Chamber described as follows: 
“In legislation rights and obligations are defined: among citizens, citizens towards the 
government and vice versa. Legislation contains concepts, rules and conditions that 
directly affect the actions of citizens, businesses and government organizations. These 
concepts, rules and conditions form the basis for the services and processes of public 
implementing bodies. For the following reasons, it is important to be able to distill 
concepts, rules and conditions from the legislation in an unambiguous and repeatable 
manner: 
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A. It promotes legal certainty for citizens and prevents unnecessary disputes and 
proceedings in court.  

B. It enhances the transparency of government. The government can show that 
what they are doing is in accordance with the democratically established legisla-
tion. This includes providing insight into the rules that give the authorities a 
margin of discretion to do justice in special cases. 

C. It simplifies implementation of legislation in services and processes. Thus, or-
ders from politics and public demands can be accommodated more rapidly. 

D. It improves an implementing body’s capacity to, as part of ex ante feasibility 
tests, to provide feedback on proposed changes in legislation. This contributes 
positively to the effectiveness and efficiency of the implementation. 

E. It provides insight into the coherence of the complex of legislation. Consequent-
ly, generic and specific elements in processes and services can more easily be 
distinguished. This offers possibilities for reuse, not only within an organization, 
but also between organizations.  

In short, the added value of a repeatable approach to the organization of the im-
plementation of legislation comes from the ability to transform legislation into legiti-
mate and meaningful services for citizens and businesses and to perform this in a 
truthful, efficient, multidisciplinary and timely fashion.” [6] 

4 The Durable Architecture Developed by the Blue Chamber 
for the TO-BE Situation 

In the diagram below the three main actor groups are presented [1].  
The first actor group consists firstly of law makers, government and ministers. 

When they observe desired or presumed or identified needs, they start a new law and 
later on associated decrees, or start to modify an existing law and associated decrees. 
The government service organization can also modify or introduce a new operational 
policy. 

But there is a third and very important subset of actors in this group and that are 
the judges in the various courts at the various levels. Their decisions have a clear 
effect on similar cases or scenarios. 

It is the combination of all the actors that determines the entirety of the regulation. 
In figure 1 below, the dotted arrow below actor group1indicates that actor group 1 

executes a process for the creation and modification of the regulations. An actor 
group is represented with the familiar actor symbol.  

Regulations are produced to provide services for the citizens and enterprises, or re-
quire  them to perform certain duties. These services are primarily IT-based. 

The traditional textual representation of the law, (by the second author considered  
jewels, given the limited tools that the lawmakers have available,) is not adequate to 
be used as drawings for the IT-builders or precise instructions for civil servants.  

What is needed is a complete specification that takes the (new) laws, decrees and 
policies as input and produces a testable specification of the interaction between the 
government service providers and the citizens or enterprises. This is a multidisciplinary 
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effort and in principle independent of IT such that new IT technologies can be based on 
the durable specifications or model. Actor group 2 in the diagram below consists of 
legal experts, service experts and architects. 

Actor group 2 also provides the two-way references between the durable model 
and  the regulations. This is needed for impact analysis and certification. Often this is 
also referred to as annotation services. As can be seen, the specifications of the dura-
ble model can be represented with traditional Word, PDF or Excel documents, or by 
the so-called juridical DNA, a representation that can be consulted with a logical lan-
guage. An organization has a choice. No matter what the choice is, there is a need to 
know which requirement is based on which pieces of texts in the regulations. This is 
represented by the arrows with the A and B in a circle. 

Actor group 3 consists of the builders of the services. The builders take as input the 
specifications of the interaction and the function of the services (the durable model) 
just like a builder of a large office block receives as input the drawings of the archi-
tect, and build the services. In some cases there is a functionality that provides the 
automatic mapping from the durable specifications into an executable service. 

Actor group 4 consists of the citizens or enterprises that receive the services of the 
government service provider or the duty dispatching service.    

 

Fig. 1.  

5 The Three Principles of ISO TR9007 

In 1987, after ten years of work by an international expert group in modeling, consist-
ing of 43 persons, ISO issued a technical report with the tittle Concepts and terminol-
ogy for the Conceptual Schema and the Information Base, with code ISO TR9007 
[13, 16]. The three principles from this ISO report are applicable for the protocol that 
the Blue Chamber has developed. A summary of the three principles is: 
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1. The Helsinki principle: “Any meaningful exchange of utterances depends upon the 
prior existence of an agreed set of semantic and syntactic rules. The recipients of 
the utterances must use only these rules to interpret the received utterances, if it is 
to mean the same as that which was meant by the utterer.” 

2. The conceptualization principle: “A conceptual schema should only include con-
ceptually relevant aspects, both static and dynamic, of the universal discourse, thus 
excluding all aspects of (external or internal) data representation, physical data or-
ganization and access as well as all aspects of particular external user representa-
tion such message formats, data structures, etc.” 

3. The 100 % principle: “All relevant general static and dynamic aspects, i.e. all rules, 
laws, etc., of the universe of discourse should be described in the conceptual sche-
ma. The information system cannot be held responsible for not meeting those de-
scribed elsewhere, including in particular those in application programs.”  

6 The Legality Principle 

One of the requirements for which the law makers are not willing to compromise, is 
that the services provided should be fully based on the regulation and faithfully 
represents the intent of the regulation  in all relevant practical cases. 

Hence that means that the durable model must represent the full semantics as in-
tended in the regulation (knowledge level II) to apply to all the foreseen cases or sce-
narios (knowledge level I).  

This means that the language to describe the durable model (knowledge level II) 
must be capable of describing explicitly what the semantics as specified in the regula-
tion mean in the associated practical cases (knowledge level I). Here we see a strong 
link between the level I of the knowledge triangle (the level of the facts) and the do-
main specific regulation, knowledge level II, consisting of  

1. Fact patterns, to precisely define the scope, 
2. The associated integrity rules that define the quality of the facts of the scenarios 

(at level I), 
3. The associated concept definitions that provide a description of each term for 

which there is any doubt that the members of the community have no clear defini-
tion, 

4. The associated derivation rules, specifying which facts can be derived from other 
facts, 

5. The associated behavioral rules, specifying which actor can assert which facts ac-
cording to which guidelines, 

6. The associated fact communication patterns, providing a tool to communicate the 
deep structure of a fact in any surface structure selected by a community, 

7. The associated rule communication patterns, providing a tool to communicate the 
deep structure of any rule in any surface structure selected by a community, 

8. The associated events, specifying the conditions that start the execution of a deri-
vation rule or behavioral rule,  
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9. The concept of context, specifying one or more pieces of text within one or  more 
different regulations together forming a context, within which a concept definition 
is valid for a specific term and 

10. The concept of relevant regulations (relreg) introduced by Robert van Doesburg 
under the term “script” [ 8, 9], specifying all the pieces of regulations from one or 
more different regulations that are involved in the often many scenarios that fol-
low a certain legal act until all the specific scenarios come to an end. 

Please note the concept of context is used to define the boundaries within which a 
certain term has a certain definition, while the concept of relevant regulations con-
tains a set of pieces of (often) various regulations that define the rules applicable to a 
prototypical legal act [19]. 

7 The Knowledge Microscope Principle 

One of the unique principles of the Blue Chamber is based on a well-accepted prin-
ciple in some natural sciences: “Use a microscope, describe what you see and general-
ize towards a consistent theory”. 

The Blue Chamber has accepted this principle and  makes use of a so called know-
ledge microscope. Hence put a sufficient set of regulation texts under the knowledge 
microscope and conclude which knowledge elements are needed to fully describe the 
semantics for all relevant practical cases. 

Applying this principle means that neither with OWL, nor RDF, nor UML, nor 
SBVR, nor BPMN, nor DMN one can satisfy the legality principle. They all lack the 
functionality to represent 100% of the integrity rules, an ISO TR9007 principle; hence 
the quality of the associated facts is not guaranteed. 

We have used the knowledge microscope principle on some regulations as used in 
the Netherlands or EU directives and indeed the conclusion is that none of the above 
listed standards is powerful enough to satisfy the legality principle.  

The knowledge microscope is operated by a durable knowledge modeler (2nd and 3rd 
author) who submits questions on concrete scenarios to a legal expert (1st author). Spe-
cifying a durable model is a multi-disciplinary task, not a durable modeler as a hermit.  

 

Fig. 2.  
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8 Strong Connection between the Scenario Level  
and the Regulation Level 

One of the interesting experiences of working with the above listed principles is that 
the strong connection between level I (scenario) and level II (regulation) made many 
things much clearer [17]. The level I is well known in the legal world, although under 
represented in the legal text books. Before a regulation is put into practice a so-called 
ex-ante is performed. That means that before the actual implementation a number of 
relevant scenarios, often called cases, are lived through. This can be well accom-
plished by the cooperation between the operator of the knowledge microscope and the 
law expert. The authors have played these roles and that has resulted in substantial 
insight into the deep structure of elements in regulations and the clarity.   

9 CogniLex, a CogNIAM Based Protocol for the Legal Domain 

Although fact based modeling has been around as an industrial service since the late 
seventies (Control Data Corporation, Information Analysis Services) it has not so far 
been a mainstream product like ER, UML or BPMN [18]. 

A series of papers could be dedicated to the why of that phenomenon. For too long 
Fact Based Modeling was too abstract and at the same time too precise. In recent 
years we observe that FBM is more accepted as an industrial service if the user is 
given options to only use a subset of the FBM arsenal [12, 13, 14, 15]. Users do not 
want to be told to use a too precise and too abstract way of communication. This is a 
major challenge for FBM in the coming years. 

FBM is by many considered too abstract. It is not tied into one or more specific 
domains. The domain of laws, decrees, regulations and directives is very large. When 
the experts from that domain expressed three years ago their requirements for a dura-
ble modeling protocol, it became clear that it was worth trying to specialize Cog-
NIAM for an application domain as it was assumed that the experts in that domain 
would experience such a domain adaption as more helpful as a tool for that specific 
domain. 

This approach was tried in the Blue Chamber and it turned out to be a good step 
forward.  

The regulation domain specific extensions of CogNIAM are called CogniLex. 
CogniLex started with the assumption that Hohfeld [10 (original publication was in 
1913)] was a good basis to include in that extension [2, 3, 4, 5, 7]. 

When applying the knowledge microscope to Dutch laws, while respecting the le-
gality principle, it appeared that extensions were needed to Hohfeld. These are  
described in separate papers. 

It also became clear in professional multi-disciplinary practice that a graphical 
support for scenarios was very welcome and therefore CogniLex contains a scenario 
level graphical support such that an entire scenario, consisting of a series of scenes, 
can be graphically represented in line with the way a scenario unfolds in the world 
people experience a scenario in time. 
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It is the multi-disciplinary way of working that is used in CogniLex. CogniLex 
uses the concepts of CogNIAM as well as Hohfeld and its extensions as basis, as 
structure, upon which CogniLex as a protocol is build. This is the beginning of a long 
road of continuous development and feedback from industrial practice. Please feel 
invited to join.  

10 Conclusions and Future Work 

The Blue Chamber has adopted the knowledge microscope principle. That means that 
the regulation is the primary object of study. This dictates which concepts are needed 
in a durable model. There is at the time of writing no single ISO, OMG or W3C stan-
dard modeling language that has the representational power required by the legality 
principle. Hence one needs a smart combination of various standards and of course 
some interfaces between the various standards. It is not to be excluded that the Blue 
Chamber will publish a proposal for such a standard language if ISO, OMG and W3C 
continue to fail to fill this gap. 
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Abstract. Obvion is a residential mortgage loans provider operating on the 
Dutch market. A recent internal Obvion study into the target architecture of 
their services recommends to provide further elaboration of an Obvion Business 
Object Model (BOM). This model comprises the business terms used within 
Obvion, their meaning, interconnections and related regulations. This model 
would offer the upcoming transition projects – where new designs are created 
for existing applications – a reliable and sufficiently detailed starting point. 
This has significant positive effects on the reduction of errors, time and costs in 
the implementation. 

A proven approach was chosen for the implementation of the Obvion BOM. 
For the model the CogNIAM variant of Fact Based Modeling is used that al-
lows the knowledge present in documentation, applications and people’s minds 
to be elicited and represented in a completely structured fashion. To capture the 
knowledge in a model the OMG’s open knowledge standard SBVR is applied. 

Keywords: Residential mortgage loans · Customer interaction · Business Object 
Model · Transition projects · Customer intimacy · Fact Based Modeling (FBM) 

1 Introduction 

Obvion is a residential mortgage loan provider operating on the Dutch market. Ob-
vion believes everyone has a right to their own personal place to live. Therefore, Ob-
vion wants to make and keep home ownership attainable. Today and in the future. To 
achieve this, it offers sound financing solutions for the residential needs of its cus-
tomers. The strategy of Obvion is: The customer is leading in our thinking and acting. 
Obvion puts the customer's perspective first in their vision of the mortgage market of 
the future. The strategy to achieve this implies a transition from a product-driven 
organization to a customer-driven organization and brings along changes for almost 
every business unit. An important aspect is the renewal of core business applications 
for which a target architecture was adopted to meet the future needs. 
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Under the program called ‘Customer’ Obvion addresses the design of these appli-
cations. In this program the target situation as requested by the business should be 
leading, not the existing design of the applications. Although at issue in a number of 
different projects, the design of the various applications will have to be consistent. In 
order to achieve this Obvion will have to provide its suppliers, but also its internal 
stakeholders accurate and understandable information [10, 11] with respect to the 
meaning of concepts, their interrelations, rules and the link to the implementation. 
Obvion faces the challenge to precisely determine and capture this information to-
gether with the stakeholders, as a starting point for the various transition projects. One 
of the components suggested to address this considerable challenge is the creation of 
an Obvion Business Object Model. In designing the Obvion Business Object Model 
three preconditions were identified in advance, namely: 

1. The composed model must be complete, correct, consistent and understandable, 
based on a sound validation. 

2. It must be possible to communicate the captured model in a comprehensible man-
ner with all transition projects. 

3. It must be possible to maintain the captured model in an efficient manner, allowing 
it to be kept up-to-date. 

CogNIAM Finance has relevant experience with this type of activity and uses its own 
proven approach for both the composition and validation of the semantic-conceptual 
model as well as for capturing it. For the composition and validation of the model the 
CogNIAM variant of Fact Based Modeling is used that allows the knowledge present 
in documentation, applications and people’s minds to be elicited and represented in a 
completely structured fashion. This ensures a high level of quality and understanda-
bility of the Obvion Business Object Model. Capturing is done in a model that is 
based on the open knowledge standard SBVR which subsequently functions as Single 
Point of Reference (SPOR). 

The manner of capturing of the model ensures that the knowledge can automatical-
ly be presented in views for specific target groups. In addition, after relevant training, 
users can update the knowledge by themselves. Within a short turnaround time of 8 
weeks the section of the Obvion Business Object Model related to the Customer Inte-
raction domain was delivered in the form of a SPOR. The delivery included represen-
tations in various forms for the different stakeholders in the transition projects. As a 
result, all those involved in the transition projects can make use of the implementa-
tions based on a shared set of source terms, represented in a way which is comfortable 
and understandable for the various target groups. 

CogNIAM Finance has in recent years facilitated various financial institutions with 
assignments in the areas of data management, process optimization, IT issues, (busi-
ness) rules management, simplification of conditions and related topics. It always 
involves providing the necessary insight into complexity and optimizing the commu-
nication about it with different experts. The CogNIAM variant of Fact Based Model-
ing has proven itself in these situations as an approach that offers practical solutions 
and leads to desired results. 
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2 Outline 

The previously mentioned target architecture is intended to prepare Obvion’s digital 
environment for the way customers want to be served in the near future. In the short 
term this leads to 5 major change projects, which have a high level of coherence and 
result in a new application portfolio: 

1. New Online environment; 
2. New Mid-Office environment; 
3. Continuation CRM application; 
4. New Special Management application; 
5. New Data warehouse and BI environment. 

These applications exchange and edit a substantial amount of data. Everyone should 
be able to rely on the accuracy and consistency of this data and the rules applied in 
the various applications [8]. This is of paramount importance for reliable services to 
customers by way of the Online Platform, but also for transparent reporting to internal 
and external stakeholders, traceable to the source applications [2, 9, 12]. 

To achieve this, the different transition projects within Obvion will need to have a 
common starting point, which means further elaboration of the current target architec-
ture. All relevant information, rules and concept definitions contained in the various 
applications should be identified and given proper definitions [3, 4, 5]. This leads to a 
rich integration, which in turn will result in the acquisition of (new) insights and ex-
periences. Therefore at this stage we no longer talk about mere information, but call 
the ensemble ‘knowledge’. This knowledge should subsequently be captured in the 
Obvion Business Object Model and supplemented with the additional concepts used 
in business and customer communications. 

That model concerns a common conceptual framework equal interpretation of rules 
and the underlying information model. Take for example the concept of ‘Customer’, 
which already exists in different applications and in different capacities and whose 
precise definition must be translated to the new frameworks as a starting point for the 
design of the various applications. 

3 Challenges 

Completeness, Consistency, Understandability and Correctness. Obvion’s first chal-
lenge is to create a starting point that satisfies all four elements, namely: complete-
ness, consistency, understandability and correctness. Knowledge elicitation  
often involves information that cannot be found at a single source, is largely  
present in people’s minds and which needs further agreement among the various 
stakeholders. In addition, such a high level of detail (information richness) is both 
desirable and necessary that the meaning of information must be open for just a single 
interpretation [6, 7]. 
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Communication with Transition Projects. Obvion’s second challenge is that the Ob-
vion Business Object Model needs to be communicated with the applications’ imple-
mentation partners and other stakeholders, all of whom typically utilize their own 
templates and diagrams. Only when these translations exhibit a one-to-one connection 
to the established understanding and agreements, can errors in the implementation and 
in the final customer communications or in reports be avoided. 

Maintenance and Management. The third challenge is how the captured knowledge 
will be managed and maintained so that it retains its value for the organization; also 
after subsequent changes. Capturing in Word and/or Excel does not provide enough 
structure for good overview and efficient management of knowledge. Furthermore, 
this makes the work error-prone, creating a risk for the reliability and causing part of 
the work to be redone after subsequent changes. 

4 Solution and Approach 

In a broad sense CogNIAM Finance applies structure to complex, knowledge-
intensive environments in the financial sector thereby utilizing the CogNIAM variant 
of Fact Based Modeling. This approach provides for both a protocol-based elicitation 
and analysis of data, rules, concepts and – if desired – processes, and also for the 
structured capturing of the knowledge in an integrated knowledge model. A model in 
which everyone can subsequently retrieve and view the total perspective, or if so de-
sired, a specific part perspective (e.g. only the definitions, just the fact model, or the 
combination of definitions and fact model). In this way, both the quality of the model, 
as well as the (re)usability of the knowledge are ensured and facilitated [1, 4. 5]. 

This project was specifically started by way of a kick-off session with all directly 
involved stakeholders. During this session, the 30 concepts identified by Obvion  
domain experts as being key concepts, were tested on level of importance and priori-
tized. Also, all directly involved stakeholders were informed about the technical  
approach and methodology of the project. 

Producing the Obvion Business Object Model. The CogNIAM expert has analyzed in 
advance the received input documentation on the basis of the CogNIAM protocol. 
Subsequently, at weekly interview sessions a group of Obvion domain experts were 
questioned based on the CogNIAM protocol. This implies that use is made of con-
crete, practical examples in a repetitive fashion, according to protocol. The CogNIAM 
expert subsequently compiled a list of specific questions based on these examples and 
in this way the domain experts could contribute their knowledge in a targeted and 
structured fashion and where necessary, they could make decisions based on full in-
sight and clarity about the consequences. 

The validation of elicited and captured knowledge is addressed in dual fashion. 
First of all, the elicited knowledge is integrally verified during interview sessions 
using again the aforementioned concrete representative examples. The manner of 
representation of the examples conforms to the specific business preferences and 



 Business Object Model: A Semantic-Conceptual Basis 249 

makes use of the natural language of the stakeholders. In addition, the interim results 
have been shared with a larger group of stakeholders who have – partially from a 
distance – monitored the developments and have been offered the opportunity to pro-
vide feedback. The interviewed domain experts and the review group represented a 
wide and varied range of insights and expertise from within the organization. The 
interviewed domain experts and reviewers hold such functions as project manager, 
enterprise architect, IT architect, business consultant, or senior sales representative. 

In addition to the interview session a steering committee meeting also took place 
fortnightly. Within the steering committee the client management, project manage-
ment, account management and content experts were involved. Within the steering 
committee both the progress in the areas of content and budget were reported and 
discussed. In this formation scope related issues could also be determined in a quick 
and clear way as well as any, associated follow-up actions. Furthermore, relevant 
issues such as connection to the transition projects and the emerging data governance 
issue were also on the agenda during these meetings. 

Organized Capturing and Communication. The result of the analysis, review and 
interview sessions is captured in an organized fashion in a Single Point of Reference 
(SPOR). From there, the knowledge is presented to the transition projects, each party 
involved in its own preferred form, fully synchronous with the determined starting 
point. As a result, work is performed by everyone involved without any differences in 
interpretation and based on the same principles both when working within and be-
tween the transition projects. The elements in the model are, wherever desired by the 
domain experts, enhanced with the underlying justification and the reference to  
the source. In addition, relevant reflections on future developments are captured in the 
model on a fine-grained, per element basis. 

Management and Reuse of the Knowledge. Safeguarding the use of the Obvion Busi-
ness Object Model in transition projects proceeds via the project manager and partici-
pants who are actively involved in both the Obvion BOM process as well as in one or 
more transition projects.  

The created Obvion Business Object Model is a knowledge base that thanks to the 
structured method of capturing, after appropriate training, can be managed and main-
tained by Obvion so it remains current and retains its value. It can be reused in many 
ways, for example in the design of reports or in the impact assessment for future 
changes.  

The model also forms the basis for the modeling of processes, which can be incor-
porated in full into the model. In this way it is possible to make use of simulations, 
both in the validation process as well as in process optimization. In addition, the pos-
sibility arises to fully include working instructions for employees. 

A concrete example is shown in the illustration below (see Fig. 1), which was exten-
sively used during the interview sessions. It depicts the individuals Jaap and Ria, who 
together have a house in mind and want to take out a mortgage at Obvion in order to be 
able to buy the house. Apart from Jaap and Ria, Jaap’s father Hans is also involved: he 
will move into the house as well. In addition, Jaap has an uncle named Kees. Kees is a 
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successful businessman who is more than willing to make available a portion of his 
assets to finance the mortgage. 

Now suppose that the Marketing department comes up with the idea to send all 
new customers a welcome gift and consults the Operations department to discuss this. 
In many organizations the ensuing dialog will go along the following lines: 

Marketing: “We would like to send all new customers a welcome card, starting 
next month. Can you arrange that?” 

Operations: “That's possible, but we do need some additional information. If you 
send us the text to be put on the card, then we will arrange it.” 

Marketing: “We’ll do. Thanks!” 
This seems like a simple question, and in principle it should be. In such a situation 

in everyday practice, however, it remains doubtful whether all the ‘correct’ individu-
als will receive the welcome card. In principle that has nothing to do with technical 
(im)possibilities, but everything with the right conceptualization and shared views. 
Who do you think will be given a welcome card, given the example described and 
provided of course that the mortgage application is approved? One card each for Jaap 
and Ria, as separate customers? Or are they just a single customer? And what about 
Hans and Kees? Are they to be treated as ‘customers’, possibly just within this con-
text? 

 
Fig. 1.  

Within the Obvion Business Object Model a clear definition and clear data struc-
ture of the term ‘Customer’ were determined, in cooperation with the domain experts. 
These elements were determined on the basis of concrete examples, expressed in facts 
such as shown above [10]. In this way a validated and accepted definition is  
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composed that is clear for all departments and under all circumstances. It is thus  
ensured that in this case Marketing and Operations mean exactly the same thing in 
such a practical scenario and that the execution is based on a single shared image. 
This approach even allows for the possibility to have different coexisting definitions, 
as long as each party involved in the communication is aware of any possible differenc-
es in the definitions. For Obvion, this is particularly the case when they have contact 
with external parties, which have their own, distinct definition of the term ‘Customer’. 

5 Deliverables 

The delivered product is the Obvion Business Object Model on the subject of the 
Customer Interaction domain. This model was captured using supporting software. 
From this model the following derivatives and views were subsequently delivered: 
 

1. Concept definitions 
A list of all relevant terms plus their definition. In this context relevant means 
every term that occurs in the model, including additional terms that are necessary 
to define a term. 

2. Fact Type Diagrams (FTDs) 
A diagrammatic representation of the Obvion Business Object Model (including 
completed and articulated example populations). 

3. Articulated Fact Type Diagrams 
An automatically generated textual representation of the Obvion Business Object 
Model, expressed in natural language (Dutch), using sentence patterns. 

4. HTML view (Obvion BOM Web)  
A web-based version of the Obvion Business Object Model (Obvion BOM Web).  

5. Overview Diagram 
An overview of the relationships between entities (including their properties). 

6. Example case concerning the concept ‘Suspect’ 
One of the prominent concepts explained in narrative form, including the link to 
the Obvion BOM. 

7. The relevant rules. 

6 Results 

With the aid of this approach and the broad commitment, a complete, consistent, un-
derstandable and correct semantic-conceptual foundation has been laid for the various 
transition projects within Obvion, which is supported by the business and is transfera-
ble towards implementation. With the completion of the model in its different output 
formats Obvion’s primary requirement has been met, namely mapping the major enti-
ties around the concept of ‘Customer’, including associated information and rules and 
concept definitions. All those involved in the transition projects receive validated, 
unambiguous, complete and coherent information. This entails for the various transi-
tion projects that the participants can fully focus on the challenges of the projects 
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themselves and no more time and energy needs to be put into previously defined con-
cepts. These concepts can be transferred and, whenever necessary, a request can be 
made to provide specific enhancements to the concepts. 

It is noteworthy to mention that this project was finished on time and within budget 
and with the required quality. 

7 Experiences 

Remarks from domain experts who took part in the interview sessions, as collected on 
the evaluation forms: 

“Especially the diversity of representations and the mechanism of controlled in-
crease of the number of entities has exceeded my expectations.” 

“The ability to apply a fairly abstract and theoretical method in a way that was un-
derstood and appreciated by all participants.” 

“Very good skills to unearth the right information.” 
“The approach is very practical and Obvion staff is actively involved in the ses-

sions.” 

8 Conclusions and Future Development 

Within a short timespan an Obvion Business Object model has been created for the 
Customer Interaction domain. For the short term a semantic-conceptual basis for the 
transition projects in this domain has been established in this way. For the long term a 
foundation has been laid that can be extended in order to accommodate the business 
operations in a broad sense. 

A major reason why we can talk about the foundation being project or organiza-
tion-wide lies in the fact that this Obvion Business Object Model came about through 
the combined effort of staff with a wide range of functions. Such a multidisciplinary 
approach avoids a biased picture of the knowledge in the organization and ensures 
that the result and the product will be relevant to many disciplines. This in turn con-
tributes positively to the experience, capacity and applicability in other projects and in 
the line organization. 

The CogNIAM variant of Fact-Based Modeling has proven to be an excellent way 
to facilitate such a multidisciplinary approach, due to the protocol-based elicitation 
and objective composition based on concrete examples from practice [3].  

However, the Obvion Business Object Model will only retain its value if the know-
ledge is kept up-to-date. If interim changes are incorporated, the Obvion BOM in its 
current form will retain its function for knowledge and information requirements 
within the Customer Interaction domain. The maintenance and management issue 
therefore calls for clarity on procedures surrounding the maintenance and manage-
ment and ownership. This problem can be classified  under data governance. Setting 
up and structuring of data governance is one of the next steps Obvion will take. 

The accumulated Obvion Business Object Model provides a solid starting point  
for extensions towards other challenges. This includes both process optimization, 
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business-IT alignment, product development, external regulations, (internal) business 
rules management, but also the other content areas within Obvion. 

Acknowledgements. CogNIAM Finance would like to thank Obvion staff for their candor and 
their positive contributions to the meetings, in the review sessions and in the evaluation. The 
quality and success of a project is to a great extent determined by the willingness, professional-
ism and expertise of the domain experts. These characteristics were highly represented within 
this project. This in combination with a proven approach and a solid protocol, resulted in the 
creation – in close cooperation – of an outstanding product. 
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Abstract. The authors have been involved in durable modeling of laws and 
regulations to be used as the formal, testable and in a multi-disciplinary group 
understandable requirements for law and regulation based services. At least one 
co-creation initiative in the Netherlands has decided to develop an extended 
protocol for durable modeling of laws and regulations. The vast majority of 
these services and actions are information-intensive and require a substantial IT 
effort. The main ideas underlying the protocol developed in the last three years 
in the Blue Chamber are described. Durable modeling of laws and regulations 
can only be practically applied, whenever the result is recognizable by stake-
holders and can be used for the modelling of services based on these laws and 
regulations. To test this assumption, we illustrate the protocol using the new 
Dutch environment planning act. 

Keywords: Durable modeling for regulation based services · Legal services · 
Environment law · Case histories · Fact Based Modeling (FBM) · Legal domain 
specific protocol 

1 Introduction 

Legislation is the basis for all public services. Legislation is the union of laws, gov-
ernment decrees, ministerial decrees and several other regulations, including court 
decisions. The legislation describes very roughly speaking which rights and duties are 
applicable for a specific citizen or enterprise and under which circumstances. To de-
liver the intended services, governmental organizations face the challenge of under-
standing the intended semantics of the legislation and of transforming these intentions 
to durable and tested specifications. 

The development of durable and tested specifications is considered the major ob-
stacle for delivering the actual services within time and budget [8]. The intent of the 
legislation needs to be faithfully applied in all practical cases [14]. There is a need for 
a protocol such that a durable model can be used as solid basis for all the stakeholders 
involved as the formal, tested and accepted model of the associated services and  
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enforcement actions [5]. In this paper we propose an architecture that uses fact based 
modeling as the main part of this protocol and the durable model.  

In section 2 we describe the key characteristics of the desired situation. In section 3 
we propose a sustainable architecture for the desired situation. The architecture relates 
the three major actor groups and the facts and rules they use or produce. The architec-
ture provides a solution for the fundamental problem: a fact based durable model 
between legislation and the actual services. In section 4 we describe the requirements 
for such a durable model. In section 5 we discuss what we can learn from biology 
when we apply the durable model. In section 6 we present the key characteristics of 
the elements of the durable model, using the legality principle that requires a faithful 
representation of the intended semantics in practical cases. We present the clear con-
nection between the facts at the scenario level and the fact patterns at the regulation 
level, an essential part of fact based modeling with CogNIAM [17]. In section 7 we 
discuss the advantages of this strong connection and the fact that in the legal services 
world, testing at the scenario level has been used since a very long time, long before 
IT arrived. It is called in that community case histories as part of a regulation impact 
analysis. In section 8 we present two cases associated with the new environment act. 
We use these cases to exemplify how our sustainable architecture can be the bases for 
a durable model of law and regulations. In section 9 we present a summary and sug-
gestions for the road ahead. 

2 The Key Characteristics for the Desired Situation 

To achieve the desired situation for the durable modeling of laws and regulations, a 
co-creation initiative “Blue Chamber” was started in The Netherlands in 2012, con-
sisting of government institutions, universities and innovative companies. In the 
spring of 2013 the Blue Chamber published its first report regarding regulation based 
services in The Netherlands. [8]. It concluded that the current situation is far from 
ideal. The key characteristics for the desired situation have been described in this 
report as follows: “In legislation rights and obligations are defined: among citizens, 
citizens towards the government and vice versa. Legislation contains concepts, rules 
and conditions that directly affect the actions of citizens, businesses and government 
organizations. These concepts, rules and conditions form the basis for the services and 
processes of public implementing bodies. For the following reasons, it is important to 
be able to distill concepts, rules and conditions from the legislation in an unambi-
guous and repeatable manner: 

A. It promotes legal certainty for citizens and prevents unnecessary disputes and 
proceedings in court.  

B. It enhances the transparency of government. The government can show that 
what they are doing is in accordance with the democratically established legisla-
tion. This includes providing insight into the rules that give the authorities a 
margin of discretion to do justice in special cases. 

C. It simplifies implementation of legislation in services and processes. Thus, or-
ders from politics and public demands can be accommodated more rapidly. 
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D. It improves an implementing body’s capacity to, as part of ex ante feasibility 
tests, to provide feedback on proposed changes in legislation. This contributes 
positively to the effectiveness and efficiency of the implementation. 

E. It provides insight into the coherence of the complex of legislation. Consequent-
ly, generic and specific elements in processes and services can more easily be 
distinguished. This offers possibilities for reuse, not only within an organization, 
but also between organizations.  

In short, the added value of a repeatable approach to the organization of the im-
plementation of legislation comes from the ability to transform legislation into legiti-
mate and services for citizens and businesses that they experience as meaningful and 
to perform this in a truthful, efficient, multidisciplinary and timely fashion.” [8] 

3 A Sustainable Architecture for the Desired Situation 

In this section we present the major actor groups in the entire process from initial 
wish for a law or regulation or modification of a law or regulation up till and includ-
ing the running service. In the diagram below the three main actor groups are pre-
sented as well as which information or rules they read and/or which information or 
rules they write. [1, 7, 8, 10] 

The first actor group consists of law makers, government and ministers. When they 
observe desired or presumed or identified needs, they start a new law and which are 
followed by associated decrees, or start to modify an existing law and associated de-
crees. The government service organizations can also modify or introduce a new  
operational policy. Judges are an important subset of actors in this group. Their deci-
sions can have an effect on the service execution with regard to similar cases (juri-
sprudence). It is the combination of the work of these actors that determines the effec-
tive regulation. 

To give all stakeholders due credit: although actor group 1 executes a process for 
the creation and modification of the regulations, this actor group doesn’t undertake 
this process alone. Stakeholders like citizens, business and governmental organiza-
tions take part in the process, and in the end it is the corresponding legal authority that 
formally takes the decision (for example: cabinet and parliament for laws, town coun-
sel for municipally rules). 

Regulations are produced to provide services for the citizens and enterprises, or 
have them perform certain duties. These services are information-intensive and often 
heavily supported by IT. The traditional textual representation of law performs a more 
than excellent job in creating legal security, along with all the legal authorities. How-
ever, a textual representation lacks the necessary “hooks” and explicitly depicted 
relations between these “hooks” to be used as support for the specification of services. 

What is needed is a complete specification that takes the (new) laws, decrees and 
policies as input and produces a well-tested and by the various stakeholders agreed 
and therefore accepted specification of the interaction between the government service 
providers and the citizens or enterprises. This is a multidisciplinary effort [9, 14] and in 
principle independent of IT or in case of human processes, the specific implementation 
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of these human processes such that new IT technologies and other organizational struc-
tures can be based on the durable specifications or model. 

Actor group 2 also provides the two-way references between the durable model or 
specifications and the regulations. The group consists of legal experts, service experts 
and architects. A two-way reference is needed for impact analysis [19]. Often this is 
also referred to as annotation services. As can be seen, the specifications of the dura-
ble model can be represented with traditional Word, PDF or Excel documents, or by 
the so-called juridical DNA, a representation that can be consulted with a logical lan-
guage. An organization has a choice. No matter what the choice is, there is a need to 
know which requirement is based on which pieces of texts in the regulations. This is 
represented by the arrows with the A and B in a circle. 

Actor group 3 consists of the service builders. Such services can be processes per-
formed by humans or by machines. At the current state of affairs, the majority of 
services are heavily based on IT services. The builders can use the specifications de-
picted in the durable model in the same way as a builder of a large office block uses 
the blue prints of the architect. We have already seen cases in which this building 
process has been automated, creating IT services directly from specifications. 

Actor group 4 consists of the citizens or enterprises that receive the services of the 
government service provider or the duty dispatching service. Actor group 5 consists 
of civil servants offering human services. 

 
Fig. 1. A sustainable architecture 

The validity of the sustainable architecture is supported by the fact that a number of 
Dutch governmental organizations have already implemented parts:  

- The Dutch Taxation Office has issued a European tender in late 2013 under the 
name Annotation Services, to provide the starting point of  two-way links be-
tween the durable model and the original laws, decrees and regulations [19]. 

- The Dutch Land Registry has published the two-way links between registration 
facts and the corresponding legislation at http://tax.kadaster.nl. 
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- The Ministry of Infrastructure and Environment has stated1 that the success of 
the new environment planning act depends upon the availability of a durable 
model as a link between legislation and public services. 

4 The Requirements for a Durable Model 

One of the requirements for which the law makers are not willing to compromise, is 
that the services provided should be fully based on the regulation and faithfully 
represents the intended semantics in cases. This is referred to as the legality principle. 
Only services that are described in the laws, regulations and policies are legally per-
mitted. Commercial organizations can do anything but what is not prohibited, go-
vernmental organizations services are rooted in laws and regulations. [8, 14] 

Hence that means that the durable model must include a two-way link between the 
services and the (textual) representation of the legislation, and represent the full se-
mantics as intended in the legislation (regulation level) to apply to all the foreseen 
cases (scenario level). 

5 What can Modelers Learn from Biology? 

Mankind has learned a lot about biology by applying a microscope. Look for instance 
at the development of modern medicine. To produce a durable model for laws, regula-
tions and policies we try this same idea on our main object of study. One of the 
unique principles of the Blue Chamber is indeed based on a well-accepted principle in 
some natural sciences: “Use a microscope, describe what you see and generalize to-
wards a consistent theory”. 

We can learn from biology that the study of laws is an empirical study. It is a study 
that gives you a model that explains to a practical point the way a law works. The 
quality of a model is its explaining power (is it useful?), and its truthfulness (is it an 
acceptable representation?). In the same way, our study of the legislation is an empir-
ical study. It is a study that gives us a model that explains to a practical point the way 
the legislation works.  

 
Fig. 2. The knowledge microscope 

                                                           
1 This statement can be found in the administrative covenant regarding the implementation of 

the environment planning act: bijlage bij kamerstukken II 2014/2015 33118, nr. 19, 
https://zoek.officielebekendmakingen.nl/blg-546306. 



 A Sustainable Architecture for Durable Modeling of Laws and Regulations 259 

The Blue Chamber has accepted this principle and makes use of a so called know-
ledge microscope. Hence put a sufficient set of regulation text under the knowledge 
microscope and conclude which knowledge elements are needed to fully describe the 
semantics for all relevant practical cases. We use the knowledge microscope as a way 
to have a truthful model (step 1). But we won’t present our microscopic observations 
as-is: an abstraction is necessary to give an acceptable an understandable explanation 
of the observations (step 2). In the analogy of biology: after the discovery over a cer-
tain type of bacteria under the microscope, the doctor announces that the patient has 
the common flu. The observation is “bacteria type”. The acceptable explanation is the 
abstraction to a human level of a particular decease. 

The knowledge microscope is operated by a durable knowledge modeler who sub-
mits questions on concrete cases to a legal expert or an experienced service provider 
or architect. It is used by actor group (2) as depicted in the architecture: a multi-
disciplinary group that works together in co-creation to specify the durable model or 
as we call it: intelligent specifications. 

6 Key Characteristics of the Durable Model 

The language to describe the durable model (regulation level) must be capable of 
describing explicitly what the intended semantics of the regulations are in the asso-
ciated practical cases (scenario level). Here we see a strong link between the scenario 
level (the level of the facts) and the domain specific regulation level [16, 17]. 

How do we find out which constructs are needed in durable specification lan-
guage? By applying the knowledge microscope to a representative set of regulations, 
se have applied the microscope to a number of regulations and this has resulted in the 
following list of constructs: 

1. Fact patterns, to precisely define the scope; 
2. The associated integrity rules that define the quality of the facts of the cases; 
3. The associated concept definitions and the references to the legal sources, that 

provide a description of each term for which there is any doubt that the members 
of the community have no clear definition; 

4. The associated derivation rules, specifying which facts can be derived from other 
facts (including the derivation of institutional facts from brute facts); 

5. The associated behavioral rules, specifying which actor can assert which facts ac-
cording to which guidelines, following an extended Hohfeld typology (see end of 
this section); 

6. The associated fact communication patterns, providing a tool to communicate the 
deep structure of a fact in any surface structure selected by a community; 

7. The associated rule communication patterns, providing a tool to communicate the 
deep structure of any rule in any surface structure selected by a community; 

8. The associated events, specifying the conditions that start the execution of a deri-
vation rule or behavioral rule;  
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9. The concept of context, specifying one or more pieces of text within one or more 
different regulations together forming a context, within which a concept definition 
is valid for a specific term and 

10. The concept of relevant regulations (relreg) introduced by Robert van Doesburg 
under the term “script” [9], specifying all the pieces of regulations from one or 
more different regulations that are involved in the often many cases that follow a 
certain legal act until all the specific cases come to an end. 

11. The domain of regulations specific concepts of legal relations and legal actions 
(extensions to Hohfeld) which can be expressed with the previous 10 constructs.  

 
Please note the concept of context is used to define the boundaries within which a 
certain term has a certain definition, while the concept of relevant regulations con-
tains a set of pieces of (often) various regulations that define the rules applicable to a 
prototypical legal act. 

The Hohfeld [2, 3, 12] typology is basically a typology of the right-duty pair. He 
called such a pair in which one party has the kind of right and another party the asso-
ciated kind of duty a legal relation. Hohfeld had studied before 1913 a number of 
decisions by various courts, or cases. We could see he used the knowledge micro-
scope principle already over 100 years ago. He came to the conclusion that four  
different pairs were needed, the claim-duty, the liberty(=privilege)-noright, the power-
liability and the immunity-disability. His two publications are landmarks and recom-
mended reading for every one that is concerned with modeling of laws [11, 18, 19]. 

Hohfeld used his typology of legal relations in the context of court decisions. His 
model didn’t include the creation of new legal relations. In the Blue Chamber we 
have accepted Hohfeld as a solid basis, to be extended with requirements to include 
the creation of new legal relations and to use the Hohfeld typology in the context of 
Dutch legislation. 

Creation of legal relations is possible by a solid distinction between a legal relation 
and a legal act [5]. A legal relation is a state between two parties, having a start time and 
possibly an end time. A legal act is an act by one party related to a legal relation the 
party is part of. A legal act can take place at one moment in time or a period in time.  

In the Blue Chamber we have come to the conclusion that applying the knowledge 
microscope principle to Dutch laws and regulation we need to extend Hohfeld with at 
least one new pair to properly represent the pair DutchClaim-DutchDuty. This will be 
described in a forthcoming paper. 

7 Strong Connection between the Scenario Level and the 
Regulation Level 

In the Blue Chamber we have come to the conclusion that cases are first class citi-
zens. Without expected cases there is no need for a law or regulation. Hence we have 
come to the conclusion that there is a strong bond between the domain specific level 
of the rights and duties extended with concepts described above. A case consists of a  
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set of facts. A fact is an event or circumstance which is considered real. In the brute 
reality brute facts occur. All actions of people, business and governmental organiza-
tions are facts that take place in brute reality. But some of these facts are considered 
“special”: those facts result in corresponding institutional facts: facts that correspond 
to institutional regulations. These regulations (regulation level) dictate which institu-
tional facts can occur. 

Legal relations and legal acts are institutional rules. How do rules at the regulation 
level relate to facts at the scenario level? A fact shares a part of a fact pattern at the 
regulation level, namely the part that is constant for all fact instances belonging to a 
fact pattern. And every rule refers to one or more variables in a fact pattern. Voila, the 
connection between the facts at the case or scenario level and the rules at the domain 
specific durable model level have the common link of the constant part of a fact and 
the corresponding part of the fact pattern, sometimes referred to as fact type [17].  

 

 
Fig. 3. The knowledge triangle 

One of the interesting experiences of working with the principles listed above is 
that the strong connection between the scenario level and the regulation level makes 
many things much clearer. The scenario level is well known in the legal world, al-
though underrepresented in the text books. 

Before a regulation is put into practice so-called case histories are tested as part of 
an ex-ante (Latin for “beforehand”) regulation impact analysis. That means that be-
fore the actual implementation of the regulation, a number of relevant cases are inves-
tigated. We can imagine that the durable model can actually be used during this 
phase. Although we are very careful not to impose a (different) formal model on the 
process of lawmaking, we have found that the feedback that such a model gives can 
be useful in playing with the different scenarios at the scenario level. We have played 
such roles in collaboration with a number of law experts and this has resulted in sub-
stantial insight into the deep structure of elements in regulations and the understand-
ing of legislation by non-legal professionals.  

8 Two Related Cases for the New Environment Planning Act 

We will now describe two related cases. The physical environment includes construc-
tions, infra-structure, water, soil, air, landscapes, nature and cultural heritage. Citi-
zens, businesses and governments conduct activities that affect change in the physical 
environment or habitat. Such activities change the usability, health or safety of the 
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physical environment for others. Conflicts of interests can easily occur, due to the fact 
that parties have different stakes with regard to the same (piece of) environment. 
These conflicts were prompted to propose rules on activities in the physical environ-
ment.  

The current environmental law is fragmented and spread across dozens of laws. 
There are separate laws for land, building, noise, infrastructure, mining, environment, 
heritage, nature, spatial planning and water management. This fragmentation leads to 
tuning and coordination problems and reduced recognizability and usability for all 
users. Initiators of activities are struggling with many different laws, each with its 
own procedures, plans and rules. Authorities assess an initiative not always in  
coherence and an integrated policy (set of rules) for one particular piece of the envi-
ronment is hard to achieve. The proposed Environment Planning Act2 integrates the 
area-specific parts of the current laws in one act with one coherent system of plan-
ning, decision-making and procedures.  

The new environment planning act will ultimately integrate no less than 26 acts 
and parts of other legislations in one coherent act. Success of the environment plan-
ning act can only be achieved if and only if the legal rules of the Act can be success-
fully translated to the services of governmental organizations. A very realistic and 
timely case for our sustainable architecture! 

In this section, we will introduce two typical cases of the environment act. These 
scenarios will introduce the different actors that play a role in the environment plan-
ning act: 

- Initiators are parties that want to initiate a certain activity in the environment; 
- Affected parties are parties that are affected by the proposed activity of the in-

itiator. Affected parties could be neighbors or environmental stakeholders. 
- Authorities are parties that have the power (Hohfeld) to create the legal situation 

in which the initiator is granted the liberty (Hohfeld) to initiate the activity, and 
corresponding the situation in which the affected parties are restricted by the no-
right (Hohfeld) to interfere, but granted the power to go to court (case #1). Au-
thorities also have the power to create rules by which first mentioned powers 
and liberties are restricted (case #2). 

Case #1 

“Bert” wants to open a restaurant. For the location of the restaurant, Bert has chosen 
an old building on a river dike at the border of a town in the municipality of “Rivie-
renland” (Riverland). Bert needs to rebuild and extend the building. 

                                                           
2 At the time of writing of this article, the act is being discussed in the Dutch parliament. The 

current proposal can be found at: kamerstukken II 2014/2015, 33962, nr. A: 
https://zoek.officielebekendmakingen.nl/kst-33962-A.html. 
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The Act prohibits the activity of building, unless Bert has a permit which gives him 
the liberty3 to build his restaurant (Article 5.1 under 1 sub a). Bert files a request for 
the permit with the authorities (according to Article 5.8: the executive board of the 
municipality Rivierenland). 

“Hans” is a civil servant of the municipal of Rivierenland. He is authorized by the 
executive board to decide on requests for environmental permits in their name. 

The activities for which Bert asks a permit are handled according to the “regular 
procedure” (Article 16.60). The core of this regular procedure is dictated by the rules 
stipulated in the general administrative act (Awb). The request of Bert is published so 
affected parties are informed of the activities that Bert wants to undertake. 

Bert wants to build his restaurant, but also wants to make a playground in the area 
between the dike and the river. Hans informs Bert that this isn’t allowed with respect 
to the environmental rules in place. Although Bert could file a request for just such an 
activity (Article 5.1 under 1 sub b), Bert chooses not to file such a request, but to 
postpone his desire for a playground. 

“Annie” is a neighbor of Hans. Annie is concerned about the activities that Hans 
wants to undertake. Although Annie likes the idea of a restaurant, she doesn’t like the 
idea of a long building period. She gets in contact with Bert. She shares her concerns, 
and Bert reassures her that it’s also in his interest to have a short building period. 

Bert has given Hans all the information that Hans needs to make his decision. Hans 
decides to grant Bert the permit, and thereby the liberty4 to start building after the 
period in which affected parties can object against the decision of Hans. 

Although Annie has the power to object against the decision of Hans, she has been 
reassured by Bert, and won’t object. After a short building period, Bert opens his 
restaurant and welcomes Annie as a regular customer. 

Case # 2 

In the municipality of Rivierenland, Hans also takes part in the formulation of the 
environmental plan. In the current plan, the area between dike and river can only be 
used for the function of agriculture. But, more and more, requests are made to use this 
piece of land for different functions. It is decided that the environmental plan should 
change, to also allow the functions of recreational activities. 

According to Article 16.28, this corresponds to the extended procedure, described 
by Section 3.4 of the general administrative act. In this case, the end result is not a 
particular right or duty of an individual civilian or organization, but the act of law in 
itself creates new rules. In this way, a fact at the scenario level will introduce a new 

                                                           
3 The observant reader might notice that we use the Hohfeld categorization of rights and duties. 

This is actually another part of research done by the Blue Chamber, partly published in [5, 6, 
7, 8, 14, 19]. 

4 This is actually a simplified description of the legal rights that are the result of the permit. The 
permit not only grants Bert a liberty, but may impose certain duties, powers and other rights. 
Almost every legal act results in a complex of Hohfeld relations. This will be the topic of fur-
ther study at the Blue Chamber. 
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rule and fact patterns at the regulation level. From case #2 we observe that not only 
legal facts are the result of certain brute facts, but actually all regulation is the result 
of certain brute facts. This needs further research. 

9 Conclusions and Future Work 

The case descriptions of the previous section make clear how the concepts of know-
ledge level II (as descripted by the articles of the environmental planning act) are 
linked with the concrete facts at knowledge level I (as descripted by the actors Hans, 
Bert and Annie, the acts they perform or want to perform, and the rights and duties 
that correspond with these acts). But it isn’t by far a model that conforms to the re-
quirements formulated in section 6. 

The Blue Chamber has adopted the knowledge microscope principle. That means 
that the regulation is the primary object of study. This dictates which concepts are 
needed in a durable model. There is at the time of writing no single ISO, OMG or 
W3C standard modeling language that has the representational power required by the 
legality principle. Hence one needs a smart combination of various standards and of 
course some interfaces between the various standards. It is not to be excluded that the 
Blue Chamber will publish a proposal for such a standard language if ISO, OMG and 
W3C continue to fail to fill this gap. In other words, within the metaphor of biology: 
at a certain time in history, mankind thought that all matter was made up out of fire, 
earth, water and air [4]. This clouded their judgement with regard to the explanation 
of natural laws. After the discovery of the model in which matter is made up out of 
molecules that are made up out of elemental elements, the resulting descriptions of 
the characteristics of matter were more durable and sustainable. We propose a similar 
sustainable architecture that results in a durable model for services based on legisla-
tion. A model that is understood and accepted by all stakeholders, and rooted in a 
precise understanding of the semantics of legislation. 

Acknowledgements. The authors gratefully acknowledges the many discussions in the co-
creation the Blue Chamber.  
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Abstract. Around 1975 the first FBM conceptual modeling services were  
introduced in Europe. A few years later Control Data Corporation introduced 
Information Analysis Services in North America. What have the various profes-
sionals introducing or applying FBM learned in that period? In this paper we 
will focus on the experiences obtained in The Netherlands and Belgium in Eu-
rope and Canada and USA in North America. What do business persons ask? 
What do they like in FBM? What do they dislike in FBM? This paper summa-
rizes the experiences of two FBM practitioners during the period 1975-2015. 
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1 Introduction 

The hype goes on....for the search for the holy grail in the streamlining of the devel-
opment of computer applications. We have seen a variety of analysis techniques, cod-
ing techniques, programming languages, database structures, and application devel-
opment techniques, architectural isolation techniques through tier-ing, loosely 
coupled, service oriented---and including the streamlining of project management 
techniques from waterfall, structured, agile and so on. But the philosophy is, and has 
been, as a legacy, more or less a video-game technique---If you crash, push the button 
and start over again, this time faster but use a different approach.  

The success rate for applications development has flat-topped at near 50 percent 
since 2004 [11,27] and, in fact getting worse. Sure, any coded application can be 
made to work---courtesy of bubble-gum and chicken wire with spaghetti coding, akin 
to a Saturday afternoon dart throwing exercise to get at the target. The success rate for 
applications development has been flat-topped at near 50 percent since 2004. Whereas 
the success track record from the use of Fact Based Modelling (FBM) techniques for 
analysis has consistently shown a considerable leap in the success rate (near 100%) of 
these applications---build it once and turn away, with a guarantee for success. So why 
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has FBM not become the panacea for mainstream development? What have the vari-
ous professionals introducing or applying FBM in professional business practice 
learned in that period?  

In this paper we will focus on the experiences obtained in The Netherlands and 
Belgium in Europe, and Canada and US in North America. What do business persons 
ask? What do they like in FBM? What do they dislike in FBM? This paper summariz-
es the experiences of two FBM practitioners. Fact Based Modelling (FBM) is a meth-
odology, a protocol for modeling the semantics of a subject area in a language that the 
various stakeholders understand [18, 20, 21, 22]. FBM applies first and for all the 
knowledge that the various stakeholders use every day like concrete examples of 
communication, expressed in their preferred notation. FBM is also based on logic [19] 
and controlled natural language, whereby the resulting fact based model captures  
the semantics of the domain of interest by means of fact types, together with the  
associated concept definitions and the integrity rules and a model populated with 
examples [21]. 

The roots of FBM go back to the 1970s. NIAM, a FBM notation style, was one of 
the candidate notations used for expressing conceptual schemas as defined in ISO 
TR9007:1987 Concepts and Terminology for the Conceptual Schema and the Infor-
mation Base [13]. Subsequently, several developments have taken place in parallel, 
resulting in several fact based modeling “dialects”, including NIAM, ORM2, Cog-
NIAM, DOGMA and FCO-IM.  

Fact Based Modeling was introduced in the mid-s70’s in Europe by Control Data 
Corporation, first in Belgium and The Netherlands, then later in Norway, Sweden, 
Germany and France. Control Data Corporation introduced a few years later the next 
version of FBM under the name Information Analysis Services in the USA, Canada 
and Mexico. The two authors have been involved since the beginning of introducing 
FBM services in business practice.  

In section 2 we describe the first 20 years of NIAM, Natural language Information 
Analysis Method. 

In section 3 we describe FCO-IM, a further development of NIAM. 
In section 4 we describe ORM as a further development of NIAM. 
In section 5 we describe CogNIAM, Cognition enhanced NIAM as a further devel-

opment of NIAM. 
In section 6 we describe what we have learned from business practice what users 

consider the essential aspects of FBM. Hence viewed from the perspective of a busi-
ness that wants to use FBM to solve a practical communication problem. What are 
customers asking for? 

In section 7 we describe the experiences obtained in Canada and US. 
In section 8 we describe the experiences obtained in The Netherlands. 
In section 9 we present our conclusions and recommendations. 
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2 The First 20 Years of NIAM 

With computing technology rapidly evolving in the late sixties propelled by the race 
to land a man on the moon, data processing software was rapidly playing catchup in 
the early seventies. Database technology, being able to address all relevant informa-
tion, was in its nascent state with identified data modeling approaches like hierarchic-
al, network, CODASYL sets [3], relational [25], and information modelling (aka 
putting semantics into structures). The pace was rapid, with new database vendors 
coming and going. Rapid scene changes occurred with CODASYL trying to establish 
some semblance of standardization, hierarchical models going down the sunset path, 
and relational based database systems gaining foundation----and saw the early estab-
lishment of semantic modelling or information modelling.  

It is interesting to note that on the information modelling front the evolution was 
driven in 2 directions---semantics i.e. the meaning of the data vs. attribute based data 
modelling. Attribute models essentially resembled grouped attributes in some form of 
mapped ‘entity type’ or ‘table type’ data structures. Some called this semantic model-
ling, driven by the US Air Force efforts at Integrated Computer Aided Manufacturing 
(ICAM)---giving birth to modelling techniques like IDEF0, IFDEF1X, IDEF2 (subse-
quently IDEF3) morphing into FIPS standards. 

Meanwhile, emphasis on the meaning of the data was being espoused by some 
schools in Europe and parts of North America, essentially based on the clear separa-
tion between the type and instance of data, with elementary relationships between 
modelled in binary or n-ary forms. 

While this paper is not going into a repetition of the various actors involved (please 
see reference [21]), suffice it to say that the initial acceptance of Fact Based Model-
ling techniques for information modelling established its roots in mid-70’s, and start-
ing to be used in industrial strength projects. The natural-language based affinity of 
NIAM [21] —an industrial strength realization of FBM---was being embraced by the 
developer and analyst communities. Control Data Corporation, then headquartered in 
Minneapolis, USA, led the initial foray of the commercialization of FBM, including 
training, support tools, and successful implementation across several projects.  

2.1 The NIAM Foundation and Protocol 

NIAM---originally called Nijssen’s Information Analysis Method by the employer of 
Sjir Nijssen, Control Data Corporation, subsequently renamed by Sjir Nijssen to Nat-
ural language Information Analysis Method---was first introduced by Control Data in 
Europe. The development group was based in Brussels. The group consisted of more 
than 20 professionals. They had three missions: develop a practical protocol that per-
sons can use to apply NIAM in business practice; develop a tool to support these ser-
vices and develop a DBMS to support the high business volume transactions.  

Before Control Data Corporation introduced the term NIAM, the term ENALIM 
(Evolving Natural Language Information Modeling) was introduced by the first au-
thor to stress the point that such a modeling protocol would require a long time period 
during which the fist foundation would be tested in practice and adjusted taking the 
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feedback from practice into account. Thereafter the second version of the foundation 
would be set up and tested in business practice and so on. The publications associated 
with this early period can be found in references [2, 21]. 

The services offered by Control Data Corporation were information analysis and 
training in information analysis.   

NIAM was based on the following principles: 

“Each communication between a human being and an information system, as well 
as each communication between any two information systems can be considered to 
consist of a set of natural language sentences.” [21] 

“INSYGRAM (Information Systems GRAMmar: 100 % of the prescription [of in-
tegrity rules] is in one (conceptually) central contract and 0 % in the application pro-
gram.” [21]. This principle was later adopted in ISO TR9007 and renamed to the 100 
% principle.  

A conceptual schema as defined in the ENALIM and INSYGRAM approach is a 
set of rules specifying the set of allowable information base states and the set of al-
lowable transitions (a transition is the difference between the successor information 
base state and the information base state). It is obvious that in such a conceptual 
schema one has abstracted from programming or computer considerations. When 
further abstracting from the naming conventions with respect to object instances, one 
then no longer deals with sentences but ideas or propositions with objects. he gram-
mar including the naming conventions is given the name significational schema, the 
grammar in which from the naming convention is abstracted is called the ontological 
schema.” [18] 

All schemata can be described in a meta schema. Michael Senko’s work has had its 
positive influence on the early thinking in DIAM [25] as a detailed example of the 
ANSI SPARC Architecture. 

The absence of an available standardized DBMS implementation vehicle with the 
capability to implement the 100% declared rules may have hurt the promulgation of 
FBM techniques. Hence, the realization of the FBM-based analysis had meagre auto-
mation support for the rule based schemas to be transformed to rule driven DBMS for 
industrial strength applications.  

The 80’s saw even more thrusts of NIAM based projects gaining foothold, along 
with Entity Relationship (ER) techniques offering instant gratification to the attribute-
based modelling community---especially with the onslaught of early relational data-
base management systems. Like the Betamax-VHS battle engagement, the VHS-style 
camp of ER started gaining footholds with support tools being made available, and 
that would directly feed the quasi-relational based systems of the day. At about the 
same time, in an effort to standardize the FBM concepts and approach, the ISO Work-
ing Group on Conceptual Schemas and Terminology published the ISO Technical 
Report TR9007 that established a pronounced footprint in the information modelling 
space [13]. TR9007, in no uncertain terms, laid the path ahead for information model-
ling techniques, clearly identifying and separation of the fact based vs. attribute based 
modelling approaches.  

Fast forward to the late 80’s and 90’s saw the refinement and various avatars  
of NIAM in ORM, FCO-IM and others. At the same time, the staunch foundation 



270 S. Nijssen and B. Piprani 

vehicle i.e. Control Data , supporting the NIAM integrated fabric space consisting of 
support resource personnel, training, software tools and implementations, sailed on-
wards into its sunset, leaving behind NIAM-boomers to carry the ball.  

2.2 ISDIS: Information System Design Information System, and EDMS 

The group at Control Data Europe in Brussels developed ISDIS, an information sys-
tem to support the NIAM version of FBM. It was developed using a meta schema 
approach. It used its own DBMS called EDMS, Evolutionary Database Management 
System 

The group at Control Data Europe in Brussels also developed a DBMS with both a 
relational and CODASYL DDL and DML interface, above referred to as EDMS. The 
system was written in itself using a meta schema approach and had therefore to be 
bootstrapped; the system was specified in ISDIS.  

3 FCO-IM as a Further Development  

Guido Bakema and his team used NIAM in the early nineties in the Information Sys-
tems curriculum at the HAN University of Technology. Guido developed interesting 
improvements to NIAM which he gave the term Fully Communication Oriented In-
formation Modeling, FCO-IM. Guido and his team have made substantial contribu-
tions to the introduction of FBM in the educational institutions in The Netherlands; he 
also travelled extensively to other countries and gave well received introductions in 
FCO-IM.  

4 ORM : The Formalization of NIAM 

In 1989 Terry Halpin finished his PhD at the University of Queensland. His major 
contribution was the formalization of NIAM. Later on Terry introduced various ex-
tensions to the NIAM notation that he gave the name ORM (Object Role Modeling). 
Terry has produced over a hundred articles and several books on ORM [12, 19].  

5 CogNIAM as a Further Development 

Starting in 1989 a company was set up in The Netherlands to market FBM services to 
customers. The goal of the company was to have a substantial group of expert FBM 
modelers while continuously improving and extending the CogNIAM protocol. It was 
in this period that first derivation rules and events were added. In the late nineties 
concept definitions were added to FBM. A few years later the process perspective was 
added to CogNIAM. 

It was in this period that the original idea of NIAM came to fruition: most busi-
nesses want to manage their business communication in an effective way. The syste-
matic use of examples in the form of facts became an essential part of the protocol.  



 1975-2015: Lessons Learned with Applying FBM in Professional Practice 271 

6 What has FBM Learned from Business Practice? 

Professional business practice has taught FBM many many useful lessons. 
The most interesting experience with FBM services in business practice is that cus-

tomers are primarily interested in getting the business communication within the 
business, with customers and with various authorities as productive as possible. 

Employing as much as possible examples represented in natural language facts is 
the most appreciated feature of FBM in combination with agreed concept definitions 
among the various stakeholders. 

Hence FBM has more and more evolved into the application of a multi-disciplinary 
effort to obtain agreement on which facts are within scope, which integrity rules apply 
to these fact populations and transitions, while having available an agreed list of con-
cept definitions. 

Most customers provide a limited budget and this often means that the modeler has 
to produce only a subset, or at times, none of the integrity rules; working with a li-
mited budget means different subsets of the overall conceptual model.  

Modeling laws and regulations means that business practice also demands the deri-
vation rules, behavioral rules and events [1, 4, 5, 6, 7, 8, 9, 16]. 

In nearly all FBM services for customers they want to have the process perspective 
included in the overall conceptual model.   

7 Experience Obtained in Canada and US 

Initially, in the late 70’s, NIAM was applied in the ‘background’ to design and devel-
op applications for the clients of the consulting service arm of Control Data Canada---
meaning, the analysts would use the NIAM methodology to derive ER diagrams and 
eventually to arrive at the database design for implementation using early relational 
DBMSs. Some of the managers observed that nearly all NIAM-based implementa-
tions were profitable as they were not extended in resources or budget, unlike most of 
the non-NIAM based implementations which generally were in the red for the Control 
Data balance sheet. This was sufficient to convince more investment in NIAM for the 
training of analysts and also bringing in clientele at various Control Data sites. The 
80’s saw more NIAM successes, and even as a vehicle for marketing of mainframe 
hardware. On a project with the Canadian Department of National Defense, NIAM 
was set up as the language of communication amongst nearly 56 team personnel made 
up of six or more 4 person teams. Each team consisted of up to 2 military personnel 
and 1 civilian analyst and 1 civilian developer.  

Reference [28] documents this project, and highlights the experiences of these per-
sonnel in establishing the necessary framework for requirements definition and speci-
fication. Instead of presenting application requirements using narrative text for  
contractors as a basis to develop applications this large project used NIAM in forma-
lizing its application functional specifications for presentation to contractors. The 
reference [26] also defines the framework of models that were used in establishing the 
set of system specifications and its associated problems with people, skills, time and 
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resources---in terms of Conceptual Schemas, Database Semantics, and Databases---to 
handle a mix of classified and unclassified data, including supporting hardware and 
software. This is the first time that a large government project in North America had 
approached industry with a formal specification suite based on a comprehensive set of 
integrated models consisting of NIAM constructs and generated ER and relational 
table definitions towards delivery of a complete solution based on formal FBM  
models.  

NIAM had a following at NIST(National Institute of Standards and Technology---
now NBS) from 1984 on. NIST worked with the US ANSI standards mirror commit-
tees to draft a proposal for a New Work Item into ISO on a “standard for the exchange 
of conceptual schemas”. The proposal included a model of NIAM using NIAM. But 
somewhere in the religious modelling war---with opposition from other National Bo-
dies---the proposal did not materialize [23,24]. 

There were also major projects at Sandia, Boeing and Honeywell. 
After Control Data’s exit from computer manufacturing, the NIAM-boomers con-

tinued to successfully apply NIAM in the background in applications across Banking, 
Finance, Defense, Transport, Universities etc., with applications winning bronze 
medals [28], gold medals [10]. There are examples of user-analyst joint sessions 
wherein the business clients are given a crash course in selected basic FBM concepts 
and notations. The subsequent walkthroughs increased client-analyst interaction to 
nearly 90-95% common agreement using natural language sentences. The mapping 
from natural language sentences to the NIAM graphical notation enabled rapid con-
firmation of rules. The use of population diagrams helped gain a ‘meeting of the 
minds’. However, on large projects, the user was often inundated with massive sets of 
natural language sentences. Also, due to lack of updated support tools, non-
availability of a formal dictionary/registry style interface, the synchronization of 
NIAM models, thru to SQL schemas was found to be quite taxing.  

More importantly, the NIAM-boomers are reaching their retirement age (or already 
have and continue to FBM!). So, an impetus is born to promote and popularize FBM 
to the main stage, and this is what is going onin Europe in new application fields [1, 
14, 15, 17]. 

8 Experience Obtained in The Netherlands 

PNA was set up in 1989 to offer FBM modeling services in The Netherlands. It has 
gradually grown to 30+ employees. PNA has performed modeling services for various 
customers, banks, insurance companies, university management and law and regula-
tion based government service organizations. 

PNA has put a lot of emphasis on the actual testing of the model with examples 
expressible in natural language facts. This has lead PNA to the conclusion that there is 
a clear need for a variable based model to get the communication in facts right. There 
is also a clear need for a role based model as that model is more adequate to support 
the formulation of rules. 
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PNA nearly always is asked by customers to help with the development of concept 
definitions for the new and/or existing systems of the various departments in an or-
ganization and to make links with the many existing systems and enhance the seman-
tics of these systems. 

Another major lesson that PNA has learned from offering conceptual modeling 
services is to provide different perspectives to different groups of stakeholders. In-
deed there are several well respected professions that do not like any of the FBM 
graphical notations! 

9 Conclusions and Further Recommendations 

A most important conclusion is that FBM has to work together with various other 
modeling disciplines.  

Another important conclusion is that most customers want to start small with FBM 
and when satisfied with the results, want to cover more. Hence it is necessary for 
professional modelers to understand that most customers prefer to work with fixed 
budgets and a consequence is often that only a part of an entire FBM model can be 
produced.  

The authors recommend to listen more to the needs of customers when it comes to 
the further development of FBM. 

PNA has come to the conclusion that many customers consider FBM too abstract 
and too far away from their domain. PNA has developed in the last three years in co-
creation with others [1, 4, 16, 5, 6, 7], a domain specific version of FBM for the legal 
and regulation domain. The experience is that such a domain dependent version is 
more acceptable to customers of that domain.  

The authors hope that business experience will be freely exchanged in future FBM 
workshops such that customers and FBM developers can jointly further develop an 
FBM version that most businesses feel comfortable with.  

Acknowledgement. The authors express their thanks to Dr. Ed Barkmeyer, previously of 
NIST, for his useful information of FBM in the USA. 
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Abstract. The global economy faces a growing number of interfaces for eco-
nomic transactions to take place. As more and more types of transactions occur 
in the information age, more regulations, guidelines and IT approaches are 
created to handle these transactions. This results in increasing costs, cumber-
some processes and higher entry barriers for small and new players. The Uni-
form Economic Transaction Protocol (UETP) is a free, open source protocol for 
an open global network for economic transactions; the economic internet. A 
uniform economic language will enable an aligned, real time connectivity 
which increases trust, decreases costs and the number of needed connections. It 
makes it possible for all economic parties (buyer, seller, banks, fiscal authori-
ties, logistics providers etc.) to speak the same economic language and connect 
to the online economic transaction. In this paper we describe UETP and how 
the cogNIAM variant of Fact Based Modeling has been used to develop UETP. 

Keywords: Economic internet · Uniform Economic Transaction Protocol 
(UETP) · Fact Based Modeling (FBM) 

1 Introduction 

The standardization of shipping containers has given an enormous boost to the eco-
nomic growth in the world. Is a similar standardization possible for economic transac-
tions? The Uniform Economic Transaction Protocol (UETP) is a proposed solution. 

An economic transaction is comprised by several separate processes like product  
selection by the buyer, stock availability check by the supplier, identification of buyer 
and method of payment, payment execution, delivery, tax payment, invoicing, book 
keeping etc. What remains constant in these processes is the data contained in them. For 
example the price of a product in any given purchase; the amount remains the same 
throughout the processes needed for the purchase to be executed. However, each 
process requires and each stakeholder demands that this amount is to be filled in its own 
form, format and description. The more parties involved in a transaction, the more inter-
faces are required, which spurs complexity and increases the possibility of errors. 



 Developing the Uniform Economic Transaction Protocol 277 

In order to generate a message that can be understood by all parties involved,  
regardless of their role in the transaction, a language (UETP) that consists of single, 
interpretable and relatable definitions is being developed. UETP is created by means 
of a FBM approach, the cogNIAM method.    

In section 2, the current situation for economic transactions is described. In section 3, 
an overview is given of UETP and its main components. UETP is based on three main 
requirements, which are described in section 4. The core of UETP is formed by four 
principles; the semantic GUID principle (section 5), the decentralized envelope in 
envelope principle (section 6), the group chat principle (section 7) and the smart trans-
action receipt principle (section 8). Section 9 describes the overall architecture for  
developing UETP by using the cogNIAM method and the three-layered approach (dur-
able, logical and physical). In section 10 (durable model), section 11 (logical message 
model) and section 12 (physical model and protocol documentation) the different stages 
of the knowledge model and its outputs are described in more detail. In section 13 we 
present the experiences with this approach to this challenge and our conclusions about 
the use of FBM in a highly connected and complex domain like UETP. 

2 The Current Situation for Economic Transactions 

A transaction is the act of transferring something from one party to another party. The 
term ‘transaction’ is ambiguous to start with; it is used in so many different contexts 
(financial, IT, legal) with different meanings that a specialization of the term is in-
evitable for meaningful communication or else the context must be added each time 
to avoid misunderstanding. Hence, for the development of the UETP domain we 
started with defining the term economic transaction: 
“An economic transaction is the whole of transfer of products, the rendering of ser-
vices and transfers of money which are needed to complete a purchase or any other 
economic trade. An economic transaction can be seen as the complete economic ses-
sion from start to finish between two or more parties.”  

When we apply this definition to the current situation, we see that different com-
munication models exist for specific types of transactions that occur during an eco-
nomic transaction. A financial transaction that is handled by financial institutions uses 
a three or a four corner model [Ref. 1] for communicating the facts of the transaction 
between the parties involved. The corners represent the buyer, seller and the buyer’s 
bank in a three corner model. In a four corner model, the seller’s bank is added. A 
transition is already made by SWIFT from the three corner model to the four corner 
model to amongst others limit the number of interfaces and to be able to communicate 
with known parties [Ref. 1]. Of course, a financial transaction in its simplest form is a 
two corner model; the buyer and seller exchange information, products and money 
between each other without the involvement of other parties.  

Similar communication models exist for the transferring of products (with product 
we mean both goods and services). A product can be transferred directly between 
buyer and seller (two corner model), by means of a carrier (goods) or subcontractor 
(service) (three corner model) or by the combination of a logistics service provider 
and one or more carriers (four corner model).  
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Fig. 1. Examples of 2, 3 and 4 corner models 

An interesting situation occurs in communicating tax information and transferring 
payments between a fiscal authority and the taxed party. Although the tax of one 
transaction can influence both the seller and the buyer directly, both parties have their 
own private communication line with the fiscal authority.  

Thus, in the current situation transactions within one economic transaction are 
done between a small number of parties (the number of parties determines the  
communication model) and are specific for that type of transaction. Also, these are 
typically unconnected transactions and a lot of time and money can be saved by con-
necting transactions that belong together e.g. to connect payments to invoices which 
improves automatic reconciliation. This can be done automatically when the payment 
includes an invoice number or a payment reference, however reconciliation becomes 
more difficult when multiple payments and/or multiple invoices exist within one eco-
nomic transaction. It also slows down innovative product solutions since we are 
bound to the current framework.  

3 The Goal of UETP  

The main goal of UETP is to provide a free and open source protocol for the  
exchange of information between all parties in the economic ecosystem.  

We would like to improve all the current ‘standalone’ communication models for 
economic transactions and use one protocol instead of an array of different communi-
cation models. The core vision of Focafet (the foundation behind UETP) is that  
non-dualistic propositions (unity, alignment and connectivity) outcompete dualistic 
propositions (separated, unaligned, and disconnected). All parties in an economic 
transaction can share and access data real time about the transaction between each 
other on a level playing field basis. 

The real time component is an important aspect of the non-dualistic approach as is 
the addition of location services. For example, the current ‘internet of information’ 
solved the disconnectivity issue of information; before the internet, it was considered 
normal to study in another country of city where libraries were present that had books 
with specific information. This is inconceivable anno 2015. To be able to connect to 
information from anywhere on the world brought an enormous amount of new infor-
mation. We think that the same applies to the economic situation. Although we are 
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moving towards a global economy, some hurdles still need to be taken. The discon-
nectivity in an economic context between services, organizations, industries and 
countries is at least as large as the disconnectivity of information until the 1980s.  

We have identified 12 major subdomains in UETP which are depicted in Figure 2. 
Each subdomain can be used in one economic transaction, but this is not a necessity. 
In version 1.0 we focus primarily on the domains Identification and Authentication, 
Delivery Billing and Shipping, Taxation and Payment Clearing and Settlement. 

 

 
Fig. 2. The UETP ecosystem divided into 12 subdomains and the focus domains for UETP 
version 1.0. 

4 The Three Main Requirements of the Economic Internet 

UETP can be compared to what HTTP is for the ‘regular’ or ‘information’ internet. 
The economic internet is not a complete new internet, it is merely a part of the evolu-
tion of the internet to the next level: Web 3.0 or most commonly known as the Se-
mantic Web. In the Semantic Web, the third stage of web development introduced in 
2001, one of the goals was to increase the meaning of content and the understanding 
of this content by computers, enabling machine-to-machine interaction to facilitate 
rapid transaction and effective filtering of information. [Ref. 2]. The Semantic Web is 
defined as a ‘‘mesh of information linked up in such a way as to be easily processable 
by machines on a global scale’’ [Ref. 3]. It uses ‘common and minimal language to 
enable large quantities of existing data to be analyzed and processed’ [Ref. 2, 4].  

In our opinion the economic internet is part of the evolution to web 3.0. This evo-
lution is already taken place at this moment. We have stated three main requirements 
for the economic internet. UETP is created to facilitate these three requirements: 

1. Connect; to connect people, organizations, things, machines, money, assets, 
data, rules, information, messages and transactions (so basically 
everything) with each other in (near) real time. 

2. Understand: to express and interpret in a uniform way, who, what, how 
much, where, when, and how in economic transactions. 

3. Transact: to instruct and execute in a uniform way, identification, authentication, 
delivery, reporting, taxation, subsidies, authorization, conditions, payments,  
reviews, ratings, insurance and participation and more in economic transactions. 
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5 The Semantic GUID Principle 

To be able to connect people, organizations, things, machines, money, assets, data, 
rules, information, messages and transactions in (near) real time, identification is key. 
There are multiple standards and best practices available for IDs, however they either 
focus on a specific ID (e.g. harmonized codes for products [Ref. 5], UNSPSC codes 
for products [Ref. 6]) or are generic (e.g. IETF RFC 4122 [Ref. 7] for creating global-
ly unique IDs).  

The main benefit of domain specific IDs is that they ease communication within 
that domain since the ID has a clear meaning in the context in which it is used and can 
be looked up by other parties. The drawback of these type of ID standards is that they 
can interfere with each other and / or are not complete. The harmonized codes for 
products and  UNSPSC codes for products are both not complete: they do not have 
codes for all the products in the world. Also, these standards are not compatible with 
each other which make unambiguous communication hard. Generic IDs can be used 
for everything but lack context. They work well in a worldwide domain, however 
without context one cannot tell for what it is used. 

The semantic GUID principle combines the best of both worlds. In UETP the first 
requirement is to connect everything with each other. We do not want to interfere 
with existing ID standards / systems, but we do want to benefit from these widely 
adopted standards, hence we want to interoperate with them. Also, in accordance with 
the nature of the Internet, we want a decentralized system for creating the IDs without 
losing the ability to exactly know what an ID represents in analogy with the identifi-
cation of a website by using Uniform Resource Locators (URL).  

The semantic GUID principle is a three step approach:  

1. Generate a unique ID 
2. Provide that unique ID with meaning (and / or references to other IDs), so that it 

relates to a person, thing, message, piece of information, etc. 
3. Place that unique ID with meaning in a directory service so it can be found and 

understood or connected with. 

To make sure the GUID is truly unique and to make sure security and privacy  
demands are met, the semantic GUID principle is implemented by means of the com-
bination of a certificate authority, a public key infrastructure and the IETF RFC 4122 
[Ref. 7] standard.  

6 The Decentralized Envelope in Envelope Principle 

The second main requirement is amongst others met by the decentralized envelop in 
envelop principle. In section 2 already a definition of an economic transaction is de-
scribed. In each economic transaction multiple messages are sent between the parties 
involved.  

In UETP the first message in the economic transaction also creates an envelope for 
the economic transaction itself. An economic transaction can be seen as a dossier. 
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Each message is exactly between two parties and is placed in its own envelope with 
its own header and content. This envelope is put into the economic transaction 
envelope. Depending on the properties set by the sender, the envelop can be opened 
by all parties that are involved in the economic transaction or only by the recipient. In 
the latter, the message content is also encrypted by means of a public – private key 
pair using the latest SHA encryption methods.   

UETP shall create a set of standardized messages for version 1.0. but shall also 
make it possible in this version or the next version to be able to construct own mes-
sages. Every time a message is added to the economic transaction envelop, each party 
receives a new version of the economic transaction envelop including all messages. 
Thus, an audit trail of all messages and the complete dossier are always present for 
each party real time. Although some messages cannot be opened by a specific party, 
this principle also has an extra advantage; if a party would tamper with a message, 
this can be detected by checking all the economic transaction copies. This check is 
done during sending of the new copy, which makes it impossible to alter the truth. 
Even encrypted messages can be easily checked; even the slightest change in a mes-
sage results in a different hash string and hash strings can be easily compared. The 
decentralized envelope in envelope principle improves security by its design and 
enables communication and privacy based on the sender’s needs. 

7 The Group Chat Principle 

In section 2 we described the different communication models (2, 3 and 4 corner) that 
currently exist. The Group Chat principle is an n-corner model in which n is the num-
ber of parties involved in the economic transaction. All parties have access to the 
economic transaction and can see all messages as described in section 6 like in a so-
cial media group chat. There is a slight difference in this metaphor; some information 
can be held back by encryption for the group, which cannot be done on a social media 
group chat. Due to privacy laws and regulations like the E-Privacy act [ref. 8], the 
Data Protection Directive 1995 and the Privacy and Electronic Communications  
Directive 2002 (“ePrivacy Directive”) [ref. 9], we have to provide the possibility to 
encrypt the content of a message. The header is always visible for the other parties. 

8 The Smart Transaction Receipt Principle 

The smart transaction receipt principle was basically the starting point for determin-
ing which data we need to support in UETP. The receipt is the natural endpoint of the 
purchase phase of an economic transaction, by which most economic transactions end 
(of course some economic transactions continue in case of e.g. returning of goods or 
payment in installments). In Figure 3 the smart transaction receipt principle is de-
picted. It basically contains the who (relevant information about all parties involved), 
what (product), how much (amount), where (although not visible here, we add geo-
tags to amongst others transactions to determine the legal and fiscal jurisdiction(s)  
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and the consequences of these jurisdictions for the transaction), when (date time), and 
how (based on the legal and contractual agreements of the transaction) in a specific 
economic transaction. 

 
Fig. 3. A smart transaction receipt 

9 FBM and the Overall Architecture for Developing the UETP 

To create the UETP protocol we have defined an architecture that is based on the 
three layered approach for the conceptual, logical and physical data model. This  
architecture is depicted in Figure 4.  

We chose to use a FBM approach because the main purpose of FBM is to capture 
as much of the semantics as possible of the communication between parties, to vali-
date intermediate and final results with the subject matter expert in his preferred  
language, preferably systematically using concrete illustrations and to remain inde-
pendent of the representation for a specific implementation, hence durable. FBM 
provides the means to capture the knowledge of the domain experts in terms of 
‘‘what’’ (i.e. the user requirements). FBM is conceptual, hence free of any software 
implementation bias. FBM adheres to the Conceptualization and 100% principle of 
ISO TR9007. [Ref. 10] 

We have to point out that we intended to use the term durable instead of conceptual 
because of semantics. Our durable model is a detailed description of the concepts in 
the UETP Universe of Discourse. It contains terms and their definitions, concepts,  
the relations between these concepts, variables of the facts of concepts we want to 
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communicate, communication patterns and integrity rules that restrict those variables. 
However, the term conceptual model is most commonly used for a high level descrip-
tion and that does normally only include the concepts and the relations between them. 
In our durable model no implementation specific facts are stored. Since we use a far 
more detailed description, we prefer to use the term durable instead of conceptual.  

 
Fig. 4. Overall architecture for developing the UETP 

10 The UETP Durable Model 

The UETP Universe of Discourse is quite large in contrast to regular Universes of 
Discourse. Dozens of standards already exist today that describe parts of what we 
intend with UETP. We want to reuse the knowledge in those standards, hence we 
want to interoperate. To get input for the durable model we identified 5 sources: 

1. Existing standards and protocols like ISO standards, UBL (Unified Business 
Language), GS1 standards for barcodes, different country originated e-invoicing 
standards etcetera. 

2. A co-creation platform which is open for everyone to discuss new ideas and ex-
isting functionalities of the UETP protocol. The output of the co-creation plat-
form is structured into use case descriptions. We created a use case format 
which basically describes all the elements in a durable model in a natural lan-
guage format. In this way, the community on the co-creation platform is pre 
structuring and pre conceptualizing their input for the UETP durable model. The 
co-creation platform can be found via www.focafet.org. 

3. A community of small, medium and large organizations that join to help devel-
oping the UETP. Also, we are setting up different hubs on all continents to set 
up local communities. 



284 J. Saton and F. Kleemans 

4. Prototypes and pilots. We do not believe in creating a standard purely based on 
theory. A standard needs testing in practice, what is called ex-ante in the devel-
opment of laws and regulations. The protocol is tested before release by means 
of pilots and prototypes. This also directly improves the traction of the protocol 
within and outside the community. 

5. Experts. Although the community and the co-creation platform are also means to 
get expert input, we still get a lot of input on details of the protocol by consult-
ing experts in different areas. We would like to minimize this way of input as 
much as possible and guide the experts to the co-creation platform so the com-
munity can benefit directly from the expert’s input. 

All this input has to be structured, conceptualized and linked to the existing dura-
ble model of UETP. The durable model is created by means of the cogNIAM method, 
because it includes all the elements necessary in the durable model and it has a solid 
protocol to structure and conceptualize all this input quickly and with high quality. 

11 The UETP Logical Message Model 

The UETP durable model does not contain implementation specific information. 
Hence, it does not contain the structures for the messages which can be exchanged in 
the economic transaction. To add the implementation specific information, the dura-
ble model is copied and transferred into a logical model by creating message struc-
tures based on the concepts of the durable model. We maintain one single list of terms 
and definitions for both the durable model as the logical message model to improve 
efficiency and to lower maintenance. Each version of a durable model has one or 
more versions of a logical model. These models are loosely coupled to quickly  
implement alterations while maintaining the links between the models.  

12 The UETP Physical Model and the Protocol Documentation 

The UETP logical message model is used for generating the output in the physical 
layer. Typically, a protocol is communicated to the public by means of a series of 
documents and output files in a specific technical language. The main downside of 
these output formats is that they cost a lot of time and effort to create and to update. 
By using cogNIAM we are able to generate 95% of the physical model output files 
which are XSD, XML instance examples, JSON files based on the XSD and the XML 
instance examples and an Excel overview of all messages. The JSON files can be 
improved further to reduce the payload of the transaction. We use JSON files current-
ly as a starting point for the communication with the first UETP implementers.   

Due to the fact that natural language is embedded in the cogNIAM method, we are 
able to generate the basic protocol documentation which can be further altered for 
reading purposes.  We are investigating the use of linked data output, amongst others 
for translation purposes and to enhance the connectivity of the UETP dataset with the 
rest of the world. 
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13 Conclusions and Future Work 

Our biggest challenge in this project is communication and the unambiguous transfer 
of knowledge. FBM is the key element for determining the What instead of the How. 
In our opinion no other approach is suitable to address our demands of durability. We 
are still further creating and refining the UETP protocol and its output, however we 
are already recognized by other standards bodies like the W3C, because of the high 
quality of detail we deliver due to FBM. In our opinion FBM can be further combined 
with the three layered approach in one standard. We gained a lot of efficiency because 
we described the logical model in a FBM way.  

We aim to have UETP 1.0 version ready for testing at the end of 2015. Currently 
we are working in several projects to develop UETP and let the exchange protocol 
interact with (crypto)currency networks, identity frameworks and taxation models. 
Earlier versions are added to www.focafet.org.  
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Abstract. Semantic modeling plays a central role in knowledge-based systems 
where information sharing and integration is a primary objective. Ontology and 
metadata description languages such as OWL (Web Ontology Language) and 
RDF(S) (Resource Description Framework Schema) are commonly the most used 
for representing semantic models and data. The graph-like structure adopted for 
semantic metadata representation allows simple and expressive queries by using 
SPARQL-based subgraph matching. While performance of such knowledge-
based systems depends on multiple factors, in this work we present a mechanism 
to properly choice a semantic modeling pattern in order to significantly reduce the 
data query execution time. Based on this understanding, this work proposes a 
comparative analysis of different conceptual modeling approaches on the basis of 
financial domain. In order to show the efficiency/accuracy of our approach, an 
evaluation of SPARQL-based queries was performed against different modeled 
datasets. 

Keywords: Conceptual modeling · Linked Data · Performance · Semantics; 
SPARQL 

1 Introduction 

Nowadays the Financial domain is a source of a great amount of data, as enterprises 
periodically publish information relative to their financial statements. However, there 
are multiple ways for representing this information. In financial environments, finding 
the right information at the right time is the key issue for decision-making process [1]. 
From this perspective, the importance of performance is twofold. On the one hand, 
finding information in a fast way could be critical for making an important decision 



290 J.L. Sánchez-Cervantes et al. 

and, on the other hand, due to the great volume of information, it is necessary to op-
timize the process. For this reason, an appropriate representation model could provide 
a common way for efficiently representing and retrieving financial information. This 
work is based on the hypothesis that the use of the appropriate semantic modeling 
pattern might reduce the data retrieval time through the SPARQL-based queries ex-
ecution, and therefore the process of finding data and decision-making process can be 
more efficient. To confirm this hypothesis, a process for the extraction and processing 
of XBRL (eXtensible Business Reporting Language) financial statements published in 
the EDGAR (Electronic Data Gathering, Analysis, and Retrieval system)1 repository 
using semantic technologies, such as RDF(S), OWL and SPARQL, was performed, 
with the aim of generating a financial knowledge base inspired on Linked Data prin-
ciples [2] that is conformed of two different graphs assigned at Mixed and Entity-
Attribute-Value (EAV) semantic models. Through these semantic models, we have 
designed and run a set of SPARQL-based queries with the aim of identifying which of 
these semantic models provides the acquisition of financial data faster.  

This paper is organized as follows: Section 2 summarizes the Literature review; 
Section 3 presents the financial taxonomy and the two models (EAV and Mixed) used 
as basis of this research; Section 4 describes the experiment set up and Section 5 
presents and discusses the obtained results; finally Section 6 presents conclusions and 
future work. 

2 Literature Review 

In the literature, there are many initiatives related with applying benchmark testing on 
RDF (Resource Description Framework) datasets corresponding to several domains. 
Some of these initiatives have obtained interesting results, which are briefly described 
below. Fundulaki et al. [3] presented the Linked Data Benchmark Council (LDBC) 
project with the aim of providing a solution to the following problems: a) the lack of a 
comprehensive suite of benchmarks that encourage the advancement of  technology 
by providing both academia and industry with clear targets for performance and func-
tionality; and b) the need for an independent authority for developing benchmarks and 
verifying the results of RDF engines. The solution to these problems was timely and 
urgent because non-relational data management is emerging as a critical need for the 
new data economy based on large, distributed, heterogeneous, and complexly struc-
tured datasets. Our proposal intends to contribute providing a benchmark to measure 
the time for information retrieval from the comparison of two models for semantic 
representation of financial data.  

The Berlin SPARQL Benchmark (BSBM) for comparing the performance of sev-
eral semantic systems, such as native RDF stores, systems that map relational data-
bases into RDF, and SPARQL wrappers around other kinds of data sources across 
architectures, was presented by Bizer and Schultz [4]. FedBench, a comprehensive 
benchmark suite for testing and analyzing both the efficiency and effectiveness of 
federated query processing on semantic data was presented by Schmidt et al. [5].  

                                                           
1  https://www.sec.gov/edgar/searchedgar/companysearch.html 



 Benchmarking Applied to Semantic Conceptual Models of Linked Financial Data 291 

An evaluation of FedBench, which is considered as the most comprehensive 
SPARQL testbed up to now, was presented by Montoya et al. [6]. The creation of a 
generic procedure SPARQL benchmark applied to the DBpedia base knowledge was 
proposed by Morsey et al. [7]. SRBench, a general-purpose benchmark primarily 
designed for streaming RDF/SPARQL engines, completely based on real-world data 
sets from the Linked Open Data cloud was introduced by Zhang et al. [8]. A bench-
mark for comparing the expressivity as well as the runtime performance of data  
translation systems, trough the design of LODIB (Linked Open Data Integration 
Benchmark) was presented in the work of Rivero et al. [9]. Bail et al. [10] presented 
FishMark, a Linked Data application benchmark to compare the performance of the 
native MySQL application, the Virtuoso RDF triple store, and the Quest OBDA  
system on a fishbase.org like application.  

Unlike the initiatives [4-10], in this work several datasets are not compared. In our 
proposal, we have established a comparison between the EAV and Mixed models to 
represent financial information. Such comparison involves the execution of a set of 
SPARQL-based queries in order to measure the runtime of data retrieval in both models. 

A classification methodology for federated SPARQL queries and a heuristic called 
SPLODGE for automatic generation of benchmark queries that is based on this me-
thodology and takes into account the number of sources to be queried and several 
complexity parameters were presented by Görlitz et al. [11]. The RDF benchmark to 
model a large scale electronic publishing scenario was presented by Tarasova and 
Marx [12]. Unlike these initiatives, in our work, we propose a comparative analysis of 
two different conceptual modeling approaches on the basis of financial domain. The 
first contribution of the work presented by Aluç et al. [13] is an in-depth experimental 
analysis which shows that existing SPARQL benchmarks are not suitable for testing 
systems for diverse queries and varied workloads. To address these shortcomings, 
their second contribution is the Waterloo SPARQL Diversity Test Suite (WatDiv) that 
provides stress-testing tools for RDF data management systems. Our contributions are 
1) Propose two semantic models inspired in Linked Data principles [2] in order to 
publish financial information from multiple sources; 2) Provide a benchmark that 
allows the definition of which financial Linked Data model presented is the most 
appropriate to publish, search and calculate financial information. 

Some of previously works described have obtained outstanding results by applying 
benchmark tools over several datasets. A key challenge for the semantic Web is to 
acquire the capability to effectively query large knowledge bases. From this perspec-
tive, unlike these works, we describe two Semantic data models (EAV and Mixed 
models) with their respective benchmarking in order to compare their performance for 
data retrieval in a financial data context. 

3 Description of Semantic Data Models 

The overall objective of semantic data models is to capture more meaning of data by 
integrating relational concepts with more powerful abstraction concepts known from 
the Artificial Intelligence field in order to facilitate the representation of real world 
situations [14], [15]. For benchmark purposes, we evaluated two data models, the 
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Table 1. SPARQL-based queries for benchmark experiments 

SPARQL 
Query 

Description 

Q-1 It retrieves all the information of the first 500,000 records in the dataset. 
Q-2 It gets a list with the company name and Central Index Key (CIK) regis-

tered in the dataset. 
Q-3 It gets the financial concepts related to a company (e.g. Apple Inc.), 

indicating the document period end date for each financial concept. 
Q-4 From Google, Microsoft and Yahoo companies, it retrieves information 

from the ratios of their balance sheets with their respective values pub-
lished the following dates is between 01/01/2010 and 31/12/2012. 

Q-5 It retrieves information of companies whose their Goodwill Value is 
greater than 10,000,000,000dlls and their document fiscal year focus is 
2013.  

Q-6 It calculates the Acid test for ABTECH HOLDINGS, INC. It is based 
on the fiscal focus indicator and the fiscal year focus value. Acid Test is 
an accounting ratio that indicates the liquidity or solvency of a company 
in the short term [20].  

Q-7 It calculates the Day Time Interval Measurement for ABTECH 
HOLDINGS, INC. It is based on the fiscal focus indicator and the fiscal 
year focus value. The Day Time Interval Measurement calculation al-
lows getting the number of days in which a company can continue oper-
ating, if for some reason, the company stops its daily activities [20].  

 
The experiments have been carried out under the following technological capabili-

ties: a computer of 64 bits with Operating System Windows Server 2008 R2 Standard, 
Service Pack 1,8 GB of RAM, a processor AMD Phenom(tm) II X6 1090 3.20GHz 
and Virtuoso Open-Source Edition (version 7.2.1) as support platform to the RDF 
triplets.  

We decided to use Virtuoso Open-Source because we believe that it is the platform 
for management, access and integration of Linked Data more convenient to perform 
our experiments. Our decision is based on the results of benchmark tests for the ex-
ecution of SPARQL-based queries performed by other authors, such as Bizer and 
Schultz [4] and Morsey et al. [7], which compared various systems for managing data 
based on Linked Data, and their obtained results indicated that Virtuoso was the fast-
est. The results obtained after the execution of the set of SPARQL-based queries for 
both models are described in the next section. 

5 Results 

First, we have considered to measure the loading time of the triples in Virtuoso Open-
Source for both models. The mixed model obtained a loading time of 3,9 hours with 
4,76 GB of files with triples, while the EAV model obtained a loading time of 5,18 
hours with 5,84 GB of files with triples. The loading process of the triples in the data-
set generated a total of 138, 675, 457 triples, of which 89,977,851 correspond to the 
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EAV model and 48,697,606 triples to the graph of Mixed model. For both models, the 
set of SPARQL-based queries was executed five times with the purpose of finding the 
same information and to calculate the average runtime of the data retrieval. These 
SPARQL-based queries were executed through the iSQL tool of Virtuoso Open-
Source, and the results were dumped into .txt files. The records stored in these files 
allow analyzing the data retrieved. The main metric used to compare the obtained 
results of the EAV and Mixed models is the runtime of data retrieval (measured in 
milliseconds/ms). These results are shown in the Table 2 and are available (.zip) on 
the following URL:  

https://drive.google.com/file/d/0B1dT-T9E25tTUVJLc2hYeTFHQnM/view?usp=sharing 

Table 2. Benchmark time of data retrieval for EAV and Mixed models 

Time to data retrieval (ms) 
MODEL Q1 Q2 Q3 Q4 Q5 Q6 Q7 

 
EAV 

37737 920 748 3198 826 2870 550 
38095 858 733 3213 827 3447 560 
38048 890 764 3042 1404 3588 550 
35210 874 827 3183 780 3354 550 
37690 874 734 3214 780 3292 560 

 
Mixed 

47705 499 47 3261 827 952 484 
31808 1529 31 3276 624 967 515 
35990 1560 31 2121 889 936 468 
35990 1653 16 3276 687 936 499 
36083 1279 31 3183 827 952 483 

Averages (ms)
EAV 37356 883,2 761,2 3170 923,4 3310,2 554 

Mixed 37515,2 1304 31,2 3023,4 770,8 948,6 489,8 

 
The following program listing is an example of a SPARQL-based query executed 

for the Mixed model  
 

SELECT DISTINCT ?companyName ?goodwillValue ?documentFiscalYearFocus  
WHERE { ?s flgrant:EntityRegistrantName ?companyName . 

 ?s flgrant:hasBalanceSheetField ?BalanceSheetField . 
 ?s flgrant:DocumentFiscalYearFocus ?documentFiscalYearFocus . 
 ?BalanceSheetField flgrant:hasMonetaryValue ?monetaryValue . 
 ?monetaryValue flgrant:value ?goodwillValue . 
 ?BalanceSheetField a ?bsclass . 
 ?bsclass rdfs:label ?BalanceSheetFieldLabel . 
 FILTER (?BalanceSheetFieldLabel = “Goodwill”) 
 FILTER (xsd:integer(?goodwillValue) >= 10000000000)  
 FILTER (xsd:integer(?documentFiscalYearFocus)="2013"^^xsd:integer)}; 

The above SPARQL-based query is an example of obtaining the results of Q5 cor-
responding to the Mixed model. For simplicity, we skipped the prefixes in this example. 

The initial experiments were performed to the EAV model and its average results 
favor to the Q2, Q3, Q5 and Q7 queries with values of less than 1000ms for each 
query. Q2, Q3 and Q5 are medium complexity queries that require retrieving data 
based on one or two search criteria. Q5 is slightly more complex because it requires 
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searching those values corresponding to the Goodwill ratio with value of more than 
1000,000,000dlls. In contrast, Q7 requires a series of calculations for the Daytime 
interval measurement based on a particular Document Fiscal Focus and a Focus Doc-
ument Fiscal Year. Moreover, Q1 and Q4 are queries that require retrieving a consi-
derable amount of data. The first one requires retrieving the general information of 
the first 500,000 records of all triples generated in this model, while the second one 
requires obtaining data within a date range. The times obtained for these queries are 
reasonable, considering that the subject of triples generated for this model serves as 
an index, which is the retrieval path for the desired data during the search process. 
However, the time obtained in Q7, compared to Q6, is very good, indicating that this 
model is useful for certain calculations. 

If the results of each model are analyzed one by one in the Table 2, we can find two 
notable differences; the first one indicates that the average time for data retrieval in Q2 
is higher in the Mixed model compared with the EAV model. However, it is not the 
same case for Q6. Other queries have certain similarities in both models, for example 
queries Q1 and Q4 exceed 1000ms, while Q3, Q5 and Q7 remain this value. The aver-
age times presented in Table 2 show that the Mixed model scored the best times for data 
retrieval in processed queries, with exception of Q1 and Q2. However, the difference 
between the two models does not exceed the 500ms. The overall average time for EAV 
model is 6708,285,714ms, and on the Mixed model is 6297,571,429ms, with a differ-
ence of 410,714,285ms. Therefore, we deduce that the Mixed model is the most optimal 
for the execution of queries processed in these experiments.  

6 Conclusions and Future Work 

Knowledge representation is the basis for sharing and knowledge reuse. In this way, 
Ontologies and Linked Data provide the structure and the tools for representing and 
sharing knowledge allowing information retrieval based on common vocabularies. 
These characteristics are especially relevant for the financial domain where the data 
sources are diverse and appropriate semantic models are necessary for representing 
and retrieving information. Based on this understanding, the calculation of rations in 
the financial domain is particularly relevant. However, performance issues must be 
taken into account in order to provide the right information at the right time. For this 
reason, in this paper two conceptual modeling approaches for the financial domain 
have been presented.  

Both conceptual models are based on the simplified US-GAAP Balance Sheet 
Taxonomy. These models allow the representation of financial ratios as well as perform 
searches. Despite that the EAV model is optimal for directly browsing and finding in-
formation, the Mixed model proposed favors the financial calculations and the search of 
ratios. This model is especially relevant for the financial domain where information is 
usually result of calculations based on data not directly accessible. Thus, the results of 
the benchmark analysis of both approaches showed that the Mixed model is the most 
optimal for the execution of the SPARQL-based queries corresponding to the context of 
our work.  
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Based on the results of this study, future research will include the execution of 
more experiments with the processing of SPARQL-based queries, as well as the cal-
culating of Student’s T-distribution to corroborate statistically if the Mixed model 
continues acquiring the financial data faster. Furthermore, we pretend adding an ex-
tension of the Mixed Model in order to provide a Linked-Data based framework for 
representing the financial data of enterprises which publish their results in order to 
provide an efficient environment for sharing financial information. Such Linked Data 
approach will connect the financial data with other data sources in order to enrich the 
information and provide efficient added value services. 
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Abstract. The im4Things platform aims to develop a communication interface 
for devices in the Internet of the Things (IoT) through intelligent dialogue based 
on written natural language over instant messaging services. This type of com-
munication can be established in different ways such as order sending and, sta-
tus querying. Also, the devices themselves are responsible for alerting users 
when a change has been produced in the device's sensors. The system has been 
validated and it has obtained promising results. 

Keywords: Dialogue systems · Natural Language Interfaces · Ontologies ·  
The Internet of Things 

1 Introduction 

The Internet of things refers to the connection of physical things to the Internet in 
order to make it possible to access remote sensor data and to control the physical 
world from a distance [1]. The incorporation of an electronic system into these physi-
cal things requires a certain amount of expertise for programming and control of the 
hardware and software elements. Nowadays, it is important to increase the access to 
technology and the development of tools that allow all kind of users to carry out tasks 
such as maintaining a comfortable temperature or programming the coffee maker, 
among others, thus enhancing the quality of their lives. 
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On the other hand, the semantic Web aims to provide Web information with a 
well-defined meaning and make it understandable not only for humans but also for 
computers [2]. In the Semantic Web, the ontologies are the main vehicle for domain 
modeling. An ontology is defined as a formal and explicit specification of a shared 
conceptualization [3]. Nowadays, data stored in ontology-based knowledge bases 
have significantly grown, becoming an important component in enhancing the Web 
intelligence and in supporting data representation. Indeed, ontologies are being ap-
plied to different domains such as biomedicine [4], finance [5], innovation manage-
ment [6], Cloud computing [7] [8], medicine [9], and Human Perception [10], among 
others. In the context of Internet of Things, the ontologies play an important role in 
device and service interoperability as not only do they provide semantics for the data 
to be exchanged, but also for describing the devices themselves [11], thus allowing 
these components to communicate unambiguously with each other [12]. 

In this work, we describe the im4Things platform which represents an effort to 
provide users a mechanism for control and query different devices such as electrical 
appliances or industrial systems in a distributed scenario. The im4Things platform 
provides an ontology-based natural language dialogue system which allows users to 
interact with different devices through instant messaging services in a fast and intui-
tive way, improving the performance and comfort of smart environments, thus en-
hancing the quality of users’ lives. This paper is structured as follows: Section 2 out-
lines the state of the art on NLI development and device control applications. Section 
3 describes the architecture design, modules and interrelationships of the suggested 
approach. Section 4 thoroughly describes the evaluation of the suggested platform. 
Finally, conclusions and future work are presented. 

2 Related Works 

Nowadays, there are prominent efforts to provide NLI (Natural Language Interfaces) 
for ontology-based data sources in different contexts such as rehabilitation robotics 
[13], finances systems [14], among others. Also, there are research efforts to provide 
ontology-driven NLI in different domains, some examples of these works are SWSNL 
[15] and FREyA [16]. Despite the aforementioned works obtained promising results, 
they are not focused on the control and query of devices such as electrical appliances 
or industrial systems. 

There are research efforts to use ontologies for describing real Ambient Intelli-
gence environments [17]. The suggested ontologies aim to solve several key chal-
lenges such as application adaption, automatic code generation and code mobility. 
Despite this work seems very interesting, it does not offer natural language interfaces 
that allow users to interact with this kind of environments. On the other hand, in [18] 
the authors presents a survey of semantic-based approaches for reasoning about the 
context in Ambient Intelligence.  

In the context of device control, the number of mobile applications for the control 
of electronic devices has dramatically increased. Thanks to these applications users 
can manipulate domotic systems by means of mobile devices such as smartphones 
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and tablets. Among the device control applications we can highlight those systems 
that allow interaction with different devices by means of both written and oral natural 
language dialogues. An example of this is found in Mayordomo [19], a multimodal 
dialogue system which allows interaction with an Environmental Intelligence context 
in a house through speech. Another example of this kind of application is AmIE [20] 
a system which aims to provide an intelligent environment able to improve the quality 
of life of elderly people. 

Most of those systems have focused on controlling domotic devices in a centralized 
way, by using domotic connection technologies such as EIB-KNX [21], X10 [22] or 
proprietary systems. In contrast, the im4Things platform provides users a mechanism 
for controlling and querying different devices in a distributed scenario. Besides, the 
use of ontologies has two main objectives: (1) to describe every action, function, sen-
sor, and state of devices through a domain ontology, which incorporates linguistic 
information of all these features, (2) to retrieve all semantic information from the user 
query in order to translate it to commands that can be executed by the devices. In the 
next section, the architecture design, modules and interrelationships of the proposed 
approach are described in detail. 

3 Platform Architecture 

The system suggested here is composed of three main modules: im4Things app, 
im4Things cloud service and the device (see Fig. 1). The im4Things app implements 
an instant messaging chat through which users can send and receive messages from  
 

 
Fig. 1. Im4Things architecture 
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the im4Things cloud service. The im4Things cloud service is in charge of securing 
and managing the instant messaging communication between the im4Things app and 
the devices. Inside each device there is a dialogue module that permits to execute 
commands and query the current state on the device. This module also permits to 
detect alerts from the device in order to transform these alerts into natural language 
and send them through the system (i.e.: the command execution has finished). Every 
action, function, sensor and state of devices are represented through a domain ontolo-
gy that incorporates linguistic information of all these features. Taking into account 
that the ontology creation and management related processes are very important to 
define and develop semantic services [23] the ontology used in this work was de-
signed by a group of experts on domotic devices programming. 

Next, each module is described in detail. 

3.1 im4Things App 

This app permits instant messaging communication between users and devices in real 
time. This communication is done using the XMPP1 protocol that allows to manage a 
very secure instant messaging session. 

Users need to register into the platform in order to start using this application. Then 
the user can add other users and devices that incorporate to the cited hardware. The 
app registers devices through a unique code that is printed in each device. Users can 
identify each device by means of an identifier and password. Besides, the app has 
other functionalities such as sending files or creating groups composed by other users 
and devices. 

The user interface is designed to be intuitive and it is similar to other instant mes-
saging apps which are widely used. 

3.2 im4Things Cloud Service 

The aim of this service is to maintain the instant messaging communication between 
the users and devices using a secure MongooseIM2 service. This service was adapted 
in order to be integrated with other functionalities such as registration, messaging, 
synchronization, notification pushing, and device registration, among others. 

3.3 Device 

Each device has a specific hardware composed of sensors, and a control and commu-
nication system that interacts with the software to execute commands and send the 
device’s state in an efficient manner. This hardware is based on Raspberry as it has 
successfully been used in multiple control and voice recognition systems such as the 
one presented in [24]. 
                                                           
1 http://xmpp.org/ 
2 https://www.erlang-solutions.com/products/mongooseim-massively-scalable-ejabberd-

platform. 
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The device also implements a version of the chat app which is managed by the di-
alogue module that is in charge of managing the conversation between the device and 
the user. 

Next the dialogue module is explained in detail. 

3.3.1 Dialogue System 
Traditionally, written dialogue systems implement three different natural language 
tasks: natural language understanding, dialogue management, and language genera-
tion. In our approach it is also necessary to include a new module that permits the 
communication with the devices to query its current state, execute commands or man-
age the communication between the user and the device. 

Fig. 2 shows the dialogue system architecture. As it can be observed, the dialogue 
system is based on a device ontology that represents and formalizes the information 
and knowledge of the device such as the action that can be executed, the sensors it 
contains, the services and alerts that can be executed by the device, its possible states 
and other devices that can be integrated in this device. 

Dialogue management

State update
Command 
selection

Dialogue state

Understanding

Generation

Device 
controller

Device ontology

 
Fig. 2. Ontology-based dialogue system architecture 

Fig. 3 shows an example of an ontology that represents a coffee maker device. In 
this example the coffee maker can adopt up to six different states (CoffeeEmpty, 
DrinkReady, Off, MakingDrink, SelectDrink, WaterEmpty and Paused). Besides, 
coffee maker has three sensors (WaterLevel, Temperature, CoffeeLevel) that alert 
when there is no more water or coffee, and when the drink is ready. Finally, three 
different actions can be executed in the device (DrinkSelection, Start, and Stop). 
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Fig. 3. An excerpt of an ontology for a coffee maker device 

The main aim of the natural language understanding module is to analyze if the re-
ceived text is a query or a command, and it processes the meaning of the text in order 
to handle this message. This module is based on previous works of our research group 
such as [25], where the text that is received is represented by means of a question 
model ontology that stores linguistic information such as the main verb, the question 
focus, modifiers and other linguistic information. This ontology also contains the 
references to the device ontology in the text.  

As regards the dialogue management, it is based on the Artificial Intelligence 
Mark-up Language (AIML) [26], which is based on XML for developing conversa-
tional systems. This type of language is used for defining pattern templates which 
produce a response based on a simple correspondence of entry tokens. However, 
AIML has not been designed for language processing or the understanding of sen-
tences. That is why an extended version of AIML is used in this study, where tokens 
are not used. Instead of that, we deal with elements of the device ontology and infor-
mation provided by the understanding module. 

The dialogue module obtains the possible patterns (commands or queries) which 
are more accurate for the received text. It also analyses and checks whether it is poss-
ible to carry out that command or query, and it executes it by changing the state and 
communicating with the device controller and the generation module. 

When it comes to a command, it is executed by the device controller, which indi-
cates whether this command has been correctly executed. Then the dialogue manage-
ment module would establish communication with the generation module so that a 
natural language response can be generated and sent to the user. 

It is important to remark here that not only does the device controller execute the 
commands, but it also monitors the alerts sent from the device and manages their state. 
In this case, the controller warns the dialogue management system to alert the user. 
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4 Evaluation 

We have conducted an evaluation in order to know the effectiveness of the im4Things 
platform to provide control over different devices from the user environment by 
means of written natural language expressions. This evaluation involved the participa-
tion of a group of five people which have no knowledge or experience on devices 
programming within smart environments. This group represents potential real-word 
end users. The evaluation was performed as described below. 

1. The devices involved in this evaluation were a coffee maker, a washing machine 
and a watering system. 

2. In order to avoid questions out of the context, the people received a description of 
the functionalities that the devices are able to perform, as well as their possible 
states. 

3. The participants were asked to express 20 messages in natural language concerning 
commands and states of the involved devices. 

4. The natural language expressions provided by the non-expert users were executed 
through the im4Things app. 

5. The response provided by the im4Things platform was compared to the expected 
behavior of each device. 

6. In this evaluation we employed the precision metric, which is commonly applied 
by researchers in the context of NLI development [27] [28] [29]. In this context, 
the precision metric refers to the proportion of messages that were successfully ex-
ecuted by the corresponding device. This score was obtained by dividing the num-
ber of messages successfully executed by the im4Things platform by the total of 
messages provided by the group of end-users. 

The accuracy obtained was 0.92%, which means that 92 of 100 questions and 
commands were correctly handled by the system. Despite the fact that these results 
seem promising, there are still some issues to be solved. On the one hand, the ontolo-
gy does not have many labels representing synonyms, however we cannot guarantee 
that all knowledge entities contained in this knowledge base are correctly annotated. 
On the other hand, it is difficult to detect some of the commands to be executed in the 
device. Besides, some of these commands were unable to be executed because the 
device does not provide this functionality. 

5 Evaluation 

There is a first functional version of the prototype and all the components have been 
developed. What is more, the prototype has been configured for the control of a cof-
fee machine, a washing machine and a watering system. Future research lines will 
consist in improving how modules work. Most of the improvement work will focus 
on the dialogue and sensor systems. Around 50 potential users will be selected for the 
validation of the system by means of a graphic questionnaire which does not affect 
them about their use of language to interact with the devices. This study will measure 
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the accuracy of the system. Besides, this dialogue system will be improved so that 
language can be generated, since nowadays it just obtains a set of parameterized pat-
terns to respond to the user. 

The authors are also working on a device configuration assistant which allows the 
semi-automatic, ontology-based generation of most part of configuration and defined 
patterns found on the platform, so that device configuration will be easier for the user. 

The authors are also contemplating the possibility of interacting with devices 
through speech, by using VoiceXML technology, in a similar way to [30]. 

Finally, prototypes for the control and consulting of complex industrial facilities 
are being designed. They are based on the technology that has been developed in this 
work. 

Acknowledgements. Mario Andrés Paredes-Valverde is supported by the National Council of 
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Abstract. This paper addresses a high level semantic integration of software ar-
tefacts for the development of Domain Specific Languages (DSL). The solution 
presented in the paper utilizes a concept of DSL meta-model ontology that is 
defined in the paper as consisting of a system ontology linked to one or more 
domain ontologies. It enables dynamic semantic integration of software arte-
facts for the composition of a DSL meta-model. The approach is prototypically 
implemented in Java as an extension to the DSL development tool CoCoViLa. 

Keywords: Semantic interoperability · Semantic integration · Ontology-based 
modelling · DSL meta-models · DSL development 

1 Introduction 

Domain Specific Languages (DSLs) have been used for a long time in order to short-
en the software development lifecycle and make it cost effective in a particular do-
main of interest. There are many well-known DSLs available like XML for describing 
data, HTML to mark-up web documents, Structured Query Language (SQL) for que-
rying relational databases, etc. There are also DSLs that are more specific like 
WebDSL [4] and the Modelica modelling language [2]. In order to create a DSL, 
several tools have been developed. For example, Xtext1, MS Visual Studio2, Metae-
dit3, and CoCoViLa4 are tools that enable the development of a DSL. However, issues 
related to the integration of these tools and the corresponding DSL meta-models are 
not entirely solved. 

Currently, tools are in many cases integrated on the basis of XML or UML profile 
SysML or via given transformations of different software artefacts related to DSL 
models so that models can be imported or exported among tools. However, these re-
presentations of software artefacts or corresponding metadata do not formally and 
explicitly capture semantics of described artefacts. Although model transformations 
represent semantics, it is encoded into the set of transformation rules. 
                                                           
1  http://www.eclipse.org/Xtext 
2  https://www.visualstudio.com/ 
3  http://www.metacase.com/mep/ 
4  http://cocovila.github.io/ 
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In this paper, we provide a new approach to integration of software artefacts for 
DSL development using the semantic representation of software artefacts in the form 
of linked formal ontologies described in Ontology Web Language (OWL) [9]. The 
role of OWL is to serve as a common language for representation of semantics of 
software artefacts. 

Novelty of our approach is twofold: the semantic integration of distributed soft-
ware artefacts into a coherent DSL meta-model as well as the simplification of the 
development lifecycle and evolution of a DSL. In addition, our method also facilitates 
the semantic integration between DSL meta-models created by different DSL devel-
opment tools in the case there exists a commitment by software developers to use a 
common top level system ontology or to explicitly define and make available the 
system ontology of their tool.  

The approach presented in this paper is prototypically implemented as an extension 
to the DSL development tool CoCoViLa [7]. It allows an automatic generation of 
executable Java programs according to a DSL meta-model and a specification of an 
application expressed in the corresponding DSL. In this paper and in CoCoViLa, the 
term DSL is used to denote a specific type of DSLs i.e. Domain Specific Modelling 
Languages. However, our approach is general enough to be applied for the develop-
ment of different kinds of DSLs. 

The rest of the paper is structured as follows. Section 2 is devoted to the related 
work and Section 3 provides background knowledge about the DSL development 
process with CoCoViLa. In Section 4, our new approach for semantic integration of 
software artefacts is presented. Section 5 provides an overview of a system architec-
ture supporting the approach. Section 6 concludes the paper. 

2 Related Work 

Ontologies are used in the existing ontology driven software engineering methodolo-
gies in several ways. In general, they are mostly used for the consistency checking of 
software models and as tools for representing model transformations [13, 14]. Anoth-
er trend is to integrate ontologies to the OMG meta-pyramid of MDA [15] and to the 
Ecore meta-meta-model of the Eclipse Modelling Framework [5] in order to provide 
meta-meta-model for modelling DSL languages [14, 16]. 

Research that is tightly related to the approach provided in this paper express two 
views. From the modelling point of view, semantic search and composition of models 
of software components [6] are important. From the technical point of view, integra-
tion of OWL and Java is essential. For example, a hybrid modelling approach that 
enables software models partially developed in Java and in OWL is given in [12]. 

However, to the best of our knowledge we do not know the DSL development ap-
proaches that use linked ontologies for semantic integration of software artefacts and 
for dynamic building of DSL meta-models as presented in this paper. 
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3 Background: the DSL Development Process with CoCoViLa 

The CoCoViLa system supports the CoCoViLa modelling language that consists of 
visual and declarative languages for developing DSLs for domains, where scientific 
and engineering computations play an important role. Expected users of the CoCoVi-
La modelling language are DSL designers, who create a meta-model of a DSL for a 
particular domain. The syntax of the full CoCoViLa modelling language is presented 
in [3]. The CoCoViLa tool was successfully used for the development of different 
DSLs in the domains of simulation of hydraulic systems as well as simulations of 
security measures for banking and communication networks [7]. 

 
Fig. 1. The meta-pyramid of models based on the CoCoViLa language and tool 

In Fig. 1, the current DSL development process with the CoCoViLa system is  
explained using the OMG MDA terminology [11] and its modelling pyramid. Exten-
sions that constitute the core of this paper are presented in the next sections. 

The CoCoViLa modelling language (on the level M3 in Fig. 1) enables to describe 
meta-models that define DSLs for various domains. Application specific models are 
created by DSL users. These models of the level M1 are automatically transformed to 
the corresponding valid logical representation in order to use the method of automatic 
construction of algorithm of a program [8] and for efficient generation of the corres-
ponding Java source code. The CoCoViLa tool is implemented in Java; therefore the 
system by default allows generating the Java code directly from an application specif-
ic model. Other platform dependent code can be generated from the Java source code. 

In Fig. 1, a DSL is created manually taking into account users’ requirements and 
domain knowledge. This corresponds to the previous method of DSL development 
with CoCoViLa that did not include any special requirements concerning the repre-
sentation of domain models to be used. In practice, informal methods were used. 

Recently, (in [10]) we have presented a method that allows formal domain ontolo-
gies presented in OWL to automatically transform to design templates of a DSL meta-
model in order to partially automate the DSL development process with CoCoViLa. 
The current paper takes these transformations into account when extending the origi-
nal architecture of the CoCoViLa tool.  
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4 Semantic Integration of Software Artefacts 

In order to semantically describe software artefacts used for the development and 
implementation of a DSL and its meta-model, we use OWL ontologies that are widely 
utilized in semantic web technological space and supported by well-known standards 
by W3C. One of the effects of using semantic web standards is an opportunity to se-
mantically describe DSL artefacts and to link software artefacts developed by one 
modelling tool to artefacts developed by other modelling tools or systems in a distri-
buted way over the Web. Another effect is possibility to use Description Logics (DL) 
reasoning facilities [1] as ontologies are represented in OWL [9]. 

4.1 The Concept of DSL Meta-Model Ontology 

Central to our approach to integration of software artefacts is the notion of DSL meta-
model ontology. We define a DSL meta-model ontology as a formal ontology that 
links together the system ontology and one or more domain ontologies as well as may 
include links to external software artefacts on the Web (see Fig. 2). In this paper, we 
consider software artefacts that are needed for the DSL development and application 
processes. These are for example several types of components of a DSL meta-model 
like CoCoViLa specifications, Java classes from Java libraries, diagrams and their 
elements, application packages, the Java source code, etc. 
 

 
Fig. 2. The concept of DSL meta-model ontology 

The System ontology formally describes concepts of a particular modelling lan-
guage and the corresponding software system as well as relationships among them. 
For example, the CoCoViLa system ontology includes concepts like JavaClass, 
MetaClass, ConceptSpecification, etc. 
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ConceptSpecification class are related to the automatically generated Con-
ceptSpecificationTemplate class instances via the hasTemplate object 
property. 

Concept specification templates are restricted forms of concept specifications that 
do not include specifications of dynamic parts of a DSL meta-model like relations 
(except equality relation). These templates are automatically generated from class 
descriptions of domain ontology using transformation rules given in [10]. The corres-
ponding relationship is represented in ontology by the isGeneratedFrom object 
property that provides links to domain concepts used in a DSL meta-model. Concept 
specification templates can be later manually extended with the CoCoViLa language 
statements that could not be covered by transformations (e.g. equations and relations).  

Individuals of the MetaClass class are implemented on the basis of individuals 
of the ConceptSpecification class and Java. The corresponding relationship is 
expressed by the implements object property whose domain is the class MetaC-
lass that is a subclass of the class JavaClass collecting instances that are Java 
classes. The MetaClass class collects individuals that are Java classes and may 
contain Java methods that are realizations of relations described by the Con-
ceptSpecification class individuals. 

It is possible to use diagrammatical elements for a DSL development. Therefore, 
the CoCoViLa system ontology includes several classes for representing diagram 
elements as subclasses of the DiagramElement class. Individuals of these ele-
ments can come from external sources and be linked via URIs to the DSL meta-model 
ontology. However, diagrammatical language elements can be also created by the 
CoCoViLa class editor. 

For diagrammatical language of CoCoViLa the notion of a visual class is used. The 
VisualClass class is a subclass of the MetaClass class. Its individuals are the 
MetaClass class individuals that are extended with an image, ports and fields.  
The VisualClass class individuals have the data property hasIcon that could 
be URI to an image of an icon used for denoting a visual class on a toolbar of the 
CoCoViLa DSL window. 

4.3 An Example: the Geometry DSL Meta-Model Ontology 

Let us consider a simple example of the creation of a meta-model ontology for the 
Geometry DSL. In the following Fig. 4, a fragment of the geometry domain ontology 
is depicted. All the data property ranges in Fig. 4 are xsd:double. 

In order to create a DSL for calculations related to geometric shapes from the given 
domain ontology of geometric shapes, the CoCoViLa system ontology (see Fig. 3) 
and domain ontology (see Fig. 4) are imported to the Geometry DSL meta-model 
ontology. For each (or selected) domain ontology class a corresponding instance of 
the ConceptSpecificationTemplate class is created and linked to it via the 
isGeneratedFrom object property value. This object property value indicates 
from what domain ontology class the template is automatically generated. For exam-
ple, the following templates in Fig. 5 are generated from the OWL class Rectangle 
and its super-classes.  
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Fig. 4. Domain ontology of geometric shapes (a fragment) 

The generated concept specification template of the concept Rectangle can be 
manually completed by corresponding equations for calculating for example a value 
of the variable Diagonal. After that the template becomes the complete concept 
specification for the concept Rectangle that is related to its template via the  
hasTemplate object property value. 

 

Fig. 5. A part of a concept specification template in the CoCoViLa textual modelling language. 

 

Fig. 6. The DSL meta-model ontology classes and instances (a fragment) 
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Some of the Geometry DSL meta-model ontology classes and individuals are 
represented in Fig. 6. Functional style syntax5  is used in this figure, where the prefix 
“sys” denotes the CoCoViLa system ontology elements, the prefix “geo” denotes the 
geometry ontology elements and the prefix “meta” denotes the Geometry DSL meta-
model ontology elements. The Fig. 6 basically shows that the concept specification 
template CST1 is generated from the Rectangle class of the domain ontology and 
it is the template for the concept specification CS1 that is implemented by the visual 
class VC1. 

The DSL meta-model makes it possible to link other domains in the analogous 
way. The consistency of the DSL meta-model ontology is checked by using ontology 
inference provided by Apache Jena6.  

5 The System Architecture and its Prototypical Implementation 

In order to implement a DSL, the original CoCoViLa required a domain expert to 
transfer the knowledge and a programmer able to convert such informal representa-
tion of knowledge into Java classes and annotate these classes with concept specifica-
tions. Concept specifications include besides variables also functional dependencies 
related to concepts. The realizations of functional dependencies can be equations or 
Java methods implemented in corresponding Java classes. Steps related to the DSL 
application for solving a particular problem are mostly done automatically by the tool. 

The following Fig. 7 depicts the architecture of the CoCoViLa extension that is 
mainly related to the improvement of a DSL development while components of the 
previous system (about 80% of the whole system) are used for a DSL application.  

The CoCoViLa extension provides facilities for DSL designers to carry out the on-
tology-based DSL development process that enables the usage of existing formal 
domain ontologies in combination with the system ontology for a DSL construction. 

When loading a DSL, its meta-model ontology (created by DSL designers) is 
loaded and SPARQL7 queries are used to dynamically collect and semantically inte-
grate all metadata about artefacts of a DSL meta-model for instantiation of the com-
putational model. Afterwards, the DSL is ready to be used by application developers. 

Application developers build the problem specification using the DSL and translate 
it into the computational model with the help of the CoCoViLa tool. Applying a set of 
Jena rules enables to extend the computational model with additional relations be-
tween concepts in the model. Components (re)used from the previous system are the 
following: a computational model, the planner, an algorithm and the generated Java 
code. For more details we refer to [7]. 

                                                           
5  http://www.w3.org/TR/2012/REC-owl2-syntax-20121211/ 
6  https://jena.apache.org/ 
7  http://www.w3.org/TR/sparql11-query/ 
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Fig. 7. The CoCoViLa architecture extended with ontology-based DSL development facilities 

Computational model is an internal representation of the computational problem 
and concept specifications. It is used as an input for the planner, a theorem prover, 
which considers the computational model as a logical theorem with axioms derived 
from the functional dependencies defined in the specification. Since the prover is 
based on intuitionistic logic, the solution to the specified computational problem, an 
algorithm, is extracted from the constructive proof. CoCoViLa generates the Java 
source code from the algorithm, compiles and executes it at runtime and immediately 
presents the result of the computation to the user. The generated code can be later 
(re)used, as it can be saved into the file system. 

6 Conclusion 

This work demonstrates applicability of formal ontologies for semantic integration of 
software artefacts for building DSL meta-models. Representing domain models and 
the system model as OWL ontologies and linking them together to form a unified 
DSL meta-model ontology makes it possible to effectively integrate software artefacts 
that constitute a DSL meta-model as well as link it with external resources over the 
Web. This facilitates dynamic loading (instantiation) of software artefacts of DSL 
meta-models to a DSL development tool. We have prototypically implemented our 
approach as an extension to the CoCoViLa DSL modelling tool. 

Using the DSL meta-model ontology makes it possible to automatically check its 
consistency using DL reasoning facilities used for debugging DSL meta-models. It is 
also easy to incorporate the domain terminology into the DSL at the early develop-
ment stages due to formalization of domain ontology. Our approach makes it is easy 
to capture the evolution of a domain in the DSL via automated transformations [10]. 
However, for semantic integration of artefacts from external tools and models, the 
approach requires the commitment to a common system ontology or availability of 
system ontologies of these tools.  
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Abstract. Linked Data makes available a vast amount of data on the Semantic 
Web for agents, both human and software, to consume. Linked Data datasets 
are made available with different ontologies, even when their domains overlap. 
The interoperability problem that rises when one needs to consume and combine 
two or more of such datasets to develop a Linked Data application or mashup is 
still an important challenge. Ontology-matching techniques help overcome this 
problem. The process, however, often relies on knowledge engineers to carry out 
the tasks as they have expertise in ontologies and semantic technologies. It is rea-
sonable to assume that knowledge engineers should require help from the domain 
experts, end users, etc. to contribute in the validation of the results and help distill-
ing ontology mappings from these correspondences. However, the current design 
for the ontology-mapping tools does not take into consideration the different types 
of users expected to be involved in the creation of Linked Data applications or 
mashups. In this paper, we identify the different users and their roles in the map-
ping involved in the context of developing Linked Data mashups and propose a 
collaborative mapping method in which we prescribe where collaboration be-
tween the different stakeholders could, and should, take place. In addition, we 
propose a tool architecture based on bringing together an adaptive interface,  
mapping services, workflow services and agreement services that will ease the 
collaboration between the different stakeholders. This output will be used in an 
ongoing study to constructing a collaborative mapping platform. 

Keywords: Semantic Web-Based Knowledge Management · Semantic mashups · 
Ontology mapping · Ontology Mapping Engineering · Collaborative mapping 

1 Introduction 

The Linked Data (LD) initiative is making available a huge amount of data on the 
Web of which some of are sharing, to some extent, parts of their (application domain) 
[1]. The LinkedMDB1 and DBpedia2, for instance, have different ontologies to state 
things about movies, actors, directors and so forth. Since Linked Data datasets do not 
                                                           
1 http://www.linkedmdb.org/ 
2 http://dbpedia.org/ 
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necessarily use the same ontologies, one is faced with the problem of managing hete-
rogeneity in meaning and representation when information from different sources 
need to be merged, integrated or combined. Ontology matching is concerned with 
tackling the problem of this semantic heterogeneity by proposing solutions to find 
correspondences between semantically related entities of ontologies [2]. These cor-
respondences are then curated and refined to create mappings that prescribe how , 
instances of, one ontology’s concepts relate to, instances of, another ontology’s con-
cepts. Mapping management methodologies are concerned with the activities related 
to the creation of ontology mappings from the identification of the ontologies to be 
aligned and the discovery of correspondences to rendering the mappings in artifacts 
that computer-based systems can execute [3]. 

Though rooted in related work in the fields of, amongst others, database [4] and 
XML schema [5] matching, ontology matching has its own peculiarities such as the 
assumptions adopted on the Semantic Web and the ontology languages adopted for 
reasoning tasks. Ontology matching has been around for over a decade and yet still 
has many challenges to overcome [6]. Some of these challenges include finding ap-
propriate matchers or configuration thereof fit for particular tasks, designing ways to 
involve users in the matching process that reduce the burden involved, and supporting 
interactions between users to support social and collaborative matching and mapping 
and the managing of the created mappings. 

The engineering of ontologies and the engineering of ontology mapping processes 
are very similar in that both are cognitive intensive activities and in that both artifacts 
are created for a particular purpose. Furthermore, that purpose will further influence 
various variables in the process and is driven by a community of stakeholders with 
varying degrees of expertise in knowledge engineering, IT literacy and (application) 
domain expertise. In addition, similar to (collaborative) ontology engineering, the 
tools for ontology matching and mapping are often developed for users with expertise 
in knowledge engineering [7]. 

In this paper, we propose to leverage user involvement in collaborative ontology 
mapping to tackle the social and collaborative matching problem [6]. We can benefit 
from the collaboration to enhance the matching results. The user input in the matching 
process will help in generating results that are more accurate and speed the process in 
the same time. This will be achieved by focusing on adapative interfaces tailored for 
the different types of stakeholders. We start by identifying the various types of stake-
holders in Section 2 and by introducing a collaborative ontology mapping lifecycle in 
Section 3. We will also indicate in which activities the stakeholders are involved and 
where collaboration could and should take place. The cross referencing of user types 
and tasks helps us identify where different perspectives (i.e., interfaces) on the tasks 
are needed, which in turn motivates the adoption of an adaptive user interface for use 
in the collaborative ontology-mapping environment. Section 4 presents the proposed 
tool framework behind the ideas proposed in this paper. Our ideas will be exemplified 
with the use case of finding correspondences between datasets on the Linked Data 
Web for the creation of mashups. Section 5 compares our approach with the current 
state of the art and, finally, Section 6 concludes our paper by indicating next steps. 
Where necessary, we integrate background information in the relevant sections. 
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2 Stakeholders in Collaborative Ontology Mapping 

The Linked Data Web is available for all and allows for innovative and creative ap-
plication be developed on top of very simple, standardized technologies such as URIs, 
RDF, SPARQL and the HTTP platform. The Linked Data Web is actually a complex 
socio-technical environment in which various types of participants are important. 
Take, for instance, the creation of semantic mashups, which are application that com-
bine multiple LD datasets, use RDF as the data model and SPARQL to support task 
execution [8]. In this setting, we not only have knowledge engineers, but also (web) 
developers, domain experts, and end users. We already stated that ontology-matching 
tools help find similarities and differences between ontologies and knowledge bases 
by identifying potential correspondences. In [9], however, the authors considered a 
fully automated mapping impracticable. Human intervention will be crucial to guaran-
tee a certain quality in the mapping process. User involvement in the mapping process 
is still however considered a challenge [6], even more so since ontology-matching 
tools are typically designed for use by knowledge engineers [7]. 

Knowledge engineers have expertise in knowledge modeling and the technical 
skills needed to use the ontology-matching tools and execute the process. Knowledge 
engineers are, however, not necessarily completely familiar with the universe of dis-
course. Domain experts, on the other hand, have that domain knowledge, but are not 
necessarily familiar with knowledge modeling or programming. This makes it typical-
ly hard for domain experts to participate in the mapping process without the help of a 
knowledge engineer. In addition, in the context of creating Linked Data mashups the 
following types of users are also of concern: web developers and end users. Web de-
velopers are acquainted with developing applications and, though not necessarily 
acquainted with the domain or semantic technologies, can provide valuable input by 
their knowledge gained while developing the application. It will also be the developer 
that will execute the created mappings. End users will use the mashup, but who are 
not necessarily ‘‘tech savvy’’. 

In this paper, we thus distinguish four types of stakeholders who can contribute to 
the mapping process. Again, similar to ontology engineering, the creation of map-
pings is not a trivial task. From scoping the mapping project to the creation of an ex-
ecutable mapping, all are driven by the social interactions within the community of 
stakeholders that lead to the necessary agreements and decisions to proceed from one-
step to another. Since ontology mappings are created to suit a need of a particular 
community of stakeholders, we need to promote those stakeholders as first class citi-
zens in the matching and mapping processes. Designing the mapping engineering 
process as a collaborative effort necessitates the formulation of tasks (the method) and 
the creation of adequate tools and interfaces tailored to each of the different types of 
users (tools). By doing so, we are able to leverage both matching and mapping tasks 
for all stakeholders. To aid that community in reaching those agreements, one has to 
prescribe and orchestrate the different steps, activities and tasks that need to take 
place. In our LD mashup scenario, each type of stakeholder will have a specific set of 
tasks to perform in the mapping process, some of which are collaborative in nature. A 
method for collaborative mapping engineering will be proposed in the next section. 
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3 A Collaborative Ontology Mapping Engineering Method 

Here, we propose a collaborative mapping method that allows different types of users 
to work in collaborative settings to discover correspondences between data ontologies 
to build and enrich the data model in the semantic mashups applications. Our ap-
proach differs from the state of the art (see Section 5) in that it addresses the problem 
of user involvement by looking for adequate means to leverage participation. We do 
this not only by defining the mapping and matching process explicitly as a collabora-
tive undertaking, but also by addressing specific usability requirements by developing 
interfaces that are tailored for each type of user for each specific task. We will thus 
propose an ontology mapping workflow in which we prescribe the different activities 
and link those to the different user types. Whenever different user types are linked to 
an activity or different user types are involved between two subsequent activities, 
some form of collaboration will be necessary. 

The mapping process as shown in Fig. 1 has two scenarios when dealing with map-
pings between the ontologies: creating a new set of mappings and reusing an existing 
mapping. The creation of a mapping starts with defining data sources that need to be 
combined. After grouping these sources, a feasibility study is then conducted to identify 
the set of requirement for the mashups applications. 

The next set of activities in the mapping process is to look for and assess reusable 
mappings in order to force reuse. Two alternative types of reuse can take place in the 
process; the first type is to use the mapping as is (which is a decision that is taken 
when the retrieved mapping fits the application requirement); the other type is to feed 
those mappings to the matchers in order to produce better results. Following on this, 
the process continues if the mapping were found to be reusable (to feed to the match-
ers) or if they were created from scratch. The activity set starts by retrieving matchers, 
assessing those matchers, finding a suitable set for execution, configuring the match-
ers and then running them. 

The next set of activities will be dedicated to evaluating correspondences generated 
by the matchers, reconfiguring matchers for better results and amending results in 
order to proceed with the mapping creation or to be used as an input for the matchers. 

After that, the flow starts with rendering the mapping to the stakeholders for as-
sessment and evaluation and reaching an agreement as to whether to proceed with the 
creation or going back to certain a particular step for generating better results. The 
roles of the different stakeholders in this collaborative method are as follows: 

 The knowledge engineer (K) is involved in all the process activities as he has 
expertise in ontology mappings and thus his input is valuable. In the first activ-
ity in the process, knowledge engineers are able to look for (additional) data 
sources to be merged, integrated or aligned. Following on the knowledge en-
gineer is able to assess whether the project is actually a semantic heterogeneity 
problem. In addition, the knowledge engineer is involved in all the data model-
ing tasks including matchers’ retrieval, selection and configuration, and map-
ping curation, storage and publish.  
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Fig. 1. The collaborative mapping process. Each activity is annotated with symbols that 
represent knowledge engineers (K), web developers (W), domain experts (D) and end users (E). 
Whenever an activity has two or more types of stakeholders, collaboration should take place. 
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 The domain expert (D) has the knowledge in a particular area of endeavor, his 
input in particular area or topic is valued due to his domain knowledge. The 
domain expert might also be a (business) domain expert; someone involved 
the application development that is not necessarily a developer. A manager, 
for instance. The domain expert participates in the project feasibility study and 
evaluating the results of the mapping process. In other activities like matchers 
configuring, knowledge engineer and web developer only consult the domain 
expert in order to enhance the matchers and results. 

 Web developers (W) know in which environment (e.g., runtime environment, 
operating system, etc.) the mappings will be executed, and thus their input is 
valuable in choosing the appropriate tools. The web developer will mostly 
contribute to the requirements that the mapping should comply with. In addi-
tion, their expertise in development allows them to partake in some of activi-
ties regarding matchers and mapping handling. 

 The end user (E), the user who will use the mashup in the end, might have 
some expertise in the domain but not necessarily on ontology matching or de-
velopment activity. The audience and type of application is not necessarily 
known beforehand. Is this a mashup open to all, or for a specific community? 
Therefore, the end user input is necessary in the feasibility study activity. In 
addition, we can reuse some of the artifacts (case studies, requirements analys-
es, etc.) as input in the same activity. 

 
Agreements are reached by means of discussions, voting, etc. Discussions will be 

structured using Issue-Based Information Systems (IBIS) [10], where people reach 
consensus via examples, justifications, or evaluations that can be either objecting or 
supporting. A particular useful example for adopting IBIS is that one can connect an 
objecting example, – i.e., counterexample – to a correspondence to refute it.  

The construction of mapping is challenging as mappings are built for a specific 
purpose and is a collaborative undertaking involving all stakeholders is crucial. Take, 
for example, the collaboration that takes place for configuring the matchers, several 
parameters needs to be set by the knowledge engineers for instance weights and thre-
sholds. A discussion has to take place between all three to come up with the best con-
figuration for these parameters. 

All metadata, documentation and collaborative activities generated throughout the 
process are rendered and saved to enable tracing back the process of decision-making. 

4 Towards an Adaptive Tool for Collaborative Ontology 
Mapping 

We aim to build a web-based ontology-mapping construction tool based on our colla-
borative ontology mapping method described in the previous section. Most ontology 
mapping tools and environments have been developed as standalone applications that 
need to be installed on one’s machine. Web-based applications have the benefit that 
one only needs to have a browser installed. There are exceptions activities. [11], for 
instance, created a web-based environment for sharing and discovering mappings. 
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Another challenge with current design of the ontology-matching tools is that it often 
appears cluttered, presenting irrelevant and relevant information together, which 
makes mapping construction difficult even for knowledge engineers as asserted in 
[7],[9], Cluttered interfaces negatively affect user usability [12, 13]. Knowledge engi-
neers and web developers are usually working with development environments and 
are used to process a lot more information on one screen. In order to involve domain 
experts as well as end users in the mapping process, however, we believe that usabili-
ty needs to be significantly improved. We argue that interfaces of mapping-
development tools need to be adaptive in order to provide better support for the range 
of stakeholder users that will be involved. 

Thus, the tool under development aims to enhance the matching process from two 
perspectives: enhanced usability and support for a collaborative mapping. By design-
ing the mapping process in a way that makes it a collaborative undertaking and by 
adapting (the interfaces of) the tasks to the expertise and role of users, we aim to leve-
rage the expertise of the different stakeholders and reduce the cognitive load overall. 

An adaptive user interface will solve the problem of clutter and will facilitate the 
involvement of different users in the ontology development tasks. An overview of the 
design is presented in Fig. 2. The User Interface layer interacts with the Adaptation 
Engine to generate an interface based on the user’s profile, role being played and tai-
lored to the particular task involved. The Adaptation Engine thus orchestrates the 
activities and relies on or mediates between the users and the following components: 
1) Mapping services constituting all the tools needed for identifying correspondences 
(with the matchers), and creating and managing mappings.2) Workflow services, 
which is responsible for orchestrating and monitoring the tasks (not the interfaces) 
and the generation of metadata concerned with each task in the ontology mapping 
process. 3) Agreement services, which are components that will aid and capture the 
agreements, and thus decisions, made by the community of stakeholders while con-
structing a mapping. 

 

 

Fig. 2. The tool’s architecture 
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Note that capturing the interactions not only renders the process more traceable, 
but also more transparent. Decisions are linked to the different parts of an ontology 
mapping and can thus be looked up for inspection. 

The intended key benefit of the adaptive tool is that it will stand out as a collabora-
tive mapping environment that allows domain experts, web developers, and end users 
to be involved in the mapping process. 

5 Related Work 

Ontology matching is an important part of ontological engineering activities, and 
should thus be supported by adequate methods and tools. Yet, at present, most of the 
approaches to ontology-matching lack support for collaboration at both the level of 
method and tool. Few approaches have focused on methodology [14]. There are some 
methodological guidelines proposed for ontology matching [15], but those guidelines 
do not treat the ontology mapping process as a collaborative undertaking and only 
focuses on the creation and management of mappings; the guidelines do not take into 
account activities such as feasibility studies when the need for creating an ontology 
mapping arises. As for the state of the art, throughout sections 1 to 3 we have stated 
that most methods either do not take into account collaboration or focus only on a few 
of the activities (e.g., discovery and sharing [11]). 

Collaboration has been studied in, for instance, in [16] the focus was in circulating 
the correspondences between communities. The shared correspondences will have 
information about the author’s name, application domain and trust in a community. 
This approach is mainly designed for domain experts validating the produced corres-
pondences, edit and share them. It does not take into consideration other types of 
users that might be take place in the mapping process.  

There is also the work done by Colm Conroy, reported in [17–19], in converting 
the mapping process from a one-time task to one performed over several sessions in 
an iterative manner. Mapping occurs in smaller sessions over time that allows the 
workload and time per session to be reduced. A positive consequence of an iterative 
process is it will allow users to see the impact of their mapping decisions between 
sessions. A downside is that an iterative process will only develop partial mappings 
that will continue to be refined over time. Colm Conroy engages non-technical users 
(Or as denoted in his research as end users) through the Tag-Based Mapping tool. 

Another work done to find alignment and mappings between vocabularies cultural 
heritage collections through a web based repository service [11]. While designing the 
repository service, it was taking into consideration the need for vocabulary experts in 
the mapping activities. The tool support expert and novice users in finding concepts in 
a given vocabulary by performing semantic search across multiple collections and 
browse indexed metadata attached to the alignments within the collections. Metadata 
is used to find alignments that link any two vocabularies. In such cases, users might 
amend some of mapping result manually, add missing mapping or modify the existing 
ones, this raises a conflict between users that can be solved through some given 
agreement mechanisms, which is missed in this tool. 
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6 Conclusions and Future Work 

The creation of ontology mappings on the Linked Data Web is not a trivial task as 
such mappings are the result of numerous agreements between different types of 
stakeholders each with their own skill sets and valuable input. The stakeholders in 
building a Linked Data mashups are knowledge engineers, domain experts, web de-
velopers and end users. In this paper, we have identified several gaps in the state of 
the art. Firstly, user engagement is a big challenge as tools are often created for know-
ledge engineers. Another reason that user engagement is a challenge is that tools are 
often created as standalone applications, which limits collaboration. Secondly, tools 
that do provide a (web-based) tool often only look a few activities of the ontology 
mapping lifecycle. Thirdly, a collaborative tool is not sufficient. In order to accom-
modate and engage the different users in the collaborative undertaking, the different 
stakeholders will need different perspectives on the same tasks. The challenge here is 
to define how these interfaces and tasks should be orchestrated. Adoption of adaptive 
interfaces would be suitable to tackle this challenge that lead to ease the involvement 
of other stakeholders besides the knowledge engineer. This will allow distributing the 
workload between users and give the opportunity to enhance what others have done. 

Finally, to encourage traceability and render the ontology mapping process trans-
parent, one needs to structure the interactions between the stakeholders so that one 
can relate parts of the ontology mapping with the discussions; e.g. to explain why 
certain choices were made. 

Next to identifying the challenges, we proposed a collaborative method supported 
with adaptive interfaces in which we relate the different stakeholders to the different 
activities. This exercise identified which activities should be collaborative in nature 
and hence adaptive interfaces could play a role. A general idea of the tool is presented 
in which the different components are identified. This tool would bit in a broader 
Linked Data mashup method (agile, unified process, etc.). Future work consists of using 
and validating the adaptive tool in a realistic Linked Data mashup creation scenario. 
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Abstract. Data federation and virtualization in SaaS environments is one of the 
issues present in cloud environments. Within human resource management  
information systems, there is a huge amount of data that other corporate applica-
tions are needed to access and manipulate. Meta4 is one of the leaders in Human 
and intellectual capital sectors both in SaaS and on premise scenarios. This paper 
presents a framework to select the best option for data access in SaaS environment 
from the developer side using the Analytic Hierarchy Process enriched by an on-
tological representation of it. This framework would be useful for all SaaS service 
providers willing to open SaaS data to their customers. 

Keywords: Human Intellectual Capital Management · Cloud computing · 
Multitenant · Monotenant · Analytic Hierarchy Process 

1 Introduction 

Computing is facing commoditization. Now, cloud computing, the long-held dream of 
computing as a utility, has the potential to transform a large part of the IT industry, 
making software even more attractive as a service and shaping the way IT hardware is 
designed and purchased [1]. However, and in spite of the attractiveness of cloud solu-
tions, literature, and more precisely, the work of Subashini and Kavitha [2] has  
detected a set of benefits and potential challenges. On the benefits we can find, ac-
cording to these authors, fast deployment, pay-for-use, lower costs, scalability, rapid 
provisioning, rapid elasticity, ubiquitous network access, greater resiliency, hypervi-
sor protection against network attacks, low-cost disaster recovery and data storage 
solutions, on-demand security controls, real time detection of system tampering and 
rapid re-constitution of services. On the challenges side we can also find a long list of 
potential issues including  accessibility vulnerabilities, virtualization vulnerabilities, 
web application vulnerabilities such as SQL injection and cross-site scripting, physi-
cal access issues, privacy and control issues arising from third parties having physical 
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control of data, issues related to identity and credential management, issues related to 
data verification, tampering, integrity, confidentiality, data loss and theft, issues re-
lated to authentication of the respondent device or devices and IP spoofing. 

The services that can be offered by cloud computing can be listed in the following 
three main areas [3]: Infrastructure as a Service (IaaS). IaaS is the delivery of computer 
infrastructure as a service; Platform as a Service (PaaS). Services provided by the tra-
ditional computing model which involved teams of network, database, and system 
management experts to keep the system up and running (e.g., operating systems, data-
bases, middleware, Web servers, ..); Software as a Service (SaaS) that is a multi-tenant 
platform that uses common resources and a single instance of both the object code of 
an application as well as the underlying database to support multiple customers simul-
taneously [4]. 

Scientific literature has underlined the importance of cloud technology for all kind 
of environments [5–9] including human resource management scenarios [10, 11]. Hu-
man and intellectual capital (HICM) software vendors are not of the cloud shift. Thus, 
according to [12] the SaaS HICM market is growing as more HR and applications 
delivery professionals recognize the need to move to more agile and engaging HR 
systems; SaaS is a viable option as the deployment model of choice, and vendors lev-
erage SaaS to deliver more rapid innovation in processes and user experiences. Other 
recent report underlines that HICM market is moving from a product perspective and 
that the integrated HICM market is maturing as all vendors embrace SaaS delivery and 
service out of European datacentres, and offer subscription pricing [13]. Moreover, 
according to [12], SaaS provides to HICM solutions adopters the opportunity to ad-
vance their processes with new levels of flexibility, usability, and insight rather than 
being constrained by customization, technical complexity, and deferred software up-
grades. Finally, SaaS is becoming the default deployment model for human resources 
management systems, as it already has for learning and talent solutions [12]. 

However, daily operation of SaaS environments leads to several issues. After some 
years in production, this paper presents one of these real problems: the need to access 
central data by SaaS customers operating in multitenant as they were using this on a 
monotenant basis. Many of these customers are willing to access data and manipulate 
that data using their own means on a local server and there are not automatic proce-
dures to perform this task in a secure and reliable way. This paper illustrates main op-
tions and strategies to tackle this problem and an evaluation of such options by means 
of a multi-criteria tool as the Analytic Hierarchy Process (AHP), 

The remaining of the paper is structured as follows. Section 2 describes Meta4 as a 
company illustrating its main facts, figures and aims. Section 3 illustrates SmartTe-
nant4all as a project including its objectives and main outputs. And finally, conclusions 
are drawn and future development work is presented in the final section. 

2 META4: The Company 

Meta4 was founded in Madrid, Spain back in 1991. More than twenty five years ago, 
Meta4 started out as a provider of Windows-based payroll solutions, and moved into core 
HR and later talent management. Meta4 is now one of the world's leading providers  
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of solutions for the management and development of HICM solutions. Meta4 presents 
1,300 clients in 100 countries and manages more than 18 million people worldwide. 60% 
of the incomes in 2014 are coming from outside Spain (35% of these incomes are com-
ing from the rest of Europe and America 25%). 

Meta4's is able to market its product, PeopleNet, in three different scenarios: tradi-
tional behind-the-firewall on premise, SaaS and fully outsourced. Since the second 
decade of the XXI century, the traditional on premise model is giving way to a cloud-
based SaaS offer. Thanks to this, its line of HR solutions in the cloud has driven 
growth in the group last year. Meta4 saw a 50% increase in revenue in this line of 
business; their cloud offering already represents 25% of the total revenue of the group, 
as compared to a 15% share in 2011 and 21% in 2012. The number of contracts has 
also raised 50% from 2013 and in 2014 using this cloud model, Meta4 manages around 
250000 people in 100 countries.  

Apart from this, Meta4 is one of two Spanish software vendor companies included 
in the well-regarded report: Truffle 100 Europe 2014 index of the top 100 companies 
in Europe, where the company has appeared in the last four years. Meta4 received ISO 
27001:2005 certification for information security management, has branches in eleven 
countries, although the headquarters of the company is located in Madrid, Spain. Me-
ta4 invest, at least 20% of the turnover in R&D activities. Not in vain, Meta4 R&D and 
innovation centers in Europe and the Americas with around a hundred professionals 
devoted to R&D develop HICM solutions on premise and cloud solution. As a result of 
their activity, its presence in the literature is remarkable [14–17] in the few last years. 

3 SmartTenant4all: The Project 

3.1 Aims and Overall Description 

The overall objective of the project is the evolution of the SaaS platform by Meta4 in 
order to let multitenant users to use mono tenant configurations via the use of a spe-
cific procedure to be defined, designed and implemented in the project. However, this 
task is not trivial, given that it must deal with the complexity of the multitenant archi-
tecture of the Meta4 SaaS solution and the panoply of options available in the mono-
tenant side.  

Given the set of customers that demand this feature, Meta4 faces a redesign in its 
cloud service with regard to data access options. The description of the SaaS architec-
ture can be found in [14]. An overall view on the data access problem is depicted in 
Figure 1. 

In order to tackle this complexity, it is schedule a task devoted to perform a study 
on the integration options by means of the AHP. This paper is the initial step towards 
this goal. 
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Fig. 1. SaaS Access Neds 

3.2 Data Needs: Evaluation Using AHP 

Data access is one of the key issues in all SaaS implementation. According to [18], the 
different strategies for data access in SaaS environments are as follows: 

1. SQL access. Users are granted to access data directly to the cloud database  
using multi-tenant ODBC or JDBC drivers and SQL. 

2. Data export. User downloads data from cloud server either on-demand or on a 
planned basis typically by means of files in Excel or CSV formats. 

3. Web service access. A Web Service API for data access is provided and  
managed by the SaaS service.  

4. Staged Database. The last solution is to export data from the cloud into a rela-
tional database. 

Once options are presented, the process for assessment must be presented. AHP was 
developed by Saaty back in 1980 [19]. In a nutshell, AHP It is a multi-criteria decision-
making method which permits the relative assessment and prioritization of alternatives 
[20]. Given its importance, it has been employed in several environments including 
information systems scenarios. Examples on the use of this technique in these envi-
ronment include critical success factors of executive information systems [21],  
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open source CRM tools [22], intellectual capital management tool selection [23], IT 
staff behavior analysis [24], and IT automation decisions [25] citing the most relevant 
and recent cases. 

Literature reported some enrichments of this priority assessment methods suing on-
tologies to extract and represent the important concepts and their relationships from 
the AHP method itself [26]. Authors decided to use this ontological approach to en-
rich the model and map relationships found in the domain. The main objective of 
ontologies is to establish ontological agreements, which serve as the basis for com-
munication between either human or software agents, hence, reducing language  
ambiguity and knowledge differences between agents, which may lead to errors, mi-
sunderstandings and inefficiencies [27]. The use of semantic technologies in both 
industry and academia is widespread and literature have witnessed an important  
increase in the number of works devoted to the topic e.g. [7, 8, 28–34]. 

In our case, and focusing again on the AHP model, the overall goal is the ranking of 
alternatives 1-4. Once defined, main criteria must be defined and further decomposed 
into sub criteria. Figure 2 shows the structure of SaaS data access options hierarchy 
with the overall goal, different criteria, sub-criteria and alternatives. 

 
Fig. 2. Hierarchy of the SaaS data access options 

The overall goal, that is choosing the appropriate data access option for a SaaS is 
accomplished through three criteria that satisfy it. These criteria are Implementation 
Costs, Customer Satisfaction and Technical Characteristics. Considered sub-criteria 
including meaning and proposed indicator typology are proposed and explained in 
terms of meaning and type of indicator to assess the value in Table 1: 
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Table 1. Criteria, Sub-Crieria and Indicators 

Criteria Sub-Criteria Meaning Indicator 
Implementation 
Costs 

Time to market Time to get the solution 
working.  

Quantitative 

 Development 
Costs 

Cost of implementation. Quantitative 

 Maintainability The ease with which the 
solution can be maintained.

Qualitative 

Customer  
Satisfaction 

User Friendly Measures to what extent 
the solution is easily appli-
cable and configurable. 

Qualitative 

 Flexibility Capacity to adapt to differ-
ent needs and requirements 
on the customer side. 

Qualitative 

Technical  
Characteristics 

Real time The ability to retrieve real 
time data. 

Dichotomous 

 Security This refers to the ability to 
ensure the privacy of cus-
tomer information and 
sensitive business data of 
the company. 

Qualitative 

 Stability Ability that the solution 
can work normally at all 
times without interruption 
and serious errors. 

Qualitative 

 Extensibility It refers to the scalability, 
which is the ability to scale 
up without degradation in 
performance when the 
number of users or the 
tasks which need to be 
performed and the amount 
of data increases. 

Qualitative 

 Compatibility Is the ability to be compat-
ible with existing systems 

Qualitative 

 Isolation Is the capability of easy 
evolution to other equiva-
lent technology without 
affecting other part of the 
system 

Qualitative 

 
AHP weights calibration was carried out starting from a specific survey carried out 

in the company. Respondents were recruited from a sample of engineers (n=11) by 
means of an interview. Expert Choice was used for the calculation of the priorities and 
the sensitivity analysis. Criteria and sub-criteria weights are coded in Table 2: 

 

 



 Data Access in Cloud HICM Solutions 335 

Table 2. Criteria and Sub-Criteria Weights 

Criteria Weight Sub-criteria Weight 
Implementation Costs 0.28 Time to market 0.27 
  Development Costs 0.33 
  Maintainability 0.40 
Customer Satisfaction 0.41 User Friendly 0.58 
  Flexibility 0.42 
Technical  
Characteristics 

0.31 Real time 0.19 

  Security 0.26 
  Stability 0.20 
  Extensibility 0.12 
  Compatibility 0.14 
  Isolation 0.09 

 
According to the weights shown in Table 2 for the three main criteria, the criterion 

“Customer Satisfaction” is the most important one reaching 0.41 while “Technical 
Characteristics” is the second most important with 0.31. Finally, “Implementation 
Costs” is the least important factor with 0.28. In any case, all criteria are highly ranked 
presenting low differences among them. 

Among the sub-criteria, taking into account that under customer satisfaction there 
are just two sub-criteria, both present a high priority (User Friendly: 0.58 and Flexibili-
ty: 0.42). When properly weighted, these two are also the most crucial factors in the 
assessment (User Friendly: 0.238 and Flexibility: 0.172). Other important factor, this 
time behind Implementation Costs is Maintainability with a relative importance of 0.4 
and a weighted score of 0.112. 

Finally, the proposed framework was implemented to compare different data 
access options. Table 3 shows the final score for each of the alternatives by weighting 
according to their global priorities. According to that, Staged DB is the most valuable 
option with a value of 0.304 points. It is followed by SQL Access with 0.273 points 
and Web Service raising 0.222 points and, finally, Data Export with 0.203 points 

Table 3. Overall priorities for the four alternatives 

Sub criterion SQL  
Access 

Data  
Export 

Web  
Service 

Staged DB 

Time to market 0.015 0.038 0.008 0.015 
Development Costs 0.028 0.028 0.009 0.028 
Maintainability 0.022 0.022 0.045 0.022 
User Friendly 0.071 0.048 0.024 0.095 
Flexibility 0.052 0.017 0.052 0.052 
Real time 0.024 0.006 0.024 0.006 
Security 0.024 0.008 0.016 0.032 
Stability 0.012 0.012 0.012 0.025 
Extensibility 0.011 0.007 0.011 0.007 
Compatibility 0.011 0.011 0.011 0.011 
Isolation 0.003 0.006 0.011 0.011 
TOTAL 0.273 0.203 0.222 0.304 
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4 Conclusions and Future Works 

Data virtualization and federation is one of the hot topics in cloud scenarios. In an 
arena in which cloud applications from different vendors bring their services to several 
companies by means of multitenant solutions, accessing to data among these applica-
tions and for traditional on premise solutions is an issue for customers and service 
providers alike.  

In this paper, authors present an AHP-based multi-criteria decision model has been 
designed and developed. This model provides a holistic consideration in the selection 
of data access approaches for all kinds of SaaS providers but especially for HICM 
service providers, like Meta4. However, this model, properly adapted, is also valid for 
customers to assess SaaS offerings from the providers focusing these assessment on 
data access options, one of the most important factors in the implementation of a SaaS 
solution.  

The model is based on a set of factors that have been systematically identified,  
defined and deployed following a defined hierarchy. The model has been applied to the 
problem of data access in multitenant environments for the four available and pertinent 
solutions: SQL Access, Data Export, Web Service and Staged DB. Through experts’ 
evaluation of these alternatives, the readers can gain a closer look at the alternatives in 
terms of their specific features and potentialities for SaaS solutions. 

Future works include performing of a sensibility analysis to test the responsiveness 
of the outcome when making changes in the priorities of the major criteria as well as 
the sub-criteria. Apart from that and as a part of the project authors aim to test solu-
tions in a production environment and later conduct research on the acceptation of a 
specific subset of these options. 
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Abstract. Current knowledge management focuses on knowledge acquisition, 
storage, retrieval and maintenance. E-Learning systems technology today is 
used primarily for training courses about carefully selected topics to be deli-
vered to students registered for those courses. Knowledge management is used 
to rapidly capture, organize and deliver large amounts of corporate knowledge. 
The practice of adding value to information by capturing tacit knowledge and 
converting it into explicit knowledge is known as Knowledge Management. On-
tologies can represent an existing knowledge from a domain, in this work; on-
tologies allow to model different aspects of knowledge management for virtual 
education in higher education. Universities, from the perspective of knowledge 
management, provide an updated concept of higher education where knowledge 
is considered a product, and the customers are students. This paper explains an 
ontological framework, used to model and integrate knowledge management 
processes and technological architecture for knowledge management in virtual 
education. 

Keywords: Knowledge Management · Virtual Education · Ontology · Higher 
Education 

1 Introduction 

Knowledge management is the practice of adding value to information by converting 
tacit knowledge into explicit knowledge, through storage, retrieval, filtering and 
spreading of knowledge, and the creation and testing of new knowledge [2]. 

Currently, knowledge management is perhaps the most commonly used term in the 
literature of management and although it is widely used in the management area, in 
higher education it is rarely mentioned. However, it is in higher education where fu-
ture knowledge workers are being prepared and also knowledge workers are already 
present as professors.  Knowledge is an important resource in the knowledge society 
and knowledge workers play an important role in it; therefore knowledge management 
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and best practice solutions in the business world can be extended and used for its ap-
plication in modern higher education. 

Ontology represents existing knowledge in a domain. In this case ontology 
represents a different model for higher education knowledge management. An ontolo-
gy is ‘‘A formal explicit specification of a shared conceptualization’’ [10]. Ontologies 
are generally defined as a representation of a shared conceptualization of a particular 
domain. It is anticipated that Ontologies and Semantic Web technologies will influ-
ence the next generation of e-learning systems and applications. The role of ontology 
consists on facilitating the construction of a model domain. It provides a vocabulary 
of terms and relationships in a specific domain.  

In this research we present a knowledge management for virtual education through 
ontology, focusing on academic processes carried out in universities. It is aimed to 
create a knowledge representation through ontology and engineering methodology to 
support both dimensions of knowledge. Ontology is used as the primary mechanism 
for representing information and knowledge. It defines the meaning of the terms, as 
well as the languages and relationships used in the knowledge management system. 

2 Background 

György Kende [12] show knowledge as a key asset for higher education and define 
knowledge management according to Davenport & Prusak [7]. They apply a business 
model as a plus point of the organization to achieve competitive advantage, as well as 
supporting tools to promote knowledge management and evaluation, utilization, crea-
tion, expansion, protection, division and intellectual equity of the organization. The 
model of Intellectual Capital and its structure as the INTELECT model [4]. This defi-
nition is related to the business world, but it is updated in association with higher 
education concepts, where knowledge is considered the product and students are the 
customers. 

Knowledge creation refers to the activity that modifies organizational knowledge 
resources through socialization, internalization, externalization and combination of 
knowledge. The spiral of knowledge [18] shows how to extend individual knowledge, 
working groups into and across the organization.  The authors explain the transfor-
mation of knowledge between individuals and between organizations and individual. 

Paniagua et al. [20], describes how universities can develop these requirements un-
der the vision of universities as knowledge bases. These new dimensions see universi-
ties as innovation centers to produce and distribute knowledge as a product. Every 
process of knowledge management for virtual education will be developed using this 
vision. 

3 State of the Art 

Marla Corniel et al. [5] stand for an ontological model that provides support for deci-
sion making in the selection of educational opportunities for the Venezuelan higher 
education subsystem (SES). The model makes the standardization of the vocabulary 
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used in the domain. The prototype shows four elements: knowledge area, career, 
agency, region, and possible relationships established among them. 

Aggarwal et al. [1] defines a knowledge management framework for curriculum 
development and research in universities. They define knowledge management  
factors that enhance the curriculum: curriculum design, faculty development and 
knowledge repositories, counseling techniques and lessons learned, relationships with 
companies and support of technologies to knowledge management. 

Huang et al. [11] present an e-learning semantic framework that considers both 
technical and pedagogical aspects in an integrated environment. They present a gener-
ic model for semantic representation of context, both static and dynamic, considering 
the interoperability between XML / RDF and e-learning technologies on the WWW. 
The key feature of this framework is that it is sensitive to information management 
services supporting context-enabled learning model for knowledge representation and 
personality of the learner. 

This research proposes a guiding model of quality standards for each one of the 
virtual education processes defined though ontologies. These different abstraction 
levels besides resembling the knowledge on the different processes of e-learning, will 
allow to deduce new knowledge through the business rules established on the know-
ledge management system. Knowledge processes are established at diverse levels of 
abstraction supported by a technological framework. 

4 Ontological Model for Virtual Education 

The Ontological Model Architecture for knowledge management is shown in Figure 1.  
It is formed by three layers: Model, Process and Technology.  Those layers are all seen 
from the ontologies at different levels: general, domain and task. In the following  
figure the architecture of knowledge model shown consists of three layers: the know-
ledge management layer, the educational processes layer, and the technology layer. 
Acquisition of knowledge is done through ontologies, representing each of the layers 
of the model, from the general, domain and task view. 

 
Fig. 1. Knowledge Management Model for Virtual Higher Education through Ontologies. 
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Knowledge Management Layer. The knowledge management layer describes the 
intellectual capital model consisting of  1) human capital, which is composed  by the 
roles performed by students, professors, researchers and training personnel; 2) struc-
tural capital, made of policies and procedures to carry out the various academic 
processes existing in higher education, such as curriculum development, knowledge 
transfer service to community, technology development, and research and innovation; 
3) relational capital is found, representing customer relationships. In this case we refer 
to students, professors, alliances and other institutions. 

Educational Process Layer. The educational process layer consists of three modules: 
the collaborative environment module, the learning management module, and the user 
and services management module. These modules describe how processes are run in a 
virtual educational organization. The collaborative environment module describes the 
activities to be performed by professors, students and researcher in a virtual environ-
ment. We are using ontologies for collaborative learning management as described in 
this model (the first version was developed in Muñoz, et al., [15, 16, 17]). The learn-
ing management module is defined according to different instructional teaching mod-
els through the knowledge management. The users and service management module 
describe the different processes and activities undertaken to support users in an educa-
tional system, as well as the different types of users and services. 

Technology Layer. Knowledge Technology Management involves the vision, mis-
sion, business models, and strategies which solve global managing of information and 
knowledge in virtual education. This platform has three layers: the creation, display 
and sharing of knowledge layer, the knowledge management layer and the data layer. 
The creation, display and sharing of knowledge layer would be shown to users 
through a Knowledge Portal and supported by elements such as the Semantic Web 
and technologies providing descriptions of the business model.  All that has been 
shown above allows the conversion process of tacit to explicit knowledge and vice 
versa [19].  The technological elements that support the knowledge layer include:  
knowledge bases (as organizational memory and semantic repository of learning ob-
jects), information systems (like learning management systems, knowledge manage-
ment content, knowledge-based systems, decision support systems, data mining, etc.). 
The information retrieval system, document management and workflow management 
support organizational memory.   

Ontology Layer. In this transversal layer the concepts can be defined through the 
general, domain and task ontology as well as relationships and instances of the ele-
ments of different layer of Knowledge Management, Process and Technology Layers 
of academic processes in Virtual Education. This layer will allow showing the know-
how of the processes of virtual higher education, establishing standards, from the 
view of knowledge management. From the perspective of the processes a model to be 
followed is the development of activities through existing and new knowledge, which 
can be provided by ontologies: also, viewing the ontologies on technology as agents 
of application and integration. The ontology model, in general, will guide the integra-
tion process among the layers that from the framework. 
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Some concepts used to describe the ontologies are: Intellectual Capital, Human 
Capital and Structural Capital and Technological Layer.  Relationships can be: is a; 
part of; have.  Axioms that construct the ontology are described in Table 1. 

Table 1. Axioms that support the General Ontology Process Knowledge Management for 
Virtual Education. 

 

These three layers are modeled using ontologies to represent knowledge, processes 
and technology layers. The Ontologies will be developed in three levels: General, 
Domain and Tasks. The general Ontology is shown in Figure 2. 

 
Fig. 2. General Ontology for Virtual Education. 

The Ontology for Collaborative Module describes the activities to be performed in 
a collaborative environment for the learning management for both student-to-student 
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and student-to-teacher interaction. To describe this model we are using ontologies for 
collaborative learning in management, which first version was developed in Muñoz  
et al., [17] it is shown in figure 3. 

 
Fig. 3. Ontology for collaborative learning, Muñoz et al., [17] 

The learning Management Model describes the instructional model of students and 
teachers through knowledge management as shown in Figure 4.  

 
Fig. 4. Learning Management Ontology. 

The learning management ontology shows the concepts that govern the process of 
teaching and learning in a virtual education, based on different instructional theories. 
The Learning Module contains different learning styles. One of the most accepted 
understandings of learning styles is that student learning styles fall into three “catego-
ries:” Visual Learners, Auditory Learners and Kinesthetic Learners. These learning 
styles are found within educational theorist Neil Fleming’s VARK [9] model of Stu-
dent Learning. VARK is an acronym that refers to the four types of learning styles: 
Visual, Auditory, Reading/Writing Preference, and Kinesthetic.  

The Teaching module refers to the general principles, pedagogy and management 
strategies used for classroom instruction. There are three main teaching styles in edu-
cational pedagogy: direct instruction, inquiry-based learning and cooperative learning.  



 Knowledge Management for Virtual Education Through Ontologies 345 

Direct instruction is the general term that refers to the traditional teaching strategy 
that relies on explicit teaching through lectures and teacher-led demonstrations. Direct 
instruction is the primary teaching strategy under the teacher-centered approach, in 
that teachers and professors are the sole supplier of knowledge and information. Di-
rect instruction is effective in teaching basic and fundamental skills across all content 
areas.  

Inquiry-based learning is a teaching method that focuses on student investigation 
and hands-on learning. In this method, the teacher’s primary role is that of a facilita-
tor, providing guidance and support for students through the learning process. In-
quiry-based learning falls under the student-centered approach, in that students play 
an active and participatory role in their own learning process. 

Cooperative Learning refers to a method of teaching and classroom management 
that emphasizes group work and a strong sense of community. This model fosters 
students’ academic and social growth and includes teaching techniques such as 
“Think-Pair-Share” and reciprocal teaching. Cooperative learning falls under the stu-
dent-centered approach because learners are placed in responsibility of their learning 
and development. This method focuses on the belief that students learn best when 
working with and learning from their peers. 

The users and services management module is just being developed and should  
describe the different processes and activities to support users in the learning man-
agement model, as well as the different types of users and services.  Knowledge 
Management Technology is the vision, mission, business models, and strategies 
which solve globally managing information and knowledge in higher education.   

The Technology Management layer is an adaptation of the architecture proposed 
by Paniagua et al. [20], and describes the technological elements that must support the 
model, as shown in figure 5. 

 
Fig. 5. Technology Platform Knowledge Management Virtual Higher Education 
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Ontology describing these three layers as shown in figure 6. The presentation layer 
shows the business model and strategic management to the users through a Know-
ledge Portal and supported by elements such as the Semantic Web. All these activities 
allow the conversion process of tacit to explicit knowledge, according to Nonaka 
&Takeuchi [19], for example the transformation of tacit knowledge to explicit know-
ledge occurs while recording knowledge in the repositories, and new knowledge can 
be deduced from ontologies. The presentation layer shows the business model and 
strategic management to the users through a Knowledge Portal and supported by ele-
ments such as the Semantic Web. All these activities allow the conversion process of 
tacit to explicit knowledge, according to Nonaka &Takeuchi [19]. 

 
Fig. 6. Technology Knowledge Ontology for Virtual Education. 

The knowledge management layer describes the technological elements that sup-
port the presentation layer such as: the creation and management of knowledge bases 
like organizational memory and semantic sources of learning objects, these are sup-
ported by ontologies that allow integration of learning management systems and 
knowledge management objects. Knowledge-based systems, decision support systems 
and data mining allow updating of knowledge. The information systems, document 
management and workflow management support organizational memory. Ontologies 
for integration process to both systems and ontologies. The data and networking layer 
is formed by the external data sources, Web servers, email and domain repositories, 
among others. 

5 Conclusions 

Universities are generators of knowledge, and thus there are new knowledge workers 
being formed in them by professors, who in turn are knowledge workers as well. On 
the other hand, it is really important that knowledge completes its permanent vital 
cycle (tacit-to-explicit-to-tacit) so that added value can be provided to processes per-
formed by universities.  The latter allows universities to be real organizations that 
learn by preserving their experiences, reusing them properly and evolving them into 
best practices.  Using business models and best practices should (with proper respect 
to academics as repository of formalized knowledge obtained from the theory-
practice-theory cycle) allow universities to be more dynamic and to  better serve their 
clients with mature and reusable “knowledge products”.  

A first version of a formal model for virtual education is presented in this research, 
using first-order logic (FOL). It is modeled through ontologies, which describe the 
semantic architecture of a knowledge management system. We have been able to 
establish rules and meaning of behaviors through the different ontologies of the 
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processes that comprises it. The ontologies describe the intelligent behavior of the 
model. General ontologies describe the superior level of processes, while domain 
ontologies describe the different processes in the education domain such as collabora-
tive learning, teaching, etc. Finally, task ontologies will describe different tasks of the 
model, for example creation of learning objects. 

General Ontology is the element that represents the management of knowledge 
which guides the model; this ontology is formed by concepts that allow to integrate 
the diverse layers that form the model, as well as the rules and axioms that domain the 
framework from a general view. This is apparent when we describe the structural 
capital, containing the learning management processes and collaborative work, such 
as found on the processes and technologies on the third layer. General ontology 
(shown in figure 2) integrates different layers of the model done through axioms of 
behavior described on table 1. For instance a rule states that “integrations include the 
human capital, which includes professors, students and researchers.” 

Each one of the ontologies describes the processes of integration and re-use of 
knowledge given on the different processes; this is a work in development using Neon 
methodology. 

Future research will be conducted on the development of intelligent agents that 
support recommended activities to establish processes standards. Agents whom would 
allow to consult on the activities of measurement of quality which will be communi-
cated to users, as well as other Agents who will allow the creation of users’ profiles. 
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Abstract. The paper presents technique to interpret possessive pro-
nouns for English to Bulgarian language syntax-based machine transla-
tion. It uses Universal Networking Language (UNL) as a formal frame-
work to present possessive pronouns grammar features by employing
semantic networks for both English and Bulgarian language. The tech-
nique includes also use of statistically-based estimation of accuracy of
translation by measuring precision and recall of both training and con-
trolled electronic text corpora and by improving related grammar rules.

Keywords: Knowledge representation and reasoning · Semantic data
models · Knowledge-based natural language processing

1 Introduction

The problem of correct machine translation of inflected forms of Bulgarian pos-
sessive pronouns into English was interpreted as a problem of proper inflectional
and syntactic rules representation of related grammar features and their seman-
tic correlation for both languages. One of its solutions is to use common formal
framework to present grammar features of possessive pronouns for both lan-
guages, so to relate them semantically.

The approach is based on the use of semantic translation for the source
language and then to use that translation to generate output for the targed lan-
guage. The methodology allows improvement of accuracy of received translation
by improving related grammar rules and their coreference.

2 Related Approaches

Generally, approaches to machine translation can be regarded as of two basic
types. The first approach uses pairs of languages for which formal grammar and
lexical resources are developed for both languages. The second approach require
development of core grammar and lexical resources for one language – English for
example – and then to localize them for several languages allowing multilingual
machine translation.

Further, we are going to describe application using secound approach and to
extend its methodology of machine translation for “The Little Prince Project”
which uses the text of related book.
c© Springer International Publishing Switzerland 2015
I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 349–356, 2015.
DOI: 10.1007/978-3-319-26138-6 38
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3 The Electronic Text Corpora Search Results

We use two electronic text corpora consisting of text of the book “The Little
Prince” – in English and in Bulgarian language. Both corpora use the Sketch
Engine (SE) [3,4] software for processing electronic text corpora which allows
different types of search procedure including for aligned multilingual corpora.
Various types of queries can be generated by using statistical search. For exam-
ple, we can generate concordances of English possessive adjective my and for its
related Bulgarian possessive pronoun moj.

The results presented at Fig. 1 and Fig. 2 show that for the English adjec-
tive we have obtained several different morphologically and syntactically related
word forms from Bulgarian corpus. Thus, the main problem to resolve is to relate
semantically all Bulgarian possessive pronouns word forms to their English corre-
lates by using proper grammar rules and common formal multilingual framework.
For that, we have used Universal Networking Language (UNL).

Fig. 1. The electronic corpus concordance of English possessive adjective my.

Fig. 2. The electronic corpus concordance of Bulgarian possessive pronoun moj.
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4 The Universal Networking Language

In the UNL approach, information conveyed by natural language is represented
as a hypergraph composed of a set of directed binary labeled links (referred to
as “relations”) between nodes or hypernodes (the “Universal Words” (UWs)),
which stand for concepts. UWs can also be annotated with “attributes” repre-
senting context information [11].

Universal Words (UWs) represent universal concepts and correspond to the
nodes to be interlinked by “relations” or modified by “attributes” in a UNL
graph. They can be associated to natural language open lexical categories (noun,
verb, adjective and adverb). Additionally, UWs are organized in a hierarchy (the
UNL Ontology), are defined in the UNL Knowledge Base and exemplified in the
UNL Example Base, which are the lexical databases for UNL. As language-
independent semantic units, UWs are equivalent to the sets of synonyms of a
given language, approaching the concept of “synset” used by the WordNet.

Attributes are arcs linking a node onto itself. In opposition to relations, they
correspond to one-place predicates, i.e., function that take a single argument.
In UNL, attributes have been normally used to represent information conveyed
by natural language grammatical categories (such as tense, mood, aspect, num-
ber, etc). Attributes are annotations made to nodes or hypernodes of a UNL
hypergraph. They denote the circumstances under which these nodes (or hyper-
nodes) are used. Attributes may convey three different kinds of information: (i)
The information on the role of the node in the UNL graph, (ii) The information
conveyed by bound morphemes and closed classes, such as affixes (gender, num-
ber, tense, aspect, mood, voice, etc), determiners (articles and demonstratives),
etc., (iii) The information on the (external) context of the utterance. Attributes
represent information that cannot be conveyed by UWs and relations.

Relations, are labeled arcs connecting a node to another node in a UNL
graph. They correspond to two-place semantic predicates holding between two
UWs. In UNL, relations have been normally used to represent semantic cases or
thematic roles (such as agent, object, instrument, etc.) between UWs.

UNL-NL Grammars are sets of rules for translating UNL expressions into
natural language (NL) sentences and vice-versa. They are normally unidirec-
tional, i.e., the enconversion grammar (NL-to-UNL) or deconversion grammar
(UNL-to-NL), even though they share the same basic syntax.

In the UNL Grammar there are two basic types of rules: (i) Transformation
rules - used to generate natural language sentences out of UNL graphs and
vice-versa and (ii) Disambiguation rules - used to improve the performance of
transformation rules by constraining their applicability.

The UNL offers universal language-independent and open-source web-based
platform for multilingual applications [2]. The UNL applications for English and
French languages [6] are available but some applications for other languages like
Russian [1] and Bulgarian [7,8] are available as well.

The UNL web-based platform also offers UNL-NL Grammar deconversion
system EUGENE and NL-UNL Grammar enconversion system IAN which
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allow multilingual representation and localization of grammars for Natural-
language generation and Natural-language analysis tasks for machine translation
applications.

5 Multilingual Representation of Possessive Pronouns
in UNL

Possessive pronouns exist in almost all European languages and they share simi-
lar semantics. In fact, the semantic relation of possession is accepted as a seman-
tic universal and it varies depending on whether it is referred to the possessor
or to the thing being possessed. However, for different languages there exist
different grammar features to express above semantic relations.

For English language, we differentiate for possessive pronouns and possessive
adjectives which differs with respect to their syntactic positions. For Bulgarian
language, we differentiate possessive pronouns’ grammar features of gender, num-
ber, definiteness (which are inflectional) and person (which is not inflectional).
Also, we differentiate between their syntactic positions as modifiers and speci-
fiers. A detailed description of Bulgarian UNL possessive pronouns inflectional
morphology representation is given at [9] with related principles and presented
inflectional rules. A comparative multilingual UNL possessive pronouns repre-
sentation for English and Bulgarian languages also is described at [10].

Both applications are based on the idea to represent possessive pronouns
grammar features (inflectional and syntactic) for both languages as relations with
subsequent graph representation using semantic networks. Further, we need to
correlate that representation as semantically equivalent by localizing developed
English grammar for Bulgarian language grammar features adopting it with
related inflectional and syntactic grammar rules.

5.1 Developing UNL Grammar for Possessive Pronouns

For our approach, we adopt the methodology described in [5]. We use UNL-NL
Grammar deconversion system EUGENE and NL-UNL Grammar enconversion
system IAN to represent and localize English grammar and dictionary and we
extend them with Bulgarian grammar and dictionary. Generally, the process
starts with NL-UNL enconversion of English sentences and is followed by UNL-
NL deconversion of Bulgarian sentences. The sentences from both languages are
represented as language-independent UNL relations which have to be semanti-
cally equivalent.

Thus, the sentence from English text corpus (Fig. 1) I am responsible for
my rose is represented into UNL graph using relations ben(am:03.@present, my
rose:0C.@for) and obj(am:03.@present, responsible:05). The visual representa-
tion of related UNL graph is given at Fig. 3 and its correlated Bulgarian trans-
lation is given at Fig. 4, respectively.

Alternatively, the English text corpus sentence Something was broken in
my engine is represented as UNL graph by using relations plc(was:03.@past,
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Fig. 3. The UNL graph representation of the sentence I am responsible for my rose.

Fig. 4. The Bulgarian translation of the sentence I am responsible for my rose.

Fig. 5. The UNL graph representation of the sentence Something was broken in my
engine.

my engine:09) and aoj(broken:05.@past, 00:01.@thing). The related visual UNL
graph representation is given at Fig. 5 and its Bulgarian language translation is
given at Fig. 6.

5.2 Measuring Accuracy of Translation

The UNL web-based platform allows statistically-based measurement of accuracy
of translated texts by estimation of precision and recall. For that, F-measure
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Fig. 6. The Bulgarian translation of the sentence Something was broken in my engine.

score is used. It considers both precision and recall of grammar. Precision is the
number of correct results divided by the number of all returned results. Recall is
the number of correct results divided by the number of results that should have
been returned.

The NL-UNL enconversion has two types of positive outcome – RETURNED
and CORRECT. For RETURNED output it is needed that result must be UNL
graph or UW. For CORRECT output it is needed that: (i) the discrepancy
of relations between actual and expected output is less than 0,3 and (ii) the
discrepancy of UWs between actual and expected output is less than 0,3 and
(iii) the overall discrepancy is less than 0,3.

The UNL-NL deconversion has aslo two positive outcome – RETURNED
and CORRECT. The output is considered as RETURNED when it is a list of
natural language words. The output is CORRECT when the difference between
actual and expected output is less than 0,3. The F-measure score of English to
UNL enconversion and related direct UNL to Bulgarian deconversion translation
is given at Fig. 7. It is evaluated as not very high and needs to be improved by
improving accuracy of grammar rules.

5.3 Improving Bulgarian Grammar with Inflectional and Syntactic
Rules

Generally, the incorrect translations can be found where it is possible to have
more than one translation (ambiguity rules) or in case of missing grammar rules
for the target language. For Bulgarian possessive pronouns, we have found more
than one possible translation for the inflected forms which function as mod-
ifiers. That cases have been considered as RETURNED but not CORRECT.
The number of incorrect translations of inflected forms of possessive pronouns
which function as specifiers was much less. Thus, we have improved grammar
accuracy by adopting mainly inflectional and syntactic rules.

The UNL specifications offer types of formal grammar rules particularly
designed to present pronouns grammar features of person, number and gender
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Fig. 7. The F-measure of direct English-UNL-Bulgarian syntax-based translation.

Fig. 8. The F-measure after improvment of Bulgarian grammar accuracy.

which are interpreted as inflectional features (like gender, number and definite-
ness). The inflection can be represented with respect to prefixes, suffixes, infixes,
and to the sound alternations. Also, we have developed transformation syntactic
rules to differentiate possessive pronouns as modifiers from that as specifiers.

Repeating improvement of grammar accuracy by adopton of new grammar
rules we have obtained a higher F-measure score presented at Fig. 8 and have
significantly improved accuracy of translation.
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6 Conclusion

The applied methodology uses semantic approach and syntax-based technique
for English to Bulgarian language machine translation of all possessive pronouns
in Bulgarian language. It offers a representation of grammar knowledge by com-
mon formal framework of UNL and by using common semantic relations and
grammar rules (mostly syntactic) for both languages. The resulting grammars
can be tested by estimating F-measure score and can be extended with new
disambiguation rules improving accuracy of translation.

The model uses syntax-based multilingual machine translation approach and
web-based UNL platform. It is open for further development and improvement by
introducing additional grammar rules and by enlarging database. Further, it will
be interesting to test improved grammar for machine translation between several
related languages including possessive pronouns for more Slavonic languages.
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Abstract. Generic reference models are based on the assumption of
similarity between enterprises - either cross industrial or within a given
sector. The research suggests a machine assisted methodology and tools
for the design and generation of individualized business process mod-
els based on generic repositories. An empirical evaluation is included to
assess the effectiveness of the proposed method.
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1 Introduction

Modern enterprise management focus has shifted to integrate and manage the
process-centered enterprise [2] using tools such as Business Process Management
(BPM) and Enterprise Resource Planning (ERP) [3]. These tools form the basis
for enterprise operation planning, optimization, and assessment.

Most business process management works have focused on the study of struc-
tural frameworks and IT related execution patterns [14], putting little empha-
sis on the content layer that adds the operational data to these frameworks.
“Real life” business process models, which represent practical “how to” content,
have been somewhat disregarded except in illustrative examples [13]. Few sci-
entific researches have addressed the topic of designing business process content
[4,7,10,12] aiming to develop theories, empirical studies and supporting tools.
The lack of suggestions for standard structure, terminology and tools for the pro-
cess content layer has restricted the development of “reference modeling content
science,” leaving it mostly to vendors and commercial organizations [13].

Currently, most of the generic business process repositories are provided
by industrial organizations, developed on the basis of experience accumulated
through analyzing business activity and implementing IT systems in a variety
of industries. These repositories are presented as generic – i.e. typical for an
industrial sector (e.g. SAP’s “aerospace industry” business solutions1 or Ora-
cle’s “retail solutions”2).
1 SAP. Business Maps and Solution Composer, http://www.sap.com/solutions/

businessmaps/composer/, 2015.
2 Oracle. [12] www.oracle.com/industries/retail/index.html, 2015.
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The generation of enterprise-specific, or individualized process models is con-
ventionally based on manual customization of sectorial models. Since a typical
generic process repository constitutes thousands of processes and tens of thou-
sands of activities, this enterprise-specific customization is considered a manual,
labor intensive task. It requires significant domain expertise and is prone to
errors or inconsistencies due to reliance on human, without the assistance of a
machine.

Aiming to confront the above concern, the objective of this research is to
suggest a structured methodology for automating the construction of enterprise-
specific business process models based on the operational characteristics of the
implementing organization.

After a review of related work (Section 2), we present a framework for business
process classification (Section 3). Based on this framework we then present the
methodology for the design and generation of enterprise-specific process models
(Section 4). In Section 5we present an empirical evaluation of the proposed method
effectiveness. Section 6 includes conclusions and directions for future work.

2 Related Work: Application of Reference Process
Models

2.1 Commercial Reference Models

Commercial reference process models are usually developed by vendors such as
SAP3 and Oracle4; by system integrators such as HP5, IBM BCS (Business
Consulting Services)6, and Accenture7; and by BPM specific companies.

ERP vendor reference process models include, for example, SAP’s industry
and cross-industry Business Solution Maps, INFOR/Lawson’s ERM (Enterprise
Reference Models)8, and Oracle’s OBM (Oracle Business Models) library. From
these models vendors and integrators develop a suite of processes, reflecting what
an enterprise does, or needs to do, in order to achieve its objectives [9].

These models are based on the assumption of significant similarity between
enterprises that operate within a certain industry. SAP, for example, offers Busi-
ness Solutions for 24 industrial branches.

In summary, research into commercial business process models has introduced
the following concepts: (a) the idea of generic industry-related process models;
and (b) the idea that a specific enterprise process model is a sub-set of a generic

3 SAP. Business Maps and Solution Composer, http://www.sap.com/solutions/
businessmaps/composer/, 2015.

4 Oracle. Business Models (OBM), http://www.oracle.com/consulting/offerings/
implementation/methods tools/, 2015.

5 EDS. EDS web-site, URL=www.eds.com, 2015.
6 IBM. IBM web-site. URL=ww1.ibm.com/services/us/bcs/html/bcs index.html?

trac=L1, 2015.
7 Accenture. Accenture web-site. URL=www.accenture.com/, 2015.
8 Intentia. Enterprise Reference Models, http://www.intentia.com/WCW.nsf/pub/

tools index, 2015.
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reference business process model, and can be generated by scoping-out non-
relevant elements.

2.2 Derivation of Individualized Process Models

While academia has devised novel notions regarding model-driven structural
process configuration of enterprise systems [1,5,11], the prevailing practitioner
procedure for generating individualized process models content is a top-down
customization of generic sectorial models.

According to this approach, sectorial classifications reflect the end-product
of the enterprise, rather than its modus operandi. Hence, focusing on what the
enterprise produces (or supplies), instead of how this production is carried out,
can be misleading and may result in inappropriate business process models [14].

2.3 Machine Assisted Approach in Business Process Modeling

BPM science has presented in recent years some works that focus on the
automation of modeling tasks [7,8,12]. Yet, these methods and tools have not
been applied on machine-assisted generation of organizational business process
models- which is the focus of this work.

To sum-up: this research suggests an alternative, machine-assisted, approach
for generating individualized process models, based on the correlation between
the operational characteristics of the organization and a set of corresponding
business processes.

3 Business Process Classification

According to [9], in a complete repository, processes are divided into five opera-
tional classes: (a) business functionalities: (1) basic business processes, (2) busi-
ness support processes; (b) industrial functionalities: (3) basic manufacturing
processes, (4) manufacturing support processes, (5) service processes. These
classes can be considered separable (i.e. no overlapping of processes within
classes). In addition, most business functionalities were found to be common
to all enterprises. Therefore, according to this work, enterprises are differenti-
ated mainly by their industrial functionalities – the degree to which each of the
manufacturing and service sub-classes are implemented.

As a result, the authors of [9] proposed a general typological representation
of enterprises that overcomes the necessity to distinguish between production
and service industries, seeing that both types of activities occur in most organi-
zations. Their typology characterizes industrial functionality by two codes: M(*)
and S(*). M(*) defines goods production functionality (oriented along product
development through manufacturing), whilst S(*) defines service provision func-
tionality (oriented towards the proximity between the provider and customer).
The scale of functionalities ranges from “pure goods production” (M(4)) through
“pure service provision” (S(4)) (See Fig. 1, where the M and S classifications are
marked by “*”).
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This presentation implies that an enterprise implementing “full production”
functionality (R&D, product engineering, configuration management and pro-
duction), with no service functionality, would be coded as M(1+2+3+4)S(0). An
enterprise implementing “full service” functionality (front office, contact office,
mobile office and remote office), with no goods functionality, would be coded as
M(0)S(1+2+3+4). All other enterprises can be characterized within this spec-
trum in accordance with their tendency to be oriented towards manufacturing
or service. For example: a ticket sales office that is a “pure” service enterprise
would be coded as M(0)S(1+2+3+4) (sales of tickets via the web, through agents
in the field, via a call center, and person-to-person at the enterprise offices). A
software company oriented both towards creating software and providing ser-
vices would be coded as M(2+3+4)S(2+3) (development of customized software
reusing modules; providing a help desk in the field and through a call center).

Fig. 1. Operational Classification of Enterprises.

In this work we have elaborated the functional code suggested in [9] by further
analyzing the business functionalities that were previously considered generic.
The goal was to find differentiating business characteristics that will enable us to
refine the operational classification and by that generate more accurate enterprise
specific models.

To do that we used the ProcessGene process repository9 as follows. The
ProcessGene repository consists of 4,531 processes comprising 17,608 activities.
Processes are interconnected to each other and therefore the repository can be
represented as a general graph. We have analyzed 63 enterprise specific process
models that were created based on the ProcessGene repository as part of a BPM
9 ProcessGene Ltd., http://processgene.com/business-process-repository/, 2015.

http://processgene.com/business-process-repository/
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project each organization carried out. Therefore, each specific model represented
a subset, or a sub-graph of the generic repository.

The analysis was carried out in a bottom-up manner. First, all business pro-
cesses in the repository were linked to those organizations in the sample in which
they were found to be implemented. Then, by analyzing the 63 enterprises we
have defined a list of 48 candidate business characteristics that can influence the
enterprise operations (e.g. “a public company”, “project based work”, and “field
work”). Then, a statistical regression analysis was carried out to find significant
correlations between processes and business characteristics. The processes were
found to correspond to a high degree with eight out of 48 of the predefined busi-
ness characteristics. It was found that (a) the probability is high that companies
are significantly associated with the same number and content of processes cor-
responding to each of the eight classifying characteristics; and (b) the degree
of separation between clusters (processes related to each characterizing class) is
almost absolute. Thus the business classes can be considered separable (i.e. no
overlapping of processes among classes).

These findings also support two significant conclusions: (a) an enterprise model
can be constructed by a separable and additive set of business processes; (b) if
an enterprise is characterized by a business class, it most likely implements all
of the corresponding processes. These properties enable us to extend the former
industrial classification suggested by [9] and extend the utilization of the process
repository systematically for the design of individualized business process models.
The additional business classes are presented in Fig. 1, marked by “B.”

The rest of the business processes that were not related to any business
classification were marked as “general.” The inclusion probability of each such
process in an arbitrary process model was calculated according to its number
of occurrences among the sample of 63 organizations. For example, the process
“Fill supplier questionnaire” belongs to the “business functionalities” group. It
was marked “general” since it was not correlated to any of the classes B(1)-B(8).
Since it was found in 58 out of 63 examined organizations, its probability to be
included in a newly designed process model is 92%.

4 Generating Individualized Process Models

In this section we present a method for generating enterprise specific process
models by: (1) using the refined business process classification (Section 3); (2)
fine-tuning the enterprise specific model using content validation methods.

The enterprise-specific model generation method (the “modeling assistant”)
relies on an underlying process repository and encompasses five main stages, as
illustrated in Fig. 2. The design process starts when a process designer defines the
operational characteristics of the enterprise. This is done by selecting additive
characteristics from a pre-defined characteristics list (see Fig. 1). For example, a
multi-subsidiary, public company implementing “full production” functionality
(R&D, product engineering, configuration management and production), with no
service functionality, would be coded as M(1+2+3+4)S(0)B(1+7). The user also
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Fig. 2. The modeling assistant mechanism.

provides a threshold probability for adding “general” processes to the specific
model (see Section 4.2).

Based on the process designer inputs, the modeling assistant combines the
enterprise-specific model (see Section 4.3). The generated model content is then
being verified using NLP methods (see Section 4.4), aiming to assure that the
logic of the model is complete and sound (e.g. that there are no contradict-
ing activities, and that activities are presented in the right execution order).
This stage outputs a list of correction options. The designer then reviews the
correction suggestions and fine-tunes the model accordingly (see Section 4.5).
Finally the modeling assistant outputs a full-fledged process model that reflects
the enterprise specific modus-operandi.

4.1 Phase #1: Determination of the Operational Classification
of an Enterprise

At this stage the user (process designer) is presented with the list of enterprise
operational classifications as presented in Fig. 1. In response, she selects the
classifications compatible to the currently modeled organization in an additive
manner.

4.2 Phase #2: Provision of a Threshold Probability for “General”
Processes

At this stage the process designer specifies the threshold for adding general busi-
ness functions. This threshold indicates the level of tolerance the organization
has towards redundant vs. missing processes at the final, output model. Low
threshold (e.g. 40%) means that general business processes will be added to the
organizational-specific model even if on average they are present only in 40% of
the enterprises. This increases the probability of redundant processes that the
organization will have to review and delete at the final refinement stage. On the
other hand, a high threshold (e.g. 90%) may prevent the inclusion of general
business processes that might be required at the enterprise specific model.
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4.3 Phase #3: Generation of the Individualized Business Process
Content Model

The procedure for generating an individualized business process model is as
follows.

1. Automatically generate a reduced model, encompassing only those pro-
cesses constituting the top-level operational characteristics of the enterprise,
according to the user’s input at phase #1.

2. Based on the general threshold probability provided by the process designer
(Step #2), automatically retrieve and add “general” business processes, hav-
ing a probability equal to or greater than the threshold value.

For example, a multi-subsidiary plastic seats manufacturer produces and markets
a range of mass-produced seats for sale. From the classification questionnaire we
learn that its operations are characterized by make-to-stock production, a call
center for customer orders, a fleet of tracks for distribution to stores. In addition,
the work in this organization is managed in shifts. According to the categoriza-
tion of operational characteristics (Fig. 1), the enterprise would be classified
as M(3+4)S(1+2+3)B(1+5): managing the seat production, distributing cus-
tomer orders in shifts, and receiving orders from stores. The corresponding set
of industrial and business processes can be retrieved top-down from the business
process repository, and, as a consequence of the additive property of the process
clusters, the operational modules and the general processes that correspond to
the given threshold can be easily combined to rapidly establish the plastic seat
manufacturer’s business process model.

4.4 Phase #4: Specific-Model Verification

Since the individualized model was combined additively by groups of processes,
a final “tailoring” phase is required to assure that the business logic expressed
in the model is complete and sound. For example, we need to make sure that
based on the generated model content, there are no missing activities and that
processes are represented at the right execution order. To do that, we used the
content validation method suggested in [6]. Using natural language processing
(NLP), the method outputs a list of correction suggestions, for the user’s review.

4.5 Phase #5: Application of Model Corrections

Finally, the user reviews the correction suggestions and applies the relevant
corrections to the suggested process model. In continuous to the above example,
the validation mechanism may find out that there is a missing process in the
model named: “Locating nearest service provider,” due to the fact that the
enterprise has multiple subsidiaries and it provides field service. The modeler
will then decide if such a process is relevant for her organization and if yes - will
add it from the ProcessGene repository to the enterprise-specific model.
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The output of this framework is a full-fledged enterprise-specific process
model. Naturally, the process modeler will afterwards review the model and fine-
tune it manually – usually at the activity (low) level – to ensure that all relevant
processes have been included and unnecessary processes eliminated. This may
require some time, as the various “key users” in the enterprise become involved
at this stage. However, they begin from the specific enterprise model as an initial
input, rather than from a generic, all-inclusive, repository. This focuses atten-
tion on the enterprise functionality, and can greatly shorten the time to reach
agreement on the final model.

5 Experiments

We now present an empirical evaluation of the proposed method effectiveness.
First, we present the experimental setup and describe the data sets that were
used. Based on this setup we present the implemented methodology. Finally, we
present the experiment results and provide an empirical analysis of these results.

5.1 Data

We chose a set of additional 23 enterprise-specific process models that were
generated based on the ProcessGene repository for the needs of various organi-
zations. The selected enterprises operate in different industries, are of various
company sizes (considering workforce and financial aspects) and different geo-
graphical locations.

5.2 Evaluation Methodology

To evaluate the suggested method we conducted 23 experiments. At each exper-
iment, an enterprise-specific model was generated based on the suggested frame-
work (phases #1-#3 only, threshold=50%) and then compared to the model that
the current model that organization already constructed. This “machine assisted
design” has enabled us to objectively measure the method’s effectiveness.

5.3 Results and Analysis

Fig. 3 presents a summary of the experiment results. On average, 4.9% processes
from the ProcessGene repository were missing from the generated enterprise-
specific model (see column #1). This was the case despite the diversity of the
examined enterprises, highlighting the level of accuracy one would expect when
automatically generating new process models based on the ProcessGene reposi-
tory. This percentage was lower for the manufacturing and service parts of the
model (2.1% and 3.5% correspondingly) than for the business part of the model
(9%). This can be explained due to the fact that manufacturing and service pro-
vision may be more standardized and therefore more predictable. These results
were produced using a 50% threshold. A higher threshold will reduce the amount
of missing processes.
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In addition, on average, 6.1% of the processes in the generated model were
redundant (see column #2), again, highlighting the level of accuracy of the
generated model. This percentage was lower for the manufacturing part (3.6%),
medium for the service part (5.7%) and higher for the business part of the
model (8.9%). Higher percentage means more diversity in the way the operational
classes are being implemented. Therefore, the low percentage that was found for
the manufacturing processes means that usually when implementing the different
types of manufacturing methods, most of their related processes are required.
It should be noted though that these results were produced based on a 50%
threshold. A lower threshold will decrease the number of redundant processes.

Finally, on average, each organization added 2.5% unique processes that were
not represented in the ProcessGene repository (see column #3). This percentage
was lower for the manufacturing and business parts (1% and 2.1% respectively),
and higher for the service part (4.3%). This indicates that service processes are
more diverse and unique per enterprise.

Fig. 3. Experiment results.

To summarize, the experiments have demonstrated the usefulness of the
machine-based modeling assistant in constructing enterprise-specific process
models. We have also measured and evaluated the effectiveness of the method in
the given experimental setup, both in terms of the amount of missing processes
and in the amount of redundant processes.

6 Conclusions

We proposed a mechanism for automating the generation of enterprise-specific
process models from a predefined process repository. Such a mechanism saves
design time and supports non-expert designers in creating new, enterprise specific
business process models. The proposed method and experiments provide a start-
ing point that can already be applied in real-life scenarios, yet several research
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issues remain open, including: (1) an extended empirical study to further exam-
ine the quality of newly generated process models; (2) extending the method to
include the activity level as well; and (3) defining a learning mechanism that will
take into account previous design outcomes and adjust the modeling assistant
mechanism for the next usage.

As a future work we intend to investigate further the sets of generic business
processes in order to extend and refine the enterprise operational classification.
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Information System in Distributed Environment (ISDE) is becoming a prominent
standard in this globalization era due to advancement in information and communi-
cation technologies. In distributed environments, business units collaborate across time
zones, organizational boundaries, work cultures and geographical distances, to an
increasing diversification and growing complexity of cooperation among units. The
advent of the Internet has supported distributed information system environment by
introducing new concepts and opportunities, resulting in benefits such as scalability,
flexibility, interdependence, reduced cost, resource pools, and usage tracking. The
number of organizations distributing their software development processes worldwide
to attain increased profit and productivity as well as cost reduction and quality
improvement is growing. Despite the fact that information system in distributed
environment is widely being used, the project managers and software professionals face
many challenges due to increased complexity, cultural as well as various technological
issues. Therefore, it is crucial to understand current research and practices with
researchers and practitioners in these areas.

Following selected papers of ISDE 2015 international workshop in conjunction
with OTM conferences present recent advances and novel proposals in this direction.

Claude Moulin, Kenji Sugawara, Yuki Kaeri, Marie-Hélène Abel presented the
design and implementation of a distributed digital system supporting participants
during co-located collaborative sessions and presented the architecture of a distributed
system involving different types of devices and for the main modules a large
multi-touch screen.

In their paper Evolving Mashup Interfaces using a Distributed Machine Learning
and Model Transformation Methodology, Antonio Jesus Fernandez-Garcia et al.
proposed a methodology to allow mashup user interfaces to be intelligent and evolve
over time by using computational techniques like machine learning over huge amounts
of heterogeneous data, known as big data, and model-driven engineering techniques as
model transformations.

Liguo Yu, Alok Mishra, Deepti Mishra reviewed distributed Web services and
studied their current status through examining the distributed data centers of several top
Internet companies and concluded that distributed services, including distributed data
centers, are the key factors to scale up the business of a company, especially, an
internet-based company.

Tool Chain in Agile ALM Environment by Saed Imran, Martin Buchheit, Bernhard
Hollunder, Ulf Schreier highlights tool integration within the Agile Application
Lifecycle Management (ALM) environments. This article addresses the problem faced
by practitioners while establishing a tool chain environment, aligned with development
process and culture.



One of the most important aspects when designing and constructing an Information
System is its architecture. This also applies to complex systems such as System of
Information Systems (SoIS). An Architectural Model for System of Information
Systems by Majd Saleh, Marie-Hélène Abel, Alok Mishra proposed an architectural
model of System of Information Systems (SoIS).

A Software Development Lifecycle Model for Cloud Combining Waterfall,
Prototyping and Incremental Models by Tuna Hacaloglu et al. proposed a new
conceptual software development life cycle model for cloud software by synthesis of
different process models for traditional software development.

Software factories are a key element in Component-Based Software Engineering
due to the common space provided for software reuse through repositories of
components. Javier Criado, Luis Iribarne, Nicolas Padilla describe a matching process
based on syntactic and semantic information of software components.

September 2015 Alok Mishra
Jürgen Münch
Deepti Mishra
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Abstract. The article highlights tool integration within the Agile Appli-
cation Lifecycle Management (ALM) environments. An essential ingre-
dient of an effective agile ALM process is concerned with the techniques
used to form the coalitions of tools that support some or all of its activi-
ties. This article aims to address the problem faced by practitioners while
establishing a tool chain environment, aligned with development process
and culture. To provide practical step wise information on the creation of
a tool chain, we have explored how the ALM process model can be used
for creating a skeleton of specialized tools. We identify a set of proposed
criteria for tool selection and show how tools can be set up on different
development platforms.

Keywords: Application Lifecycle Management · Software tool chain ·
Integrated application development tools

1 Introduction

Traditionally, software development was treated as a factory process in which
the development activities were mainly aligned in a sequence as were the efforts
on their management. This results in longer development time-lines with slower
responses to a changing environment and lower user satisfaction rating. As a con-
sequence, software engineering moved into the era of agile software development.

Agile software development is in fact a realisation of agile practices such as
Scrum, Extreme Programming etc [1]. These practices advocate iterative learn-
ing, development and improvements through earlier and continuous customer
feedback. This has led to the recognition of agile practices as being adaptive
and people-oriented. In addition, the process of software application develop-
ment requires experts from a number of software engineering disciplines such as
domain knowledge, design and architecture etc. Each of these disciplines involves
a different set of specialized development tools that are specific for their partic-
ular development phase.

Application Lifecycle Management (Application Lifecycle Management
(ALM)) on the other hand provides the capability to integrate, coordinate and
c© Springer International Publishing Switzerland 2015
I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 371–380, 2015.
DOI: 10.1007/978-3-319-26138-6 40
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manage the different phases of software engineering discipline that are related
from the initial planning phase of the software product throughout its retire-
ment [2]. In addition, Application Lifecycle Management (ALM) supports an
agile environment that allows development teams to adapt agile practices to
best fit to their needs, mitigate barriers and risks that could impede the teams
progress. According to David Chappell [3], ALM is a business process, which
includes the set of activities required to create and run custom applications. He
emphasises that “any organization that creates custom software should take the
ALM process at least as seriously as it does any other important business pro-
cess”. It is also described as a continuous process of managing the life of an appli-
cation through platforms that provide a project workspace with an integrated
tool set, encompassing all software development activities, such as requirements
management, design, coding, testing, and release management [4] [5].

In contrast to the traditional approach of software development, where the
initiation of the subsequent activity relies on the completion of the preceding,
the performance of the agile approach relies heavily on a tool support, which
plays a fundamental role in smoothly running and efficiently managing product
development environment [6]. According to Doyle [7], ALM is a set of tools,
processes and practices. Therefore, it can be argued that one of the paramount
goals of agile ALM is to facilitate integrated tool-sets to support project lifecycle.

Multiple tools have the potential to improve the productivity in the devel-
opment process, depending on how well they are integrated with each other
and their degree of automation. It is important to mention here that the term
“integration” refers to the relationship of a tool with other elements in the envi-
ronment, chiefly other tools, a platform and process [8]. Moreover, tool chains can
provide different coverage of the development process and it is widely believed
that integrating the tools into an automated tool chain can improve the produc-
tivity of development [9]. However, in agile development environment, applying
a tool chain can impose great hardship on a software development team, so as to
ensure that an arrangement of tools qualify the established development culture,
processes and standards. In practice, tools do not interoperate well, which is a
common challenge faced by many development teams while exchanging or pass-
ing data from one stage of software development to its succeeding in order to
facilitate continuous process flow between the activities of development lifecycle.

The importance of this problem derives from the fact when the development
teams are not clear on the concept of tools chains, because the lack of knowl-
edge on how to create a fundamental model against which a set of tools can be
arranged in chain setup. Thereby, allowing the tasks of the entire agile appli-
cation development process to be performed more or less in a sequence, that
is, from a development activity to the next with minimal manual intervention.
Therefore this investigation aims to address this challenge, by providing under-
standing on the establishment of a fundamental sets of a tools in a chain along
with some exemplar tool chain models based on different development platforms,
which can be used as a reference model.

The remainder of the paper is structured as follows: In Section 2, the main
activities of the ALM process are highlighted and the approach to be undertaken
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to align software tools along with the activities of the ALM process. In Section 3,
we present tabulated data gathered as a result of our limited survey on the avail-
ability of software tools from different development platforms, for the different
phases of application development. Furthermore, exemplary tool chain models
based on different development and technological background are presented to
demonstrate the actual implementation of tool chain concepts in a variety of
development platforms. Section 4, emphasises on the transparency in software
tool chain environment. Section 5 contains a limited discussion and a brief con-
clusion is provided in Section 6.

2 Approach

2.1 ALM Activities

It is a common misconception to equate ALM with the Software Development
Lifecycle (SDLC), where the focus is mainly on application development [3]. In
fact, (SDLC) is mainly comprised of application development phases, such as
requirement gathering, design, coding etc [2]. On the other hand, ALM is about
managing the entire application development lifecycle, that is, from the initial
idea to its retirement and everything in between. Figure 1 shows all the main
activities involved in ALM, where the existence of version control and change
and configuration management plays the key roles.

Fig. 1. Activities of Application Lifecycle Management.
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2.2 Aligning Tools with ALM Process Model

To establish a streamline tool chain for an agile ALM platform, we need firstly
to identify all of its primary activities. For this purpose, this study aims to
demonstrate a possible combination of tool sets that can align with each activity
of ALM process model as shown in Figure 1. There is no single correct way to
break each activity of ALM process model into sub, as they can vary significantly
based on many factors such as the project requirements, development platform,
and development techniques.

Fig. 2. A proposed tools set for ALM Process Model.

In this investigation we have proposed how specialised tools can be arranged
to correspond to each activity of the ALM process model (see Figure 2), com-
prising mainly of requirement management tools, modelling tools, development
tools, testing and build integration tools, change management and version con-
trol tools. Initial planning and deployment are not covered here, as these stages
of Agile ALM development required further investigation, therefore are out of
the scope of this paper. This collected information can be used for creating a
skeleton of a tool chain aligned with ALM process model. Thereby, the infor-
mation available in this process model can assist development teams to identify
the proper tools and their arrangement with respect to it corresponding activ-
ity. Although, in addition to this, to establish an automated tool chain much
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more information would be required, such as the relationship between the data
of different tools, its access and flow. However, this process model merely serves
as a exemplary structure against which software tools can be aligned.

2.3 Tool Selection

The selection of distinct software development tools is one of the most chal-
lenging task in software tool-chain development environment. The criteria on
the selection of the tools that can perform specific tasks in an automated soft-
ware tool-chain environment can vary depending on the technicalities and the
requirements of the development platform. Nevertheless, the criteria that have
focused on the selected tools for this survey includes: (i) Purpose: to serve the
purpose, specialised to perform a specific task based on particular conditions;
(ii) Vendor qualification: market share, maturity of the vendor and the tool;
(iii) Vendor support : technical assistance, software updates, emergency mainte-
nance, user training and other support services; (iv) Integration support : ensures
coherent development, that is, capability of weaving together with other tools;
(v) Tool configuration: To configure the setting for a tool to best perform par-
ticular activity in development process; (vi) Community support : on-line com-
munity support like discussion forums, wikis, podcast etc.; (vii) Licensing cost :
Cost effectiveness based on variety of influencing factors such as selection of
Open Source Software (OSS) or propriety software, maintenance cost, and train-
ing cost. In addition, we suggest there can be a number of additional factors
such as the business decisions and goals, product requirements and scope and
the underlying development lifecycle model.

3 Survey on Tool-Support

A short survey has been conducted by taking into account the selection criteria
mentioned in section 2.3 on those tools which can enhance the performance of
Agile ALM, as being part of a set of loosely coupled tools realising the integrated
solution in strengthening the concept of tool-chain environment. This survey is
by no means comprehensive and the main goal of our brief survey was mainly to
address the possibilities on the use of a variety of tools in setting up a tool chain
support for entire application development lifecycle. Therefore, we have taken a
general view on those available software tools or technologies that can carry out
distinct tasks on the activities of agile ALM process, which includes: (i) Task or
requirement management tools; (ii) Design management tools; (iii) Development
tools; (iv) Static code quality analysis tools; (v) Test automation tools; (vi) Build
management tools; (vii) Continuous Integration servers (viii) Version Control
management systems; (ix) and Change and Configuration Management tools.

3.1 Survey Findings

To demonstrate this survey findings, we have randomly selected a few snippets
on the tabulated information, shown in Figure 3. The information provided on



376 S. Imran et al.

these tables has not been prioritised or ranked. The information gathered in
these tables is presented by a number of table columns such as the tool provider,
language support, versions etc. The information on the tables can vary, sub-
ject to the knowledge and experience of the tool selection team. However the
information that we have set mandatory is to identify firstly the software tool
specialised to perform a specific software development task and its provider. In
our survey finding, we have found that the count and the diversity of the avail-
able tools can vary depending on the chosen development platform and project’s
requirements.

(a) Code Quality Tools (b) Build Automation Software Tools

(c) Test Automation Tools (d) Continuous Integration Servers

Fig. 3. A snippet of information on the list of Software Tools

3.2 Exemplar Models

In this section, exemplar models (see Figure 4) on software development tool-
chain are provided in accordance with the process model shown in Figure 2.
These models are intended as reference models for creating a software devel-
opment tool chain on different development platforms. Also, in these exemplar
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models, non-available (N/A) is indicated where we have not found the tool that
fulfils our selection criteria. The first and second tool-chain models as shown in
Figures 4a and 4b respectively are for a Java development platform, however,
the first model provides information on the use of commercial software tools and
the second on the use of OSS. To provide further reference on how software tools
can be integrated to support ALM in different development environments, two
additional models are presented in Figures 4c and 4d for .NET and JavaScript
platform. The purpose of these models is merely to demonstrate how software
tools can be integrated together, supporting the tool-chain concept within appli-
cation development environments.

(a) Java platform -Proprietary software (b) Java platform - OSS

(c) .NET platform (d) JavaScript platform

Fig. 4. Exemplar tool-chain models for Agile ALM process model
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4 Transparency In A Collaborative Tool Chain

To correctly operate the artefacts produced or used in the ALM lifecycle, their
linkage to the corresponding requirements is essential to ensure that application
meets specification [1]. Therefore, one of the measures of effectiveness on a tool
chain is its ability to support requirements tracing in the development process of
agile ALM. Traceability ensures the relevance and effectiveness of tools applied
for each phase of software development life cycle, hence it is regarded as a key
concern in building a tool chain.

However, traceability is an enormous challenge in a collaborative tool chain
environment [10] [11]. The term collaboration here can be defined as an activity
where two or more tools work together to accomplish specific task of the devel-
opment phase, by ensuring consistency and eliminating the need of manually
transferring the data between tools. Technical and semantic gaps can originate
from heterogeneous tools, protocols, data formats, data structures and the ter-
minology that are used in communication between tools [12], where streamline
communication is fundamental to adhere traceability. Therefore, the presence of
traceability links across artefacts among software tools realizes necessary infras-
tructure imperative for a tool chain environment.

5 Discussion

The selection of the tools and their configuration has become an important
preliminary task in staging Agile ALM development platform. By placing high-
performance, flexible and configurable tools in a tool-set can immensely improve
the performance of agile application development process and ensure higher
product quality.

The selection of software tools varies from a simple tool that aid in manual
work to fully configurable automatic. Therefore, availability of the technical skills
and scope of the project should be taken into account while making decision
on the selection of the suitable tools. One of the concerns that should not be
overlooked is that even the automatic advanced tools can greatly simplify the
development process, a manual intervention can still be much needed for rapid
application development.

There can be a number of challenges in setting up a tool chain environ-
ment depending upon the product requirements and development platform.
For instance, critical system development, which have to meet safety restric-
tions and regulation, lacks tool-support for the complete lifecycle [13]. The
complexity among different phases of the development cycles can cause sig-
nificant technical hurdles and it has been realised that integration of tools
is not uniform across the all activities of ALM lifecycle, and the man-
ual effort may considerable vary. For example, in our practical implementa-
tion we have found that coalitions of IBM Rational Team Concert (RTC)’s
Change and Configuration Management (CCM) tool and IBM RTC’s Require-
ment Management (RM) tool, corresponding to requirement management and
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change and configuration management activities respectively, have taken a mini-
mal manual involvement as compared to setting up IBM RTC CCM tool to work
with IntelliJ IDEA corresponding implementation activity. One of the challenges
in adopting tool chain environment is dealing with different standards and het-
erogeneous data models for information exchange and how they can be best
reconciled [13]. Furthermore, the adoption of tool chain on different technical
platform is an ongoing challenge. The study was not intended to be comprehen-
sive, neither in terms of covering all the topics in setting tool chain in Agile ALM
environment nor in terms of covering all the literature needed information on
particular aspects. Rather, this study focused on a few aspects relevant to the
establishment of software tool chain; thereby attempting to guide the use of the
tool chain ALM process model. In addition, in this study the concern is limited
within software tools that support the application development lifecycle process
and their integration.

6 Conclusion

The proper selection of the suitable tools on setting a tool-chain have shown
unquestioned effective interoperability among tools with different standards and
data formats, thus providing reliable high-performance alternative to tradition
development activities. In this paper, we have investigated the actual imple-
mentation aspect of task specific software tools integration with in agile ALM
lifecycle environment. We demonstrate how we can set up tool chains on various
development environments based on our approach. In conclusion, tool integra-
tion in agile ALM environment remains a live research topic. We have based our
fundamental approach upon our observation and a limited survey. This study
aims to pave the way for more efficient ways towards the establishments and
usage of software development tools.
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Abstract. Distributed data centers are becoming more and more important for 
internet-based companies. Without distributed data centers, it will be hard for 
internet companies to scale up their business. The traditional centralized data 
center suffers the drawback of bottle neck and single failure problem. There-
fore, more and more internet companies are building distributed data centers, 
and more and more business are moved onto distributed Web services. This  
paper reviews the history of distributed Web services and studies their current 
status through examining the distributed data centers of several top Internet 
companies. Based on the study, we conclude that distributed services, including 
distributed data centers, are the key factors to scale up the business of a compa-
ny, especially, an internet-based company. 

Keywords: Web service · Distributed Web service · Data centers · Distributed 
data centers · Cloud computing 

1 Introduction 

Distributed Web services are becoming a new trend for internet-based business. 
Companies are considered not aggressive enough if their business is supported by a 
centralized web service. To improve the service performance, reduce the service cost, 
secure the data and transactions, and to increase their customer base, more and more 
companies choose to use distributed Web services, which highly depend on distri-
buted data centers. Therefore, more and more internet-based companies are providing 
distributed web services through building distributed data centers. 

According to Wikipedia [1], Web service is “a method of communication between 
two electronic devices over a network. It is a software function provided at a network 
address over the Web with the service always on as in the concept of utility compu-
ting.” In this paper, we define Web service as a computing service provided remotely 
by a server over the internet. The service could be in many formats, such as web host-
ing service, data hosting service, data processing service, or any other specific appli-
cation service [2]. 
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Traditionally, web service is centralized or near centralized, which means the ser-
vice provider has only one or a few servers in adjacent locations. With the increasing 
demand of business requirement, distributed Web services is becoming a new trend 
[3]. In the past decade, more and more distributed data centers have been built to sup-
port distributed Web services. 

In this paper, we review the history and features of distributed Web services. We 
discuss their benefits and explain why all types of business are aggressively moving 
their services to distributed Web services. Specifically, we find that for companies to 
scale up their business they will need to adopt distributed Web services. Using the 
growth of distributed data centers as an example, we illustrate the direction of the 
latest and future expansion of internet-based companies. 

The remaining of this paper is organized as follows. In Section 2, we briefly review 
the history of distributed Web services. In Section 3, we describe the features of dis-
tributed Web service and its impact on future business models. In Section 4, we ana-
lyze distributed data centers of major internet-based companies. Our conclusions are 
in Section 5. 

2 History of Distributed Web Services 

Web services evolves from RPC (Remote Procedure Call) [4]. This kind of system has a 
client/server architecture, where the client sends a request to the server and the server 
should reply with a result. The first generation of this kind of service allows primitive 
data to be sent in request and result. Later, distributed object architecture emerged, 
where both user request and server result could be encapsulated as an object (data struc-
ture). Clearly, distributed object architecture is superior to RPC architecture. 

However, distributed object architecture suffers the drawback of platform-
dependent and language-dependent issue, which means the server and the client must 
have the same platform and use the same programming language. To solve this prob-
lem, the concept of Web services is introduced, where an intermediate data format 
(such as XML) is proposed. Accordingly (and officially) Web service means the serv-
er and the client could be on different platforms and using different languages. This 
kind of client-friendly services definitely attracted many customers. 

If the Web service is deployed in a single server, we call it centralized Web ser-
vice, even though the clients could be distributed around the globe. Centralized Web 
service, just like a simple client/server architecture, suffers two drawbacks. First 
drawback is the bottleneck of the service. Any computing server has a limit on 
processing power and storage capacity. If the service providers would like to expand 
their business, they certainly need to deploy more servers. Second drawback is the 
critical role played by the server. A single point failure either in the network or in the 
server could result in the meltdown of the entire service. Therefore, a single location 
service is vulnerable to both malicious attacks and to natural incidents. Figure 1 
shows an example of a single location Web service, where the server is located in 
Europe and the clients could be anywhere in the globe. Figure 2 shows an example of 
a distributed Web service, where three data centers (servers) are located in North 
America, Europe, and Asia. 
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Fig. 1. An example of single location Web service 

 
Fig. 2. An example of distributed Web service 

Due to the shortcomings of centralized Web services, as described before, distri-
buted web services become the new trend in IT service industry. It is worth noting 
that in distributed Web service, a client does not need to permanently bind to a specif-
ic data center (server). The bindings could be dynamic, which means the servers could 
be selected based on their locations, current network traffic conditions, and the avail-
ability of the data centers. Therefore, distributed Web services solves the two prob-
lems of the traditional centralized Web service: bottleneck problem and single point 
failure problem. 
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3 Distributed Web Services and Business Relations 

There are many different forms of Web services, from basic Web hosting to data sto-
rage, to authentication service, transaction service, and data processing service. Basi-
cally, there are two main reasons that attract a company to choose Web services: (1) 
reducing the cost of running its own IT services and (2) receiving high quality IT 
services from professional service providers. 

Cloud computing [6] is one kind of Web services. Sometimes, people consider 
them as the same thing because Amazon’s cloud computing service is also called Web 
service. But they are considered different in this paper. Basically, cloud computing 
has the following benefits, which make it attractive to many business. 

1. Cost reductions. As claimed by service providers, cloud computing can pro-
vide service by orders, which can give specific time range, storage size, and 
computing power. This means the orders of the service could be fine grained. 
This could also be interpreted as “buy what you need”. Consider an online 
news service that has contracted with FIFA to broadcast World Cup 2018. The 
news service could set up its own IT infrastructure to support the broadcast. 
However, due the expected billions of audience of the online broadcast, the 
cost of the IT infrastructure could be huge, which could be higher than its ex-
pected earnings. This kind of solution could result in the losing of money. An 
alternative solution is to get service from a cloud computing provider. Based 
on the estimation of the data storage, network traffic, and number of requests, 
the service provider can allocate appropriate resources for a limited period of 
time. This can certainly reduce the cost of the client. A new study shows that 
cloud computing can help companies reduce $12.3 billion energy usages by 
2020 [7] [8]. Cloud computing is even more critical for small and medium 
sized business [9], because IT related cost reduction is critical for them to turn 
profit [10]. 

2. Quality service. Cloud computing providers are professionals in IT services, 
which means their services could be productive, reliable, and secure. The per-
formance could be monitored and the service could be improved. Moreover, 
the service is flexible and scalable, which means clients could update their re-
quests based on their business needs [11] [12] [13] [14] [15] [16].  Consider a 
local healthcare provider. In order for patients to make online payment, the 
healthcare provider could implement its own online payment system. Howev-
er, there is a big security risk for this kind of system. A better solution is to 
contract a third party online payment service, which can provide professional 
and secure online payment service. 

As described before, more and more business are outsourcing their IT service to a 
third party, and more likely, a Web service. A new trend of the Web service is cloud 
computing, which is characterized by its distributed services and distributed data cen-
ters. Table 1 shows the cloud strategy of large companies with 1000 or more em-
ployees (data source: rightscale.com [18] [19]). The data is obtained through surveys 
of 2014 and 2015.  
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Table 1. Cloud strategy of large companies [18] [19] 

Strategy Percentage (2014) Percentage (2015) 
Multi-cloud 74% 82% 
Single public 13% 10% 
Single private 9% 5% 
No plan 4% 3% 

 
Although the data in Table 1 is obtained from large companies, we can see a gen-

eral trend. More companies are choosing cloud services (near 97% for large compa-
nies in 2015) and more companies are using multi-cloud services, which means those 
companies are outsourcing multiple services to cloud providers [20]. Another trend is 
the reducing use of private cloud and the increasing use of public cloud. Private cloud 
is a cloud service dedicated to a specific client and public cloud is a cloud service that 
can be subscribed by any clients. Both public cloud and private cloud have their own 
benefits [21]. Table 2 shows the most popular public cloud providers and private 
cloud providers of 2015 [19]. 

Table 2. Popular cloud providers of 2015 [19] 

Public Private  
AWS (Amazon) 
Azure Iaas 
Rackspace Public Cloud 
Azure Paas 
Google App Engine 
Google Iaas 
VMware vCloud Air 
IBM SoftLayer 
HP Helion Public Cloud 

VMware vSphere/vCenter 
VMware vCloud Suite (vCD) 
OpenStack 
Microsoft System Center 
Citrix CloudStack 
Microsoft Azure Pack 

4 Growth of Distributed Data Centers 

In this section, we present the evolution and current status of distributed data centers, 
which are the key infrastructure supporting distributed Web service.  

4.1 Google 

Google is world’s Number 1 search engine, Number 1 most visited web site [22], and 
Number 4 public corporation by market capitalization [23]. Search requests to Google 
come from anywhere in the globe. Therefore, it is important for Google to maintain 
its data centers distributed around the world. Table 3 shows the information of Google 
data centers. The data is retrieved from [24]. Figure 3 shows the distribution of 
Google data centers around the world (Map is created using data from [24]).  
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Table 3. Google data centers [24] 

Data Center Set up year Location Continent 
Douglas County 2003 Georgia, USA North America 
The Dalles 2006 Oregon, USA North America 
Council Bluffs 2007 Iowa, USA North America 
St. Ghislain 2007 Belgium Europe 
Berkeley County 2007 South Carolina, USA North America 
Mayes County 2007 Oklahoma, USA North America 
Lenoir 2007 North Carolina, USA North America 
Hamina 2009 Finland Europe 
Changhua County 2011 Taiwan Asia 
Singapore 2011 Singapore Asia 
Dublin 2011 Ireland Europe 
Quilicura 2012 Chile South America 
Jackson County 2015 Alabama, USA North America 
Eemshaven 2016 (expected) Netherlands Europe 

 

 
Fig. 3. The distribution of Google data centers 

4.2 Facebook 

Facebook is world’s Number 1 social media platform, Number 2 most visited web site 
[22], and Number 17 public corporation by market capitalization [25]. As of the first 
quarter of 2015, Facebook had 1.44 billion monthly active users [26]. To provide 
service for these users on a 24/7 base, Facebook also has its data centers around the 
world. Table 4 shows the information of Facebook data centers. The data is retrieved 
from [27] [28] [29]. Figure 4 shows the distribution of Facebook data centers around 
the world. With its growing number of users in Asia, Facebook is exploring the possi-
bilities of building a data center in Asia [30]. 
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Table 4. Facebook data centers [27] [28] [29] 

Data Center Set up year Location Continent 
Prineville,  2010 Oregon, USA North America 
Forest City 2010 North Carolina, USA North America 
Lulea 2013 Sweden Europe 
Altoona 2014 Iowa, USA North America 
Fort Worth 2015 Texas North America 

 

 
Fig. 4. The distribution of Facebook data centers 

4.3 Amazon 

Amazon is world’s Number 2 E-commerce website, Number 6 most visited web site 
[22], and Number 34 public corporation by market capitalization [25]. Most impor-
tantly, Amazon Web Services (AWS) is the Number 1 public cloud service provider. 
Its 10 data centers are illustrated in Table 5 and Figure 5 (data is retrieved from [31]). 
The interesting fact about Amazon is that when this paper is being written, more data 
centers are being planned, including one in Ohio [32]. 

Table 5. Amazon data centers [31] 

Data Center Set up year Location Continent 
US East 2006 Ashburn, Virginia North America 
EU 2007 Dublin, Ireland Europe 
US West 2009 Silicon Valley, California North America 
Asia Pacific 2010 Singapore, Singapore Asia 
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Table 5. (Continued) 
 

South America 2011 São Paulo, Brazil South America 
US West 2011 Boardman, Oregon North America 
Asia Pacific 2011 Tokyo, Japan Asia 
Asia Pacific 2012 Sydney, Australia Pacific 
China 2013 Beijing, China Asia 
EU 2014 Frankfurt, Germany Europe 

 

 
Fig. 5. The distribution of Amazon data centers 

4.4 China’s Internet Companies 

China is world’s Number 2 economy. It also has world’s Number 1 internet users 
[33]. For the top 10 internet companies, 3 are in China [34]. They are Alibaba (Num-
ber 2), Tencent (Number 5), and Baidu (Number 6). To serve the increasing number 
of customers of China and around the world, more and more data centers are being 
built by China’s Internet companies. Table 6 shows the current and planned data cen-
ters of BAT (Baidu, Alibaba, and Tencent). It should be noted here that data in Table 
6 is retrieved from various web sites and might not be complete. When this paper is 
being written, more and more data centers are being planned by BAT. For example, 
Alibaba is planning to build more data centers in North America, Europe, Singapore, 
and Japan [35]. 

Table 6. BAT (Baidu, Alibaba, and Tencent) data centers 

Name Owner Location Continent 
Baidu cloud Baidu Yangquan, Shanxi, China Asia 
Baidu cloud Baidu Beijing, China Asia 
Aliyun Alibaba Beijing, China Asia 
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Table 6. (Continued) 
 

Aliyun Alibaba Hongkong, China Asia 
Aliyun Alibaba Shenyang, China Asia 
Aliyun Alibaba Silicon Valley, California North America 
Aliyun Alibaba Dubai, United Arab Emirates Middle East 
Q-cloud Tencent Shenzhen, China Asia 
Q-cloud Tencent Toronto, Canada North America 
Q-cloud Tencent Tianjin, China Asia 
Q-cloud Tencent Chongqing, China Asia 
Q-cloud Tencent Shanghai, China Asia 

4.5 Discussions 

Based on the data presented in this section, we can see that the number of distributed 
data centers is increasing dramatically in the past decade. Distributed data centers will 
become the backbone to support distributed Web services. Intel estimates that by 
2020, about 85% of the IT applications will be run on cloud [35]. Therefore, we be-
lieve distributed Web service supported by distributed data centers will play a signifi-
cant role in shaping the business structure of the 21st century. 

5 Conclusions 

In this paper, we studied the history and property of Web services. We found distri-
buted Web services are becoming a new trend in IT industry. Using distributed data 
centers as an example, we showed that large internet-based companies are expanding 
aggressively of their Web service (cloud computing) in order to provide more reliable, 
flexible, and affordable IT services to other companies. 
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Abstract. The research concerned by this paper is the design and imple-
mentation of a distributed digital system supporting participants during
co-located collaborative sessions. In many companies, traditional meth-
ods are still used. The challenge is to propose a computer supported
solution for helping the capitalization of knowledge without impacting
the efficiency of such meetings. The paper presents the architecture of
a distributed system involving different types of devices for main sup-
port a large multi-touch screen. The distributed architecture relies on a
multi-agent system whose agents listen events from the applications and
exchange messages for performing the functionalities of the system like
synchronization and persistence. The technology used for the develop-
ment of the applications and the agents is also detailed. The last section
of the paper introduces experiments that have been achieved thanks to
this system.

Keywords: Collaborative activity · Distributed system · Multi-touch
device · Synchronous collaboration

1 Introduction

At the very beginning of a project, when teams have to design a new product
or define new concepts, they collaborate during several meetings. Main ideas,
issues and solutions emerge from discussions between participants. The results
of these deep thoughts have to be capitalized and conclusing reports must be
made. Activities are usually conducted in traditional meeting rooms using pens
and paper. Results are written on post-it notes stuck on large surfaces (walls
or tables) and then significant efforts are necessary to transcribe hand written
notes into a digitally exploitable format.

Previous attempts of computer-supported solutions for helping people in such
conditions did not encounter a huge success, mainly because they introduced
c© Springer International Publishing Switzerland 2015
I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 391–400, 2015.
DOI: 10.1007/978-3-319-26138-6 42



392 C. Moulin et al.

additional instruments that prevent the natural collaboration between partici-
pants. Tools can help to collaborative activities, but very few tools are designed
for a group of users working together in the same room.

Trello [2] or Kanban system like the one presented in [1] are good examples of
mono-user collaborative tools. They present a board with different lists of cards.
Lists are designed to show some progress of task achievement (to do, doing and
done lists). Several people can managed separately the cards of the same project.
However, it is the only level of collaboration between people.

Our objective is to design and implement a distributed digital system that
can support participants during co-located team sessions. We call our system
MCB that stands for Multicultural Brainstorming System [9]. Distributed sys-
tem development is becoming essential due to the necessity of applications
involving different devices and different sources of information. Management
of distributed software development has more challenges and difficulties than
conventional development. [7,6] reviewed some significant management issues
like process management, project management, requirements management and
knowledge management issues in distributed development perspective and show
that often only a scant attention is brought to these problems. When modeling
distributed systems, the true nature of user activities is very important to take
into account. [11] presents some patterns for software modeling. The design of
graphical multi-user interfaces is much more complicated to achieve than mono-
user interfaces. They should result in very dynamic interfaces [13].

We emphasize on the search and organization of ideas during brainstorming
sessions involving simultaneously two distant groups of participants. As tradi-
tional work uses a large surface, the main application of our system is intended
to be run on a large multi-touch surface. It allows several people to create cards
(we call them notes) and clusters of cards. Such notes can be directly added and
organized on the large touch screen device but they can be written first on a
tablet pc and then sent to the common display.

The objective of the paper is to present the architecture of our system. We
first describe the types of activities that can be conducted by people alone and
in groups during collaborative sessions (Section 2). Then, Section 3 presents
the different types of resources involving the suite of applications running on
interactive devices (table, whiteboard and tablet pc). In Section 4, we relate an
experiment that has been conducted both at the University of Compiègne (UTC,
France) and at the Chiba Institute of Technology (CIT, Japan).

2 Collaborative Activities

In this section we focus on collaborative activities and their tangible results in
the context of co-located meetings. Generally speaking, collaborative activities
are activities produced by one individual for the benefit of other people. For
example, people insert in a common repository a new document, annotate a
document [3] or a fragment of a document produced by others.
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We call brainstorming sessions, the type of meetings where people can pro-
gressively agree on some definitions and take decisions. Discussions and argu-
mentation may require the study of external resources. However, results achieved
by teams have to be capitalized in some way [10]. We propose that these results
take the form of notes (a shortcut for virtual post-it notes) grouped into clusters.

Brainstorming sessions are always sessions where the activities are synchro-
nous. We call co-located brainstorming sessions, the meetings where participants
are situated in the same room. At least one surface is designed to be the common
support where all the participants can see the resulting notes. Notes can be
created directly on this surface or can be created on other devices like tablet
pc. However, a note interesting a group must always be visible on the common
surface and should be transferred from individual devices.

Marc Weiser, the ubiquitous computing father, proposed twenty years ago
that the user-interface paradigm after desktop computers would be tabs, pads,
and boards [15]. Today, his prediction proved to be right for tablets, but also for
board-size displays. Pieces of software should be designed for these surfaces not
for one single user [4], but rather for a group of collocated users working together
on one computing system. It is a mandatory condition for a better efficiency of
these systems. Group dynamics are altered around interactive devices, engender-
ing a better collaboration. Whiteboards may look like a presenter-audience style
of interaction and can stifle collaboration [5], however tabletops have drawbacks
regarding the creation of new elements.

We consider that people manipulating virtual notes displayed on a large
interactive surface benefit of a good digital support for their activities [8] and
bring real advantages (capitalization, reuse, interoperability with other applica-
tions, etc.). We claim that digital devices allowing data storing and enhancing
the exchanges between participants are a necessary support for teams involved
in brainstorming sessions [16,14]. Without this, two many efforts have to be
deployed in order to register what have been written on different sheets of papers.

We call remote brainstorming sessions, those where several co-located teams
(at least two) participate to the same brainstorming activities. Their actions
must be supported by specific software applications [12]. For example, two
instances of the same application run on peer systems located in two distant
rooms. Teams involved in these sessions interact with the same type of graphical
user interface communicating in real time and synchronized, i.e. all the actions
on one common surface are reproduced on the common remote surface. A lock
system must be installed to prevent concurrent actions on the same element
already selected elsewhere. A graphical indication must be added during an
action in order to make people understand that somebody else in the remote
team has already selected an element.

3 Architecture

We have designed a scalable architecture that brings services for the type of
system described in this paper but also for systems having different application
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Fig. 1. MCB main module

domains. We use the same basic principles, have defined several formats and
implemented reusable components for simplifying the communications between
different entities. We define Resources the set of elements manipulated directly
or indirectly by participants during collaborative sessions. This set involves three
main categories: devices, applications and data. Each category is divided in
several sub-categories. Figure 2 details the resources of one team. The other
team benefits of the same ones.

Data are produced during sessions and appear concretely under the form of
notes. However, it is very important that the conversations can be registered by
video cameras. The video may then be consulted because some ideas may not be
transcribed into notes during a meeting. Our system produces events for each
main activity: creation of a note or a cluster, insertion of a note into a cluster,
etc. The events allow to create annotations that are associated with the captured
video.

3.1 Devices

We consider two main classes of devices: devices directly supporting users’ activ-
ities and devices giving access to new modalities or bringing additional services
to collaborative sessions.

The first class of devices support people during operations on data and gener-
ally people use their fingers for processing these operations. This class of devices
involve touch screens and computers attached to these screens. Our system allows
to use devices with large touch screens and simultaneously devices with small
touch screens (in this case the computer and the screen are components of the
same device). Large touch screens (board and tables) are more than sixty inches,
allow several people to have interaction with the same application at the same
time and support actual collaborative activities. Devices with small touch screens
(tablet pcs) are less than twelve inches and are used by participants for comple-
mentary activities.
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The second class concerns either devices allowing other modalities (micro-
phones, loudspeakers) or devices allowing additional features (cameras, cam-
corders). For other application domains, this category also involves sensors.

3.2 Applications

Applications are divided into software applications and software entities. There
are two subclasses of software applications as there are two classes of devices.
The first class involves applications running on computers attached to devices
with touch screens, large or small, and support users’ interactions. These applica-
tions manage user interfaces and produce events that are received by agents. For
simplification we call this class “applications”. The second class concerns appli-
cations managing the second type of devices. We call this class “connectors”.
They allow for example Speech to text and Text to speech functionalities.

There are two main applications. The first one is the MCB main module
running on devices with large touch screen (see Figure 1). It allows the following
actions: create/delete notes, create/delete clusters, insert/remove note into/from
a cluster, move, zoom, rotate an element, change color of an element, etc. The
other application running on a tablet pc is only intended for creating notes more
easily. Indeed, it is quite difficult and in some cases impossible, to write texts on
a multi-touch surface. That requires the opening of an adapted virtual keyboard.

Software entities or agents insure transverse functionalities. Each application
is supported by one or more agents, having their own role, belonging to the same

Fig. 2. Details of team resources
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multi-agent system and running on the application computer. Agents communi-
cate with other agents exchanging messages, listen events from applications and
send events to applications when some data exchanged in the multi-agent system
has to be displayed on the user interface. Figure 2 summarizes the resources of
each team.

3.3 Agents

In the platform, each agent as a role and is registered in the platform as an
agent fulfilling this role. Annotation, persistence are examples of roles. Two
agents fulfilling the same role may have different behaviors. Generally a message
is sent to all the agents fulfilling specific roles. The system is scalable because it
is possible to add new roles without modifying existing behaviors or to add new
agents fulfilling an existing role.

The Federator agent runs on the server and is in charge of the connections
between platforms. It knows the IP addresses of the platforms it can access.
Concretely, a first team has to launch the MCB main application; its platform
federator agent is then aware of this event. When launching its MCB, a second
team asks to reach an existing MCB and its federator agent looks for existing
MCBs from its known IP addresses. It receives the name of the open session and
proposes it to its meeting agent.

The Meeting Agent runs on the large screen device and is created as soon as
the MCB application is launched. It proposes to open a local session or to reach
an already open one. According to the mediator choice, a new, a local or a distant
session is accessed. The meeting agent is then in charge of listening all the events
occurring in the user interface. Some events result of users’ actions on the screen
(create note, create cluster, delete, remove note from cluster, etc.). Receiving
these events the federator agent sends messages to all the other agents fulfilling
the roles of annotation and persistence. Other events are produced during a move
or a zoom of an element. The same move produces several events containing the
details of the geometric transformation in action. The meeting agent sends then
messages to the other meeting agents that allows to reproduce the same move
on the remote synchronized platform. It also sends messages to the persistence
agents. It is well noting that some persistence agents register the detail of an
action and not only the result. That allows undoing any action when necessary.

A distant meeting agent receives messages from a local meeting agent. It
sends then events to its MCB application in order to make the interface repro-
duce the corresponding moves of the other system.

The basic Persistence Agent registers the action details transmitted by the
meeting agent after each message. The result is a JSON1 document. It also
registers the participants profile: login, short name and color. Indeed, at the
beginning of a session it is possible to add new participants and during a session
a long tap on a screen allows to open a menu and to choose the owner of its

1 JSON (JavaScript Object Notation) is a lightweight data-interchange format
(http://json.org/).
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menu. Such a menu allows to create notes or clusters with default participant
colors and to modify later element colors.

The Annotation Agent runs also on the MCB main device and has to produce
annotations when it receives action messages from the meeting agent. The details
of the actions are not useful for this agent. It is important to know that a note
has been created but not the place on the screen where it has been created.
Annotations are stored in a database with their occurrence timestamp. The
objective is to attach these annotations with the video registering the meetings.
We are developing a specific tool that displays the video with the possibility to
reach directly the episode where an important event happened during a session.

It is not necessary to create a persistence agent and an annotation agent
when a platform reaches another platform. As the meeting agent sends messages
after receiving events to the other meeting agent, only one of these types of
agents is enough to fulfill the corresponding role.

Each participant to a session may have install on a tablet pc (android or
Windows) the MCB personal application creating then a Personal Agent. In
this case a participant can write a note and the personal agent allows to send it
to the meeting agent. The notes arrive in a hidden box producing only an alert
in the MCB main application. They are added to the main display when the
moderator of the session decides it. At this moment an event is produced as if
the notes had been created directly on the MCB. A participant may also create
a note using the speech to text connector. Personal agents have more roles but
it is out of the scope of this paper to describe them.

Video supervision and video agents development are an ongoing progress that
adds a new functionality to our system. Section 3.5 gives more details about it.

3.4 Technology

Our project started several years ago. Due to the availability of libraries support-
ing multi-touch applications, multi-agent systems and DLL for devices, we had
to combined several technologies. Multi-touch applications are written in Java
with the MT4J2 library. The multi-agent platform is a JADE3 platform and the
connectors are written in C#. However, MT4J, the only available multi-touch
library available at the beginning of our project is no more maintained and a
future work is planned to rewrite the main applications using Java FX touch
features. The integration of JavaFX into Java 8 and thus its compatibility with
JADE is also an advantage.

JADE platforms are FIPA4 compliant. That means they are built according
to the standards defined by the FIPA organization. A JADE platform contains
three specific agents that provide yellow and white pages services. When two
teams are working together, each team system has its own JADE platform.
However, it is very simple to exchange messages between agents belonging to
two different platforms thanks to an HTTP server that each platform owns.
2 MT4J: Multi-touch for Java. http://code.google.com/p/mt4j/
3 JADE: Java Agent DEvelopment. http://jade.tilab.com/
4 FIPA: Foundation for Intelligent Physical Agents. http://www.fipa.org/
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3.5 Data and Video Channels

When two remote teams work synchronously using a digital support system, we
consider that they are involved in two transverse streams: data produced in one
place have to be transferred in the other place and cameras in one place have to
transfer video streams towards the other site. For now in our system, these two
streams are completely disconnected. We used internal tools to process the data
stream and external tools for processing the video stream. However, we have
begun to prepare tools for processing the video stream.

We are building a video viewer able to read videos and to place them at any
position. In particular, the tool is able to read annotations from a data base
and thanks to their timestamps can place the video stream at the right position.
After a session, using this tool, it is possible to list the automatic annotations
produced by the annotation agent, to choose one of them and to see again what
happened some instants before and after. It is very useful for the capitalization
of information.

4 Experiment

We continuously experiment our system both at the University of Compiègne
(UTC) in France, and at the Chiba Institute of Technology (CIT) in Japan. Two
teams, one at the UTC and one at the CIT collaborate on the preliminary design
of a website for French travelers in Japan.

Both teams use the system described above. The main tasks are to create
and classify ideas about this project. Ideas are written on notes, grouped into
clusters and displayed on an interactive device. The actions of one team are
transmitted in real time to the devices of the other team.

At the UTC, people can use either an interactive table or an interactive
whiteboard. It is possible to test the usability of the main application on both
devices. A single camera directed on the audience transmits the scene to the
other site. The video stream is received from the CIT with a computer linked to
a large screen.

At the CIT, scenes were displayed on an interactive white board but allowing
only one interaction point. All moves are possible because we have designed
specific zones around the edges of notes representation that allows zoom and
rotations with only one finger. One person, as a mediator, stands up near the
white board moving and grouping elements according to the discussions with
other team members (see Figure 1). In these circumstances, it is not easy and
even undesirable for this person to write the content of a note. That means: open
a virtual keyboard, type on keys, and so on. Other participants have tablet pcs
and, thanks to the personal application running on them, can create notes and
send them to the white board.

Researchers at the CIT are more involved in the video channel development.
The streams of three cameras are integrated, one for the device where notes
are displayed, the second for the Japanese participants and the third one for
capturing a particular event.
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The experiments with Japanese colleagues have also a multicultural app-
roach. That is why we call the system MCB (Multi-Cultural Brainstorming).
Indeed, we consider notes also from a conceptual approach. Discussions are use-
ful in order to explicit some concepts and notes are useful for that. Common ses-
sions generally are about two hours long. Any communication problem between
sites is solved. The data channel is still faster than the video channel, however
this is not an issue if everybody respects speaking times. After the first results,
it seems that people prefer to collaborate on a vertical surface and to interact
with a personal device. This point must be confirmed by researches conducted
in other places.

5 Conclusion and Future Works

In this paper we have presented the design and implementation of a distributed
digital system supporting participants during co-located collaborative sessions.
The architecture of the distributed system involves different types of devices
and mainly large multi-touch screens. It relies on a multi-agent system whose
agents exchange messages for performing the functionalities of the system like
synchronization and persistence. The technology used for the development of
the applications and the agents is also detailed. The paper also presents an
experiment that has been achieved thanks to this system.

Our system is part of an on-going research and we are currently investigating
complementary aspects. First, we study how to integrate a vocal interpretation
system that does not disturb the participants during collaborative activities and
in which it is not necessary to first specify the language in use. The second point
is to implement user interfaces in another language because some technologies
are no more maintained and to enhance user interaction. The last point is a
better integration of the video and data channels.
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Abstract. Nowadays users access information services at any time and
in any place. Providing an intelligent user interface which adapts dynam-
ically to the users’ requirements is essential in information systems. Con-
ventionally, systems are constructed at the design time according to an
initial structure and requirements. The effect of the passage of time and
changes in users, applications and environment is that the systems can-
not always satisfy the user’s requirements. In this paper a methodology
is proposed to allow mashup user interfaces to be intelligent and evolve
over time by using computational techniques like machine learning over
huge amounts of heterogeneous data, known as big data, and model-
driven engineering techniques as model transformations. The aim is to
generate new ways of adapting the interface to the user’s needs, using
information about user’s interaction and the environment.

Keywords: Machine learning · Mashup interfaces · Smart interfaces ·
Distributed systems · Big data · Model transformation

1 Introduction

The “smart” concept is prominent nowadays. From smart phones to smart TVs
by way of classic desktop and laptop computers, the adoption of the word
“smart” intends to convey the idea that the devices are no longer simple boxes
manipulated by the user but have moved on so far as to add value. New con-
cepts such as the “Internet of Things” [21], which has caused a boom in everyday
devices being connected to the Internet, or “smart cities” [17], with the claim
that the citizen can actively participate with its urban centre, mean that now,
more than ever, devices and systems need to be increasingly “intelligent” and
count with better prepared user interfaces.

That leads to today’s users to require instantaneous access to information.
This information is often simply raw data, but more and more frequently, it is
elaborated information that must be processed in order to be offered up. The
way users access information may also evolve over time due to different factors.
c© Springer International Publishing Switzerland 2015
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This possible development leads to the creation of new interfaces which are
capable of responding to the users’ demands at the moment they are accessed.

Traditionally, computer systems are defined at the design time according to
an architecture and some initial requirements. This means that in many cases,
the effect of the passage of time and changes in users, applications and services
is that the systems that do not adapt cannot always satisfy the user’s require-
ments. In dynamic and evolving computer systems, where it is intended that the
interface adaptation changes intelligently with the needs of users at all times,
it can be useful that the implicit architecture evolves in “runtime” to adapt to
user’s updated needs and their environment.

We propose to evolve distributed information systems using machine learn-
ing where algorithms can be applied, analysed and evaluated in order to infer
patterns of user behaviour. Through these patterns of behaviour, models which
are capable of evolving the user interface at runtime can be created based on the
actions performed by users and the system environment, as well as prediction
models, capable of deduct users actions and propose a response (adaptation)
to them. The interfaces, data and information to be analysed to generate these
actions can come from different systems and distributed architectures [15].

In addition to the areas of knowledge already mentioned, the implementa-
tion of the proposed methodology for the regeneration of the user interfaces at
runtime in an evolutionary way will make use of others such as cloud comput-
ing [18], big data [2] or model transformation [1]. Continued access to distributed
systems and the data generated by that connection justify the use of cloud com-
puting and big data [16]. The need to adapt the user interface at runtime to new
requirements justify the use of model transformation.

The rest of the paper is organized as follows. Section 2 describes related work
and the motivation. Section 3 defines in-depth the methodology for developing
evolutionary systems. Section 4 explains adaptation methodology to a case study.
Finally, Section 5 concludes and provides future directions.

2 Related Work and Motivation

The way people communicate with the devices around them has experienced very
rapid change. Much recent work has been on the optimization of user interfaces,
using different approaches. For instance, Russis et al. [6] focused on optimiz-
ing the interaction between users and intelligent environments. Fensel et al. [8]
modeled interfaces which intelligently manage energy in smart homes. Roscher
et al. [19], focused on the management of interfaces that dynamically adapt to
users in their daily lives within an intelligent environment. In this regard, it is
interesting to compare our proposed approach with related work. In our case,
we propose the evolution of the dynamic adaptation on distributed information
systems, that has not been covered in related work to our knowledge.

For that, dynamic adaptation mashup interfaces [5] are commonly used. Due
to their granularity they facilitate the adaptation of their internal structure to
new adaptation requirements and they make it easy to study user behavior.



Evolving Mashup Interfaces Using a Distributed Machine Learning 403

Nowadays, mashup interfaces (or component-based interfaces) are widespread
in commercial software, particularly in Web applications [10]. The components
forming these mashup interfaces are directly integrated into the system interface
according to a component architecture. The use of these components depends
on the discovery and access services provided by the system itself. In this type
of interface what’s important is not only how the interaction occurs, but also
what occurs after the interaction.

In work carried out by Iribarne et al. [14,12,9] and Criado et al. [4], a global
method is presented in which component-based architectures are able to com-
pose both dynamically and autonomously in order to best adapt to the user’s
requirements. It is worth mentioning that all the adjustments made in the sys-
tem are based on a number of adaptation rules which are defined statically in
a rule repository. The system for adapting the interface to the user’s needs is
achieved by the following processes, as illustrated in Fig. 1.

Fig. 1. The process of dynamic user interface adaptation at the runtime.

– Abstraction of the concrete user interface. The components which the user
is using are identified, isolated and an abstract model is generated based on
them.

– Manipulation of the abstract model. Analysing the contextual information
from the model’s environment, the interaction between the user and the
interface and using model-driven engineering (MDE) and computational
intelligence transformation of the model is produced. The transformation
is performed based on the adaptation rules stored in the rule repository.

– Creation of a new concrete model. The abstract model is instantiated using
the right components in a concrete model thus providing an interface which
is better tailored to the needs of the user [14].
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As aforementioned, following traditional software architecture development
methods, the developed system was designed at a particular time, i.e. “the design
time”, based on the specific environment and needs identified at that time. The
reality is that these requirements are often dynamic and can evolve in the con-
tinuous integration and deployment of the distributed system, coming to scene,
for instance, with new users and components.

Consequently, it is justified to conclude that this dynamic adaptive behaviour
appears to be insufficient. It would be desirable for the user interface to modify
its structure at the runtime based on information from the user interaction and
the distributed environment, in order to provide users with the components they
require. It is even possible to make the form of dynamic adaptation evolve to the
user’s needs through the discovery of behavioural patterns based on the user’s
interaction with the interface. That would create prediction models provided by
a set of adaptation rules.

3 The Proposed Methods for Developing Evolutionary
Interfaces

In this section, we explain the principles on which our methodology is based. We
first briefly describe the whole process, and then provide details for each step.

The general objective of this work is to propose a method which allows com-
ponent based user interfaces, that comes from information system architectures
suited for distributed development, to be intelligent and evolve over time. This
is to be achieved through the study, analysis and the application of different
machine learning algorithms, big data techniques to process large and hetero-
geneous volumes of data, and a model-driven methodology which allows the
process of generating new forms of interface adaptation to be autonomous and
continuous. This methodology for building evolutionary user interfaces is not
only applicable to graphical user interfaces, but also generally extendable to all
types of human machine interfaces.

Fig. 2 shows the overall process of the proposed methodology; a framework
scenario which, through user interaction with the interface, context information
and information on the environment, allows the creation of intelligent, dynamic
and evolving interfaces in distributed systems that modify their structure at
runtime.

The process gathers information on how the user handles the interface and
its components together with the information about the environment. Due to
the size, heterogeneity and speed of data generation, the information gathered
is stored using big data techniques in data structures prepared for the purpose.

From this large volume of stored data, different data views are defined. A
data view is the result set of structured data drawn from the general database
by a stored query for a specific purpose. Unnecessary information is hidden and
other information which may be relevant is added.
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Fig. 2. Dynamic and evolutionary user interface adaptation at the runtime.

Each of these views is focused on a type of study, analysis and evaluation
through the use of algorithms and machine learning techniques. Each view is
structured to apply different algorithms depending on their nature, as they can
be algorithms for clustering, sorting and/or regression. The aim is to infer new
knowledge which provides new adaptation rules to the system.

Once the machine learning algorithms have been applied and new rules
(which provide the adaptation of the system) generated, a transformation is
necessary so that the rules generated have the same format as the rules the user
interface use to be adapted to the user’s needs. The way the adaptation rules are
written can be different for each user interface, and therefore the transformation
belongs to the problem domain. Furthermore, it is necessary to define whether
the new rules generated are valid or not. For this, a rule evaluation module will
be implemented which includes a conflict manager.

Step 1: Distributed Storage of User Behaviour. All the activity generated
by the user’s interaction with the interface, as well as all the information about
the environment during the time in which user interaction occurs is recorded.
This information can be:

(a) Information about the user who carried out the interaction. Useful infor-
mation will be stored like which particular user has made the interaction,
what kind of user he is, how is he related to other users, and what charac-
teristics define him. It will be further supplemented, if possible, with other
relevant information about the environment, such as cultural information or
demographic characteristics.
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(b) Operations performed by the user in the interface. It should be remembered
that the proposal is based on mashup type interfaces which are composed of
different components. Types of operations carried out in the interface are:
add a component, remove a component, move components, group compo-
nents, resize components, among others.

(c) Situation where the interaction has been made. Information about the ses-
sion in which the interaction is produced, such as temporal information,
location information, session and interaction information, and other relevant
information.

(d) Workspace status. Interface status after the performed operation. Compo-
nents that are in use at the time, the position of each components relative
to others and interaction between components.

Step 2: Creating Distributed Data Views. Different data views are defined
on the primary database. The intended objective when creating different data
views or datasets is to organise data, i.e. to structure them so that they can serve
as entry elements for the algorithms used in machine learning. Data views are
composed with information spread in the whole infrastructure of the distributed
information systems. The structure given to data optimises the results obtained
during the execution of the experiments as well as to certify that the output
of the algorithms generates valid results. In other words, it maximises properly
structured relevant information which is able to provide new inferred knowledge
susceptible to creating new rules for adaptation of the system, thereby generating
evolutionary systems.

Step 3: Application of Machine Learning Algorithms. Different kinds of
existing algorithms in the machine learning literature are studied, analysed and
applied to the “data views”. Experiments are carried out to test and evaluate the
correct application of the algorithms, and to determine if valid knowledge can
be extracted from the generated outputs. By valid knowledge, it is meant that it
can generate new rules capable of improving the user interface adaptation. It is
very important to study which algorithm is the most effective in each case and
for each data view, depending on its nature. Two groups of algorithms can be
identified:

– Supervised. Training data is prepared while knowing the right answers. This
training data is used to build models which are able to classify new data
and, in this way, obtain answers.

– Unsupervised. Data is directly entered into the algorithms in the hope of
getting some intelligible information through the structuring of data.

Experiments should be performed to identify which algorithm is suited to each
situation and how an algorithm can be parameterized to optimize its results. Fur-
thermore, existing algorithms can be modified to achieve the best possible results.
Some algorithms of interest are: Clustering, Association Learning, Parameter Esti-
mation, Recommendation Engines, Classification, Similarity Matching, Neural
Networks, Bayesian Networks and Genetic Algorithms among others.
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Step 4: Conversion Rules. The inferred rules generated by experiments with
machine learning algorithms have their own format which is suited to the identity
of the data processed and the type of algorithm used.

Using model transformation [13] the outputs of the algorithms are trans-
formed to the format suited to the interface where they will be applied. The way
the adaptation rules are written may differ for each user interface and therefore
the transformation belongs to the problem domain.

A special kind of transformation exists in which the model transformations
(i.e. the transformation models) participate as input or output models in a pro-
cess called Higher-Order Transformation or HOT [20]. This kind of HOT trans-
formation, described in Fig. 3, is used to rewrite the knowledge generated by the
algorithm into an adaptation rule.

Furthermore, it is necessary to define whether the new rules generated are
valid or not. For this, a rule evaluation module will be implemented which
includes a conflict manager.

Fig. 3. Transformation of Rules using a HOT.

Step 5: Evaluation of Rules. The rule evaluation module will define whether
a new rule generated should be added to the rule repository or not. It is possible
to achieve new rules which contradict existing rules from the repository. For these
particular cases, a “conflict manager” should be employed which must resolve
how to handle the potential conflicts that may occur with previously established
rules.

4 Case Study in the ENIA System

As a case study, the proposed methodology for creating evolutionary mashup
user interfaces has been applied to ENIA [7]1 (ENviromental Information Agent),

1 http://www.enia.dreamhosters.com
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which is a component-based graphic user interface for environmental manage-
ment. Different user profiles and various categories of components exist in the
ENIA interface. Examples of these components include: natural areas, wetlands,
drovers’ roads or biosphere reserves, positioned within maps. The application of
the methodology to ENIA is described below.

Distributed storage of user behaviour. The following information are stored.
Operations carried out on the interface: add component, delete component, move
component, resize component; User information: name, category, home region
and other personal data; User type: tourist, technician, farmer or politician;
Temporal information: date, time, day, month, season; Location information:
location, proximity to the coast, proximity to tourist elements amongs others;
Session information: duration, operations carried out; Other information: tem-
perature, humidity, precipitation, wind amongs others; State of the workspace:
location of components in the workspace, display size of each of the components.

Creating distributed data views. Storing the operations performed by a user
type on a component on a certain date could be an example of a data view of
ENIA. Using this data view it is possible to obtain, for example, that between
January and March all farmers access the component which displays the suppliers
of tomato seeds selling close to them.

Application of machine learning. There are different algorithms applied to
specific cases which could be of use in ENIA. Let’s assume there is a need to
identify the time of day when a “tourist” user will need to find out the tempera-
ture of the water of a beach by using the “temperature of beaches” component.
This component may be useful or not depending on the time of year, the home
region of the user and/or their location. To resolve this type of problem it makes
sense to use supervised regression algorithms. A supervised algorithm is used
because we already have data of previous tourists who have used the “tempera-
ture of beaches” component and the time that it was used. These data indicate
a priori the right answer to the proposed question, namely, at what time the
“temperature of beaches” component was used. A regression algorithm is used
because it is designed to predict a continuous value output (time of day) depend-
ing on a series of attributes (user type, season, home region or current location
among others). There are many other examples where supervised classification
algorithms and unsupervised clustering algorithms can be used.

Conversion rules. In order to be able to add a new rule to the rule repository,
it is necessary to transform the output of the algorithm into the format of the
rules stored in the repository. In this particular case we use model transformation
[13] to transform the algorithm outputs and the inferred knowledge to ATL rules
[11], which is the format used by ENIA. ATL is a transformation model language
which also provides a number of tools for Model Driven Engineering.

Evaluation of rules. Any valid new rule generated is added to the rule repos-
itory. If a new rule contradicts an existing rule, the new rule is prioritized. The
new rule is considered to have been created in a newer environment and with
interactive behavioural data which has been contrasted with more users.
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5 Conclusions and Future Work

A methodology is proposed to allow mashup user interfaces in distributed sys-
tems to adapt to user requirements at runtime, be intelligent and evolve over
time through the use of machine learning and model transformations. The pro-
cess of applying the methodology is described in the case study of ENIA, an
intelligent agent for environmental information.

The creation of an automatic learning system is proposed as future work.
Machine learning experiments can be performed in a way that the data is fed
automatically from Web services, making the system autonomous and indepen-
dent. Each new execution of an experiment will have new data collected auto-
matically (updated datasets) which can provide different outputs.

Statistical learning techniques will be used to classify or group different user
intentions for individualized interface treatment. Proper integration of learned
knowledge with manually-entered preferences is an area of future development.
The evaluation with human subjects will be needed to assess the effectiveness
and usefulness of dynamic interfaces.

Finally, the optimization and/or improvement of algorithms is also interest-
ing. Areas to be worked on are: defining new algorithms in extending those that
already exist in the field of machine learning and customize existing algorithms
in both operation and parameterization through statistical programming lan-
guages algorithms and statistical analysis as R, Octave or Matlab. It follows
that these optimized algorithms should present optimum system results.
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Abstract. One of the most important aspects when designing and con-
structing an Information System is its architecture. This also applies to
complex systems such as System of Information Systems (SoIS). Thus, we
aim to propose an architectural model of System of Information Systems
(SoIS). Though Architecture-based approaches have been promoted as
a means of controlling the complexity of systems construction and evo-
lution, what we really look for in this paper is an architectural model
to aggregate services from already constructed systems. Nevertheless,
it would be a good practice to compare the presented architecture of
SoIS to other architecture-based approaches such as Service Oriented
Architecture (SOA). Also, it is beneficial to examine how we can use the
well-established standards of SOA for the designing of SoIS. In this paper
we present an architectural model for System of Information Systems,
and highlight the standards of Service Oriented Architecture that might
help us in this task.

Keywords: System of Systems · System of Information Systems ·
Service Oriented Architecture · Architectural model

1 Introduction

In recent years the work environment is becoming more competitive, as changes
are taking place much faster than before. One of these changes happens with
the services provided by Information Systems employed by companies, as these
systems need to learn how to work and communicate with each other in order to
aggregate services and produce new ones emerged from existing systems. There-
fore, securing a competitive advantage does no longer rely only on efficiency,
quality, and customer responsiveness. While each of these factors is important,
the ability to deploy available solution to emergent problems by aggregating
services of existing Information Systems and provide ease of access to these sys-
tems is of great importance. This makes innovation, flexibility, coordination,
integration, and speed the new success factors of todays work environment.
Those factors can be achieved through the concept of System of Information
Systems (SoIS). While successful SoIS production provides the basis of great
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potentials, many development activities result in failure. The issue is that while
many individual Information Systems work well as an independent system, they
fail when incorporated as a component of a SoIS. The desired SoIS needs to
connect Information Systems that cross organizational boundaries, come from
multiple domains, and generates an overwhelming amount of information. Users
struggle to deal with the information produced by each Information System inde-
pendently by traversing through these systems and keeping track of the generated
information separately. A solution might be found in a well-established architec-
tural model of System of Information Systems that provides guidance to produce
such solution. The SoIS operates as a single entry point for several Information
Systems granting the user access to information produced from multiple Infor-
mation Systems, and providing the ability to aggregate available services to even
create an added value not possible to maintain when those systems were oper-
ating separately. Furthermore, this encompassing solution should also work in a
distributed environment over a network as the Information Systems composing
the SoIS could be geographically distributed. Distributed system development
is becoming crucial due to the requirement of applications involving different
devices and different sources of information. Management of distributed software
development has more challenges and difficulties than conventional development
[Mishra and Mishra, 2009] [Mishra and Alok, 2011]. The construction of SoIS,
however, requires long-term projects that involve comprehensive organizational
changes in terms of new approaches to system usage and different IT governance
mechanisms, as well as changes in the roles and responsibilities of employees and
Information Systems users in particular. To address this issue we believe that
Service Oriented Architecture (SOA) should be utilized as a business transfor-
mation tool for solving the needs of SoIS.

This paper is organized as follows: section 2 will provide the definition of
the notion of System of Systems (SoS). After that, in section 3, the SoIS archi-
tectural model is presented and then discussed by defining the concept of SoIS,
and presenting an example following our architectural model of SoIS. Then, a
comparison between SoIS and SOA in terms of similarities, differences, and limi-
tations is presented in section 4. Section 5 will present a discussion of the findings
of this paper. Finally, we conclude with section 6.

2 Definition of System of Systems

The notion of System of Systems (SoS) can be viewed as an evolution of the
standard notion of systems. Many definitions of a SoS exist. An aggregate of
systems leads to the creation of new forms of systems which may be either
described within the framework of composite systems, or demonstrate additional
features which add complexity to the description and may be referred to as
System of Systems.

We can summarize the definitions mentioned in [Jamshidi, 2011]
[Carlock and Fenton, 2001] [Manthorpe, 1996] [Rechtin and Maier, 2000]. In the
light of the definitions mentioned in the literature, we can describe the notion
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of System of Systems (SoS) as the following; Systems of systems are large-scale
integrated systems which are heterogeneous and independently operable on their
own, but are networked together for a common goal. The goal, as mentioned
before, may be cost, performance, robustness, etc. In other terms, A System
of Systems is a super system comprised of other elements which themselves
are independent complex operational systems and interact among themselves to
achieve a common goal. Each element of a SoS achieves well-substantiated goals
even if they are detached from the rest of the SoS.

3 System of Information Systems

In this section we propose a new system that combines the services from different
Information Systems. First, we are going to define our new system as a System of
Information Systems (SoIS). Then, we are going to present a generic architecture
of the SoIS. Finally we propose an intial design for the SoIS that can serve as
an example of the architecture

3.1 Definition

The notion of System of Information Systems is defined by
[Carlsson and Stankiewicz, 1991] as “networks of agents interacting in a specific
technology area under a particular institutional infrastructure for the purpose of
creating, diffusing, and utilizing technology focused on knowledge, information,
and competence flow.” [Breschi and Malerba, 1996] describe SoIS as “the spe-
cific clusters of the firms, technologies, and industries involved in the generation
and diffusion of new technologies and in the knowledge flow that takes place
among them.”

Based on the definitions provided we can summaries the features of SoIS as
follows:

– SoIS addresses the impact of the interrelationships between different IS.
– SoIS is concerned with the flow of information and knowledge among differ-

ent information systems.
– SoIS is responsible for generating information from the emergent IS.
– Information interoperability is a key issue when designing a SoIS.

3.2 Architecture

In this part we are going to present the generic architecture of the SoIS. As seen
in (Fig. 1), the SoIS will aggregate services from several Information Systems
(System A, System B etc.). These systems are working separately. Each of which
has its own services and databases. The services of these systems are denoted
as solid rectangles inside the system (Service 1A, Service 1B etc.). Information
can be represented in different ways within different systems, thus, the SoIS
might have trouble access information. Therefore, there is a growing need for
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Fig. 1. Architectural model of the SoIS.

a solution to this interoperability issue. A solution to the problem of assuring
interoperability within the SoIS is to control the communication medium among
the systems. Two methods, outlined by [Bowen and Sahin, 2010], include:

– Creating a software model of each system, where the software model collects
data from the system and generates the outputs.

– Creating a common language to describe data, where each system can rep-
resent its data such that other systems may interpret.

Due to overhead restrictions on architecture and a required common lan-
guage, it is not often that individual software models are created for the various
systems. Therefore, the most widely used approach to ensure interoperability
within a SoIS is to standardize the language of data interpretation throughout
the SoIS. The SoIS is represented as a group of services and a database. The
services residing in the SoIS can either be utilization of existed services from the
Information Systems comprising the SoIS, or emerging services created from the
aggregation of different Information Systems. Existing services re denoted with
hard lines while emergent services are denoted with dotted lines. In addition,
the two headed arrows linking the SoIS with the Information systems represent
information path between the SoIS and the different Information Systems.

3.3 Example

As mentioned earlier, the SoIS is composed of several Information Systems. In
this part we will take two Information Systems to create a SoIS from them
by following the architecture presented earlier in (Fig. 1). These Information
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Systems are TiddlyWiki [tid, 2015] and MEMORAe. First we will take a look at
each of these systems separately and highlight their functionality as independent
systems, before unveiling their role as parts of the SoIS.

TiddlyWiki: Technically, a TiddlyWiki is just an HTML page with a rather
large JavaScript section that takes care of displaying all the contents, and pro-
vides the interactive tools for their manipulation. The actual text of the page
is not immediately visible. It is stored in a set of invisible DIV elements, called
tiddlers. The content of the DIV tags is wiki text, i.e. text with a simple markup
language, similar to (old) emails. When the user clicks on a tiddler name to
show its content, the JavaScript rendering machine translates the wiki text into
HTML. The text may also contain macro fragments that trigger the actions of
subroutines. Other tiddlers are interpreted as a stylesheet or a JavaScript plugin.
When the user asks for a tiddler to be edited, this is replaced inline by a form,
and the user is presented with the original text [Bagnoli et al., 2006].

MEMORAe: As defined by [Ala Atrash, 2014], MEMORAe approach is to
manage heterogeneous information resources within organizations. The approach
is comprised of a semantic model (called MEMORAe-core 2) and a web platform
(called MEMORAe) which is based on the semantic model. The model and
the platform make together a support to enhance the process of organizational
learning. The MEMORAe project uses the Semantic Web standards, therefore,
the ontologies occurring in the system are written in OWL. Users registered in
the MEMORAe system can access one or more knowledge bases. When a base is
chosen, a user can view a semantic map of concepts related to the selected base.
Then, a user can create and share resources around the concepts of the map.

After being introduced to the components of the SoIS, the services of both
those systems are present in Table 1. Table 2 shows the services available in the
SoIS either employed from one of the Information Systems or emerged from the
existing services.

Table 1. Available services in the Information Systems comprising the SoIS

TiddlyWiki
(System A)

MEMORAe
(System B)

Available Service

Create Wiki pages Index resources
Edit Wiki pages Annotate resources as a whole
Use macro fragments in Wiki pages Annotate resources as parts

Share resources

The idea behind this example is to be able to use MEMORAe system poten-
tial in indexing and sharing resources alongside annotating them for the benefit
of TiddlyWiki system. Both systems will continue to work autonomously, but
new services will emerge from both of them like the ability to index, share, and
annotate Wiki Pages.
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Table 2. Available services in the SoIS

SoIS
(System A + System B)

Available Services

Create Wiki pages
Edit Wiki pages
Use macro fragments in Wiki pages
Index Wiki Pages
Share Wiki Pages
Annotate Wiki Pages as whole
Annotate Wiki pages as parts

4 System of Information Systems versus Service Oriented
Architecture

4.1 Definition of Service Oriented Architecture

The Organization for the Advancement of Structured Information Standards
(OASIS) [cov, 2015] defines Service Oriented Architecture (SOA) as the follow-
ing:

“A paradigm for organizing and utilizing distributed capabilities that may be
under the control of different ownership domains. It provides a uniform means
to offer, discover, interact with and use capabilities to produce desired effects
consistent with measurable preconditions and expectations.”

The support of automated business integration by web services developments
and standards [Mockford, 2004] [Burbeck, 2000] has driven major technological
advances in the integration software space, most notably, the service-oriented
architecture (SOA). SOA is designed to allow developers to overcome many
distributed enterprise computing challenges including application integration,
transaction management, security policies, while allowing multiple platforms and
protocols and leveraging numerous access devices and legacy systems [Erl, 2004].
The driving goal of SOA is to eliminate these barriers so that applications inte-
grate and run seamlessly.

The most important aspect of SOA is that it separates service implementation
from its interface. Service consumers view a service as an endpoint that respond
to a particular request. They are not concerned with how the service goes about
executing their requests; they only expect the result [Valipour et al., 2009].

We aim to explore the similarities, differences, and limitation of SoIS
and SOA in terms of the following characteristics [Valipour et al., 2009]
[Papazoglou and Van Den Heuvel, 2007] [Jian et al., 2010]:

– Service Discoverability: A service consumer that needs a service discovers
what service to use based on a set of criteria at runtime.

– Modularity: A service supports a set of interfaces. These interfaces should
be cohesive, meaning that they should all relate to each other in the context
of a module.
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– Loose Coupling: Coupling refers to the number of dependencies between
modules.

– Interoperability: The ability to communicate information between different
services/systems regardless of the format or presentation of information.

– Location Transparency: Consumers of a service do not need to know the
location of the service when they invoke the service.

– Supporting Environment: The technical environment in which ser-
vices/systems operate.

– Autonomy: The services/systems work independently without interference
from outside factors.

Table 3. Comparsion between SoIS and SOA.

Characteristics SoIS SOA

Service Discoverability
Fully Supported
(Systems and Services level)

Fully Supported
(Services level only)

Modularity Not Supported Fully Supported

Loose Coupling Fully Supported Fully Supported

Interoperability Fully Supported Fully Supported

Location Transparency Fully Supported Fully Supported

Supporting Environment Fully Supported Fully Supported

Autonomy
Fully Supported
(Systems and Services level)

Fully Supported
(Services level only)

4.2 Similarities

The core strengths of both SoIS and SOA lie in their ability to enhance proper
integration, while promoting flexibility. Both of them share similar characteris-
tics, while maintaining different strategies to reach their goals.

In terms of service discoverability, SOA supports the concept of service dis-
covery by providing a registry of services accessible by the service consumer.
In SoIS, this registry should be present with the addition to register the whole
system and not only its services [Valipour et al., 2009].

Modularity is a key concept in SOA. It is an important concept to take into
consideration when creating services. Since the concept of modularity is related
to the creation of services in the first place, it is hard to incorporate it with SoIS
as the architecture of SoIS is concerned with aggregating services already exist
in their respected systems [Jamshidi, 2011].

Both SoIS and SOA provide support for the characteristics of Loose Cou-
pling, Interoperability Location Transparency, and Supporting Environment. All
of these characteristics should be found in systems produced by SoIS or SOA
[Jamuna and Ashok, 2009].

When it comes to autonomy, SoIS emphasizes on the autonomy of encompass-
ing Information Systems as a whole. In SOA autonomy is enforced on services
level [Erl, 2008].
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4.3 Differences

The differences between SoIS and SOA lie in their consideration for the building
blocks for the system they aim to construct [Erl, 2008]. While SOA consider ser-
vices to be dependent building blocks that collaborate to deliver functionality,
SoIS focuses on Information Systems as black boxes and use them as building
blocks. It is also important to note that SOA provides a framework for system
development. It is important to plan for interoperability challenges at an early
stage. However, for SoIS the systems already exist and the interoperability prob-
lems are only addressed at later stages. Therefore, due to overhead restriction
on architecture and a required common communication medium, it is often that
individual software models are created for the various systems comprising the
SoIS.

4.4 Limitations

SoIS engineering faces significant challenges. On one hand, the lack of standards
that guide the construction of a complex system constituted of operational inde-
pendent Information Systems. On the other hand, there is also a lack of standards
in regards for evaluation methods for the architecture and performance of the
SoIS. However, there is a potential in using SOA as a well-established framework
to compensate the lack of standards present currently in the domain of SoIS.

5 Discussion

In the previous section we presented the SoIS with an example that will grant
users access to various Information Systems from a single interface. The question
here is: How can we evaluate our architecture and the measure the performance
of the overall system? Performance optimization of the SoIS architecture in order
to achieve a common goal or mission has become the focus of various application
areas. In the optimization problem, the most basic work is quantitative objective
evaluation of the alternatives [Jian et al., 2010]. For SoIS, objective evaluation
confronts several challenges comparing with single system objective evaluation.
These challenges are listed as follows:

– SoIS is aiming at future common goal. It consists of heterogeneous com-
ponent systems which can be divided into as-is and to-be systems. So the
components and boundary of SoIS is evolving with time going.

– There exist ad-hoc interconnections and interactions of multiple integrated
complex systems as part of the whole SoIS. So its very difficult to find an
analytic formulation to measure the objective value of SoIS alternative.

For SOA complex systems there have been established methods for the defini-
tion of metrics that can be utilized to evaluate the architecture and performance
of the system. It is possible to deploy those methods in order to evaluate the
work done under SoIS architecture.
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6 Conclusion and Future Work

Our goal was to take current Information Systems and move towards System
of Information Systems (SoIS) to aggregate services and exchange information
with simplicity and ease. The aim was focused towards providing an architec-
tural model of SoIS to guide such migration. To achieve this goal we undertake
this research to determine what is currently known about SoIS and deploy this
knowledge to present an example of a SoIS composed of various Information
Systems. We found potential to the SoIS to expand and hold new Information
Systems. It was also clear that combining services from various Information Sys-
tems will result in an added value to users not present when those systems were
operating separately.

The next step is to expand our work and introduce new Information Systems
to the SoIS based on the example presented in this study and users needs. It
should also be tested in a real world experiment. The SoIS should keep simple
interface, with all the services as far from the user as a single click, to keep the
users experience useful and friendly. Furthermore, we need to apply evaluation
metrics used in SOA in the field of SoIS to compensate the absence of such
metrics in the newly emerged concept of SoIS.
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Abstract. Even though cloud computing is a technological paradigm that has 
been adopted more and more in various domains, there are few studies investi-
gating the software development lifecycle in cloud computing applications and 
there is still not a comprehensive software development process model devel-
oped for cloud computing yet. Due to the nature of cloud computing that is 
completely different from the traditional software development, there is a need 
of suggesting process models to perform the software development systemati-
cally to create high quality software. In this study, we propose a new conceptual 
Software Development Life Cycle Model for Cloud Software Development that 
incorporates characteristics of different process models for traditional software 
development. The proposed model takes traditional model’s specific characte-
ristics into account and also considers cloud’s specific nature i.e. advantages 
and challenges as well. 

Keywords: Cloud computing · Software development · Process 

1 Introduction 

Instead of owning IT assets permanently, Cloud Computing suggests the idea of  
renting servers, storage, software technologies, tools and applications as utility  
or service over the internet as and when required [1]. Hence, it is a model being 
adopted rapidly by both individual and corporate users which targets the software 
development companies to develop software for cloud. However, as stated in [1] that 
software development process will include heterogeneous platforms, distributed web 
services, multiple enterprises located all over the world. The idea of this study 
emerged with the question of whether the traditional Software Development Life 
Cycle (SDLC) methodologies can be used in Cloud Computing Environment or  
not. Software is developed based on functional and non-functional requirements.  
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In software development for cloud, there are additional non-functional requirements 
that play a much more vital role. For example, the non-functional requirements spe-
cific to cloud are multi-tenancy, on-demand self-service, resource pooling, rapid-
elasticity, measured services are especially the reason why people and organizations 
choose cloud option to do their businesses. Beside, software development for cloud is 
not a static activity; software should be evolved continuously to satisfy the need of the 
users. Even without explicit new requirement statement from the customer, the ser-
vices should be improved in a proactive way to keep the customer-software interac-
tion alive. Therefore, the software development approach should be formed in a way 
that it is open to the continuous extensions and improvements. Cloud has also some 
weaknesses such as security, privacy, data ownership, and vendor lock-in etc. The 
development model should also be structured in a way that takes these weaknesses 
into consideration to provide high quality software. Since cloud brings new require-
ments to consider; available SDLC models cannot be used as is. This issue arise a 
need for the software development for cloud in a systematic way. In this study, differ-
ent from available studies, we propose a SDLC model for cloud where we combine 
the strengths of Waterfall, Prototyping and Incremental model by addressing the new 
non-functional requirements that cloud brings and critical weaknesses it has.  

2 Literature Survey 

There are few studies investigating the SDLC in cloud computing applications but 
there is still not a comprehensive software development process model developed for 
cloud computing yet [1]. Mwansa and Mnkandla [2] proposed a framework to migrate 
the Agile software development to the cloud environment. Patidar et al. [3] empha-
sized the necessity of involving the cloud provider in every stages of the SDLC. They 
proposed a model that is an extended version of Agile, where they included the cloud-
provider in planning, design, development, and testing stages. Raj et al.[4] incorpo-
rated security into each phases in the Software development life cycle. Joshi et al. [5] 
offered a SDLC using semantic technologies and defined new stages such as require-
ment, discovery, negotiation, composition, and consumption. Different from other 
studies, Chauhan and Saxena [6] conceptualized a green software development life 
cycle model incorporating the energy consumption issue to the phases of development 
life cycle. Song et al. [7] presented a deduced Software as a service (SaaS) Life Cycle 
model and incorporated cloud provider to the lifecycle as well. Kommalapati and 
William [8] mentioned that cloud expert (architect or consultant), Tier 1 support lead 
and Tier 2 escalation lead are taking the roles during the software development. Guha 
and Al-Dabass [1] suggested a model that extends the XP model and incorporated the 
cloud provider to the model. It is stated that the software engineering approaches that 
are available for traditional software development are not adequate for software de-
velopment on cloud environments therefore the traditional approaches should be 
adapted keeping in view the cloud environment and its challenges [9].  
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3 A Software Development Lifecycle Model for Cloud 

With the motivation of the absence of a standardized and conventional SDLC for 
cloud computing [9], we aim to propose a model that combines three available 
process models namely Waterfall, Prototyping, and Incremental Model iteratively to 
support continuous evolution of Cloud based software. The role of cloud provider is 
incorporated to each stage of process model as suggested in [1]. Other cloud actors 
(cloud auditor, cloud broker, cloud carrier) are also incorporated if they exist in the 
ecosystem. The difference of our process model is its addressing the specific characte-
ristics, weakness and challenges of cloud-based structure. 

3.1 The Challenges of Cloud Computing from SDLC Perspective 

Development of the cloud has some challenges compared to the traditional develop-
ment. Moreover, cloud has some characteristics that are specific to it. Beside, even 
though it is a very convenient option that many organizations have adopted; it has 
some weaknesses that should be considered while proposing a software development 
process for cloud. These challenges are given in the following sub-sections. 

New Non-functional Requirements Inherent From Cloud Characteristics. Due to 
the nature of the cloud structure, the possible circumstances are more varied than 
traditional software development. Additional non-functional requirements as pre-
sented below should be taken into account. 

 Multi-tenancy: This characteristic requires a “policy-driven enforcement, segmen-
tation, isolation, governance, service levels and also chargeback/billing models for 
different usages” [10].  

 On-demand self-service/capability:  The services should be available when needed 
in an automatic manner without the interaction of the end-user with the service 
provider 

 Resource pooling: There is always a dynamic assignment of different physical and 
virtual resources upon the demand of the consumers [10]. 

 Rapid-elasticity/Scalability: In any time and any quantity the cloud services should 
be offered to the users [10]. 

 Measured-Service: It is possible to measure, control and report the usage of the 
resources for both the cloud provider and consumer [10]. 

Adaptation to Changing Requirements. In [9], it is also stated that the most impor-
tant characteristic of cloud-based software, is its ability to adapt to changing require-
ments and to changing contexts. In software development for cloud environment, the 
project is not an end task. To respond to the user needs there should be a continuous 
improvement of the project. Especially, the developers should behave in a proactive 
manner to satisfy the needs of their customers in advance; not waiting a change or 
improve request coming from them. 
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Weaknesses of Cloud Computing Structure. Cloud applications should possess 
some characteristics and if these are not satisfied it can become to some disadvantages 
people and organizations consider while adopting it. Some weaknesses of Cloud 
computing are presented as follows [11][12][13]: 

 Control and Reliability: This feature passes to the hands of the cloud provider [11].  
 Performance: A service level agreement cannot guarantee performance; it just pu-

nishes the bad performance [13]. This issue has the potential of creating a problem 
when a critical condition is faced.  

 Security, Privacy and Compliance: These features are sensitive, since the confiden-
tial data of customers are managed by the cloud provider [11]. In [13] it is stated 
that “Signing a cloud contract without knowing your vendor's security architecture 
isn't smart” 

 Compatibility: Any tool should be “compatible with the Web-based service, plat-
form and infrastructure” [11].  

 Unpredicted Costs: There is always an option of unpredicted cost [11].  
 Contract and Lock-Ins /Inflexibility: It is stated that in the traditional approach the 

IT can be downsized, upsized, contracted-in freely by the owner but now cloud 
provider is the only authority having this power. Moreover, vendor lock-in can also 
create another problem in future [11]. 

 Data ownership: There is not a consensus about the “who is the owner of the data”. 
That causes the cloud provider to set up their own rules, terms and conditions [12]. 
As stated in [13] the vendor can bust out suddenly, therefore it is important to de-
fine these rules at the beginning. 

 Possible downtime: The service delivery to the clients of the consumer can suffer a 
lot due to this problem of slowness or unavailability [12]. 

 Lack of support  It is stated in [12] that the support for the customers in cloud-
based applications are not so easy and taking a reply to a request or problem state-
ment within 48 hours is not adequate when you do your business over the internet, 
where 7/24 accessibility is a must.  

3.2 Proposed Model Schema 

In this section, the proposed schema for SDLC on Cloud Computing to develop soft-
ware for cloud is presented. The process model we present involves both the activities 
and the roles of the stakeholders associated with them. To derive a SDLC for cloud 
environment, we make a synthesis of different process models that are already mature 
enough for traditional software development. These incorporated models are Water-
fall model, Prototyping, Incremental model; by taking their specific characteristics a 
new model is proposed.  

A pictorial description the proposed model is given in Figure 1. Developing soft-
ware for cloud requires a number of iterations where we keep on adding services 
when needed. There should always be a continuous improvement and evolution of 
software which is only possible when a process model supports development in itera-
tion with the possibility of adding new requirements and refining old ones through 
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users’ feedback. Moreover, with the time additional services can be incorporated; the 
users’ future demands should be forecasted and these should be proactively incorpo-
rated to the system. Therefore we need to adapt the traditional Waterfall Model. Wa-
terfall model is taken as a starting point since it has a formal definition of core phases, 
a very good standardized documentation that is missing in Agile methods. Main Phas-
es of Waterfall model such as Requirement Analysis, Design, Development, Testing 
and Maintenance are included. Additionally, a new phase “Planning” is also included 
because similar to on-premise software development where there is schedule plan-
ning, budget planning and risk planning; cloud software development require addi-
tional planning where the service planning in terms of contract management is crucial. 

 

 
Fig. 1. Synthesis of Waterfall Model, Prototyping and Incremental Model 

Prototyping is a model where both the requirements and the user feedbacks can be 
taken into account during the software development. It also providesa good way  
to develop system with high usability. Since the usability and aesthetics are very  
important in web applications, prototyping is a good approach for cloud software 
development. However, prototyping alone is not sufficient; the reason is that it is not 
necessary that prototyping model have incremental characteristics. But cloud envi-
ronment require incremental approach. 

We incorporated the Incremental model to the proposed process model since due to 
the nature of cloud computing applications, at the beginning we may not be eligible to 
develop all the services. We may prioritize the services and later we can add more. In 
cloud computing new service will be equivalent to new increment. Even within a 
single service, some of the features may not be feasible to realize. Beside, as stated 
previously, the nature of cloud software is prone to changes with additions/ removal / 
modifications. Therefore, incremental approach should be incorporated.  

In contrast with the available studies in the literature, we do not adopt Agile me-
thods. The reason is that even though Agile methods are very flexible and at the same 
time very product focused approach; in our opinion, it has some characteristics such 
as absence of formal documentation that are not so convenient for software develop-
ment for cloud environment. Developing for cloud involves more stakeholders than 
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developer team but also between the cloud service provider and the developer team. 
Therefore, in addition to classical project contracts between developers and the cus-
tomers, there should be contracts with the service provider. 

Consequently, in planning phase there should be two kinds of contracts. The first 
one is the general contract that specifies the on-time and on-budget completion of the 
project by stating the conventional codes of ethics. The second contract negotiation is 
with the service provider or other cloud actors involved in the project ecosystem con-
sidering the service offering guarantees. Another activity in this stage is the risk man-
agement that addresses both service delivery particularities and operation cost. 

Roles are as follows: Here, apart from the developer team and customer (cloud 
consumers) other the stakeholders such as cloud provider, cloud auditor, cloud broker 
and cloud carrier are the actors of the environments. 

Challenges addressed are as follows: The second contract negotiation addresses the 
challenges of cloud software development by considering the cloud characteristics. 
The characteristics of cloud such as on-demand capability, resource pooling, security, 
privacy and compliance issues, measured services should be defined in that contract 
negotiation as a part of the project that is independent of the physical system devel-
opment but instead related to service delivery. As stated in [13] it is not useful to sign 
a cloud contract without knowing the cloud vendor’s security architecture. Besides 
the control and reliability is another issue open to discussion for the cloud ecosystem 
where the power is in the hands of cloud provider. The codes of law for this should be 
defined carefully during the contract negotiation. It is also important to define the data 
ownership and unpredicted cost. As stated in [12] the cloud provider can have their 
own rules, terms and conditions and it can disappear suddenly. Therefore, sanctions 
should be strictly stated in advance to prevent unwanted situations. As stated pre-
viously, that in the traditional approach the IT can be downsized, upsized, contracted-
in freely by the owner but now cloud provider is the only authority having this power. 
Moreover, vendor lock-in can also create another problem in future [11] the contract 
negotiation should address to this challenge.  

Apart from above stated issues, performance, possible down-time and lack of sup-
port are other issues where the cloud type structure suffers from. Since at the end the 
clients’ business can be affected from even a very less time of service interruption, the 
sanctions when these problems are occurred should be defined very carefully. These 
risks should be defined within the risk management activity.   

Requirement Analysis. Requirement analysis is one of the key steps of software 
development.  

Activities are as follows: Cloud actors should be incorporated to the process [1]. The 
cloud software development is not only related to functional requirements of the system. 
Different from traditional software development, there are also non-functional require-
ments that are dependent of the cloud service’s capabilities. These should be addressed 
in this phase. Possible activities can be defining user requirements, making a prioritiza-
tion, defining cloud related non-functional requirements, introducing the initial baseline, 
consequently developing a prototype including the prioritized services. 
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Roles are as follows: The development team should gather the requirement from 
the stakeholders as in the traditional software development but they have to also con-
sult and suggest the cloud actors such as cloud provider, cloud broker, cloud auditor 
and cloud carrier if they exist in the ecosystem.  

Challenges addressed are as follows: In cloud software development, as stated pre-
viously the requirement analysis is not a finishing task instead; it is an evolutionary 
process where the requirements and requests from the customer change over time. 
Especially, developers should work continuously to add services to satisfy the needs 
of the customers in a proactive manner. Therefore an iterative and incremental ap-
proach should be adopted where it is easy to add new services as increments. Moreo-
ver, cloud computing has some characteristics such as multi-tenancy, configurability 
and on-demand self-service that should be taken into account.  

Design. Design for cloud should include flexibility, interoperability and reuse.  
Activities are as follows: The service integration should be done without any prob-

lem. Moreover in [9] it is stated that there can be two options for SaaS; building from 
scratch or reengineering the existing web services and legacy software for SaaS. Since 
as stated in the requirement step that requirements are/can be changing over time, 
there should be a very flexible and modular design that take into account this issue. 
The flexible design can be achieved by adopting the service-oriented architecture.   

Roles are as follows: In this stage the development team should work in accor-
dance with the cloud actors to get the idea about the cloud service infrastructure such 
as virtual machine, availability of container approach, data handling method etc.  

Challenges addressed are as follows: The proposed design architecture should be 
addressing the challenge of rapid elasticity and adaptation to changing requirements.  
Compatibility that is shown as one of the weaknesses of cloud structure should also 
be taken into account while making a flexible system design.  

Implementation. The technologies for web application development can be used for 
cloud development too. It is suggested in [9] that the technologies appropriate for 
Cloud such as XHTML, JQuery, Java Script, Python, AJAX, Ruby on Rails and Agile 
technologies should be incorporated in SDLC for Cloud. As stated in [4], we also 
suggest Model-Driven approaches; that provides a high-level, platform independent 
focus to developers which consequently help to overcome the lock-in problems. 

Testing. Testing in cloud based software development plays a vital role. Cloud is a 
very convenient infrastructure to perform the tests. However it has itself to be tested 
with the provided services.  

Activities are as follows: In testing for cloud, the unit testing, integration testing 
and system testing can be done. But since the difference of cloud based software is 
the scalability, rapid elasticity these issues should also be tested. Therefore, testers 
should work with the cloud actors in addition to prepare a requirement test plan, 
another test plan should be obtained from the cloud actors. Non-functional testing is a 
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key activity due to the requirement of the continuous service delivery of cloud based 
software. 

Roles are as follows: The development team should prepare the requirement test 
plan, they should work in accordance with the cloud actor for example cloud provider 
to test the non-functional requirements of the virtual resources. They both prepare a 
single test at the end to test the system as a whole. 

Challenges addressed are as follows: Possible down-time, performance, scalability, 
security and privacy are the non-functional requirements that are inherent in cloud. 
Therefore these challenges can be addressed with different testing methods such as 
stress testing, performance testing and security testing etc.  

Maintenance. Management of distributed software development has more challenges 
and difficulties than conventional development [14]. The maintenance is one of the 
most critical activities in cloud software development and the criteria should be de-
fined clearly.  

Activities are as follows: Different from the traditional software development, the 
maintenance responsibility does not only belong to the software development team 
but also it is shared with the cloud providers. In [1] it is stated that a contract that does 
not violating the software engineering code of ethics should be signed.  

Roles are as follows: Software development team responsible for the maintenance 
of the functional continuity, cloud provider should be responsible for the continuous 
and high-quality service delivery. 

Challenges addressed are as follows: The maintenance activities should manage the 
possible down-time, the slowness or the unavailability of the system. As stated in [12] 
the lack-of-support cannot be tolerated by the end-users who do their business on 
cloud. Therefore, in the maintenance agreement there should be a defined set of duties 
of the support team and their acceptable response time to user requests as well as  
the optimum problem resolution time should be contracted to prevent unwanted  
situations.  

To sum up, we have to say that in each activity the challenges of cloud based soft-
ware development should be addressed, the cloud stakeholders should be part of the 
software development process with the actual development team. Due to the conti-
nuous evolution of cloud-based software an iterative approach should be incorporated. 

4 Conclusion 

Cloud computing is a paradigm that spread out in a much faster manner among both 
individual and corporate users. It is seen as the future of the web. Therefore, it is im-
portant to draw a formal framework to the software development for cloud environ-
ments. However, due to its nature presented in the paper, the software development 
for a cloud application is not the same as the one for the traditional software devel-
opment. 

In the proposed model, different from the available studies, we tried to benefit 
from the existing process models’ strengths to deal with the cloud-based software 
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development. We took the formal structure and core processes of Waterfall model, 
combined it with the prototyping to get a good requirement gathering and early user 
feedback, further combined with the incremental model to prioritize the service de-
velopment due to the extendable characteristic of cloud computing. Moreover, since 
cloud based software development is a continuously evolving task; we added the iter-
ative structure to the process model.   

As a further study, we aim firstly to perform a theoretical validation considering 
the other representative studies and our model to investigate the feasibility of this 
proposed model by comparing it with the available studies in the literature.  
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Abstract. Software factories are a key element in Component-Based
Software Engineering due to the common space provided for software
reuse through repositories of components. These repositories can be
developed by third parties in order to be inspected and used by differ-
ent organizations, and they can also be distributed in different locations.
Therefore, there is a need for a trading service that manages all available
components. In this paper, we describe a matching process based on syn-
tactic and semantic information of software components. This matching
operation is part of a trading service which is in charge of generating
configurations of components from architectural definitions. With this
aim, the proposed matching allows us to evaluate and score the possible
configurations, thus guiding a search process to build the architectural
solution which best fulfills an input definition.

Keywords: Components · Reuse · Trading · Heuristics · Run-time

1 Introduction

Software reuse is a topic of ongoing interest in the construction of applications,
especially in the component-based development. In this sense, Component-Based
Software Engineering (CBSE) provides mechanisms for building applications
from the union of pieces [5]. Certain types of component-based software systems
have the need of performing a dynamic management of the elements which can
be part of the applications [6]. In such cases, components are used for building
or adapting software applications at run-time. In this sense, when a new archi-
tectural solution is needed, the most appropriate elements are selected from a
set of available components. The selection of components involved in this pro-
cess requires the existence of accessible repositories which can be inspected and
queried in order to calculate the best possible configuration.

Repositories can be stored locally or can be intended for public use and shared
by different organizations in a distributed environment [15] [16]. This scenario
is usual in systems that build their applications using components developed
by third parties, for example, based on COTS (Commercial Off-The-Shelf ) [1].
Thus, these repositories constitute the existing market of components from which
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I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 431–441, 2015.
DOI: 10.1007/978-3-319-26138-6 46



432 J. Criado et al.

the software is built. These repositories of components can be managed similarly
to a service directory, which are accessed by certain entities for offering services,
and by other entities for making use of the available services. With this aim,
trading techniques are useful to facilitate the execution of export and import
operations of services [11]. Furthermore, trading mechanisms can be used to
solve component-based architectures from an architectural definition [10].

In this paper, we present a semantic matching mechanism applied in a search
algorithm for constructing architectures of software components at run-time.
This operation is used as part of a trading service which manages repositories of
components developed by third-parties. Specifically, the managed elements are
coarse-grained COTS components, which can be specified by the DSL (Domain-
Specific Language) shown in Figure 1. This language distinguishes between two
levels of representation: abstract and concrete. Abstract components are used
for describing architectural definitions (i.e., the set of features that an architec-
ture must include) whereas concrete components are utilized for defining archi-
tectural solutions (i.e., the characteristics of an architecture consisting on real
software components). Each specification is divided into four parts, with the aim
of describing functional, extra-functional, packaging and marketing information.

The object implementing this trading service, named as Semantic Trader, is
in charge of building architectural solutions from the input information contained
in architectural definitions. With this regard, matching operations between
abstract and concrete components are performed at run-time for scoring and
evaluating the different configurations of components that are taken into account
as possible solutions. Both, the matching operations and the trading service are
part of a methodology for adapting architectures at run-time [3,4].

Fig. 1. Specifications of components
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The semantic matching of the proposed trading service is based on the fol-
lowing assumption: the possible types that can be used for the description of
the inputs and outputs of the interfaces’ operations are restricted. Therefore, we
propose to create a namespace that groups all possible types, which are identified
as trader:typeName. These types are described using an XML schema syntax,
and are referenced from the definition of interfaces, in the corresponding WSDL
[8] fragment of the model that contains the specification of the component (see
Figure 1). These types are equivalent to complex data types that provide: (a)
information about the name, the type and the cardinality of the elements com-
posing the complex data type, and (b) information about the operations using
this data type and if it is used as input or output. In addition to the description
of interfaces, semantic information is present in the evaluation of components
and architectures as part of the heuristics of an A* search algorithm used for
generating the architectural solutions.

The remainder of this paper is organized as follows. Section 2 describes the
semantic matching approach used for building the architectural solutions at run-
time. Section 3 discusses some related work. Finally, Section 4 presents the con-
clusions and the future work.

2 Semantic Matching of the Trading Service

The final goal of the proposed trading service is to build architectural solutions at
run-time. This action is based on a semantic matching between the components
of an input architectural definition and the different configurations which are
evaluated in a search process. This search is performed using an A* algorithm. In
this type of algorithms, a graph represents the search space and its nodes identify
the states to advance in the search. The goal is to find the least-cost path to the
target node from a starting node. Cost calculation is made using an evaluation
function f(x) = g(x) + h′(x). Function g(x) represents a known distance (pre-
calculated) between the initial node and the current node. Furthermore, h′(x)
identifies the estimated value of an admissible heuristic (h(x)) concerning the
distance from the current node to the target node. In order to be admissible, the
heuristic should not overestimate the real value of the calculated distance.

This type of algorithm always find a solution if one exists. In addition, the
search process should not necessarily explore all nodes of the graph to find
this solution. The explored search space and, consequently, the complexity of
the algorithm depends on the quality of the heuristics. In the worst case, the
order is exponential, whereas the order of the best case (where the estimated
heuristic is close to the optimal case) is linear. Another reason for choosing this
type of algorithm is the run-time nature of the calculation of configurations.
The exploration path always moves towards a solution whose distance from the
target node is lower than the previous state. Therefore, we can keep a reference
to the last ‘best solution’ and make use of it if the trading service is forced to
finish the search (for example, due to time constraints or other restrictions).

In our proposal, each graph node represents a configuration of concrete com-
ponents, so that, a node is adjacent to another if its configuration differs in one



434 J. Criado et al.

component. Thus, each iteration of the A* search algorithm is executed until
a configuration that meets the architectural definition is found. The Semantic
Trader is in charge of executing this algorithm, evaluating each configuration
and building the architectural solution. With this aim, the proposed mechanism
for generating the best concrete architecture is based on the following operations:
(a) select the candidates, (b) calculate the configurations, (c) close the configura-
tions, (d) calculate the configuration which are compliant with the architectural
definition, (e) apply a heuristic function for evaluating the configurations, and
(f) build the concrete architecture. Next, such operations are described.

Select the Candidates: Before the execution of the algorithm, candidate com-
ponents are grouped using the information of the functional part in order to limit
the search graph. Each group is related to the operations of a component from
the abstract architecture (architectural) and it contains those concrete compo-
nents which have at least one operation (from provided interface) in common.
Thus, graph nodes do not contains more than one component of the same group.

Calculate the Configurations: The pseudocode of the developed algorithm is
shown in Figure 2. The algorithm starts from an initial node (source) which is
adjacent to every node created from the components of one group of candidates.
Those are the only existing nodes in the graph and the other nodes are created
dynamically when a new node is explored (line 25 of Figure 2). Furthermore,
new neighbors are created only if the resulting configurations do not exceed the
size of the abstract definition (line 22). These optimizations limit the search
space of the algorithm and reduce the number of nodes for which the evaluation
function f(x) is calculated. In addition, f(x) is used as a reference for managing
the priority queue that stores the set of ‘open’ nodes. From this priority queue,
the nodes explored in each iteration are selected (line 10).

The default value for g(x) is 1, since a node differs from its adjacent nodes
in the incorporation of one concrete component. However, after the evaluation
of the algorithm, there are situations (e.g., when the number of candidate com-
ponents is very high) in which the establishment of g(x) = 0, allows us to obtain
architectural solutions in less time. In such cases, the A* algorithm is equiva-
lent to greedy search algorithm. This variation means that implementation of
the algorithm does not ensure that the resulting solution is the optimal (i.e.,
the closest to the starting node). Nevertheless, other operations are responsible
for checking the algorithm not to add additional components to those defined
in the abstract architecture. Moreover, g(x) is configurable through the Admin
interface of the Semantic Trader.

The value of h′(x) represents the distance between the configuration of con-
crete components (associated with the current node) and the input abstract
architectural model (AAM). This distance must be 0 (lines 13 and 31) to consider
that a configuration is a possible architectural solution, and it is calculated from
the semantic information of the components’ functional interfaces. This decision
ensures (at least) the resolution of valid configuration regarding the functional
part, and in less time than if all components’ part are evaluated. Nevertheless,
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1: function aStar(source, AAM)
2: openSet ← {source}
3: pQueue ← {source}
4: closeSet ← ∅
5: discardedConfigs ← 0
6: notDesiredCC ← ∅
7: firstSolution ← false
8: bestNode ← ∅

9: while openSet �= ∅ do
10: currentNode ← pQueue.poll()
11: if currentNode.getH() < bestNode.getH() then bestNode ← currentNode
12: end if
13: if currentNode.getH() == 0 then
14: if firstSolution == false then firstSolution ← true
15: end if
16: bestNode ← currentNode
17: if evaluateCAM(currentNode,AAM) == true then return bestNode
18: else discardedConfigs ← discardedConfigs + 1
19: end if
20: else
21: closeSet.put(currentNode)
22: if checkCAMSize(currentNode) == true then
23: if contains(notDesiredCC, currentNode) == false then
24: neighbors = ∅
25: neighbors ← createNewAdajectNodes(currentNode)
26: for each neighbor in neighbors do
27: if contains(closeSet, neighbor) == false then
28: if contains(openSet, neighbor) == false then
29: h ← heuristics(neighbor, AAM)
30: newNode ← createNode(neighbor, h)
31: if h == 0 then . . . // (lines 14–19)
32: else
33: openSet.put(newNode)
34: pQueue.add(newNode)
35: end if
36: end if
37: end if
38: end for
39: end if
40: end if
41: end if
42: end while
43: return bestNode
44: end function

Fig. 2. Search algorithm to find the best configuration

when a configuration fulfilling the functional part is found, a full evaluation of
the configuration is performed by calculating the distance with respect to the
AAM and using all the component parts (including extra-functional informa-
tion). This evaluation also checks: (a) that configurations are closed, i.e., have
no components with additional mandatory required interfaces (with regard to
the abstract architecture); and (b) that configurations are compliant with the
abstract architecture, i.e., functionality is grouped in the components as deter-
mined by the architectural definition.

Apply a Heuristic Function for Evaluating the Configurations: The
method in charge of calculating the scores is heuristics (line 29 of Figure 2).
This operation involved only the functional part of the components, distinguish-
ing between provided and required interfaces. In order to carry out this process,
a ‘macro’ abstract component, containing all information pertaining to the func-
tional specification of the abstract architecture, is created. Similarly, a ‘macro’
concrete component, which brings together all the functional information of com-
ponents that are part of the current configuration, is created. In both cases, the
union of all provided and required interfaces which are mandatory is produced.
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These new specifications are compared with the aim of calculating the distance
between both definitions (Figure 3).

Matching of provided and required interfaces (MPI and MRI, respectively)
is described by a decimal number between 0 and 1, where 0 indicates no match
and 1 means a complete match. This value is calculated by dividing the number
of matched by total existing operations in the abstract definition. Furthermore,
matching of functional part (MF ) is calculated as the average of the matching
scores from the two types of interfaces, as shown by the following expressions:

MF =
MPI +MRI

2
MPI =

matchedProvidedOp

acProvidedOp
MRI =

matchedRequiredOp

acRequiredOp

Evaluation function, which represents the distance between an abstract def-
inition and a concrete specification, is calculated from the obtained matching
value: h′(x) = 1 − matching. Beside this matching value, it is calculated some
specific information about which operations (and belonging to which interfaces)
of the configuration solve the operations of the functional interfaces described in
the abstract architecture. This data is essential for optimizing the performance
in the construction of the concrete architecture model, since the relationships
between components (and corresponding dependencies between interfaces) are
easily calculated from this information.

Moreover, as supplementary information for pairing analysis, other attributes
derived from the comparison are calculated: (a) what type of intersection is
produced between sets of interfaces, (b) who owns the largest set of provided and
required interfaces, (c) the total number of provided and required operations of
the configuration and the abstract architecture, (d) the total number of provided
and required interfaces. This data is produced as a result of the comparisons
made in the heuristic method (line 29 of Figure 2).

Closure of Configurations and Calculation of Compliant Configura-
tions: Both operations are carried out in the evaluateCAM function (line 17 of
Figure 2). As mentioned above, this method is invoked whenever a configuration
is a possible solution, i.e., a configuration whose value of the evaluation function
is zero (h′(x) = 0). In this function, a new evaluation of matching between the
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Fig. 3. Comparison between abstract architectures and configurations
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abstract architecture and the current configuration is performed. In contrast to
the matching of the heuristics method (line 29), the comparison is made for each
component of the configuration independently, instead of performing an overall
comparison. Furthermore, this process of matching takes into account all parts
of the component specifications. Therefore, four values, corresponding to each
of the main parts of the specification of a component, are calculated:

— Functional information: scoring process results in the MF value described
for the heuristics method.

— Extra-function information: the total matching value is the average of the
matches of dependencies and properties parts. Additional information is also
calculated, as the type of intersection between the sets compared or their
relative size. Extra-functional information is divided in: a) Properties: firstly,
the matching operation checks which properties of the abstract component
are fulfilled in the concrete component. Secondly, the matching value is cal-
culated as a weighted sum of the three categories of existing properties (high,
normal or low priority). In this sense, the matching of properties with high
priority involves higher matching scores than meeting properties with a nor-
mal (or low) priority; b) Dependencies: for calculating this value of matching,
it is necessary to take into account the type of intersection between the sets of
dependencies. If there is no intersection, matching is 0.0, provided that both
sets are not empty (in which case matching is 1.0). If there is intersection,
there may be three possibilities: (1) that all the dependencies of the concrete
component (DCC) are within the set of abstract component dependencies
(DAC), (2) that DAC is within DCC, and (3) that no set is within the other.
Next, the expressions to calculate the value of matching (m), depending on
the three possibilities and taking into account the number of dependencies
in the intersection (matchedDep), are shown:

(1) m =
matchedDep

card(DAC)
(2) m =

matchedDep

card(DCC)
(3) m =

matchedDep

card(DAC) + card(DCC)

— Packaging information: the total matching value is the average of the matches
of implementation and location parts. Additional information as the type of
intersection between the sets or their relative size is also calculated.

— Marketing information: calculated scores represents if the components are
developed by the same entity and if same contact people are associated.

Each matching value is described by a decimal number between 0 and 1
(where 0 indicates no match and 1 means that the matching is complete). Thus,
total matching between two components is calculated from the matching of the
functional part (MF ), matching of the extra-functional part (MEF ), matching
of packaging information (MP ), and matching of marketing information (MM).
Figure 4 shows a graphical representation of calculated matching scores for three
concrete components. On the one hand, we can see that the component which
best meets the abstract definition is CC3. On the other hand, the representation
of the matching score of component CC1 has a larger area (determined by the
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four points of the four components’ parts) than the component CC2. However,
depending on the importance we attach to each part, it can be considered as the
component CC2 meets better the abstract specification.

In this sense, matching score between two components is calculated from the
following expression: matching = MF ∗factorMF+MEF ∗factorMEF+MP ∗
factorMP+MM ∗factorMM . By default, the values for factorMF, factorMEF,
factorMP and factorMM are 0.8, 0.15, 0.025 and 0.025, respectively. Therefore,
we give more weight to functional and extra-functional properties. Nevertheless,
these weight can be modified at run-time using the Admin interface of the trading
service (if the condition that the sum of the factors is equal to 1 is satisfied). As
a consequence, it is possible to vary the weight given to each of the components’
parts for comparison operations.

Resuming the execution of evaluateCAM method, the closure operation ver-
ifies there are no additional dependencies (mandatory required interfaces) in
concrete components with respect to the abstract definition. With the aim of
checking the compliance with the architecture, it is verified that the configura-
tion is made up of the same number of components as the abstract definition.
When the trading process is set up, the minimum distances to consider that a
configuration meets architecture can be established. In addition, this operations
of the Admin interface can be used at run-time to modify the execution policies.
For example, it is possible to specify that a ratio of 0.95 for extra-functional
properties must be accomplished, thus determining that matching score of that
specific part cannot be less than this value. Those configurations that are not
closed or do not comply with the architecture, are discarded, continuing the
search algorithm until a valid solution is found.

There is another remarkable feature implemented in this process. A maxi-
mum value of time that should not be exceeded to obtain a valid solution can be
defined. Thus, when this limit is exceeded, the search algorithm stops, although
it has failed to reach the final solution. Nevertheless, although several solutions
have been discarded, it is highly probable that other configurations have been

Fig. 4. Example of matching scores
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found with a value of h′(x) equal to 0.0. Such configurations are valid solutions
in functional terms. Therefore, whenever a configuration of this type is found, a
reference to the corresponding node is saved, since it is the best node found up
to that point (line 16 of the algorithm shown in Figure 2) In the case that the
algorithm must terminate without finding the final solution, this configuration
will be returned by the algorithm, to ensure the resolution of the architectural
definition (at least at the functional level).

Build the Concrete Architecture: Once the final solution has been obtained,
the semantic trading service constructs the concrete architectural model associ-
ated with the configuration found by the A* search algorithm.

3 Related Work

In the construction of software architectures, selection and evaluation processes
are considered as key operations [14]. An example of work in which these pro-
cesses are addressed is the Off-The-Shelf Option (OTSO) [12]. In such approach,
a hierarchical evaluation criteria analyzes the characteristics of the components
based on other factors such as organizational infrastructure or the availability
of libraries. In [9], DesCOTS system proposes a methodology based on a quality
model which divides the characteristics of the components for their evaluation.

The work presented in [17] evaluates the components and establishes a rank-
ing in terms of performance and according to multiple criteria. In [7], authors
perform a management of dependencies between components using goal-oriented
models as the basis for component selection. A proposal for selecting COTS com-
ponents in large repositories is described in [2]. The approach makes use of the
‘integrator’ concept instead of mediation or trading services. In contrast to our
proposal, the approaches mentioned above do not support component selection
or calculation of configurations at run-time.

The trading described in [10] is the basis of the work. It presents a mediation
process for managing COTS components and building configurations at design-
time. In contrast, our approach is intended to build architectures at run-time
based on a semantic matching of components. Algorithms based on heuristic
functions are a suitable option for the exploration and evaluation of possible
solutions [13]. In addition, other type of algorithms, such as exhaustive search
algorithm for building configurations of components [4], results in exponential
execution orders because all the nodes in the search space must be evaluated.

4 Conclusion and Future Work

We presented an approach for matching component specifications at run-time.
This operation is part of a trading service in charge of dynamically building
architectures. This process is responsible for calculating the best architectural
solutions starting from their corresponding architectural definitions. In order to
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address this resolution, matching operations are performed to compare compo-
nents and obtain scores describing the distance between: (a) an input architec-
tural definition and (b) each of component configurations which are possible
solutions of the architecture. Furthermore, these scores are calculated applying
an evaluation function that makes use of the syntactic and semantic information
described the component specifications. This evaluation function is utilized in
an A* algorithm as the heuristic to find the best configuration.

There are identified some lines as future work. We plan to extend the match-
ing information calculated from the comparison of two components or architec-
tures. In addition, we plan to evaluate alternative search algorithms for building
architectures at run-time. Furthermore, we plan to improve the performance of
the proposed algorithm, for example, parallelizing part of the execution. More-
over, we intend to develop some tools for querying and managing the information
of component specifications and their comparisons.
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The future eSociety, addressed with our workshop, is an e-inclusive society based on the
extensive use of digital technologies at all levels of interaction between its members. It is a
society that evolves based on knowledge and that empowers individuals by creating virtual
communities that benefit from social inclusion, access to information, enhanced interaction,
participation and freedom of expression, among others.

In this context, the role of the ICT in the way people and organizations exchange information
and interact in the social cyberspace is crucial. Large amounts of structured data – Big (Open)
Data - are being generated, published and shared on the Web and a growing number of services
and applications emerge from it. These initiatives take into account methods for the creation,
storage and consumption of increasing amounts of structured data and tools that make possible
their application by end-users to real-life situations, as well as their evaluation. The final aim is to
lower the barrier between end-users and information and communication technologies via a
number of techniques stemming from the fields of semantic knowledge processing, multilingual
information, information visualization, privacy and trust, etc. The applications must be designed
in such a way to help people use their knowledge at best and generate new knowledge in return,
while keeping intact their privacy and confidentiality.

To discuss, demonstrate and share best practices, ideas and results, the 4th International IFIP
Workshop on Methods, Evaluation, Tools and Applications for the Creation and Consumption of
Structured Data for the e-Society (META4eS 2015), an event supported by IFIP TC 12 WG 12.7
and The Big data roadmap and cross-disciplinarY community for addressing socieTal
Externalities (BYTE) project, with a special focus on cross-disciplinary communities and
applications associated with Big Data and their impact on the e-Society, brings together
researchers, professionals and experts interested to present original research results in this area.

We are happy to announce that, for its fourth edition, the workshop raised interest and good
participation in the research community. After a thorough review process, with each submission
refereed by at least three members of the workshop Program Committee, we accepted 5 full
papers, 3 short papers and one poster paper covering topics such as ontology engineering, Big
Data, smart knowledge processing and extraction, social semantics, software quality, and applied
to the fields of education, historical data preservation, e-Health and ambient assisted living.

We thank the Program Committee members for their time and effort in ensuring the quality
during the review process, as well as all the authors and the workshop attendees for the original
ideas and the inspiring discussions. We also thank the OTM 2015 Organizing Committee
members for their continuous support. We are confident that META4eS will bring an important
contribution towards the future eSociety.

September 2015 Ioana Ciuciu
Anna Fensel

Christophe Debruyne
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Abstract. In the Irish Record Linkage 1864-1913 (IRL) project, digital archiv-
ists transcribe digitized register pages containing vital records into a database, 
which is then used to generate RDF triples. Historians then use those triples to 
answer some specific research questions on the IRL platform. Though the 
triples themselves are a highly valuable asset that can be adopted by many, the 
digitized records and their RDF representations need to be adequately stored 
and preserved according to best standards and guidelines to ensure those do not 
get lost over time. This was a problem currently not investigated within this 
project. This paper reports on the creation of Qualified Dublin Core from those 
triples for ingestion with the digitized register pages in an adequate long-term 
digital preservation platform and repository. Rather than creating RDF only for 
the purpose of this project, we demonstrate how we can distill artifacts from the 
RDF that is fit for discovery, access, and even reuse via that repository and how 
we elicit and conserve the knowledge and memories about Ireland, its history 
and culture contained in those register pages. 

Keywords: Linked data · Metadata · Mapping · Vital records 

1 Introduction 

The IRL1 project aims to create a knowledge base containing historical birth-, mar-
riage- and death records translated into RDF and to create a Linked Data platform to 
analyze those events. In [1], we reported on the semantic architecture in which we 
separate two concerns: 1) the exact transcription of the register pages from TIFF files 
(provided by the General Register Office (GRO), Ireland's central civil repository for 
records relating to births, marriages and deaths in Ireland) by the digital archivists 
                                                           
1 Irish Record Linkage, 1864-1913: https://irishrecordlinkage.wordpress.com/  
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transformed into RDF using the Vital Records Ontology2 and 2) the interpretation 
thereof by the historians. This requirement resulted in a platform with two distinct 
knowledge bases where the interpretation refers back to the transcribed register pages, 
but the knowledge base containing those transcribed register pages cannot be “conta-
minated” with any other knowledge.  

In this paper, we report on the creation of metadata records from the generated 
RDF to facilitate the exploration of register pages and vital records in an adequate 
long-term digital preservation platform. We will describe our method to distil Quali-
fied Dublin Core metadata records for each register page and how these can be in-
gested together with the TIFF and RDF representation. We must note that the terms 
and conditions of our data sharing agreement with the GRO do not permit us to make 
public any data that would identify any individual. We will thus obfuscate informa-
tion concerning individuals where necessary. 

2 Related Projects and Initiatives 

Though similar practices for ingesting, enriching and preserving metadata exist, such as 
the Archipel project [5] harvesting data from GLAMS and broadcasters in Flanders 
(Belgium), we found little related work the transcription, ingestion and preservation of 
historical vital records. A method for extracting information from vital records tran-
scribed as HTML using ontologies was proposed in [7]. Long-term digital preservation 
was not an aspect of that study. [6] presented an approach to increase the efficiency of 
identifying potential links across vital records based on a person's attributes such as 
names. Their work is situated in the field of record linking databases. 

3 Method 

The creation of RDF from the transcribed register pages using the Vital Records On-
tology was reported in [1]. The creation of the metadata for ingestion into the Digital 
Repository of Ireland, from now on called the Repository, will be described in this 
section. The Repository allows one to ingest metadata and related assets in bulk. We 
adopted the guidelines in [2] for the creation of our Qualified Dublin Core (QDC) 
metadata records for each register page. We then prepared an RDF file and retrieved 
the digital surrogate of those register pages (in TIFF format) in such a way that they 
will be associated with their corresponding QDC file during ingestion.  

3.1 DRI Bulk Ingestion 

Though technical and not exactly relevant for this paper, we feel it is important to 
elaborate on the bulk ingestion facilities of the Repository. The Repository includes a 
web-based user interface to ingest single objects as well as the facility to ingest meta-
data and their objects in bulk. For the latter, two directories have to be prepared: me-
tadata and data. The first contains the QDC files – one for each object – and the latter 

                                                           
2 http://www.purl.org/net/irish-record-linkage/records 
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5 Conclusions and Future Work 

In the Irish Record Linkage 1864-1913 (IRL) project, digital archivists transcribe 
historical vital records in register pages, which are transformed into RDF with the 
Vital Records Ontology. This means that those records are available both as TIFF and 
RDF. What has not yet been investigated in the project, however, is how these files 
can be ingested in adequate long-term digital preservation platforms to ensure that 
this rich information does not get lost. In this paper, we reported on the process of 
creating RDF files for each register page followed by the creation of a Qualified Dub-
lin Core (QDC) metadata record according to best practices, standards and guidelines. 
For each register page, we ingested the scan, an RDF file and a DQC file into the 
Digital Repository of Ireland. We thus demonstrated how the RDF generated in the 
IRL project was reused to create other structured data that allows one to discover and 
reuse the information captured in those register pages. 

A limitation of this study is the lack of investigating to what extent the mapping of 
RDF to QDC generates adequate metadata records from a cataloguing perspective and 
evaluating the to what extent the information in the QDC we generated is rich enough 
for users to explore. Finally, we are currently investigating the adoption of Encoded 
Archival Description (EAD) to catalog the register pages, the records as parts of those 
register pages and the database currently being populated by the digital archivists. The 
results of this exercise, as well as a comparison with the metadata in QDC is will be 
reported elsewhere. 
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Abstract. The paper proposes a collaborative and ontology-based approach for 
knowledge engineering adapted to e-Society applications. The approach aims to 
provide intuitive user-system and user-content interaction via processing and 
visualization of Big Data and the resulting information. Moreover, the approach 
ensures secured access to personal data via semantic interoperability of security 
policies. The approach considers large size structured and unstructured contents 
such as multimedia content (videos, images), web content, video games, sensor 
data, medical health records, medical databases, etc. We will showcase the con-
cept with an (ongoing) medical decision support system (DS-Med) targeted at 
real end users and real-world test data from around the city of Cluj-Napoca. 

Keywords: Big data · Ontology · Decision support · e-Society · e-Health 

1 Context and Motivation 

The paper proposes a methodology and its supporting framework – called CoolMind 
– which aims to bring together communities of users as data providers (e.g., health 
data, energy data, etc.) on the one hand and data scientists on the other hand. It will 
ensure, through models and algorithms for processing and interactive visualization of 
knowledge derived from Big Data, the delivery of services for the e-Society around 
these data. The proposed approach is centred on the end-user, with the clear objective 
to solve scientific and technological challenges of the Big Data phenomenon, and to 
study its impact on the e-Society. The proposed framework is based on: 

– novel and non-traditional data storing and data processing methods (e.g., based 
on NoSQL, graph-based multimodal databases stored in the Cloud, probabilistic 
methods, etc.) in view of the integration and interpretation of heterogeneous data 
sources and data flows;  

– ontology-based algorithms and tools combining data analysis methods that allow 
semantic and collaborative annotation of the data, in view of data analysis and in-
formation retrieval (e.g., data mining algorithms, advanced machine learning);  

– algorithms and methods for the interactive personalized visualization of informa-
tion. The approach proposes a hybrid representation of the data and the know-
ledge associated to these data (representation that allows the same information to 
be interpreted both by the human user and the machine).  
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The applications will be conceived in such a way to allow users to efficiently manage 
and use their knowledge, to generate new knowledge and to keep intact the security 
and privacy of their (personal) data. The system also integrates a semantic decision 
support engine, taking into account the user profiles and the user knowledge, ob-
served from human-system interactions in real time. 

The approach proposes an integrated model of a connected system. A key factor is 
represented by the interoperability in e-Society applications (e-Health, e-Learning, e-
Commerce, e-Government, etc.), both at national and European level. Interoperability 
is mainly facilitated by ontologies. In the present approach, the communication 
among various actors will be facilitated by the creation of a hybrid ontology [1].  

The proposed framework is designed as a workplace for data scientists, whether 
they are data specialists or data analysts, aiming at offering smart applications around 
huge amounts of data, with high societal impact.  

The rest of the paper is composed as follows: Section 2 presents the framework ar-
chitecture of CoolMind; Section 3 defines evaluation and validation measures; Sec-
tion 4 introduces DS-Med, an instance of the framework, in order to showcase the 
concept. Section 5 is the paper conclusion. 

2 Framework Architecture – A Conceptual View 

The CoolMind framework addresses major ICT Societal challenges, proposing new 
forms of participation that enable new patterns for value creation based on open and 
innovative phenomena around a Collaborative and Digital Society. It allows users to 
play a novel role in the management of their know-how and their virtual and physical 
resources and encourages them towards increased interaction and participation. 

As a result, we propose a secure, robust and flexible system to enable new forms of 
knowledge engineering. The system is based on a layered architecture consisting of 
three high-level architectural components, as illustrated in Figure 1.  

The CoolMind platform is be based on an architecture that will allow harmonised 
and cost-effective handling of sensors and other equipment that will be needed in the 
targeted case studies1. The architecture will provide interoperable access to data, in-
formation and knowledge across heterogeneous platforms, including web services. 
This will allow the deployment of the CoolMind software on both new and existing 
networks of distributed devices. CoolMind will allow for secure, trustworthy and fault 
tolerant applications through the use of novel security components. The software 
architecture proposed in this paper subscribes to the Internet of Things (IoT) para-
digm, as explained in [2]. As such, it will facilitate the integration of data coming 
from various data sources and the interoperability between virtual communities and 
cyber-physical components. 

The approach is equally based on a semantic multi-layered architecture and a 
knowledge base transversal to every layer (see details in [3]). Every layer represents 
an abstraction of the knowledge so that it will be represented at the highest abstraction 
                                                           
1 For example, in the e-Health domain, for remote monitoring of elder people in view of retriev-

ing personalized medical services. 
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level accessible to human users of a certain application domain, and then it will be 
propagated (semantic-wise) towards the lower abstraction layers in order to be 
processed by the system. Every level is represented with an adapted ontology, and the 
mapping between the various layers is done via transformation rules (constraints) [3]. 

At this stage, several modules are already developed (e.g., the security module, or 
the ontology-based data matching algorithms), others are under development (e.g., the 
advanced data mining algorithms, user profiling) and there is also a number of future 
components to be implemented (e.g., the interactive visualization of information, Big 
Data processing algorithms and scaling).  

3 Evaluation and Validation Plans 

The proposed approach will adopt two specific validation perspectives: (1) the tech-
nical integration of the various components, to ensure that the software is working on 
real case studies (billions of tuples); the technical validation will ensure that the soft-
ware operates on clean, correct and useful data and will be able to verify the correct-
ness, meaningfulness and security of new data that are input into the system compo-
nents; and (2) the socio-technical evaluation of the system, involving human users; in 
this perspective, we will evaluate the conceptual aspect, i.e., we adopt a social and 
community driven approach to evaluate the technology needed for the creation of 
communities and their interaction via open and innovative phenomena. In the socio-
technical test, the platform will be used by real end-users belonging to specific case 
study communities in order to validate the platform by analyzing interactions, 
processes and dynamics within and across communities under social, technical and 
impact perspectives.  

The socio-technical validation is planned with real end-users from the medical 
landscape in the city of Cluj-Napoca, for interactive and adaptive learning. 

4 Case Study 

The case study presented in this paper – DS-Med (Medical Decision Support) – is 
motivated by the biomedical sector, where the problem of data integration from dis-
tributed medical data repositories (medical databases, biobanks, hospitals, etc.) is still 
unsolved in the Romanian setting. Incidentally, this also constitutes a real challenge at 
European level [4]. DS-Med represents an example of an instance of the CoolMind 
framework, dedicated to decision support in the medical field. 
Three categories of users are identified in this approach: 

The first category of users is a user community represented by users clustered by 
application domains and common goals (e.g., monitoring their diabetes evolution). 
This type of user may use the CoolMind environment for the specific purpose of an 
application, while sharing knowledge with the framework and with the users clustered 
under the same community (e.g., for the purpose of sharing best practices, news, etc.).  

The second category of users is represented by private and public sector institu-
tions and possibly SMEs. The participating institutions must ensure the (secure) 
access to their community data (e.g., medical images, sensor data, health records). 
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The third category of users will be formed by the data analysts and data special-
ists. They are the users in charge of analysing the data (provided by the first and 
second user category) and building appropriate applications (services) for the user 
communities on top of the CoolMind platform respectively. The applications respond 
to different functions needed by a community of users. The applications have the role 
to simulate innovation and the general wealth of the society. 

DS-Med will provide secure transmission of sensitive personal data across various 
heterogeneous medical data repositories and medical records. Moreover, it will adopt 
the security policy interoperability implemented within the EU TAS3 project2. 

 

 
Fig. 1. DS-Med: An e-Health instance of the CoolMind framework. 

The main adaptation of the components of the CoolMind framework in the context 
of this use case concerns the (medical) domain and service ontologies, the visualiza-
tion (of specific medical data, e.g., medical images) and the data analytics. 

Our case study is centred on the end user, which will have full control and visibili-
ty over his medical data and the evolution of his medical records. He will be able to 
set security policies on his digitalised personal data in order to grant or deny access to 
various medical professionals. Thanks to the CoolMind framework, the patient will be 
able to identify users with similar medical conditions and exchange information with 
them. Moreover, users will be able to identify medical specialists and hospitals that 
suit them best. DS-Med, via the user profiling mechanisms, will be able to recom-
mend best solutions according to patients’ needs and conditions. Users will be able to 
monitor the evolution of their condition and to visualise statistics about their condi-
tion and annotated medical results (e.g., CT scans) that will increase their understand-
ing about their own medical condition.  

The DS-Med case study is also focused on facilitating data discovery and decision 
support (via, e.g., semantic decision support tables, SDTs3) to researchers and medical 
                                                           
2 http://www.tas3.eu/ 
3 https://en.wikipedia.org/wiki/Semantic_decision_table 
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professionals. In case users wish to anonymise their medical data and make them 
available to scientific research, their data will be discoverable by data analysis 
(matching) services. Such services will be available in order to propose appropriate 
datasets to researchers in view of biomedical studies. Making huge amounts of patient 
data available to scientists for processing and analysis (e.g., as training data for statis-
tical studies), will provide researchers and medical doctors with better prediction 
models, benefitting patients from better decision regarding their treatment and better 
inclusion (for those who are not part of a medical program).  

The integration of DS-Med with the University Hospital in Cluj-Napoca in view of 
creating both an e-Learning platform and clinical studies is work in progress. 

5 Conclusion 

CoolMind proposes to advance the state of the art of personalized, intelligent know-
ledge engineering grounded in social processes. The proposed system and methodolo-
gy are user-centred and user-adaptable, addressing key societal challenges.  

As such, CoolMind will impact on the Digital Society, through delivery of perso-
nalised services centred on the user knowledge. CoolMind users and other relevant 
stakeholders are brought into the loop at an early stage of the R&D cycle, to bridge 
the gap between technologies and their sustainable application and to reach best im-
pacts as possible. CoolMind end users are encouraged to apply these ICT methodolo-
gies for better discovering new and emerging behaviors such as “share your health 
data”. The involvement of user communities will ensure that the impact of the Cool-
Mind project is for their benefit and that it is being accepted and used in a sustainable 
way.  

The approach will develop and validate all necessary components in order to create 
a functional prototype with user friendly software and interfaces. The CoolMind 
communities will to be created and maintained. Most of all, the system has to be 
adopted by the community members. Future developments will take into account 
applications of the concept in the Energy Efficiency and Smart Home fields with pre-
cise requirements derived from the industrial landscape of the city of Cluj-Napoca. 
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Abstract. The paper aims to define a novel methodology to evaluate
the quality of software systems. The methodology is applying the follow-
ing steps: evaluate object oriented metrics, select quality category, and
evaluate quality category. The approach to software quality evaluation
is based on an ontology that was defined for the ISO25010 standard.
The quality evaluation is enhanced by taking into consideration several
object-oriented (OO) metrics and including them into the ontology. A
case study is presented regarding the impact of OO metrics on the reli-
ability category. The paper presents preliminary results on the method-
ology and concludes on the benefits of using an ontology to derive new
facts in the context of software quality assessment.

Keywords: Software quality · Object oriented metrics · Ontology

1 Introduction

Why do we choose to use one software application or another, or how do we
choose which application to buy, install and use? Is there any method that can
predict which application will better serve our purposes? Software quality factors
capture different aspects of an application and can offer uniform measurements
to compare different applications. These factors refer both to the use of the
application (external) and to its development (internal).

Software quality (SQ) models represent a set of factors that offer a complete
characterization of the software system. They capture all the features of the
product, but also of the development. Several SQ models had been proposed,
and some of them had been standardized. The up to date standard of software
quality models is ISO 25010 [1], that will be used in our proposal.

In order to be able to measure the quality of a software application, several
steps should be followed: establish the software quality model to be used (or
define your own model); establish suitable measures, corresponding ranges and
measurement methods (preferably automated), and establish evaluation criteria
and interpretation of the measurements.

Our approach is based on an ontology, Software Quality Ontology (SQO), in
order to accomplish this purpose. The decision of using the ontology is based on
the following arguments:
c© Springer International Publishing Switzerland 2015
I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 456–465, 2015.
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– The domain of software quality uses several concepts and terms with different
definitions and meaning. The ontology allows us to store and use the formal
description of these terms;

– The domain of software quality is very variable: even software quality stan-
dard models change in time, and terms differ from one issue to another.
For example, in ISO 25010 [1], issued in 2011, the term “appropriateness”
replaced “suitability” from ISO 9126 [2], issued in 2001. Another aspect to be
considered regards the fact that software applications and software develop-
ment change fast. Software quality models reflect these changes. For example,
in the first proposed software quality model [3], security didn’t appear. With
the appearance and progress of the Web and mobile applications, security
had evolved in a software quality factor. An ontology corresponding to soft-
ware quality domain allows an easier management of these changes, that
might be only syntactical or can be also semantic.

– The ontology allows to establish different relations, at different levels. We
have noticed that having relations between different subcategories and met-
rics may influence the overall impact of a certain metric over a category.

– The measures can be properly defined (without ambiguity and in a complete
and objective way).

– The flexibility of an ontology is an important argument. Ontologies are well
suited to combine information from various sources and infer new facts based
on this. Also, the flexibility allows to extend existing ontologies very easy,
thus fostering the reuse of existing work.

The distinctive feature captured in our ontology is the fact that we take into con-
sideration object oriented metrics in connection with quality categories. Usually,
software quality models suggest specific metrics for evaluating attributes, and
object oriented metrics are mostly studied in literature with regard to software
design, or only one specific quality attribute. We also consider that the ontol-
ogy brings a certain level of conceptualization and abstractness that can help us
in applying this approach in several aspects regarding software quality such as:
estimating software quality factors for different types of software applications,
evaluating the impact of object oriented metrics on quality factors, or verifying
the consistency of factors.

The major contributions of this paper are: conceptualizing the elements of
the ISO25010 software quality model [1] and their relations to object oriented
metrics into an ontology, and a proposal for a methodology to software quality
assessment based on this ontology.

The paper is organized as follows: Section 2 contains background informa-
tion about concepts related to metrics and measurements. The Software Qual-
ity Ontology (SQO) used for software quality assessment in our approach is
described in Section 3. Section 4 introduces the current state of art regarding
the application of ontologies in software quality assessment and provides a com-
parative analysis with our present approach. We conclude our paper and discuss
future work in Section 5.
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2 Software Quality Assessment

Programs have continuously increased in size and complexity leading to higher
development costs and lower productivity.The need for quality in the software
system has become more and more obvious on the market. Quality improvement
is only possible through quality control.

In 1977, McCall introduced the first software quality model [3] defining 11
factors characterizing software products, that are further decomposed in criteria.
Several notable models followed, including standardized ones [2], [1]. The latest
standard [1] used in our approach, is composed of eight categories, further divided
into subcategories related to static and dynamic properties of software systems.

A lot of metrics have been proposed so far and new metrics continue to appear
in the literature regularly. Marinescu [7] has classified these metrics according
to four internal characteristics that are essential to object-orientation: - i.e.
coupling, inheritance, cohesion and structural complexity.

At this moment, we have included into our ontology a minimal subset of
object oriented metrics (at least one for each internal characteristic) which we
consider that are relevant for our purpose, and in the future we will widen this
set. Thus, the selected metrics, considered in our approach are:

– Depth of Inheritance Tree (DIT) [4] is defined as the length of the longest
path of inheritance from a given class to the root of the tree.

– Weighted Methods per Class (WMC) metric [4] is defined as the sum of the
complexity of all methods of a given class. The complexity of a method is
the cyclomatic complexity.

– Cyclomatic complexity (CC) [5] is a measure of a module control flow com-
plexity based on graph theory. CC metric is defined for each module to be
e − n + 2, where e is the number of edges and n is the number of nodes in
the control flow graph.

– Coupling Between Objects (CBO) [4] for a class c is the number of other
classes that are coupled to the class c. Two classes are coupled when methods
declared in one class use methods or instance variables defined by the other
class.

– Tight Class Cohesion TCC [6] is defined as the ratio between the number of
directly connected methods in a class divided by the number of all possible
connections between the methods of that class.

A very long standing issue related to interpreting measurements results of
any metrics-based approach is that of setting the metrics threshold values [7]. A
threshold splits the metrics values having the goal of drawing informed assess-
ment about the measured entity. Consider, for instance we aim to measure the
cohesiveness of a class using TCC metric TCC [6] with possible values in [0..1]
range. The threshold 0.33 represents a good cohesion. In this respect, all design
entities with the value of TCC metric less than 0.33 are considered non-cohesive.

Referring to the selected metrics, we have considered for each of them a
recommended threshold value : WMC - threshold value 20 [7]; TCC threshold
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value 0.33 [7], DIT - threshold value 6 [10], CBO - threshold value 9 [8], CC -
15 [10].

Several studies have sought to establish a correspondence between metric
values and quality categories, in order to describe how the values of these met-
rics influence quality categories, namely positive, negative or no influence. We
have performed a survey of such studies [9], [11], [12] and included these results
into our model (SQ ontology). In some cases, this was not an easy task, since
we had to look at the meaning of the factor or category, rather than its name.
Table 2 shows a snapshot of the collected information, for the subcategories cor-
responding to the reliability category. The sign ’+’ denotes a positive influence,
’-’ denotes a negative influence, ’0’ denotes no influence, and an empty cell cor-
responds to a not known situation. The gathered information about the stated
influences may be consulted at this address [14].

3 Software Quality Ontology (SQO)

In this section we describe the Software Quality Ontology (SQO or SQ ontology)
inline with the above-mentioned software quality metrics.

The aim of an ontology is to conceptualize the agreed-upon knowledge
describing a precise domain, capturing the concepts that describe the domain
and the relationships between them. The purpose is that of enabling the seman-
tic interoperability and knowledge sharing between various stakeholders working
collaboratively. Semantic interoperability represents the ability of two or more
systems to communicate and interpret data. Moreover, an ontology should enable
interoperability between computer systems and humans. Our approach adopts
the ontology definition of Tom Gruber [13], i.e., “an explicit specification of a
conceptualization”.

Ideally, an ontology should be represented on several levels (layers) with
various levels of abstraction, in order to enable the human-computer interaction
[15]. Since the present study is work in progress, we insist on explaining the SQ
domain ontology and the approach we adopted in constructing it. However, we
are currently working on designing several service (application) ontologies for
the proof of concept of our work, such as the e-Learning ontology. In a service
ontology the concepts from the domain ontology (i.e., the ontology base) commit
to a specific application via several application-specific constraints (example from
the e-Learning application and the reliability category).

3.1 Software Quality Assessment Using SQO

Our approach proposes a new method to evaluate the quality of a software sys-
tems considering the quality attributes that are important from the perspective
of the “actors” involved in the software development (i.e. analyst, developer,
QA, end user, etc). The approach uses the ontology, that contains elements of
the ISO 25010 quality model and also several OO metrics that are bound to cat-
egory/subcategory, to automatically establish the quality of the software system
being studied.
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The methodology that we propose is applying the following steps for quality
assessment of an application:

1. Evaluate OO metrics: there are a lot of tools that compute OO metrics cor-
responding to different programming languages and frameworks. Most of them
facilitates export of the results in different formats. Some of the most known
tools are Eclipse Metrics [16], NDepend [10], SD-Metrics [17]. These results are
compared with the threshold values and a result is produced for each metric. As
we have mentioned above, it is not an easy task to establish threshold values
for metrics. Depending on the method used in this respect, statistical method or
meaningful thresholds values, we can split the metrics values in clusters. If we use
statistical based thresholds, these clusters are denoted as Low values, Medium
values and High values. Regarding the meaningful thresholds, a value used for
each metric splits the metrics values in two clusters: one containing normal val-
ues and the other one with values that are too big or too small (depending on
the analyzed metric). The decision to select that cluster with metrics values cor-
responding to design entities that need to be reviewed (suspect entities) depend
on the analyzed metric. For instance, a high value of TCC metric means that
the class is cohesive, while a high values for CBO metric means that the class is
strongly coupled.

2. Select quality category : from the proposed ISO 25010 model, select the
categories of interest (which are to be assessed). It is possible to study one
quality category in isolation, several categories or even all the categories from
the SQ model.

3. Evaluate quality category : The evaluation will take into account the results
from step 1 and the relations between metrics and subcategories from step 2.
Next, the result for a category is computed based on the results for included
subcategories.

More precisely, in order to achieve step 3 - quality category evaluation - in
the context of this study, we create the SQ ontology which aims to: (1) define a
SQ model following the ISO 25010 standard; (2) link and harmonize the model
with other existing approaches and standards in the domain of Software Qual-
ity; (3) measure the quality of a software application, architecture or design
based on object oriented metrics; (4) ensure the (syntactically and semantically)
correct and complete definition of the SQ measures; (5) automate the defini-
tion of SQ measures (e.g., inferring new information from incomplete data); (6)
ensure traceability of the evolution of SQ (standard) models via correct change
management of SQ models.

Following the metrics for SQ assessment described in Section 2, we present
the SQ ontology model as illustrated in Figure 1.

The ontology is built around three main concepts: 1) category; 2) subcat-
egory; and 3) metric. A category refers to a software quality category from
[1]. Thus, we have eight main SQ categories (Compatibility, Functional Suit-
ability, Maintainability, Performance Efficiency, Portability, Reliability, Security
and Usability). Each category is split into several subcategories, leading to a total
of 31 subcategories as identified in Figure 1. Also, categories and subcategories



Improving Software Quality Using an Ontology-Based Approach 461

Fig. 1. Software Quality Ontology concepts.

may share a positive, negative, neutral or unknown relation to other categories
or subcategories. These relations have been established by different studies [9]
[11], [12] and we have tried to collect information from different sources. For
example, as shown in Table 1, functional suitability has a positive influence(’+’)
on reliability, in other words if the functional suitability increases then reliability
will also increase, while portability has no influence on reliability. Categories and
subcategories have associated object oriented metrics (see Section 2).

We define rules to infer the influence of each metric on different subcategories
and categories. The dependence between an OO metric and a subcategory is com-
puted based on: specificity of the metric (each metric will be treated separately),
attribute of the metric (low, medium, high), and influence on subcategory (+,0
or -). The influence of an OO metric on a category will be determined as the
average of the influences of that metric on the included subcategories.

The relationships between the ontology concepts, currently under study, will
follow closely the above-mentioned rules and dependencies in order to be able
to derive from the ontology the hidden (not known) influences that are present
in the model, starting from known relations.

Table 1 describes the information stored about reliability (as a category)
into our ontology: definition, subcategories, and relations to other categories/
subcategories of the quality model. The influences of the considered metrics on
reliability are given in Table 2.
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Table 1. Information about reliability represented into SQ ontology.

Reliability

Type Category

Definition Degree to which a system product or component
performs specified functions

under specified conditions for a specific period of time.

Includes Maturity, Availability, Fault tolerance, Recoverability

Relation to category +: functional suitability, usability, maintainability;
-: ,

0: performance efficiency, portability

3.2 Case Study: Impact of OO Metrics on Reliability

Reliability is an important quality factor in e-learning applications. In the cur-
rent case study we would like to illustrate the relations between this factor and
metrics, and also the relations between subcategories and how to conclude the
influence of OO metrics on reliability, based on the ontology and the rules.

Table 2. Influence of OO metrics on reliability subcategories

Maturity Availability FaultTolerance Recoverability

DIT - - +

WMC - +

CC - - +

CBO - -

TCC +

Based on the SQ ontology, we can proceed with Quality category evaluation:
Suppose that we obtain a value 9 for DIT. According to the threshold, we will
have a high value for DIT. Based on the collected information, we define the
following rule for DIT metric and its impact on subcategories. Such rules will be
used to define the relationships from the ontology concepts.

if (DIT = high) and ((influence=-) or (influence = 0) then no influence
if (DIT = high) and (influence=+) then influence is negative
if (DIT = low) and (influence=+) then influence is negative
if (DIT = low) and (influence=-) then no influence
The influence of DIT on reliability will sum up the influences of its composing

subcategories, namely (no influence for maturity, not known for availability, no
influence on fault tolerance, and negative influence for recoverability, as described
in 2), leading to an overall negative influence of a high DIT over reliability.

No information is known about the influence of those metrics regarding other
subcategories from the reliability category, i.e. availability. By using the ontology
inference we expect to obtain the influence of those metrics also for the availabil-
ity subcategory. Future case studies would be able to verify our expectations.
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4 Related Work and Analysis

This section presents the current state of art regarding the application of ontolo-
gies in Software Engineering, particularly for quality measurement.

Most quality models offer a two-level approach, distinguishing externally
observable and internally measurable attributes, much effort being devoted to
determine which internal attributes influence which external ones. In [18] a
scheme that organize attributes according to five ontological levels is proposed.
Each level has different types of users and available measurements techniques.

In [19] the authors present several examples of ontology applications through-
out the SoftwareEngineering (SE) life cycle, and give a classification on their usage.
In their study they have identified the use of an ontology in four stages: analysis and
design, implementation, deployment and run-time, and maintenance.

Paper [20] describes the Software Measurement Ontology (SMO) that was
initially proposed to address the lack of consensus on Spanish software measure-
ment terms. Three tables were used to represent the elements for the ontology:
one with the glossary with the concepts, one with the attributes and one with
the relationships.

In [21] an ontology for Software Product Quality Attributes (SWQAs) is
proposed. Several experiments were conducted to extract the main concepts
for SWQAs: 34 documents, reports and proposals being used to extract various
concepts, definitions and terminologies. The papers provides experts, researchers
and practitioners in the field of software product quality with an ontology to be
considered as the base of a common agreement knowledge.

A very comprehensive survey of the connections between the standard soft-
ware quality model ISO 9126 [2] and OO metrics is proposed in [9], but it is only
in a form of collected information, without the possibility to apply it. However,
it has been a very important source of information in constructing the relations
between categories/subcategories and metrics in our ontology.

In relation to existing approaches, our aims are similar to:

– paper [18], but our ontology has a hierarchical structure;
– approach from [20], with the difference that our ontology has different levels:

category and subcategory, metrics, relations between metrics and subcate-
gories from the ontology;

– study from [21]: compared with it, our ontology also provides an approach
to properly define the measurements without ambiguity and in a complete
and objective way.

None of the above approaches considered the use of an ontology for the
purpose of establishing the impact of OO metrics on quality categories; most
studies suggest specific metrics for evaluations of one specific quality category
(namely positive, negative or no influence). Because ontologies are well suited to
combine information from various sources and infer new facts based on this, we
aim to be able to infer new relations between metric values and quality categories
by the use of our ontology.
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With respect to the state-of-art, the following major aspects characterize the
novelty of the approach presented in this paper:

– a methodology to software quality evaluation based on ontology;
– an ontology including ISO25010 quality categories and OO metrics;
– inferring new relations between metrics values and quality attributes, as

suggested for DIT metric.

5 Conclusion

The paper presents a methodology for software quality assessment based on
a Software Quality Ontology (SQO) that captures relations between main SQ
concepts and the influence of object-oriented metrics on them. The approach
focuses on the main SQ concepts captured in the model: SQ category; SQ sub-
category; and OO metric. The purpose is to prove the influence of OO metrics
on the quality of the software applications and to infer new (unknown) relations
between metric values and SQ categories in view of SQ assessment. The rules
that capture the semantics of the ontology and the results of the inference is
ongoing work.

Our future plans consist of: including more OO metrics into the ontology,
and validating our proposal, by comparing it with approaches that use empirical
studies. Further case studies are needed to better support our empirical results.
Another important extension is to build service ontologies that will validate the
applicability of the approach to various business domains.
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Abstract. Semantic Web technologies give us the opportunity to understand to-
day’s data-rich society and provide novel means to explore our past. Civil regis-
tration records such as birth, death, and marriage registers contain a vast 
amount of implicit information which can be revealed by structuring, linking 
and combining that information with other datasets and bodies of knowledge. In 
the Irish Record Linkage (IRL) Project 1864-1913, we have developed a data 
preservation and interpretation pipeline supported by a dedicated semantic ar-
chitecture. This three-layered pipeline is designed to capture separate concerns 
from the perspective of multiple disciplines such as archival studies, history and 
data science. In this study, our aim is to demonstrate best practices in digital 
archives, while facilitating innovative new methodologies in historical research. 
The designed pipeline is executed with a dataset of 4090 registered Irish death 
entries from selected areas of south Dublin City. 

Keywords: Knowledge Transformation Pipelines · Civil Registration Records · 
Linked Data · Digital Archives 

1 Introduction 

Semantic Web technologies give us the opportunity to understand today’s data-rich 
society and provide novel means to explore our past. Civil registration records such as 
birth, death, and marriage registers contain a vast amount of implicit information 
about a society’s past, which can be revealed by structuring, linking and combining 
that information with other datasets and bodies of knowledge. In the Irish Record 
Linkage 1864-1913 (IRL) project1, we adopt Semantic Web and Linked Data tech-
nologies to create a platform for storing and linking RDF descriptions of birth, death 
and marriage (BDM) records for Dublin (1864-1913) [1]. The aim of the IRL project 
is to create a knowledge base which can serve to answer questions about the accuracy 
of officially reported maternal mortality and infant mortality rates.  
                                                           
1 http://irishrecordlinkage.wordpress.com 
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Semantic web and linked data technologies encapsulate the explicit representation 
of meta-information accompanied by domain theories such as ontologies, which will 
enable the web to provide a qualitatively new level of services [2]. These technologies 
have various advantages for capturing and interpreting the civil registration records. 
RDF metadata enables one to generate different models of data representation for 
separate concerns or interpretations. Because the linked data is self-describing and 
explicitly defined in a machine-readable way, it can be linked to external data sets and 
infer potential relevancies. 

1.1 Motivation and Related Work 

Our motivation is to develop novel methods to explore and interpret historical data 
sets with semantic web technologies and Linked Data. Digital repositories provide a 
central access point for preserving and providing access to data [3]. These repositories 
may serve diverse interest groups such as archivists, historians, journalists, public 
researchers and scholars. The developed knowledge infrastructure should satisfy dif-
ferent and potentially conflicting perspectives and concerns, as well as support the 
privacy of data subjects.  

In digital preservation semantic technologies are applied for dynamically discover-
ing and invoking the most appropriate preservation services [4]. XML data standards 
considered as opportunity in addressing the digital preservation problems [5]. In the 
Neptuno system, semantic web technologies are applied to create a knowledge base 
for digital newspaper archives. Archive materials are described using the developed 
ontologies and semantic search module implemented to use conceptual elements to 
match information needs against archive contents [6]. 

In this study, we have developed a three-layer pipeline for storing, exploring and 
interpreting these Irish civil registration records. We demonstrate our concept with 
infant deaths as the use case. Infant mortality is an important indicator of human wel-
fare, national wealth and social conditions such as poverty and single motherhood 
[7,8]. The pipeline will initially include 444 death register pages, which equates to 
4090 death entries recorded in two Registrar Districts to the South of Dublin City 
from the years 1870 and 1890. 

2 Methods  

In this work we applied semantic web technologies to the digital archival domain. We 
followed the linked data principles and express the semantic of data with the devel-
oped ontologies.  

Semantic Web Technologies offers a new approach to managing information and 
processes, the fundamental principle of which is the creation and use of semantic 
metadata [9]. Linked data refers to a set of best practices for publishing and connect-
ing structured data on the Web. It creates links between diverse data sources and 
enables the publishing of data in a machine readable way where its meaning is expli-
citly defined and linked to the other data sets [10]. A computer-based, shared, agreed 
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formal conceptualisation is known as an ontology [11]. Ontologies are keystone tech-
nologies for meaningful and efficient interoperation of information systems. They 
involve shared concepts and represent externalization of semantics outside of the 
systems [12].  

3 Data Preservation and Interpretation Pipeline 

In the IRL project, we have developed a three-layered pipeline to capture, enrich and 
allow for new interpretations of the historical data. 

The aim of the first layer is to preserve the civil registers in their original form and 
capture the provenance of the archival record. From the digital archivist’s point of 
view, the register pages are the main units to be preserved. The Vital Records Ontolo-
gy (VRO)2 is developed to annotate each register page and preserve the authenticity. 
In this layer, we converted the historical data into Linked Data and preserved them in 
the original order and without any interpretation.  

The second layer is dedicated to creating links between the captured records and 
identifying the associations between them, for instance, using nominal and geographic 
data, individuals and familial bonds can be identified and subsequently verified by 
address. It also includes annotations to other standards or ontologies such as the cause 
of deaths. The Historical Events Ontology (HEO) was developed to enrich the regis-
ters and interlink each archival entry to constitute families.  

The third layer is designed for exploring the linked records stored in the second 
layer from various points of interest. In this layer the data is queried which permits 
historians to examine the de-identified results from several perspectives. For example, 
the definition of maternal mortality is historically poorly defined but the pipeline 
permits historians to reinterpret the data in order to potentially identify additional 
deaths [13]. This layer permits researchers to apply different definitions, for instance 
the World Health Organisation’s current definition of a direct maternal death is one 
occurring within 42 days of the delivery or termination of pregnancy [14]. Use case 
specific ontologies can enable the historical data to withstand multi-factorial queries 
for example, timeframes for deaths from puerperal sepsis (a common cause of mater-
nal death) can be cross-referenced with the ages of the women involved to reveal 
patterns in maternal mortality. 

4 Results and Implementation 

In the IRL project, we have designed and implemented a four steps data preservation 
and implementation pipeline to answer historians’ questions by processing the civil 
registration records. The proposed pipeline is implemented with linked open data 
standards and serves over in the JENA Fuseki SPARQL endpoint. Fig. 1 shows the 
four main steps of the developed pipeline. In the following section, we will describe 
the role of each layer in detail and present the implementation results. 
                                                           
2  http://purl.org/net/irish-record-linkage/records 
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into the new database to capture all original information. The register page and the re-
cords thereon were linked to preserve the original context of record creation. 

4.2 Preservation Layer  

The first layer serves as a long-term digital preservation platform for digitised objects, 
namely Register Pages for this specific study. Register pages are transcribed verbatim 
in the original form and represented in Linked Data format. The aim of this layer is to 
provide a trustworthy platform for preserving the historical data by applying digital 
archival principles. Linked data structures are designed based on the provenance and 
archival authenticity principles.  

In the preservation layer, D2RQ Mapping3 is applied to extract the data from the 
MySQL database into RDF using the VRO ontology. D2RQ is a system used to treat 
relational databases as virtual, read-only RDF graphs. It also allows for the creation of 
custom dumps of the database in RDF formats for loading into an RDF store [16].  

In the RDF representation, we have utilized the VRO. VRO has two basic classes 
for representing a digital object and its data, namely RegisterPage and Record. Births, 
deaths, and marriages were captured per district (within a union, within a county) as 
single records in a bound Register. Each register page can contain up to 10 records. 
The district registrar was responsible for maintaining the register and returning a true 
copy of all life events on a quarterly basis to the superintendent registrar for inspec-
tion and certification. The RegisterPage object encapsulates the metadata of the 
physical register page including dates, place, volume, stamp number as a unique iden-
tifier, district registrar, and superintendent registrar. The Record object captures data 
in the RegisterPage with exactly the same attributes such as name, forename, and date 
of birth. Because one of the projects aims is to maintain the original record by 
minimizing interpretation, we chose to develop a “flat” ontology, which means that 
most of the information that can be found on such a register page was captured as 
literals. A RegisterPage and a Record are linked; each record must belong to a register 
page and each register page can have zero or more records. Fig. 2 presents linked data 
representation of a registry page and a death record from same page. 

In the mappings, special care was taken to preserve the ability to trace information 
back to the source (the original records). The transcriptions included the original page 
numbers and unique register stamp numbers, as well as the name of the Registrar and 
Superintendent Registrar. As presented in Fig. 2, each registry page linked to the 
death records through ‘records:withRecord’ property.  

4.3 Interlinking and Enrichment Layer 

The aim of the interlinking and enrichment layer is to facilitate the exploitation of 
historical data for various purposes by enabling efficient queries. Hence the data 
schema of the VRO were designed for preserving digitised objects as they are, it was 
not particularly effective querying the relations between people and events. Therefore, 
                                                           
3  http://d2rq.org/  Version: D2RQ v0.8.1 - 2012-06-22 
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we developed HEO and transform another triple store for exploring the data through 
generations and gaining insights into longitudinal health histories. 

 
Fig. 2. An example linked data entry of Registry Page and Death Record  

The interlinking and enrichment layer was implemented with a Java application us-
ing JENA API. VRO based linked records were processed and converted to the HEO 
based linked data. The interlinking creates associations between different pieces of 
information captured from register pages and allows for the reconstitution of families 
from the data captured in historical events. This requires the interpretation of the his-
torical data at varying levels. The HEO is developed to represent the structure of the 
historical event in terms of actors, events and their relations with each other. Metadata 
for each level of interpretation is held with the HEO and linked to the original record 
to follow the provenance.  

In this layer, we identified the actors of events as they are represented in the civil 
registration records. Depending on the historical event there are a different number of 
actors participating in each record. For example in a death event, four different people 
are identified, i.e. the person who has died, the informant, the district registrar and the 
superintendent registrar.  
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The Java app makes use of the Apache Jena API to load the data in RDF from the 
output of the D2RQ mapping. It works through each record, (death, birth, marriage) and 
develops a new data model based on the HEO. The resulting linked data contains the 
object classes detailed in the HEO ontology such as different types of Person (Registrar, 
Informant, Superintendent) and the various Event types In the next step, the actors are 
linked with each other according to the role they played in the historical event. Fig. 3 
presents the death event and the person extracted from the death record given in Fig. 2.  

 
Fig. 3. An example linked data entry of Death Even and Person record  

We also enrich the original records by adding derived features. An example of 
these kinds of enhancements is the addition of an ageAtDeathInMinutes field. The 
original death records contain text in the AgeAtLastBirthday field such as ‘‘about 60 
years’’ or ‘‘2 years and 3 months’’. In this form, the data would not lend itself to que-
rying very well, for example, or would not effectively identify children who died 
under the age of 2. We have employed the PrettyTime:NLP library4 to process the 
RDF data text fields such as heo:AgeAtLastBirthday ‘‘10 months’’ and convert it to 
minutes as heo:AgeAtLastBirthdayInMins ‘‘439200”.  

Another type of interpretation is to enrich the existing data set with standard termi-
nologies and ontologies. Attributes such as place name and cause of deaths can be 
annotated with related nomenclatures and coding systems. In this study, we examined 
the cause of death and mapped them to different coding systems. Medical coding 
systems evolve over time. In 1864 all Irish Registrars were furnished with copies of a 
standard nosology, which identified 145 causes of death [16]. Reflecting significant 
advances in medical science, medical coding systems underwent a similar evolution 
in the period under review 1864-1913. Using the causes of death in the 1890 sample 
as a guide we explored the coding systems used in that time frame. To supplement the 
1864 nosology we selected three available coding systems namely, the International 
                                                           
4  http://www.ocpsoft.org/prettytime/nlp/ 
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List of Causes of Death, Revision 1 (1900) (ILCD1), the International List of Causes 
of Death, Revision 2 (1909) (ILCD2), and the International Classification of Causes 
of Sickness and Death (ICSD) [17,18,19]. The distinct cause of death is selected from 
the triple store, manually reviewed by the domain experts, and mapped to the availa-
ble codes in ILCD1, ILCD2, and ICSD.  

In HEO, we created CauseOfDeath and identified subcategories for each of them. 
Each subcategory is annotated with the relevant ILCD1, ILCD2 and ICSD codes. As 
shown in Fig. 3, in the linked data repository a person object is linked with a blank 
node, which contains the original cause of death and duration of illness. Then individ-
ual causes of death are classified with the defined CauseOfDeath subcategories ın 
HEO. During this process, the HEO records are progressively enhanced to add lin-
kages to allow for identification of individuals and to carry out normalizations such as 
aligning causes of death with ILCD standards. The Java app loads a custom file, 
which contains mappings for the domain of causes of death (as found in the data) to a 
standardized set of international causes of death. As it can be seen from Fig. 4 
heo:hasCauseOfDeath relation create a link to relevant cause of death class with 
heo:classifiedAs object property, and captures heo:durationOfIllness and heo: origi-
nalText as data properties of the blank node.  

 

 
Fig. 4. Enriching the death records with ILCD1, ILCD2, and standards.  

4.4 Use Case Query Layer  

In the final phase, JENA Fuseki SPARQL endpoint serves to address the use cases 
and return the query responses. The ultimate aim of the semantic pipeline is to pro-
vide historians with tools to analyse historical events and to answer their specific 
research questions such as “How accurate are historic maternal mortality rates and 
infant mortality rates for Dublin?” Historic definitions vary for maternal and infant 
mortality. Infant mortality is currently defined as a death of a child before reaching 
the age of one, if subject to age-specific mortality rates of that period. Deaths in the 
first 24 hours and in the following 27 days have specific significance from the histori-
ans’ perspective.  

The use case query layer enables researchers to set their questions and define vary-
ing versions of concepts they are interested in. In the infant mortality use case, infant 
mortality is examined from multiple perspectives including the time frame of death, 
seasonality, location and the cause of death. Death time frame is defined with four 
classes; deathIn24hours, deathIn27days, infantDeath, and neoNatalDeath. Fig. 5 
presents SPARQL query for the deaths in 24 hours after birth. Results of queries are 
returned in aggregated form without disclosing any identifiable personal data. The 
death timeframes correspond with specific diseases and whether or not the infant was 
weaned too early, which can be indicative of lower socio-economic circumstances.  
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Fig. 5. Example use case query for deathIn24hours. 

5 Discussion and Future Work 

Semantic technologies and Linked Data promises many advantage for capturing, ex-
ploring and interpreting historical data sets. The developed domain ontologies provide 
means for separating varying concerns, preserving authenticity and maintaining the 
provenance of the records. In this study, we present application principles of the se-
mantic web technologies to create a data preservation and knowledge query pipeline 
by utilising the linked data together with the developed domain ontologies, namely 
VRO and HEO. In the future we will explore more flexible and dynamic use case 
generation for end users and techniques to improve scalability and performance of the 
developed technologies.  
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Abstract. The present paper spans the task of structured represen-
tation of search results in developed academic search system. Main
contribution of our work is integration into the search process both:
1) structured visualization of search results (clustering and topic graph);
2) providing information about yearly dynamics of topics for query
results. The latter makes the system more flexible and suitable for data
monitoring. The system can be used not only for academic search, but
also for foresight studies.

Keywords: Information retrieval · Academic search · Search output
representation · Foresight tools · Natural language processing

1 Introduction and Related Work

The authors of [1] suggest academic search approach based on the construction of
keyphrases and their use at the indexing stage. The authors specify such system
advantages as the output representation as a list of keyphrases and related texts,
the availability of information about keyphrases that are frequently used with
another specific phrase. Hence, the system provides data classified with respect
to the keyphrases.

Clustering of query results draws much attention of the scientists (e.g., [2,3]).
In most cases the following approach is used. The first n snippets obtained
by a general search engine are clustered. The most frequent subsequences are
extracted from snippets using the suffix tree. These subsequences become clus-
ter topics with respect to which the documents are distributed. Normally, a
document is assigned to a topic if it contains a topic-related subsequence.
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ScienScan [5,6] is academic search tool operates in real time. It discovers top-
ics in the search result and summarizes them in the form of concise hierarchical
topic map in which the child nodes represent the subtopics of the parent nodes.
System is based on Wikipedia Miner and Microsoft Academic Search API.

In contrast with other works, our contribution is that we not only allow to
visualize search results, but also we provide an interactive instrument to analyze
themes and their relation changes during time period. Such visualization includes
not only graphical representation of links between topics in the search domain,
tag cloud and clusters, but also the possibility to track quickly their dynamics
in time. Real-time analysis imposes restrictions on algorithms’ complexity and
a number of additional queries to knowledge storage systems.

There is a difference between the proposed system and the system described
in [5,6]: we not only build concepts graph—tree, but we also show which concepts
and in which time were used more or less intensively and how do their frequencies
relate. To achieve it our system have to analyze thousands query results instead
of processing hundreds as other systems do.

2 Characteristics and Capabilities of the System

In proposed approach (test version: http://93.92.203.182/fs) additional knowl-
edge databases are not used. Our goal is to show that indexing of abstracts
using keyphrases (concepts) could be enough for a task of interactive concept
graph creation. To estimate a size of a concept-node in a graph we are calcu-
lating occurrence frequency of a concept in a query result. Links between nodes
are weighted proportionally to the number of documents in which these two
concepts occur together. We consider two important factors, which affect speed
of query processing: each document should be represented by a small number
of keyphrases; these keyphrases should be good quality and represent features
of a particular paper. We are using two observations which rule our algorithm:
1) scientific papers have important keyphrases aligned to the beginning of the
document [8]; 2) usage of one-word keyphrases usually degrade overall quality
of keyphrase extraction task, because ratio of good one-word phrases to the
whole set of one-word phrases is very low [4]. Based on these observations only
multi-words phrases were used in indexing step. We also considered the posi-
tion of phrase in a document - only abstracts and titles were used to extract
keyphrases. In this case we get quite small number of phrases per document
with acceptable quality.

Keyphrases were extracted as the longest multi-word sequences of nouns and
adjectives directly following each other in the text (details [4,7]). Extracted
phrases should not contain punctuation or stop words. Indexing is done using
open resources from the web: titles and abstracts of scientific papers. For proto-
type data about one million abstracts was processed. We are using Apache Solr
as a basis for search mechanism.

The main purpose of the developed search system is to create an efficient
graphic representation of query results. In order to achieve it, we apply several
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Fig. 1. An example of the interface with clusters

Fig. 2. An example of the interface with clusters

strategies. The results may be represented as a traditional ranking list, as labeled
clusters with clusters associated keyphrases or as a graph of relations between
keyphrases (concepts). Pic. 1 shows systemś interface. For example, names of
the clusters built for the query “robot” according to the data of 2004 2014
years: mobile robotics, humanoid robots, robot manipulator, optical flow, aug-
mented reality, dynamic environment, obstacle avoidance, kalman filter, control
scheme, computer vision, outdoor environments e.t.c. We used the idea of year-
specific result representation. This representation enables the user to evaluate
the dynamics of topic change in the main clusters over the years, which allows
to assess the viability of certain topic for the research. Also, system provides a
list of most frequent concepts used during the selected year.

Fig. 2 introduces the interface, which represents search results as concept
relations in a graph. The vertices are concepts (keyphrases); the thickness of the
edges defines the degree of association between the concepts (how many docu-
ments contain both concepts). It is possible to visualize the graph of concepts
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related to certain year or for all years. The node size is proportional to the
number of publications that contain a specific concept with respect to the whole
number of publications. Green rings around the nodes indicate that the number
of publications containing certain concept increased as compared to average of
the past two years. Red rings indicate the opposite. The size and the ring of a
node change along the years. It allows to evaluate, which topics are more and
which are less popular, whether the dynamics of certain topics is similar, and
which topics are being developed at the present moment.

3 Conclusion and Future Work

We present a prototype of the system for academic search. The main focus is
placed on the representation of search results and its changes in time. The task is
approached by means of displaying the main concepts of the query, topic-labeled
clusters, graphs of associations between concepts and there dynamic changes in
time. We assume that this visualization helps users to quickly analyze the back-
ground of the domain, find a specific topic they are interested in, evaluate the
trends and exclude unpromising directions.

The system is under development, so it’s evaluation has not been presented
yet. Only a limited number of articles are currently indexing in the system
(approximate one million), making it difficult to assess because of the low Recall.
Currently we are working on extending the indexed data-base. On the next step,
we plan to perform system evaluation.
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Abstract. The problem of structured representation of data has high
practical value and is particularly relevant due to growth of data volume.
Such methods of data representation as topic graphs, concepts trees, etc.
is a convenient way to represent information retrieved from a collection
of documents. In this paper, we research some aspects of using a col-
lection of samples for the evaluation of the popularity of concepts. The
latter can be used to visualize concept significance and concept ranking
in the tasks of structured representation.

Multi-word phrases are considered as concepts. We address the case
when these phrases are automatically extracted from the processed doc-
ument collection. The popularity of a concept (e.g., visually can be pre-
sented as the size of the vertex in the topic graph) is judged by the num-
ber of documents containing this phrase. We elaborate the case when a
sample from the document collection is used to estimate concept popu-
larity. For this case we estimate how permissible is such representation of
data, reflecting the proportions of the number of documents containing
specific concepts. A frequency-based criterion and the procedure of its
calculation is described in the paper. This helps to estimate the expe-
dience of concept popularity representation in respect to the popular-
ity of other concepts. The main aspect here is to establish the criteria
when relations between values of concepts popularity in a sample are the
same as in the population, and to establish the criterion for selecting n
high-frequency concepts which have the same sample rank and frequency
distributions as in the population.

Keywords: Key phrase · Topic graph · Search result · Information
extraction · Short texts · Sampling

1 Introduction

The problem of structured and visual representation of information is becoming
particularly relevant with the rapid growth of data. Such representation allows

This research is partially financially supported by the Government of Russian Fed-
eration, Grant 074-U01.

c© Springer International Publishing Switzerland 2015
I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 481–491, 2015.
DOI: 10.1007/978-3-319-26138-6 52



482 S. Popova et al.

the end user to find and retrieve the necessary information from large amounts
of data quickly. Today there are many ways of presenting data of different nature
in a structured way. One approach is to construct thematic maps, conceptual
graphs, hierarchy of concepts, annotated clusters etc. Typically, a necessary task
in the process of implementation of systems of that kind is to extract main
concepts or clusters labels from the dataset which belong or create the dataset’s
structure. Additional information also can be provided, i.e. number of documents
containing this concept or the size of the annotated cluster. In the paper we
concentrate on the tasks and applications where this kind of information is used.
The second aspect of the paper is the problem of interactive data visualization
and data navigation. Real-time processing of the whole textual dataset can be
challenging so only a number of samples is processed. We address the question of
concept popularity estimation and elaborate a criteria to detect conditions when
such estimation is possible/impossible. We hypothesize that concept popularity
is directly proportional to the number of documents in the collection having this
concept. We consider multi-word phrases as concepts, thus single terms are not
taken into account.

To illustrate the problem, we are trying to solve, and to show its relevance
consider the following example. For instance we are interested in approaches to
the academic search problem, which represent the results of the query as a the-
matic graph (e.g. Fig.1). The vertices in this graph are concepts found in the
query results, the edges are the connections between the concepts. Fast process-
ing and structuring of documents from search results is generally a difficult task
in real-time, since the result of the search may be too big. So, we analyze the
possibility of using randomly selected data samples from a query for visualizing
the thematic graph to show the main keyphrases in the query result, and the pro-
portions between the numbers of documents containing each phrase. The latter
allows to specify the size of the vertex in the graph, corresponding to the concept,
proportionally to the popularity of the concept. The solution of this problem is
interesting, and for example, allows to analyze the dynamics of changes in the
popularity of concepts with time, such as the visual trend analysis.

Fig. 1. An example of a part of the thematic graph constructed from the results of
processing the search query robot. Result from testing collection
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Note that in this paper, we focus only on the information about the popular-
ity of the vertices-concepts and consider only them. As a specific purpose of this
study, we consider the presentation of the results from the systems of academic
search or from monitoring information in a similar manner as in the example
above. The main task of the research is to provide a method of evaluation and
assessment of the most frequent concepts to answer the questions 1. if we use a
collection of samples instead of the entire result of the query to construct the
thematic graph, can we present the popularity of concepts-vertexes, where the
popularity of a concept is proportional to the number of documents contain-
ing this term; 2. what criterion should we use to identify concepts for which
it is reasonable to assess the popularity in relation to the popularity of other
concepts.

In other words, we want to answer the question “how many phrases can be
selected under condition that their sample rank and frequency distributions are
the same as in the population”?

2 Related Work

The problem we are studying is related to the problem of clustering query results
[3–5], when the following approach is used for clustering. The first k snippets
obtained using general search systems such as Yahoo are chosen, then using
the suffix tree from the snippets, the most frequent subsequences are extracted.
These subsequences become the topics of clusters, among which the documents
are distributed. Expanding these studies, our research can help to evaluate the
possibility of samples to identify true proportions between clusters sizes in the
search result.

The problem of sampling and faceted search results has been actively studied
by researchers (e.g.,[6–9]). Notice that in this study we do not consider the
problem of choosing the method of constructing the collection of samples. We
used a basic approach - randomly selecting a set of samples.

The problem of key phrase extraction includes several main methods. The
first method includes ranking words of the text, selecting the best and construct-
ing phrases from the selected words [10–12]. The other includes: the construction
of candidate phrases, followed by the ranking of candidate phrases and selecting
of the best of them as keyphrases or making a classification of the candidates
[12–18]. Use of information about the parts of speech of words has a significant
role [10,12,16]. Thus, it was shown that the use of nouns and adjectives allows
to enhance the quality of extracted key terms. We suggested a general algorithm
which has shown good results in comparison to the state-of-the-art [18,19]. This
algorithm was used in the presented research and is described below.

3 DataSet and Keyphrases Extraction Method

We used a collection of abstracts on different topics (e.g. control systems, robots,
semantic technologies and other) which contained: 467512 documents, 2884675
phrases extracted from documents, 7650482 the number of extracted phrases.
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Keyphrases were extracted from every abstract separately. During the pre-
proccessing all words were stemmed using the Porter stemmer. Punctuation
marks and stop words were not removed from the text. We used the Stanford
POS-tagger 1 to tag words in each document with parts of speech. All keyphrases
were extracted as the longest sequences of words directly following each other in
the text during a single pass through a text. Punctuation marks and stop words
were used as delimiters. Therefore, keyphrases do not contain punctuation marks
or stop words. All single-word keyword phrases were discarded. In our previous
studies, we have shown that this approach shows very good results in comparison
to the state-of-the-art methods (for details please use [18]). Additionally, a list of
stop phrases was used. It consists of common phrases used in abstracts, which do
not reflect the topic of the document (“main idea”, “important role”, “present
study”, “same time”, “promising result”, “other method”, “experiment result”,
“different approach”, “first stage”, “recent work”, “previous work” and some
other). This list was built manually. Table 1 shows an example of an abstract
and keyphrases extracted from it. We did not use extra sources like Wikipedia
and WordNet to improve the quality of extracted phrases-concepts. However, the
assumption that regardless of the used keyphrase extraction method, concepts
are distributed uniformly over the documents in the collection implies that the
results may be transferred to other methods of extracting phrases.

In the experiments, we compared the results obtained for the original col-
lection with the results obtained for a collection of a smaller size, a randomly
selected sample from the original collection. Two cases were considered: 1) the
original collection consists of different-topic documents and 2) the original col-
lection consists of documents containing the query (a single word or a phrase).
The following queries were used: “robot”, “cluster”, “neural network”, “control
system”.

Table 1. Example of Abstract and Extracted Keyphrases

Abstract Keyphrases
this paper presents basic, yet important,
properties that can be used when developing
methods for image acquisition, processing, and
visualization on the diamond grid. the sampling
density needed to reconstruct a band-limited
signal and the ideal interpolation function on the
diamond grid are derived

ideal interpol function, imag acquisit,
diamond grid, sampl densiti,

band-limit signal

The following notation has been used: 1. The main collection is denoted
MainCollection and contains all the processed documents in the research. Main-
Collection (“query”) - means all the documents containing the word/phrase of
query. 2. The collection, obtained by randomly selecting k documents is denoted:

1 Cf. http://nlp.stanford.edu/software/tagger.shtml

http://nlp.stanford.edu/software/tagger.shtml
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1) SmallCollection k, if the original collection was MainCollection; 2) Small-
Collection k (“query”), if the original collection was MainCollection (“query”).
Top-n denotes n phrases with the highest document frequency in the collection
taken. In what follows, we assume, that the popularity of the phrase is directly
proportional to the document frequency of the phrase.

4 Evaluation

We used the Spearman correlation coefficient value between the number of doc-
uments that contain the most n common concepts in the original collection
(MainCollection or MainCollection (“query”)) and the number of documents
that contain the same concepts in the collections of samples (SmallCollection k,
SmallCollection k (“query”)). During the evaluation procedure the Spearman
correlation coefficient was not calculated for the first 5 most popular phrases of
the original collection to avoid an overrated value of the correlation coefficient.
The reason is that the frequency distribution of keyphrases is similar to Zipfian-
type distribution. Frequency of the first 5 phrases decreases significantly in both
– in the sample collection and in the population. This has significant impact
on the correlation value, increasing the value of a positive correlation, thereby
concealing the decrease in the correlation of phrases with a lower document
frequency.

5 The Structure of the Experiment

All experiments were performed for two types of collections: MainCollection
and MainCollection (“query”). We define three sets of experiments. Group1:
in this set of experiments, we estimated the impact of phrases presented in
the top-n most frequent phrases of MainCollection (MainCollection (“query”))
but not included in the top-n phrases of SmallCollection k (SmallCollection k
(“query”)). Group2: in this set of experiments, we studied the influence of
the number of documents k in the collections of samples SmallCollection k
(SmallCollection k (“query” )) gathered from MainCollection (MainCollection
(“query”)) on the value of the correlation of the frequency of top-n phrases in the
MainCollection (MainCollection (“query”)) and SmallCollection k (SmallCollec-
tion k (“query”)). Group3: in this set of experiments we provide a method of
evaluation and assessment of the number of most commonly used concepts to
answer the question: if we use a collection of samples instead of the entire result,
can we present the popularity of concepts-vertices.

6 Results

Experiment Group 1. The number of phrases from the top-n of MainCollec-
tion that are missing in the top-n phrases of SmallCollection k have been esti-
mated. The problem was considered for cases where for the collections of samples
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were selected k= 1000, 3000, 5000, 8000, 15000 documents (Table 2, rows All
documents). Similar results were obtained for the case of thematic collections
MainCollection (”query”) and sample collections SmallCollection k (”query”).
But as the size of the collection MainCollection (”query”) is about 10000-20000
documents, k is selected as k= 250, 3000, 5000, 8000 (Table 2).

Table 2. The Average Number of Phrases from the Top-n Phrases of MainCollection
(MainCollection (query)), Which are not Included in the Top-n Phrases of SmallCol-
lection k (SmallCollectio k(query)

We also verified (Table 3) the number of the most frequent phrases that
should be selected from SmallCollection 5000 (SmallCollection 5000(”query”))
in order for these phrases to include almost all the phrases of the top-n of
MainCollection (MainCollection (”query”)). The results show that the loss of
phrases in the top-50 for SmallCollection 5000 compared with the top-50 for
MainCollection is not critical, since the popularity of such phrases in SmallCol-
lection 5000 almost doesn’t decrease, and nearly all such phrases are included
in the top-75 phrases of SmallCollection 5000. Though for the top-100 phrases,
and at an even greater extent for the top-200 phrases, the number of selected
phrases from SmallCollection 5000 must be significantly increased in order not
to lose the phrases of the top-100 and top-200 phrases from MainCollection.
The situation is similar in thematic collections MainCollection (“query”) and
SmallCollection 5000 (“query”).

Experiment Group 2. In this set of experiments, we studied the influence
of the number of documents k in the collections of samples SmallCollection k
from MainCollection on the value of the correlation of the popularity of top-n
phrases in the MainCollection and SmallCollection k. 30 experiments have been
conducted for each k, the average results of which are given in Fig. 2, where
n=50, 100 and 200. The top-n of the keyphrases from MainCollection denoted
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Table 3. The average number of phrases based on the results of 30 experiments,
included in the top-n most frequent phrases of MainCollection, but not included in
the top-s most frequent phrases of SmallCollection k.The same for MainCollection
(”robot”) and SmallCollection k (”robot”)

by Ph(n). Similar results for thematic collections MainCollection (”query”) and
SmallCollection 5000 (”query”) are also shown in Fig. 2.

The results in Fig. 2 show the following observations. Firstly, an increase
in the number of phrases leads to a decrease in the correlation value between
the document frequencies of phrases in MainCollection and SmallCollection k.
There are several explanations. The frequencies of the first most frequent phrases
decrease rapidly. Also phrases with low popularity have a smaller difference
between the frequencies of neighboring phrases. These two factors contribute
to the fact that the frequency of phrases with high popularity in collections
MainCollection and SmallCollection k correlate stronger than phrases with low
popularity.

Next observation is quite expectative: the results indicate that a high increase
in the number of documents k in the collection of samples SmallCollection k leads
to a lower increase in quality. Such dependency is observed due to the fact that
an increase in the number of documents increases the frequency of phrases. This
results in the increase of the difference of frequency between phrases adjacent
in popularity. The latter allows to get less errors associated with the order of
phrases ranked by their frequency in sample collection vs original collection.

For example, for the collection of samples SmallCollection 1000 the results
are low, since the values of frequencies of phrases with high popularity are less
than 20, which leads to an increase in noise. It happens because standard devi-
ation of phrase frequent can be significant in comparison to the average.

Also, due to the superimposition of this noise the increasing the number of
selected phrases leads to an increase in the number of non-matching phrases in
the top-n most frequent phases in MainCollection and SmallCollection k. As a
consequence, in order to select almost all phrases included in the top-n of Main-
Collection from the top-s phrases of SmallCollection k a signifincant increase
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Fig. 2. The correlation of frequent phrases from Ph(50), Ph (100) and Ph (200) in
MainCollection and in SmallCollection k for the case MainCollection and SmallCollec-
tion k (k=1000, 3000, 5000, 8000, 15000). The same results for MainCollection(query)
and SmallCollection k(query), k= 250, 1000, 3000, 5000, 8000. Ph (m) - denotes the
number of top-m phrases used, horizontal axis shows the number of documents in
the sample collections (SmallCollection k), the vertical axis indicates the value of the
Spearman correlation

in s must be made. But, since the frequencies of phrases in MainCollection for
such phrases are relatively close to each other, one can assume the equivalence
of their significance. For example: the collection of samples consisting of 5000
documents may be enough to approximate a thematic graph of MainCollection
(consisting of 467512 documents) with 30-50 nodes, if we show the popularity
of phrases on the graph. Displaying the popularity of remaining phrases-vertices
(i.e by making the size of the vertex proportional to the phrases popularity)
proves to be useless, because of the high proportion of error.

Experiment Group 3. Due to the fact that documents for the collections
of samples SmallCollection k are selected randomly from the main corpus, the
average frequency of each of the phrases in the unit volume of documents should
similar. We compare the average frequency of the first 200 phrases per 1000 doc-
uments in the MainCollection and SmallCollection k (k=1000 and 15000). The
Result illustrates an obvious dependency: by increasing number of documents in
the SmallCollection k we decrease the error in determining the mean frequency
of phrases in comparison with the MainCollection. This fact is the basis of the
results of experiments described in the paper.

For a fixed phrase the distribution of its frequency according to the results
of 30 experiments is normal (ShapiroWilk test) at a significance level 0,001. So
criterion of the optimal number of phrases is based on the comparison of the
average frequency of each of the phrases on the results of 30 experiments and
calculating the standard deviation.

For the standard deviation in the case of the normal distribution next rule is
introduced: according to which, an event is considered to be practically impossi-
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ble if it lies in the region of values of the normal distribution of a random variable
at a distance from its mathematical expectation of more than three times the
standard deviation. Approximately 95% of the cases fall into the 2*standard
deviation.

When building a thematic graph it is important for us to preserve the pro-
portions between the document-frequency of concepts (document frequencies of
phrases) from the MainCollection in SmallCollection k. This ratio is the less
disturbed, the smaller the deviation of the frequency of a phrase in different
collections of samples of the same size from the median frequency of the phrase
in these sub-collections. In other words, if the average frequency of phrases in 30
sub-collections equals 10, and the values of the frequencies in the sub-collections
range from 1 to 20, the possible error in the value of the frequency of phrases
may be considered too large.

Fig. 3. Dependence of the number of selected phrases for h = 3 and h = 2 on the
number of documents in the collection of samples

Therefore, as a criterion, for number of phrases, that should be selected
to calculate the proportions between their frequencies, we used the parameter
h=(average frequency of the phrase in 30 collections / (standard deviation* 2)). If
the value of h=3 or h=2, then only 2 top phrases from SmallCollection 1000 should
be used as nodes with sizes for topic graph. For SmallCollection 15000 these values
are 190 and 375. Fig. 3 shows the dependence of the number of selected phrases
for h=3 and h=2 on the number of documents in the collection of samples. Fig. 3
shows a similar dependence for the thematic collection MainCollection (“robot”)
and its corresponding collection of samples SmallCollection (“robot”).

Note that for the considered collections minimum frequency of phrases for
which h >3 have the approximate value of 35, when h=2 the value is 20. Our
assumption is that these values can be used as criterion to estimate the number of
phrases, the proportions between document-frequency which can be represented.

6.1 Conclusion and Future Work

The results obtained in this study allow us to make an assumption about the
possibility of using randomly selected collections of samples for the approxima-
tion a large corpus of texts (abstracts) or query results. The approximation is
necessary to solve the problem of thematic graphs online construction when the



490 S. Popova et al.

size of a vertex reflects the popularity of the concept corresponding to the vertex.
In this case,it is possible to use a relatively small number of concepts-vertices
(e.g., about 30-50 most popular concepts for the collection of 5000 samples for
the approximation of a data collection containing 467 512 documents and about
150 most popular concepts for the collection of 5000 samples for the approxi-
mation of the thematic collection of a data consisting of 23008 documents). The
number of such vertices depends on the size of the collection of samples and the
size of the original collection. Our research shows that the document frequency
of vertices, for which popularity should be shown on the graph, is in most cases
greater than 20 in the collection of samples. The remaining concepts-vertices can
be considered relatively equivalent, assessing their popularity and reflecting this
information in graphical form is meaningless because of the high noise level.

The number of vertices s, to be included in the graph (built on the basis of
a collection of samples) depends on two factors: 1) the ratio of the size of the
collection of samples in relation to the original collection; 2) the number of the
most popular concepts of n vertices which should be included in the graph on
the assumption that all/almost all the concepts of the top-n popular concepts of
the original collection should be included. S increases rapidly with the increasing
in the value of n.

To estimate the number of phrases, the proportions between popularity which
can be represented adequately, we induced parameter h. Depending on the value
of this parameter, which is set manually, we can determine the number of phrases,
for which it is appropriate to be displayed with its sizes on the graph. According
to our observations, we assume that it is advisable to use the value of h=3 (or
at least h=2). In this case, the number of phrases that will be selected using this
limit depends on the size of the collection of samples. This dependence is shown
in the research. Note that for the considered collections of samples minimum
frequency of phrases for which h >3 have the approximate value of 35, when
h=2 the value is 20. Our assumption is that these values can be used as criteria
to estimate the number of phrases, the proportions between document-frequency,
which can be represented.

Future work implies estimation of relation between number of documents in
the population and form of distribution (with the fixed value of parameter h) of
number of concepts from number of documents in the sample. We also plan to set
the same experiment with the strength of relation between the concepts (strength
is calculated as simultaneous occurrence of n concepts in the same document).
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Abstract. One of the biggest challenges in Big Data is the exploitation of Value 
from large volumes of data that are constantly changing. To exploit value, one 
must focus on extracting knowledge from these Big Data sources. To extract 
knowledge and value from unstructured text we propose using a Hierarchical 
Multi-Label Classification process called Semantic HMC that uses ontologies to 
describe the predictive model including the label hierarchy and the classification 
rules. To not overload the user, this process automatically learns the ontology-
described label hierarchy from a very large set of text documents. This paper aims 
to present a maintenance process of the ontology-described label hierarchy rela-
tions with regards to a stream of unstructured text documents in the context of Big 
Data that incrementally updates the label hierarchy. 

Keywords: Maintenance · Multi-label classification · Hierarchy induction · On-
tology · Machine learning 

1 Introduction 

The exponential growth of the amount of data available on the web requires new 
forms of processing to enable enhanced decision making, insight discovery and opti-
mization. The term of Big Data is mainly used to describe datasets that cannot be 
processed using traditional tools.  

To extract knowledge from Big Data sources we propose to use a Semantic HMC 
process [1, 2] that is capable of Hierarchically Multi-Classify a large Variety and 
Volume of unstructured data items. Hierarchical Multi-Label Classification (HMC) is 
the combination of Multi-Label classification and Hierarchical classification [13]. The 
Semantic HMC process is unsupervised such that no previous labelled examples or 
enrichment rules to relate the data items with the labels are required. The label hierar-
chy and the enrichment rules are automatically learned from the data through scalable 
Machine Learning techniques. 

The automatic concept (label) hierarchy extraction from unstructured documents is 
not a trivial process and proper techniques for document analysis and representation are 
required. In the context of Big Data, this task is even more challenging due to Big Data 
characteristics. An increasing number of V-dimensions has been used to characterize 
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Big Data further [3, 4]. Volume, Velocity, Variety are usually used to characterize the 
essence of Big Data [3, 5]. Volume concerns the large amount of data that is generated 
and stored through the years by social media, sensor data and other sources [3]. Velocity 
concerns the high speed of data production. Variety relates to the various types of data 
composing the Big Data. These types include semi-structured and unstructured data 
representing 90% of his content [5] such as audio, video, web page and text, as well as 
traditional structured data (e.g. XML, JSON or CSV).  

Automatic concept hierarchy learning from text (i.e. taxonomy induction) has been 
extensively studied [6, 7]. In Big Data however, relearning the hierarchy for each new 
document is infeasible due to the Big Data characteristics. Most of the existing litera-
ture focuses in learning concept hierarchies from texts [6, 7]. Few works have been 
published in maintaining the hierarchy once it is created without relearning the whole 
hierarchy. This paper focuses in maintaining hierarchical relations of an automatically 
learned ontology-described concept hierarchy with regards to a stream of unstructured 
text documents in Big Data context. The process is implemented using technologies 
for Big Data that distributes the process by several machines in order to reach high 
performance and scalability. 

The rest of the paper covers four sections. The second section presents the back-
ground knowledge and related work. The third section describes the hierarchy main-
tenance process from a stream of text documents. The fourth section describes the 
implementation in a scalable and distributed platform to process Big Data. Finally, the 
last section draws conclusions and suggests further research. 

2 Background and Related Work 

This section introduces some background and discusses the current related work 
about automatic concept hierarchy learning from text.  

Two main different aspects of concept hierarchy extraction from text can be distin-
guished: (1) concept extraction and filtering (2) hierarchy creation. Several methods 
exist in literature for extracting concepts (i.e. terms) from a set of text documents, 
including linguistic [8–10] and statistical approaches [11, 12]. Many types of seman-
tics can be captured using statistics-based methods [13] that offer better scaling per-
formance than their alternatives [14]. Several statistic-based methods exist to create 
hierarchical relations between concepts, including [14, 15]: 

 Hierarchical clustering that starts with one cluster and progressively merges the 
closest clusters.  

 Subsumption methods that construct the concept broader-narrower relations based 
on the co-occurrence of concepts [16]. 

More advantages and drawbacks of each method are deeply studied by De Knijff  
et al. [14].  

Most work in this area focus on the hierarchy creation and few works have been 
done on the hierarchy maintenance since it is created, even less in Big Data context. 
Liu et al. [17] automatically induce a hierarchy by combining phrases extracted from 
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the collection using clustering with context knowledge derived from a knowledge 
base. Recent efforts have been made to organize text corpora using evolving multi-
branch trees [18], known as topic trees. Cui et al. [19] present a visual topic analytics 
system, called RoseRiver, to help users better understand the hierarchical topic evolu-
tion at different levels of granularity.  

Compared with existing approaches, maintaining an automatically induced hie-
rarchy from Big Data requires simple and greatly scalable methods due to its high 
volume and velocity of data production. Due to the simplicity and its relation between 
the processing speed and ability to provide good concept hierarchical relations [14], 
the subsumption method is used to learn and maintain the relations between concepts. 
To the best of our knowledge, our approach is the first one to apply a subsumption 
method in order to maintain the concept hierarchy relations (Hierarchy Maintenance) 
with regards to a stream of unstructured text documents in Big Data. 

3 Hierarchy Maintenance 

This section describes in detail the hierarchy maintenance process that aims to incre-
mentally update the label hierarchy using a stream of new documents. The label hie-
rarchy is automatically learned based on a Description Logic ontology presented in 
Table 1. The  class represents data items to be labeled/classified and is populated 
with data items (i.e. text document) in the assertional level (Abox). The  class 
defines the extracted terms from data items and it is populated in the assertion level 
(Abox) with terms (e.g. words extracted from text documents, symbols representing 
subjects/objects in photos). The  class defines the terms that are considered to 
classify the items i.e. the most relevant terms. The  and  relations 
define the subsumption hierarchy between terms. The  relation links the 
asserted Items to the asserted Terms. 

Table 1. Label hierarchy ontology 

DL concepts Description    Data item to label (e.g. document)    Extracted terms (e.g. word)    Terms used to classify the items .  Broader relation between terms .  Narrower relation between labels 

 Broader and narrower are inverse relations   .  Relation that links data items to the terms 
 Term is disjointed from Item 
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In previous work [2] the hierarchy relations (i.e. the hierarchy created using a tradi-
tional subsumption method) are induced from a collection of documents  using the 
co-occurrence of terms in documents. The terms in text documents can be either a 
unigram (i.e. a word, “CEO”) or more complex n-grams (i.e. composed words, “chief 
executive officer”). This paper proposes to maintain the hierarchy relations by using a 
stream  of new documents. The new documents from  are included in the 
collection  originating a new collection  impacting the term co-occurrence and 
consequently the hierarchy. In order to persist the co-occurrence values, a term co-
occurrence frequency matrix is used to represent the co-occurrence of any pair of 
terms in a collection of documents [2].  

Three steps comprise the maintenance process: (i) Co-occurrence matrix mainten-
ance that calculates the impact of new documents in the co-occurrence matrix, (ii) 
Hierarchical relationship maintenance that calculates how the changes in the co-
occurrence matrix impact the hierarchical relations, and (iii) Change detection that 
detects hierarchical changes and updates the hierarchy. These maintenance steps are 
described in the following subsections. 

3.1 Co-occurrence Matrix Maintenance 

The co-occurrence matrix used by the subsumption method is impacted with the in-
clusion of new text documents in the document collection. The set of documents  is 
a collection of  documents. The sub-set of  that contains a ∈

 is represented by a set of vectors in the form: , , … , . 
The co-occurrence frequency matrix  is used to represent the co-occurrence of 

any pair of terms ,  in a collection  of documents, such that: 

 , ∈ : ∈   ∈  (1) 

where  is the document vector for  and  is the vector 
for term . Let  denote the number of different terms in a collection of docu-
ments , the term co-occurrence matrix for the collection  is a  symmetric ma-
trix. The main diagonal of the co-occurrence matrix  , ) denotes the 
occurrence of  in all documents of . Hence the main diagonal  , ) is the maximum value for the line  and the column  
of the co-occurrence table. 

However, in document streaming context, the collection  will be constantly 
evolving. For each new text document  in the stream, the collection of documents 

 will evolve for a  collection impacting the co-occurrence matrix. Assuming that 
no new terms are extracted from the new document, the set of terms  in the new 
document  is defined as: 

 ∈ : ∈  (2) 

All vectors of documents  where ∈  are updated by 
adding the new document  such as: , , , . Hence for 
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each pair of terms , )| , ∈  the co-occurrence 
matrix is impacted such as: 

 , , 1 (3) 

3.2 Hierarchical Relationship Maintenance 

The hierarchical relations are maintained according to the evolved co-occurrence 
matrix without re-processing the entire hierarchy. A method based on [16] is used, 
which exploits the co-occurrence matrix to calculate the hierarchical relations be-
tween terms where term  potentially subsumes term  if (Fig. 1(A)): 

  |  st)  |   ) (4) 

where: 

 |  is the conditional proportion (number) of the documents from 
collection  common to  and , in respect to the number of documents 
in  such that: 

       , ),  (5) 

 |  is the conditional proportion (number) of the documents from 
collection  common to  and , in respect to the number of documents 
in  such that: 

 | )  , ), )  (6) 

 ∈ 0,1  is the subsumption co-occurrence threshold. 

Hence if  appears in at least proportion  of the documents in which  
also appears, and  appears in less than proportion  in which  appears, 
then the hierarchical relationship between  and  is statistically relevant and  
potentially subsumes , i.e. . By applying this method to all 
terms, the result is a subsumption hierarchy of terms. The hierarchy relations can be 
induced with all statistically relevant hierarchical relationships (i.e. DAG) or with 
only some relationships (i.e. Tree). 

Since the hierarchy is created from the initial collection of documents  it must be 
maintained according to the stream of new documents. Two types of changes in the 
co-occurrence matrix impact the conditional proportions used to calculate the hierar-
chal relations. That changes are (1) changes in the co-occurrence ,  where  and (2) changes in the main diagonal , ). 
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Change in the Co-occurrence 
A change in co-occurrences ,  where , impact the 
numerator of the two conditional proportions described by equations (5) and (6), used 
by the subsumption method (4) to calculate the hierarchical relations. Hence, only the | ) and | ) proportions used to create the hierarchical 
relationships between  and  are impacted.  

As an example, consider the set of terms , , , ,  
with the induced hierarchy relation as depicted in Fig.1 (A). A co-occurrence change 
in the matrix , ) will impact the relationship between the terms 

 and  (Fig.1 (B)).   

Change in the Main Diagonal 
A change in the matrix main diagonal , ) for , ) 
will impact the denominator of the two conditional proportions described by equations 
(5) and (6), used by the subsumption method (4) to calculate the hierarchical relations. 
Hence all proportions | ) and ter | ), where ∈

 and , are impacted. In other words, all the relationships between 
that term and all other terms from the collection  are impacted. 

As an example, consider the set of terms , , , ,  
with the induced hierarchy relation as depicted in Fig. 1(A). A main diagonal change 
in the matrix , ) impacts the hierarchical relationships with all 
other terms in the set (Fig. 1(C)). The broken line in Fig.1 (C) represents the impacted 
relation between  and  even it are not consider a hierarchical relation 
regarding the collection .   

3.3 Change Detection 

Only the statistically relevant hierarchical relationships obeying to the subsumption 
method are induced as relations in the output hierarchy. After recalculating all the 
impacted proportions by  (i.e. | ) and | )) the 
changes to the hierarchy relations regarding the previous collection  are detected. A 
change can be of two types: “Add”, when a new hierarchy relation is induced and 
“Delete”, when a hierarchy relation is no longer induced. 

 

Fig. 1. Impact the hierarchical relations (example) where:  (A) is the original, (B) impacted by 
a change in co-occurrence and (C) impacted by a change in main-diagonal. 
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An “add” change is detected when a relationship between two terms is not induced 
as a hierarchy relation in  but is induced in . On the other hand a “delete” change is 
detected when a relation is induced as hierarchy relation in  but is not induced in .  

For example, consider the set of terms , , ,  for the initial 
collection of documents  and that the subsumed terms of  are calculated with a sub-
sumption threshold 65. The proportions of  and all other terms ( ) in 
the collection  as well as the subsumption threshold are depicted in Fig. 2.  

According to the subsumption method, one can observe in Fig. 2 that  and 
 are subsumed terms of  as | ) )    | ) ) and | ) )   | ) ). 

However  does not subsume  because the subsumption condition with 65 is not granted | ) )   | ) ). 
Hence the initial hierarchichal relations created for the  are  
and .  

With the arrival of new documents with  and , the collection  will 
evolve to . Considering the impacted proportions as depicted in Fig. 3: 

 A delete change is identified between  and  where the relation is no 
longer induced | ) )   | ) );  

 An add change is detected between  and  where the hierarchical rela-
tionship is induced | ) )   | ) ).  

 
Fig. 2. Calculate the subsumed terms of  in the collection  (example). 
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Fig. 3. Calculate the subsumed terms of  in the collection . 

4 Implementation 

In this section an implementation of the proposed hierarchy maintenance process is 
described. The proposed process is implemented in a scalable and distributed platform 
for Big Data. The hierarchical relations are maintained using documents streamed using 
a distributed and highly scalable broker Apache Kafka (http://kafka.apache.org).  

The distributed real-time computation system Apache Storm (https://storm.apache. 
org) is used to process the text document streaming in order to maintain the hierarchy. 
The Storm architecture is based in: Tuples (Storm data item abstraction); Stream (un-
bound list of Tuples); Spout (source of a Stream); Bolts (Process the Streams of 
Tuples from Spouts to create new Streams) and Topologies (a directed graph of 
Spouts and Bolts). Four components comprise the maintenance topology (Fig. 4): a 
spout (in square) and three bolts (in ellipsis).  

 
Fig. 4. Hierarchy Maintenance Topology 
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The spout reads the streamed documents from the Kafka broker providing an inter-
face between Storm and Kafka. The first bolt splits the documents in terms using a 
pre-defined term list. Several methods exist in the literature for extracting the terms 
from a set of text documents, including linguistic [8–10] and statistical approaches 
[11, 12] but obtaining this list is out of the scope of this paper. The second bolt up-
dates the co-occurrence matrix according to section 3.1. The matrix is stored in a 
distributed and scalable Big Data store Apache HBase (http://hbase.apache.org). 
HBase is a non-relational column-oriented database that is built on top of HDFS (Ha-
doop Distributed File System). Its column-oriented architecture is a good choice to fit 
the co-occurrence matrix as it provides efficient random access to each table cell. 
Also the native method to increment counters in the database is used to maintain the 
matrix regarding the new documents. The last bolt detects the hierarchical changes as 
described in the previous section. The change detection is processed on the fly where 
no proportions are stored. These changes can be automatically applied to the hie-
rarchy or recommended to a supervisor. 

5 Conclusions 

To maintain the hierarchical relation automatically induced from text documents in 
Big Data context without relearn the whole hierarchy, this paper proposes a mainten-
ance process from a stream of text documents. Three steps comprise the maintenance 
process (1) Co-occurrence matrix maintenance, (2) Hierarchical relationship mainten-
ance and (3) Change detection. 

The prototype was successfully implemented in a scalable and distributed platform 
to process Big Data. Our future research efforts will focus in studying the relevance 
and pertinence of using the proposed maintenance process in the Semantic HMC 
process to maintain the ontology-described concept hierarchy used to classify docu-
ments in Big Data context. 

Acknowledgements. This project is funded by the company Actualis SARL, the French agency 
ANRT and through the Portuguese COMPETE Program under the project AAL4ALL 
(QREN13852). 
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Abstract. Lightweight ontologies are increasingly used by domain
experts in a variety of activities. The development of these knowledge
representation artefacts carries the challenge of the proper conceptual-
isation of the considered reality/situation. In particular, the elicitation
of conceptual relations is widely acknowledged in the literature as being
the most difficult part of the process. This paper proposes a technique to
support domain experts in the elicitation of conceptual relations in the
development of lightweight ontologies by providing the means to develop
and ascertain the consistency of the produced conceptualisation results
towards its reusability. Its innovation comes from the development of a
reference model for the conceptual relations elicitation.

Keywords: Conceptual relations elicitation · Lightweight ontologies ·
Domain experts

1 Introduction

Although ontologies have a core role in the development of semantic web infor-
mation systems [1] aiming at clarifying the structure of knowledge through a
common vocabulary, enabling information sharing, its adoption in real world
contexts of collaborative networks is still incipient. The common accepted jus-
tification is that ontologies are expensive, complicated and difficult to build [2].
To overcome this ontologies’ stereotype it is argued that the paradigm associ-
ated to the development of this artefacts should be based upon the view that
they should be built according to pragmatic purposes[3], where ontologies are
typically lightweight [4] targeted at domain experts [2] and following a socio-
semantic approaches [5]. In order to represent such pragmatic and lightweight
representations of a specific domain, particular attention should be given to the
conceptualisation phase, where the domain terms and the relationships among
them are identified and understood by domain experts. The elicitation of the
most adequate domain terms and the start up of the organisation of the concept
c© Springer International Publishing Switzerland 2015
I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 502–511, 2015.
DOI: 10.1007/978-3-319-26138-6 54
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system itself could constitute a ”bottleneck” in the conceptualisation process,
specially in what concerns to conceptual relations. According to literature, the
most difficult problem in a conceptualisation process is the elicitation of concep-
tual relations [6,7]. Indeed, conceptual relations may influence the organisation
and, consequently, the interpretation of the conceptual structures, decreasing the
probability of reusability and utility of the produced conceptual representations.
For this reason, designing an artefact to assist the domain experts eliciting con-
ceptual representations was needed, in order to streamline the process of creating
lightweight ontologies. Thus, aiming at creating means that could ease a group
of experts establish conceptual commitments, between the conceptual structures
that they represent and the entities from their mental spaces or from reality, a
Conceptual Relations Reference Model(CRRM) was developed and discussed in
this paper. This artefact was built following a foundation ontological analysis
with a twofold objective: i) to contribute, directly, to the conceptual relations
elicitation, providing a common baseline for the creation of basic conceptual
structures by means of the pre-defined templates; ii) to provide a set of metrics
for conceptual representations (i.e., the conceptualisation result) evaluation; On
the discussion of CRRM, it is presented a summary of the ontological analysis
performed. Next, CRRM is presented and the way the reusability of the concep-
tual representations is calculated is also discussed. A short illustrative example
is presented before closing the paper with its conclusion.

2 Conceptual Relations Elicitation

In order to accomplish the primary research goal, the authors seek to identify
a set of domain-neutral conceptual relations. Thereunto we start on studying
the main foundational upper-level ontologies, once those ontologies describe the
very general concepts that are the same across all knowledge domains. “Ontolo-
gies are often equated with taxonomic hierarchies of classes, classes definitions
and the subsumption relations” [8], however the aim is to identify other than
only these ones. Hereupon, the approach was to follow through the main upper-
level ontologies, namely: CyC1, BFO2, GFO3, UFO [9], SUMO4, COSMO5,
DOLCE6, PROTON7. Summarising, and without going into the details (due
to space constraints), the following ontological categories of formal relations
where selected: constitution and containment dependence, existential depen-
dence, generic dependence, historical dependence [10]. In this paper it will not be
considered the Existential Dependence since it has to do with relations between
entities and its examples and the intent, at this level, is to avoid mixing classes

1 http://www.opencyc.org/
2 http://www.ifomis.org/bfo
3 http://www.onto-med.de/ontologies/gfo.html
4 http://www.ontologyportal.org/
5 http://micra.com/COSMO/
6 http://www.loa.istc.cnr.it/DOLCE.html
7 http://proton.semanticweb.org/
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(concepts). But, in fact, the individuals which belongs to a specific category
should be known in order to a new category/concept be added accurately. Con-
stitution and Containment dependence was detailed as a Part-Whole conceptual
relation as it is more common across literature. Following the same purpose,
generic dependence was detailed into the Generic-Specific category. Historical
dependence is related with temporal location relations. These kind of relations
are treated differently (in terms of each taxonomy of categories used) in the avail-
able upper-lever ontologies. Historical dependence could have a space or time
boundary considering physical or non-physical objects respectively, hence it was
decided to detail it into two more specific conceptual relations, namely: Temporal
Conceptual Relation and Spatial Conceptual Relation. Inspired mainly by GFO,
it was decided to include Participation relation. Participation could be consid-
ered as an extension of historical dependence relation, however, in the context of
collaborative networks, participation relation has an important role on offering
an orthogonal view of an event or process. It can also offer a brief overview on
the social interaction network around an event or process. Finally it was also
considered the Cause-Effect Conceptual Relation. Casualty could easily be asso-
ciated to space and time relations to describe events and consequently considered
as not adding value for the current purpose. However, Cause-Effect Conceptual
Relation is fundamental to add some dynamicity to conceptual representations
on describing phenomenons and agents of change within some process or event
or object state. The following categorisation is the end-result of this analysis.

– Constitution and Containment Dependence
• Part Whole Conceptual Relation

– Generic Dependence
• Generic Specific Conceptual Relation

– Time and Space Dependence
• Spatial Conceptual Relation
• Temporal Conceptual Relation

– Cause-Effect Conceptual Relation
– Participation Conceptual Relation

3 Supporting Domain Experts Eliciting
Conceptual Relations

Conceptual relations are understood as the vehicle for building up the IT arte-
fats that will provide support for the construction of explicit shared conceptual
representations, e.g., lightweight ontologies. Hereupon, the CRRM provides a
common baseline for conceptual representations construction. In practical term,
CRRM is an ontology used to build and assess conceptual representations and
includes the following information: 1) a taxonomy of conceptual relation types
(or classes); 2) a taxonomy of classes of terms(e.g., Part, Whole, Generic, Spe-
cific, Cause, Effect, Local, ...); 3) a taxonomy of conceptual relation templates
- one for each conceptual relation type. Each instance of a template encloses
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a conceptual structure in the basic form of “concept - relation - concept”. The
ontology has 302 Axioms, 37 Classes and 27 Object properties.

In CRRM each conceptual relation is defined by: i) an intent; ii) a set o com-
petency questions, and; iii) a linking phrase (derived from a linguistic marker)
that designates and represents an instance of a conceptual relation. The intent
is the goal or ”usage scenario” of a certain type of relation, whereas the com-
petency questions purpose is to define the scope of a conceptual relation. In
this case it is possible to define more than one question. CRRM assists users
along the conceptualisation process through templates. A template consists of
a specific type of a conceptual relation and two distinct terms, allowing users
to instantiate new conceptual structures. In practice CRRM is intended to be a
baseline model which could be extended either by adding new linking phrases to
designate conceptual relations or detailing the model adding more specific types
of conceptual relations. Additionally, and besides the class taxonomy (and each
class restrictions), CRRM also includes a set of Object Properties and SWRL
rules. Object Properties are used to describe Conceptual Representations for
its evaluation rather than its construction. Still in a perspective of evaluating
a conceptual representation, there is a sub-set of Object Properties that allow,
through inferred rules (using SWRL), to discover new knowledge used to deter-
mine if conceptual relations carry ambiguity or inconsistency. In this scenario
it is assumed that the evaluated conceptual representations were created based
on CRRM.Summarising, the procedure is as follows: 1) Conceptual representa-
tions are built by the domain experts and the conceptual structures are loaded
into CRRM ontology and described using a set of Object Properties; 2) Through
the reasoner engine, the SWRL rules are executed and extra knowledge is gath-
ered; 3) Simultaneously the SWRL rules try to identify relationships that are
ambiguous or inconsistent; 4) Additionally, SWRL rules also helps to identify the
incompatible terms. Two terms are incompatible if they have ambiguous incom-
ing and outgoing conceptual relations. At the end, the total number of terms,
relations, linking phrases classified as Ambiguous Relations and the number of
incompatible types of terms are the metrics used to determine the reusability
degree of the conceptual representation. In CRRM ontology a relation is consid-
ered ambiguous if it violates at least one of the following conditions:

– if there is a CauseEffect relation among two terms (a cause and an effect
respectively), then, no other relation between those terms may occur, except
a temporal relation.8

– if there is a CauseEffect relation linking two terms (a cause and an effect
respectively), then the Effect cannot be linked to other concepts connected
to the Cause through the following conceptual relations: PartHood, Gener-
icSpecific, CauseEffect, Participation or Temporal.

8 InSWRL:Cause Effect(?y), LinkingPhrase(?x), LinkingPhrase(?y), T erm(?a),
T erm(?b), (Constituition and Containment orGeneric Dependence orParticipa−
tion orSpatial)(?x), hasSource(?x, ?a), hasSource(?y, ?a), hasTarget(?x, ?b), has
Target(?y, ?b) → AmbiguousRelations(?y)
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– if there is a CauseEffect relation linking two terms (a cause and an effect
respectively), then the cause always precede the effect.

– If there is term that is a specialization of another term, then the specific
term cannot be linking by a CauseEffect relation to the generic term.

– if there is a Containment relation that does not meet the “one-to-one” car-
dinality between the part and the whole. It means that in a Containment
relation the part can only be linked to a single whole, which calls for a nested
relationship.

Furthermore, two term are considered incompatible when in the CRRM
ontology:

– it is found that a term is both a part and a whole.
– it is found that a term is both te container and the content.
– it is found that a term is both a generic and a specific.
– it is found that a term is both a means and a end.

However, in order to determine the ambiguity of a relation or the incompat-
ibility of terms, a set of facts must be inferred. In CRRM there are rules that
define the conditions under which, from the stated facts, it is possible inferred:

– two terms related through an isUsedBy Object Property ;
– two terms related through an isPartOf Object Property ;
– two terms related through an isLocationOf Object Property ;
– two terms related through an isTypeOf Object Property ;
– two terms related through an isCauseOf Object Property ;
– two terms related through an isContainedBy Object Property ;
– two terms are related through an precedes Object Property ;

In addition to assisting the elicitation of conceptual relation and streamline
the conceptualisation process, CRRM allows ascertain the degree of reusability of
a conceptual representation. Reusability criterion measures the extent to which
a common conceptual representation might be reused. A Conceptual Represen-
tation is prone to reusability if it is well-formed (computational ready) and its
terms and conceptual relations are defined unambiguously, that is, there is a com-
mon understanding about the relations among terms. Considering a formalised
conceptual representation, the reusability degree is expressed as a cumulative
measure combining two components, wherein one provides a value (degree) for
(i) Conceptual Relations ambiguity (degCRa) and one for (ii) Concept Type
incompatibility (degCTi). Both (degCRa) and (degCTi) are determined with the
support of the CRRM ontology, which implements a catalog of conceptual rela-
tions. At a glance, the process runs as follows: 1) The CRRM ontology is popu-
lated with the data from an existing conceptual representation (or Lightweight
ontology) developed by the domain experts; 2) A set of (SWRL) rules is executed
and a small set of indicators are gathered; 3) The indicators allow calculating
degCRa and degCTi for a particular conceptual representation.
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Fig. 1. Weight scale of uncategorized relations

Conceptual Relations Ambiguity (degCRa). For Conceptual Relations
ambiguity (degCRa) let us consider a counting function μ, where:

– μ(Rt) = Number of existing relations in the LO (Lightweight Ontology)
developed by the domain experts;

– μ(Ra) = Number of ambiguous relations inferred (according to the SWRL
rules);

– μ(Rθ) = Number of uncategorized relations;

The values of μ(Ra) and μ(Rθ) are then normalized, by scaling between 0
and 1, obtaining:

– Nμ(Ra), the normalized value of μ(Ra), calculated as follows: μ(Ra)/[μ(Rt)−
μ(Rθ)]

– Nμ(Rθ), the normalized value of μ(Rθ), calculated as follows: μ(Rθ)/μ(Rt)

After normalizing these values, the conditions are met for calculating (degCRa),
which is obtained through the expression:

degCRa =
{

1 ifμ(Rθ) = μ(Rt)
Nμ(Ra) × ωa + Nμ(Rθ) × ωθ ifμ(Rθ) < μ(Rt), where :

– ωa and ωθ, are weights reflecting the importance of Ra and Rθ respectively;

The Knowledge engineer might adjust the weight values, other wise it is used
the default weight scale tables, however the proper identification of ambiguous
relations, requires its classification through the CRRM ontology. Thereby, if
μ(Rθ) has a direct implication on μ(Ra), then the value of ωθ should always
be higher than ωa. Figure 1, shows an indicative scale of how ωθ can evolve
according to the variation of Rθ percentage, having in mind that the higher the
percentage of Rθ, the greater its weight (ωθ) should be.
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In short, the main restrictions for ωθ and ωa are:

– 0, 51 ≤ ωθ ≤ 1 ∧ 0 ≤ ωa ≤ 0, 49 ∧ ωθ + ωa = 1

Conceptual Types Incompatibility (degCTi). For Concept Type incom-
patibility (degCTi), let us consider also a counting function μ, where:

– μ(T ) = Number of existing terms in the LO (Lightweight Ontology) devel-
oped by the domain experts;

– μ(Tθ) = Number of uncategorized terms (by inference);
– μ(Ti) = Number of incompatible related terms;

The values of μ(Ti) are then normalized, by scaling between 0 and 1, obtain-
ing:

– Nμ(Ti), the normalized value of μ(Ti), calculated as follows: μ(Ti)/[μ(T ) −
μ(Tθ)]

After normalization, the value for degCTi is equal to Nμ(Ti), only if μ(Tθ < μ(T ).
Otherwise, degCTi is impossible to calculate.

degCTi = Nμ(Ti), ifμ(Tθ) < μ(T )

Finally, the reusability degree results on the combination of degCRa and
degCTi, by multiplying each other, in order to keep the proportionality of both.
However, the two components might not have the same importance. Actually,
degCTi is less relevant, because the classification of each term depends on the
classification of the relation that binds to it. Moreover, even if there are no
incompatible concepts, it is possible to calculate the reusability degree. The
opposite however: despite the proportionally of the cumulative measure (degR),
it should not be zero, even if degCTi is zero. The final expression for calculating
the reusability degree is:

degR =
{

1 − degCRa ifμ(Tθ) = μ(T )
1 − (degCRa × (ωa + ωt × degCTi)) ifμ(Tθ) < μ(T ), where

– ωa and ωt, are weights reflecting the importance of degCRa and degCTi

respectively;

Typically, domain experts might adjust the weight values for ωa and ωt as
well, but there are some boundaries. degCTi, is a secondary importance factor, its
calculation depends on degCRa. Actually, the reusability degree is always given
by degCRa in the irst place. Afterwards, degCRa is obtained in order to fine-
tune the reusability degree. Based on this, the value for ωt obey to the following
assumptions:

– 0 ≤ ωt ≤ 0, 5 ∧ ωa + ωt = 1
– ωt = 0, ifμ(Tθ) = μ(T )

Considering the assumptions listed before, Figure 2 presents an indicative
scale of how ωt can evolve according to the variation of of Tω percentage.
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Fig. 2. Weight scale of uncategorized term types

4 Illustrative Example

In order to explain and demonstrate the reusability evaluation criteria, a sim-
plification of the SEON9 general concepts ontology was used and represented as
shown in figure 3. A correspondence was made between the SEON general con-
cepts ontology and CRRM, where all relations matched to some CRRM category
were evidenced in the figure bellow with the CRRM prefix.

Fig. 3. SEON ontology example

Table 1. SEON ontology reusability metrics

µ(Rt) µ(Rθ) µ(Ra) µ(T ) µ(Tθ) µ(Ti)

7 2 1 9 2 0

The above ontology was populated into CRRM (see figure 4). The pellet
reasoner was started up and the metrics gathered as summarized in table 1.

9 SEON stands for Software Evolution ONtologies and representes an attempt to for-
mally describe knowledge from domain of software evolution analysis and mining
software repositories.
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Fig. 4. SEON ontology populated in CRRM

From the above metrics and considering the indicative weight scale from
Figure 1, it was found that the value form Conceptual Relations ambiguity
(degCRa) is 0,236. As for Concept Type incompatibility (degCTi), the value is 0.
From degCRa and degCTi and considering the indicative weight scale depicted in
figure 2, reusability degree is obtained as follows: degCRa = 0, 236×(0, 51+0, 49×
0)) = 0, 88. A degree of 0, 88 means that 88% of the conceptual representation
content is fully reusable. In this context reusability means that the conceptual
representation content can be formalised and retrieved by other user, maintaining
its intended meaning, since the employed relations belong to the CRRM catalog.
The results indicate that 12% of the conceptual representation content is highly
susceptible to misinterpretations when reused by others.

5 Conclusion

One of the most important key finding was that conceptual relations are recog-
nised as an important enabler of the conceptualisation activities within a col-
laborative environment. In fact, the reusability of the conceptualisation results
depends on the employed conceptual relations and the way they are interpreted
by the domain experts. However, conceptual relations relevance is proportional
to the difficulty of its proper elicitation. From the domain expert point-of-view,
the elicitation of conceptual relations is not feasible without the adequate means
to facilitate the identification, selection and application of conceptual relations
in a awareness-driven process (i.e., the domain experts are aware of the context
of use of a conceptual relations). In summary, the contributions of this paper are
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offered by means of CRRM, which provides the necessary support for domain
experts to build reusable conceptual representations specifically in terms of: a)
conceptual relations elicitation; b) a template-based construction of domain con-
ceptual structures; c) assessment of the development conceptual representations.

Despite useful to build and assess conceptual representations, it might be
necessary to add more specific relations to CRRM due to a couple of reasons: i)
the specificities and the level of detail needed to describe a particular technical
domain may require more specific conceptual relations, otherwise the concepts
might remain underspecified; ii) it might be necessary to understand the restric-
tions of the associations between two or more concepts in order to fully axioma-
tize the conceptual representation. Let us consider two terms (A and B). At the
moment, the domain experts can easily add (through CRRM) a “Part-Whole”
conceptual relation between the two terms, but is not possible, in a pragmatic
way, to detail the “Part-Whole” relation in order to define if term A is, for
instance, a “proper part” of term B. Further research is planned to address this
new demanding challenges. [1]
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Abstract. In the recent trend of data-intensive science, data publication
is essential and institutions have to promote it with the researchers. For
the past decade, institutional repositories have been widely established
for publications, and the motivations for deposit are well established. The
situation is quite different for data, as we argue on the basis of a 5-year
experience with research data management at the University of Porto.
We address research data management from a disciplined yet flexible
point of view, focusing on domain-specific metadata models embedded in
intuitive tools, to make it easier for researchers to publish their datasets.
We use preliminary data from a recent experiment in data publishing to
identify motivators and deterrents for data publishing.

1 Introduction

Dataset description and publication raise many concerns. On the one hand, data
are regarded as valuable assets to be explored but not disseminated. On the other
hand, the publication of many datasets is hindered by issues of confidentiality
and business contracts [3]. Based on a 5-year experience with research data man-
agement (RDM) at the University of Porto, working closely with researchers, we
have identified requirements and designed tools to help with the associated tasks.
Just as institutional repositories have been brought about by such powerful tools
as DSpace, EPrints and Fedora, data repositories require tools that simultane-
ously engage researchers and are appealing to data curators. Such tools are being
experimented, but the spectrum of requirements is so vast that no single tool can
yet handle all [2]. We have proposed Dendro, an ontology-based staging platform
for datasets in small research groups, and designed ontologies for the domains
of the research groups that we have worked with [7,5].

The experience with researchers in RDM tasks provides us with a preliminary
view on the motivators and deterrents in data publication. We started from the
assumptions that (1) automated tools are essential in RDM and (2) metadata
has to be fit to the domain of the data. This will allow data and metadata to be
shared and to outlive the platforms where they are stored.

c© Springer International Publishing Switzerland 2015
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2 Data Description and Publication

The main issue in RDM is that the incentives and penalties are either not clear
enough for researchers or not in force yet. Take the example of mandates for data
publication in H2020: the requirements and preferences for projects complying
with data management rules are stated, but researchers are balancing the com-
pliance with official mandates and the need to protect the data resulting from
their projects.

The issues with RDM go along several lines, starting with the difficulties
with the nature of data and their representation and storage. This has to be
handled by researchers as part of any project setup. It is expected that data
representation will evolve in the sense of more standard models and better stor-
age facilities, but these are issues that go deep into the organisations and are
therefore hard to influence.

A second issue, data description, has considerable work in many fronts. Basic
descriptors are being used for datasets, in the tradition of library metadata, but
many initiatives are in place for defining domain-specific metadata models, in
areas such as life sciences, geospatial data, ecology and social sciences. More
generic ontologies are also in use, namely for scientific experiments and project
description.

A third issue, the engagement of researchers, is generally considered a major
challenge. The problem is well known in institutional repositories, but data pub-
lication takes it to a new level. Here, the cooperation of researchers is no longer
a convenience but rather an essential part. Several studies have obtained pre-
liminary results on the influence of research culture on RDM [1]. It is widely
recognised that researchers are essential stakeholders, but also that appropriate
tools have to be provided [6].

A growing trend in RDM is the publication in so-called “data journals” [4].
Data papers resort to the traditional publication metaphors, and may prove
to be important references for well-curated datasets. They will however not
account for data in the long tail of science. For these, repository registries such
as DataBib and re3data are already building access points to the more infor-
mally published data. DataCite, an organisation providing data identification
and cross-referencing with publications, is promoting data citation.

3 Dendro and LabTablet, Ontologies in a Staging
Platform

Tools are instrumental to set up a research data management workflow. To
address researchers on the subject of publishing their data we need to pro-
vide or recommend an environment to store, link, visualize, describe, or identify
datasets.

There is a clear advantage in capturing metadata at the earliest possible
moment after data production. If data can be gathered and described early, not
only more datasets will be preserved, but also their associated metadata will
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be of higher quality. In an environment where there are limited data manage-
ment resources, researchers often have to manage data themselves, and data
management tools play an important role.

Dendro targets the need for a flexible environment for data storage and
description early in the research workflow. It fits in the category of staging
platforms, designed to store data, describe them using domain-specific descrip-
tors and later share them in a repository. Its goal is to make data management
an integral part of the research workflow, reducing the delay from the moment
of data creation to their description. Dendro uses a graph as an internal data
model, where descriptors from existing ontologies or from purpose-built ones are
linked to the produced descriptions, enabling external systems to easily retrieve
metadata records [5]. The graph-based data model has an explicit semantics
and is easy to transform into other representations. This simplicity will in turn
help the generated metadata records survive the decommissioning of any Dendro
instance.

Fig. 1. Project view in Dendro and in the LabTablet application.

A part of the description for a dataset may be collected automatically
with common devices such as smartphones and tablets. It is encouraging for
researchers to see that items such as location and temperature can be automat-
ically filled in. LabTablet is an Android application for tablets and smartphones
that uses the sensors on these generic devices and their API to serve as a compre-
hensive electronic laboratory notebook. Aside from these sources, the application
can also be used as a traditional note taking application. The metadata records
created on the LabTablet are represented using elements from established meta-
data schemas and sent to Dendro. Figure 1 shows the user interface of Dendro
(on the left) an that of LabTablet (on the right), for the same metadata record.
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4 Motivators and Deterrents for RDM

Dendro and the domain-specific ontologies allowed us to observe the researchers
experience when describing datasets. A recent experiment involved 22 researchers
from 11 domains in the task of selecting a dataset and assigning it metadata using
generic (Dublin Core) and domain-specific descriptors.

The experiment involved the use of multiple ontologies and the observation of
researchers using a recommendation system for Dendro. The preliminary results
concern the ease of use of a system with a large number of descriptors. The
controlled conditions of the experiment provided plenty of formal and informal
feedback on aspects such as ease of use, sequence of operations, and interoper-
ability. Based on the contacts with the researchers for an extended period, we
enumerate on Table 1 a set of motivators and deterrents for RDM—at least for
the first part of the workflow, which comprises the deposit and description of
datasets.

Table 1. Motivators and deterrents for research data management

Motivators

Credit for the data collected, created or processed
Increased citation for papers due to associated datasets
Opportunities for new projects via contacts that arise from data publication
Visibility of the institution, the research group and the individual researchers
Reduced data loss within the research group
Compliance with data management plans mandated by funding institutions
Better communication of a senior researcher with the junior researchers collecting
data
Reduction of duplicate description efforts—“describe once, share many times”
Having junior researchers contribute to early data description
Faster research workflows through collaboration and standardised data manage-
ment practices
Improved knowledge of publication modalities (e.g. the possibility of publishing a
metadata record and providing the data upon request)

Deterrents

Concerns over the ownership of the data (some researchers lack enough information
about conditions for data disclosure)
Confusion or lack of awareness about the intellectual property rights issues sur-
rounding data sharing
Loss of control over the data
Additional time and effort required to perform data descriptions, diverting
researchers from their main research activities
Complexity of metadata standards
Complexity of data management platforms
Lack of knowledge of data management practices (e.g. embargoes, metadata
requirements)
Lack of awareness about the dangers of neglecting data
Belief that their data management practices are good enough already

Besides this experiment, a lot of evidence concerning the behaviour of
researchers with respect to their data has been collected. Although we have not
observed a large number of groups, our observations have occurred over a long
period (1 to 4.5 years, depending on the groups) and covered domains ranging
from engineering to the social sciences. Moreover, we had contact with several
researchers from each group, and we could gather feedback on usability of the
tools, for example, because we had different people on each round.
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5 Conclusions

The motivation of researchers is essential in data management. Our work
involved the development of user-friendly applications to help researchers get
their data ready for publication, namely Dendro as a data staging platform and
LabTablet as a data and metadata collector. Our effort in description led to the
development and test of domain-specific ontologies, to be plugged into these or
other applications as metadata models. Ontologies can be preserved along with
the metadata and the datasets to constitute self-explanatory datasets.

The experiments with researchers, while validating the tools, were also an
opportunity to identify a set of factors that influence data publication initiatives.
Our list is still open, and we expect to enrich it as we expand the data deposit
process from an experimental stage to a university-wide endeavour.
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Mobile and Social Computing for
Collaborative Interactions (MSC) 2015



MSC 2015 PC Co-Chairs’ Message

Mobile computing plays a crucial role in many social and collaborative activities as mobile
devices are used more and more by people for working and entertainment in daily life. With this
ever growing and pervasive use of tablets, smart phones and wireless technology, mobile
computing is experiencing a new phase of innovation. The volume of data accessible from
mobile devices is increasing ever more over the years, and new challenges in data management,
situation-awareness, personalization, privacy, and security are emerging.

Social Computing considers relationships between the evolution of ICTs and the consequent
changes in social behaviours. The emerging technologies are stimulated and stimulate social
evolution, considering that they will be used by very heterogeneous people according to their
social, cultural and technological features. Social computing addresses many challenges, such as
increasing social interaction and collaboration, understanding social dynamics of people, socially
constructing and sharing knowledge, helping people to find relevant information more quickly.

The second International Workshop on Mobile and Social Computing for collaborative
interactions (MSC’15) was organized in conjunction with the OTM Federated Conferences to
discuss such research topics. The workshop, held in Rhodes, Greece, 26-30 October 2015,
provides a forum about artificial social systems, mobile computing, social computing,
networking technologies, human-computer interaction, and collaborative environments.

This year, after a rigorous review process, five papers were accepted for inclusion in the
workshop proceedings. Each of these submissions was rigorously peer reviewed by at least three
experts. The papers were judged according to their originality, significance to theory and practice,
readability, and relevance to workshop topics.

The topics of the accepted papers cover a wide range of interesting application areas such as
social networking, collaborative applications and multimodal systems.

Papers on social networking propose a platform for measuring the individual features, such
as authority and susceptibility, by using a semantic-based approach, as well as to discuss the role
of social media in the co-creativity process by analysing the consumers’ involvement in the
different steps of the product development process.

Papers on collaborative applications propose a recommender system that provides person-
alized recommendations by using social collaborations in virtual learning environments to
motivate students in their learning process, as well as an inventory of assistive technologies which
target the disabled end-users, their facilitators and the professionals in the area of rehabilitation.

Finally, the paper on multimodal systems provides a discussion on the evolution from 2005 to
2015 of the approaches defined and used to face the main research questions, such as multimodal
fusion and interpretation and context adaptation.

The success of the MSC’15 workshop would not have been possible without the contribution
of the OTM 2015 organizers, PC members and authors of papers, all of whom we would like to
sincerely thank.

September 2015 Fernando Ferri
Patrizia Grifoni

Arianna D’Ulizia
Maria Chiara Caschera
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Abstract. The entry of smartphones and tablets in the market yields new oppor-
tunities in the domain of Assistive Technology (AT) for persons with disabili-
ties. The search process for mobile AT applications that fulfill specific user 
needs is not an easy task for the end-users, their facilitators as well as the pro-
fessionals in the area of rehabilitation. Even, when they finally find what they 
are looking for, a number of questions are raised relative to the reliability, sta-
bility, compatibility and functionality of the AT applications. These questions 
can be answered safely only by a team of AT experts. In this work we present 
the methodological approach for the design and development of the mATHE-
NA web-based inventory, which aims to make the search and selection of free 
mobile AT applications simple and sound. This methodology is based on the 
consistent and well-documented presentation of the information for each mobile 
AT application, after it is tested in an AT lab. mATHENA offers social interac-
tion services for its diverse target groups. Moreover, we present the advantages 
of mATHENA compared with the functionalities of six other inventories for AT 
applications. Currently, mATHENA includes 420 free mobile AT applications, 
carefully selected among a total of 1,100. 

Keywords: Assistive technology · Accessibility · Mobile-applications · Free of 
charge apps · Smartphones · Tablets · Online inventory · Persons with disabili-
ties 

1 Introduction 

Computer-based Assistive Technology (AT) offers devices, tools, equipment and 
services that can be used to maintain, increase or improve the functional capabilities 
of persons with disabilities and the elderly. The last few decades, there is an increas-
ing strong interest in the domain of AT. This interest comes out from the research 
institutes, the industry, the academia and various professional disciplines, such as 
rehabilitation sciences, computer engineers (mainly developers of human-computer 
interfaces, Web designers and Web content providers), ergonomists, therapists, teach-
ers in inclusive and special education [1]. The main forces that boost this interest 



520 G. Kouroupetroglou et al. 

come from: i) the policy frameworks of the United Nations and the European Union, 
as well as the national legislation for the benefit of the disabled and their societal 
inclusion and participation, and ii) the increasing demographic figures of the aging 
population, given that the number of the disabled rises significantly for those above 
the 65 years old. In recent years, the field of AT has made substantial progress in 
consolidating theoretical approaches, scientific methods and technologies, as well as 
in exploring new application domains [2].  

The recent developments in mobile technology, including the introduction of tab-
lets and smartphones, and especially the mobile applications, yield new opportunities 
in the domain of AT, and had a new impact on the participation of the disabled and 
the elderly in the everyday life [3-6] but also on the behavior of the disabled and el-
derly as consumers [7]. Besides, the mobile AT applications can be used with a much 
broader scope. For example, under the framework of Universal Design for Learning 
(UDL), mobile AT apps have been found to engage all students, including those with 
disabilities, in collaborative learning, reasoning, and problem-solving activities [8-
12]. 

Current statistics [13] show that Android and iOS users have the possibility to 
choose between 3 million mobile apps. Furthermore, the mobile app stores do not 
include a category for AT or a classification by disability. Thus, the search process for 
mobile AT applications that fulfill specific user needs is not an easy task by all the 
target groups: the end-users, their facilitators, as well as the professionals in the area 
of rehabilitation. Moreover, in many cases the users don’t know the right keywords 
for searching in the app stores. Furthermore, the description of an AT app does not 
always include the proper keywords relative to the terminology used by the end users. 
Even when they finally find what they are looking for, a number of questions are 
raised relative to the reliability, stability, compatibility, functionality and usability of 
the AT applications [14-17]. These questions can be answered safely only by a team 
of AT experts following appropriate evaluation methodologies [18]. Also, the descrip-
tion of the AT apps is not consistent as the fields included to describe each app differ, 
as well as the amount of information provided in each field. Consequently, dedicated 
online databases or repositories have been recently developed for the elderly [19], the 
visually impaired [20], the communication impaired [4, 21] and for medical applica-
tions [22].  

In this work we present the design and development of the mATHENA web-based 
inventory, which aims to make the search and selection of free mobile AT applica-
tions simple and sound. First, in section 2 we review the existing inventories of mo-
bile AT apps. In section 3 we describe the methodological approach for the design 
and development of web-based inventories for mobile AT applications. Then in sec-
tion 3 we present the results of the development of mATHENA and a comparison of 
its functionalities with the existing similar repositories.  

2 Existing Inventories for Mobile AT Apps 

Below we present a review of the most important existing inventories dedicated to 
mobile AT applications, along with their main characteristics. 
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Special Needs Apps [23]: currently lists 357 free of charge or commercial applica-
tions for iOS and Android. A description of each application is given. Users have the 
opportunity to download apps directly from the App Store or Google Play. Users can 
search for a specific application using three different ways: a) the general search field, 
using keywords, b) category-based search (Speech & Language, Scheduling, Educa-
tion, Behavior, Life Skills, Social Skills, Games and Communications), and c) 
through sorting the entire app list by choosing: most popular, average rating, newest, 
price range. Furthermore, the inventory includes a rating system, a comments’ field 
for members, screenshots and videos for each mobile AT application.  

BridgingsApps [24] provides an inventory with 1,515 mobile AT apps (free or 
commercial). It includes nine main filters for searching: Keyword search, Skill levels, 
Mobile Devices, Embedded Skills, Independent Traits, Assistive Traits, Assistive/ 
Independent, iTunes Categories, Android Market Categories. Moreover, there are 
more than 100 sub-filters for all the previous nine filters, which users can apply in 
order to fine-tune their search, a facility that is rather complicated for the inexpe-
rienced user. For each application there is a separate webpage with a description from 
AT reviewers, a rating system and a URL for downloading.  

AppleVis [25] inventory includes more than 150 free of charge apps for iOS de-
vices, specially designed for visual impaired people. The inventory provides an al-
phabetical list of applications. After selecting an application, the user is informed with 
a general description of the app and can search for similar apps using the filters or 
using the “More Like This” section. Moreover, there is a keyword search field and a 
field for user comments.  

AppsforAAC [26] is a website that lists alphabetically about 300 commercial or 
free AAC applications in the domain of Augmentative and Alternative Communica-
tion (AAC) for Android and iOS users. There are three different ways to search the 
inventory choosing: device (iPad, iPhone, Android), type of app (Access, Education 
Support, Eye Pointing, Language Development, PECS, Photo Story, Phrase Bank, Set 
Phrases, Symbol Grid System, Text To Speech, Word Prediction) and price range. 
Each application has its own page with a description, a URL for downloading, a URL 
connecting with the developer’s website, screenshots, a rating system and a field for 
user comments.  

AssistIreland [27] provides a list of 70 iOS or Android, commercial or free, mo-
bile applications for persons with disabilities and the elderly. Users can select apps 
according to five main classes of disabilities: Visual Impairment, Hearing Impair-
ment, Alzheimer or Dementia, Autism and other related disorders, Mobility difficul-
ties. Users can choose between sub-categories that classify the applications taking 
into account the purpose of use. Unfortunately, there is no extra page for each appli-
cation, no download URL, no URL of the developer, no rating system and no field for 
user comments.  

LowVisionBerau [28] lists 326 iOS mobile apps for the visual impaired. Search is 
facilitated through 22 application classes: Communication, Education, Entertainment, 
Food and Drink, Games, GPS/Navigation, Greeting Cards, Health, Magnification, 
Music/Radio, News, Pets, Photography, Productivity, Reading, Social Network, 
Sports, Travel, TV/Movies, Utilities, Voice Controlled. A team of experts is responsi-
ble for the selection and testing of each app. A small description, a download URL, 
system requirements and a rating field are included for each application. 
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Table 1 presents the main features of the different inventories discussed in this 
section showing the differences / similarities among them. 

Table 1. Main features of existing inventories for mobile AT applications. a: SpecialNeedApps 
[23], b: BridgingApps [24], c: AppleVis [25], d: AppsforAAC [26], e: AssistIreland [27],  
f: LowVisionBureau [28]  

 

a b c D e f 
Number of apps 357 1,515 150 300 70 326 
iOS YES YES YES YES YES YES 
Android YES YES NO YES YES NO 
Free YES YES YES YES YES YES 
Commercial YES YES NO YES YES YES 
Searching filters 3 9 3 3 5 1 
User rating YES YES NO YES NO YES 
User comments YES NO NO YES NO NO 

Other only AAC 
apps 

 
only for the 

visual  
impaired 

3 Methodology 

As we have described in the Introduction, it is crucial for an inventory of mobile AT 
applications: i) to be developed in a systematic way,  ii) to include apps after a selec-
tion and evaluation process, preferable by experts in the field and c) provide a consis-
tent description of all apps. Following these principles, we propose the following  
six-step methodology for the design and development of functional and reliable  
inventories of mobile AT applications: 

 
a) Search and Locate Mobile AT Apps  
Depending on the inventory scope, the exploration must cover either one or more 
mobile operating systems (iOS, Android, mobile MS-Windows). Moreover, the 
search must not include only the mobile app store(s) of the specific operating sys-
tem(s), but has to include forums, websites, blogs, newsletters, databases, inventories, 
repositories and mailing lists in the domain of AT. 

 
b) Download and Install the Apps  
The identified mobile AT apps have to be installed on representative mobile devices 
(both smartphones and tablets) running one of the latest versions of mobile operating 
systems. The inventory has to include information on the specific models of the  
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mobile devices and the version of the operating system that have been used for instal-
lation and testing. Mobile apps that cannot be installed or are failing to run are  
excluded from the next steps.  

 
d) Test and Evaluate the Installed Mobile AT Apps 
AT experts test and evaluate the installed mobile AT apps, in order to identify wheth-
er the application is in line with the scope and functionality referred by its manufac-
turer.  

 
e) Create a Consistent Documentation for Each App 
It is important to have a consistent description for each selected mobile AT app. The 
description must include the same fields for all apps and approximately the same 
amount of information. Optimally, the experts involved in the previous step must 
create the documentation. We propose the following fields to be included: the official 
app name, the name and URL of the manufacturer/developer, the app logo, the URL 
for downloading from the app store (iTunes App Store, Google Play), the required 
operating system and the minimum version, the latest app version, the disability/ies it 
addresses, a classification according to its application domain or scope, a description  
of its functionality and its main characteristics, the languages it supports, and the spe-
cific models of mobile devices used during the tests along with their version of their 
operating system.  

 
f) Design the Facilities of the Inventory 
It is crucial to select the appropriate search facilities and functionalities of the inven-
tory. We propose the following five search and selection modes: a) by disability, b) 
by the operating system (Android, iOS, MS-Windows), c) by application category, d) 
using keywords, and e) in alphabetical order. A rating system along with a field for 
user comments are also suggested. It is preferable to present all the information for a 
specific app in a single webpage. Moreover, it is essential for the inventory to be ac-
cessible according to the Web Content Accessibility Guidelines (WCAG) 2.0 [29] at 
least for the level AA of conformance [30].  

 
g) Update and Maintain the Inventory 
Checking frequently for new mobile AT applications, as well updating the informa-
tion of an existing app when a new version is released constitute an important part of 
the life cycle of the inventory. 

4 Results 

Following the above methodology, we have designed and developed the mATHENA 
Inventory of free mobile AT applications [31]. mATHENA is based on the approach 
followed in the ATHENA Inventory of Open Source AT software [32-33]. 

We decided to include only free of charge apps in mATHENA. Free Apps, are ap-
plications developed by an organization, company or freelancer developers and are 
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available without any cost to users [34-37]. Many times, the purpose of a free app is 
the demonstration of the company’s quality of app design, in order for the user to buy 
another commercial application from the same company in the future. The Organiza-
tions and freelancer developers who develop such applications don’t have any finan-
cial profit, but just want to offer their services to the society in this way. Some Free 
Apps earn money from the advertisements in the pop-up windows that appear in fre-
quent periods of time as the application runs. Free App Lite edition, is the application 
with less features than the commercial one. The user comes in contact with the inter-
face and the basic function of the app, and he must pay for extra features if he needs 
them. Finally, a Free App Trial edition is the original commercial edition of the appli-
cation but with a limitation in the usage period.  

We explored and examined more than 200 different forums, websites, blogs, new-
sletters, application stores (iTunes App Store, Google Play), including the inventories 
mentioned in Section 2. We collected a total of 1,500 free applications (Table 2). 
Among them, thirty applications failed to download. Moreover, 15 apps failed to run 
smoothly (either because of software crashes, or because of failure of opening their 
interface on the device display). 190 applications, although they are referred as AT 
apps, were excluded after the evaluation as they were classified as non-AT apps. 75 
applications that did not have their menu in English were also rejected. Finally, 420 
mobile AT applications for iOS and Android devices were selected to be included in 
the mATHENA inventory (Table 2).  

All the applications included in mATHENA have been tested by AT experts of the 
Speech and Accessibility Lab, University of Athens. Also, these experts are the  
authors of their documentation in mATHENA.  

mATHENA is accessible according to the Web Content Accessibility Guidelines 
(WCAG) 2.0 [29] for the level AAA of conformance [30]. 

Table 3 presents the main fields of mATHENA, including details for each mobile 
AT application, as well as the inventory features, in comparison with the relative  
information for the six inventories presented in Section 2. 

Table 2. Mobile AT applications located, tested, and selected by applying the proposed 
methodology 

 Number % 

Total mobile AT apps located 1.100 100,0 

Applications not free of charge 380 34,5 

Applications failed to run  35 3,2 

Non-AT apps 190 17,3 

Applications not supporting the English language 75 6,8 

Applications finally selected for mATHENA  420 38,2 
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Table 3. Overview of the information fields given for each product, and the most important 
website features for A: BridgingApps [24], B: SpecialNeedApps [23], C: AssistIreland [27], D: 
AppleVis [25], E: LowVisionBureau [28], F: AppsforAAC [26], G: mATHENA [31] 

 

5 Conclusions 

We presented a methodological approach for the design and development of web-
based inventories for mobile AT applications. This methodology is based on the con-
sistent and well-documented presentation of the information for each mobile AT ap-
plication, after it is tested in an AT lab. This methodology has been applied in the 
case of mATHENA, which targets the disabled end-users, their facilitators, as well as 
the professionals in the area of rehabilitation. Moreover, we presented the advantages 
of mATHENA compared with the functionalities of six other inventories for AT ap-
plications. Currently, mATHENA includes 420 free mobile AT applications, carefully 
selected after testing among a total of 1,100.  

We plan to extend mATHENA by adding more languages, such as German and 
Spanish. Moreover, we plan to include apps related to new innovations in mobile 
technologies, both in hardware (e.g., smartwatch) and software that can benefit the 
disabled and elderly.  
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Abstract. This paper shows how to use social collaborations in virtual learning 
environments to motivate students in their learning process through recommen-
dations of learning objects between peers. A hybrid recommender system is 
proposed and implemented in order to provide personalized recommendations 
for university students. An important contribution of this work is to show how 
to incorporate different recommendation approaches and techniques in order to 
produce useful recommendations in a real life scenario. Preliminary results  
indicate that information about groups of students as well as demographic  
information and previous evaluations of learning objects, processed with a 
combination of recommendation algorithms, show to be useful for the  
generation of personalized recommendations of learning objects. 

Keywords: Learning objects · Hybrid recommender systems · Recommenda-
tion algorithms · Virtual learning environments 

1 Introduction 

Virtual learning environments are web-based tools which help students to improve 
their learning experience. In order to motivate students, different learning approaches 
have been proposed such as blended learning, which combines face-to-face methods 
with computer-mediated activities [1]. 

This work presents how to use social collaborations in virtual learning environments 
to motivate students in their learning process through recommendations of learning 
objects between peers. For that purpose, a hybrid recommender system is proposed and 
implemented in order to provide personalized recommendations for university students. 
An important contribution of this paper is to show how to incorporate different ap-
proaches and techniques in order to produce useful recommendations in a real life sce-
nario. Specifically, the hybrid recommender system is used by university students of a 
technical career enrolled in an object-oriented programming course. In order to approve 
the course, all students must do a series of compulsory group tasks. A virtual learning 
environment called EVA 1  allows students to upload their group tasks as well as  
view and evaluate the recommended learning objects. When the course finishes, all the 

                                                           
1  URL https://eva.fing.edu.uy 
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learning objects are revised according to the evaluations through the course. The learn-
ing objects with acceptable evaluations are kept whereas the ones with unacceptable 
evaluations are candidates for being removed. Thus, a motivation for students is the fact 
that their evaluations of recommended learning objects can improve the resources for a 
particular course which helps their learning process. 

The remaining part of this paper is organized as follows: In Section 2, the proposed 
hybrid recommender system is described. Section 3 presents the states and algorithms 
of the recommender system. Section 4 presents test cases and their preliminary re-
sults. Section 5 describes some conclusions and discusses improvements that could be 
made to the recommender system. 

2 The Proposed Hybrid Recommender System 

A hybrid recommender system combines two or more recommendation techniques in 
order to perform better than using any individual technique [2]. To combine the rec-
ommendation techniques, a hybridization method should be used [2]. As mentioned in 
the previous section, the proposed hybrid recommender system is used by university 
students enrolled in a programming course who must do a series of compulsory group 
tasks. The groups define the relationships between students. For simplicity, only one 
type of relationship between students is considered, that is the membership in a par-
ticular group of students. This information of the students and their relationships can 
be modeled as an undirected graph, where the vertices are the students and the edges 
are the relationships between them. For each student, an identifier, the identifier of the 
student group, his/her age, the courses that he/she is currently enrolled in, and the last 
access to the virtual environment platform are known. 

A course calendar defines different periods and the learning objects suitable for 
them. A learning object can be suitable for one or more periods. Before the course 
starts, the correspondence between the periods and the learning objects is defined. For 
each learning object, an identifier, its type and its language are known. The learning 
objects available in the EVA are basically resources or activities. The students have 
the possibility to evaluate different quality attributes of the learning objects. Specifi-
cally, the quality attributes considered are: intelligible, which means the learning ob-
ject is clear and easy to understand; complete, which means the learning object in-
cludes enough information to be understandable; and agile to understand, which 
means the learning object presents an agile explanation. For each evaluation, the iden-
tifier of the student who evaluates the learning object, the identifier of the learning 
object, the date of evaluation, and the ratings of the quality attributes are known. The 
average rating for each learning object is a calculated value based on the evaluations 
of the quality attributes. Weights, which are values between 0 and 1, set the impor-
tance for each quality attribute. 

Regarding data privacy, a notice is published in the EVA expressing that the evalu-
ations given by volunteer students will be processed automatically in a recommender 
system in order to improve the learning objects in the virtual learning environment for 
future editions of the course. It also expresses that no personal data will be published 
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and that the given data is only used by the system for recommending learning objects 
in the context of this academic research. 

3 States and Algorithms of the Hybrid Recommender System 

The proposed hybrid recommender system uses a set of recommendation algorithms 
based on two different approaches: crowdsourcing, which uses the wisdom of the 
crowds [3]; and friendsourcing, which collects accurate information available only to 
a small, socially-connected group of people [4]. 

Let current user be the student who will receive the personalized recommendations. 
Considering the fact that the groups define the relationships between the students, four 
different states are defined: S1, in which there are no evaluations of learning objects in 
all the system; S2, in which there are no evaluations of learning objects made by any 
student of the same group as the current user but with evaluations made by students of 
other groups; S3, in which there are evaluations of learning objects made by any student 
of the group of the current user but with no evaluations made by students of other 
groups, and S4, in which there are evaluations of learning objects made by any student 
of all groups. For each state, a recommender algorithm is defined. 

In S1, there are no evaluations of learning objects in all the system. Therefore, 
some recommendation mechanism is needed despite this problem known as the cold-
start problem. Given the current date, the system recommends the most important 
learning objects which are suitable according to a predefined course calendar. Besides 
that, a criterion is used for giving importance to each learning object like the impor-
tance of the learning object in the web or teacher criterion based on knowledge and/or 
teaching experience. Taking into account that information, a recommendation algo-
rithm called RA1 is proposed. Let c be the course calendar, let s be the set of available 
learning objects, and let i be the importance for each learning object. These parame-
ters are the inputs of algorithm. First of all, RA1 gets the current date. With this date 
and the course calendar, the identifiers of the learning objects which are suitable for 
the selected period are obtained. Then, RA1 orders them according to the importance 
criterion specified by the input. Finally, the recommended learning objects are re-
turned. RA1 is defined as shown in the following pseudocode: 

RA1(CourseCalendar c, Set(LearningObject) s, Importance 
i): Set(LearningObject){ 
 Date d = getCurrentDate(); 
 Set(LearningObject) cLO, result; 
 cLO = getCurrentLO(c, s, d); 
 result = orderByImportance(cLO, i); 
 return result; 
} 

In S2, there are no evaluations of learning objects made by any student of the same 
group as the current user but with evaluations made by students of other groups. 
Therefore, the wisdom of the students of other groups contained in their evaluations 
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of learning objects should be considered by using a collaborative filtering technique 
[3]. In traditional collaborative filtering, problems are broadcast to an unknown group 
of people in order to solve them [5]. In line with this approach, a crowdsourcing rec-
ommendation algorithm called RA2 is proposed. Let c be the course calendar, let s be 
the set of available learning objects, let u be the current user, let av be the acceptance 
value for a learning object which indicates the minimum average ranking to be rec-
ommended by the algorithm, let w be the weights of the quality attributes, let e be the 
evaluations of learning objects, and let i be the importance for each learning object. 
These parameters are the inputs of the algorithm. Let k be a predefined variable used 
for limiting the maximum size of the best ranked learning objects for a particular 
group, and let n be a predefined variable used for limiting the maximum size of the set 
of recommended learning objects. First, RA2 gets the current date. Considering this 
date and the course calendar, the set of learning objects which is suitable for the se-
lected period is obtained. Then, RA2 considers that set and the evaluations made by 
students of all groups except the group g of the current user u and obtains a map 
called m of the k best ranked learning objects and their average ratings, according to 
the acceptance value av and the weights of the quality attributes w. Then, RA2 filters 
the map m removing the learning objects which the current user u previously eva-
luated. If the filtered map m is empty, RA2 obtains the n most important current learn-
ing objects according to the importance criterion specified by the input, else RA2 
obtains the n best learning objects considering the average ranking in the map m and 
returns them. RA2 is defined as shown in the following pseudocode: 

RA2(CourseCalendar c, Set(LearningObject) s, User u, 
float av, WeightsQA w, Evaluations e, Importance i): 
Set(LearningObject){ 
 Date d = getCurrentDate(); 
 Set(LearningObject) cLO, result; 
 cLO = getCurrentLO(c, s, d); 
 Map(LearningObject, float avg_ranking) m; 
 int g = myGroupID(u); 
 m = getKBestRankedLO(g, cLO, av, w, e); 
 m = filter(u, e, m); 
 if(isEmpty(m)) 
  result = getNByImportance(cLO, i); 
 else 
  result = getNBestLO(m); 
 return result; 
} 

In S3, there are evaluations of learning objects made by any student of the group of 
the current user but with no evaluations made by students of other groups. In this 
situation, the wisdom of the students who are close to the current user is considered. 
In previous research, a friendsourcing recommendation algorithm was defined [6]. 
This algorithm takes into account the similarity in the friendship relations, the similar-
ity in the evaluations of items, and the similarity in the activity of rating items. The 
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importance of each component of similarity is given by pondered values or weights. 
Therefore, an adaptation of the friendsourcing recommendation algorithm called RA3 
is proposed. Instead of considering the similarity in the friendship relations, we con-
sider the similarity with the members of the group, taking into account the courses 
that the current user is enrolled in, the level of knowledge and demographic characte-
ristics like age, gender and the distance from his/her house to the university. To de-
termine the level of knowledge of a particular student, a multiple-choice questionnaire 
can be done in the virtual learning environment. Also, a short survey can be done to 
obtain demographic information of the students. Another difference to the original 
friendsourcing algorithm is the set of quality attributes considered. In this adaptation 
we only take into account the quality attributes previously described at the beginning 
of this section. Let c be the course calendar, let s be the set of available learning ob-
jects, let u be the current user, let av be the acceptance value for a learning object 
which indicates the minimum average ranking to be recommended by the algorithm, 
let w be the weights of the quality attributes, let e be the evaluations of learning ob-
jects, let i be the importance for each learning object, let  be the weight defined for 
the similarity of the current user u with the members of his/her group, let  be the 
weight defined for the similarity of evaluations of learning objects, and let  be the 
weight defined for the similarity in the activity of rating learning objects. These pa-
rameters are the inputs of the algorithm. First of all, RA3 obtains the current date. 
After that, the set of learning objects which are suitable for the selected period, ac-
cording to the current date and the course calendar, is obtained. Finally, RA3 returns 
the recommender learning objects according to the adapted friendsourcing algorithm. 
RA3 is defined as shown in the following pseudocode: 

RA3(CourseCalendar c, Set(LearningObject) s, User u, 
float av, WeightsQA w, Evaluations e, Importance i): 
Set(LearningObject){ 
 Date d = getCurrentDate(); 
 Set(LearningObject) cLO, result; 
 cLO = getCurrentLO(c, s, d); 
 result = friendSourcing(cLO, u, av, w, e, i, , , ); 
 return result; 
} 

In S4, there are evaluations of learning objects made by any student of all groups. 
Since there is wisdom of the crowds as well as wisdom of a small group of students 
we consider both by a combination of crowdsourcing and friendsourcing approaches 
and techniques, in order to improve the performance of the results given by the hybrid 
recommender system [2]. Therefore, a hybrid recommendation algorithm called RA4 
is proposed. Let c be the course calendar, let s be the set of available learning objects, 
let u be the current user, let av be the acceptance value for a learning object which 
indicates the minimum average ranking to be recommended by the algorithm, let w be 
the weights of the quality attributes, and let e be the evaluations of learning objects. 
These parameters are the inputs of the algorithm. First, RA4 obtains a set of recom-
mended learning objects using the RA2 algorithm based on a crowdsourcing approach 
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using collaborative filtering. Then, RA4 obtains another set of recommended learning 
objects using the RA3 algorithm based on a friendsourcing approach. Finally, RA4 
returns a combination of the previous sets of recommended learning objects. RA4 is 
defined as shown in the following pseudocode: 

RA4(CourseCalendar c, Set(LearningObject) s, User u, 
float av, WeightsQA w, Evaluations e, Importance i): 
Set(LearningObject){ 
 Set(LearningObject) s1, s2, result; 
 s1 = RA2(c, s, u, av, w, e, i); 
 s2 = RA3(c, s, u, av, w, e, i); 
 result = combine(s1, s2); 
 return result; 
} 

In order to combine the proposed recommendation algorithms, a switching hybrid- 
dization method is used [2]. The recommender system switches between recommen-
dation algorithms depending on the current state. The decision of the current state is 
given by a state machine. To produce personalized recommendations for a current 
user, the system executes the recommendation algorithm of the current state. Figure 1 
shows a state diagram of the proposed state machine. The initial state is S1, in which 
the cold start problem occurs, since there are no evaluations of learning objects in all 
the system. To mitigate this problem, RA1 algorithm is executed until there are evalu-
ations in the system. In S2, S3, and S4 the hybrid recommender system executes a 
suitable recommendation algorithm: RA2, RA3, and RA4 respectively. 

 
Fig. 1.  
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4 Test Cases and Preliminary Results 

This section describes the test cases generated in order to test the efficiency of the 
hybrid recommender system. To create the proposed recommender system, a Java 
Project is developed which implements all the specified recommendation algorithms 
as well as its hybridization method. In order to test the hybrid recommender system in 
a real life scenario, the recommender system produces personalized recommendations 
of learning objects for students of the Computer Technologist career, which is a uni-
versity career available in Montevideo, Uruguay. The students have the possibility to 
evaluate the recommended learning objects by ranking its quality attributes on a scale 
of 1 to 5; ‘1’ means ‘poor’, whereas ‘5’ means ‘excellent’. The average ranking for a 
learning object is calculated as the weighted sum of the ranking of its quality 
attributes. The weights of the quality attributes have the same value, that is 1/3, and 
the acceptance value is 3. A total of 108 evaluations of recommended learning objects 
were made by students of the course. To evaluate the efficiency of the hybrid recom-
mender system, two measures commonly used in the information retrieval are taken 
into account, which are precision and recall [7]. 

The first test case aims to test the recommender system in the initial state S1, which 
implies there are no evaluations of learning objects in all the system. In this state, the 
cold start problem occurs. Therefore, the expected precision and recall are at least 0.5, 
since the RA1 recommendation algorithm aims to mitigate the cold start problem. The 
results depicted in Table 1, shows that the values of precision and recall are greater than 
the expected ones. This indicates that the teacher criterion used in the RA1 recommen-
dation algorithm is suitable for recommending learning objects in an initial state. 

Table 1. Results of testing the hybrid recommender system in the S1 state 

 Mean 
Precision 0.747 
Recall 0.676 

 
The second test case aims to test the recommender system in the other states of the 

system: S2, S3, and S4. In these states there are evaluations of learning objects made 
by students. Therefore, the recommender system has more information to produce 
accurate recommendations. Then, an improvement in precision is expected. The re-
sults depicted in Table 2, shows that precision is better than the precision calculated in 
the previous test case, indicating that the recommendation algorithms in these states 
are more accurate than the recommendation algorithm in the initial state. 

Table 2. Results of testing the hybrid recommender system in the S2, S3, and S4 states 

 Mean 
Precision 0.848 
Recall 0.554 
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Preliminary results indicate that information about groups of students as well as 
demographic information and previous evaluations of learning objects, processed with 
a combination of recommendation algorithms, show to be useful for the generation of 
personalized recommendations of learning objects. 

5 Conclusions and Future Work 

A hybrid recommender system is proposed and implemented in order to provide per-
sonalized recommendations for university students. An important contribution of this 
work is to show how to incorporate different recommendation approaches like crowd-
sourcing and friendsourcing, and recommendation techniques like collaborative filter-
ing and demographic techniques, in order to produce useful recommendations of 
learning objects in a real life scenario. Regarding the results of the test cases, we may 
conclude that the information about groups of students as well as demographic infor-
mation and previous evaluations, show to be useful for producing personalized  
recommendations of learning objects. Another conclusion is that a virtual learning 
environment like the EVA is a useful tool for students and also contains important 
information that can be used for recommending learning objects. 

Extensions of the recommender system can be made. For instance, the recom-
mender system can interact with learning object repositories when producing recom-
mendations. Other future work includes generating larger test cases through the time 
to further analyze the performance of the hybrid recommender system. Another inter-
esting line of future work is that the recommender system considers more than one 
course for recommending learning objects. 
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Abstract. Social networks (SNs) offer the opportunity to define a new
generation of services focused on users’ needs and based on the SN topol-
ogy and the temporal evolution of available information about their mem-
bers. In this context we propose a platform for measuring some individ-
ual features of members, i.e. authority and susceptibility. The platform
leverages on a semantics-based approach to represent members’ interests
and on a diffusion theory to model propagation of interests. Finally we
present a case study concerning the American Physical Society (APS).

Keywords: Analytics for social networks · Semantic analysis · APS

1 Introduction

A social network (SN) consists of a community of “members” linked together
with some kind of relationships (e.g., friendship, coauthorship). Depending on its
context, it implicitly encompasses knowledge on personal activities, preferences
and desires of members and their temporal evolution.

Making such a knowledge explicit requires multi-disciplinary competences
from knowledge representation to natural language processing (NLP), to data
analysis to social science to complexity science. Exploiting it could lead to a
new generation of services tailored on personal needs of people by leveraging on
available knowledge of all the members of the social network.

In this context we propose a software platform with three objectives. First
it aims at gathering social network members data and organize them according
to a predefined knowledge structure. Then it aims at estimating some individual
features, i.e. people susceptibility to their neighbours and trends and people
authority, by leveraging on an interest diffusion model. This means that we
propose a method to measure the tendency of members to be influenced by their
connections and their capability to influence others. Finally it aims at assessing
the validity of the above mentioned diffusion model.

Our hypothesis is that the interests diffusion phenomenon results from the
combined action of several factors: people connections, general trends, pre-
existing interests and both the attitudes of people to be influenced by and to
c© Springer International Publishing Switzerland 2015
I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 536–545, 2015.
DOI: 10.1007/978-3-319-26138-6 58
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influence others. Furthermore, we assume that the temporal evolution of inter-
ests depends on the topics, since people can be susceptible to some specific
information more than to others.

We tested the platform against the APS (American Physical Society) dataset
(http://www.aps.org/) which provides a list of scientific papers in journals of
physics. The analysis of APS publications is a representative application of our
general framework as the dataset provides a rich amount of public available
information on people belonging to a social network for a long time period.

The rest of the paper is organized as follows. Section 2 presents the related
work in the field. How we organize social networks knowledge is described in
Section 3. Section 4 briefly presents the interest propagation theory at the basis
of the platform. Section 5 describes the software architecture together with the
case study concerning the physics research community. Finally Section 6 provides
conclusions.

2 Related Work

Social influence [6] is currently treated by different disciplines.
In [12], the authors propose a data mining approach to study the chain prop-

agation of events (e.g. threads) and to identify leading influential members. Most
of the efforts in the data mining community have been devoted to define pro-
gressive models. In such models, once a member becomes active (i.e. interested
in a topic), it remains active. The most important propagation models are the
Independent Cascade Model (ICM) [8], where diffusion events along every arc in
the social network are mutually independent, and the Linear Threshold Model
(LTM) [8], where members adapt their behaviour upon exposition to multiple
independent sources.

Complexity Science includes the study of complex networks [2]. In particular,
epidemics [11] studies the spread of viral processes in networks.

Merging the topological and semantic analysis of social networks represents a
new research field which is providing promising results [10]. Along this line, our
work uses a semantic conceptual representation of a Domain of Interest (DoI)
in the social network context.

Finally, a social science approach is presented in [1] where an experiment
on Facebook allows to estimate influential and susceptible members of social
networks with respect to some social features, such as age and sex.

3 Social Networks Knowledge

In this Section we present how knowledge concerning social networks is organized
in the proposed platform.

We refer to a DoI characterized by a set of products. It is worth mentioning
that the term product here is employed in its broad sense, referring not only
to goods, but also to cultural events and scientific products such as articles,
books, etc. Conceptual images of products can be expressed in terms of a finite
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number of concepts belonging to a semantic network representing the DoI. Given
the semantics structure, we further assume that there exists a set of elementary
concepts, that we name topics, such that each product (or its abstraction) can be
associated with a subset of topics. The identification of this set of basic topics
plays a fundamental role and is a critical issue for the ontology engineering
discipline [4]; the latter involves both automatic procedures (such as natural
language processing) and human validation.

Then a social network platform can support the activities of a real social
network which is composed by social network members connected together. SN
members have interest in topics. Such interests vary with time (e.g., year) and
can be estimated by means of a measure (i.e. degree of interest) which is inferred
by expressions of interest of SN members as tweets, posts or published papers.
Expressions of interest are events (e.g., publishing a post or a paper) demon-
strating a positive attention by a member to a product. Trends depend on time,
e.g., they can be determined every year by analyzing all the interests in topics
of SN members.

The individual features characterize SN members with respect to the specific
domain of interest. The susceptibility is the state of being easily affected, influ-
enced, or harmed by something. Susceptibility to neighbours measures individual
susceptibility from friends whereas susceptibility to trends measures suscepti-
bility from the environment. Authority is the power to influence or command
thought, opinion, or behavior.

Then we introduce a semantic social network consisting of a social network
(SN), a semantic network [13], and a weighted interest graph connecting them.

A Weighted Interest Graph represents an abstraction of a community of peo-
ple together with their interests with weight (i.e. degree of interest) assigned
to the interests of people on topics. Such links may be viewed as either the
probability to be interested or the degree of interest in a topic.

Semantic social networks are dynamic entities: they are born, grow, shrink
and, finally, die (close). Appearance of new nodes may describe both inclusion
of new members or emergence of novel topics. Similarly, disappearances of nodes
may represent the cease of participation of people to the community or the
obsolescence of topics. Moreover interests of members on topics may change
their intensity during the time.

4 Interests Propagation

Here we briefly present the model of interest propagation [3] to describe the evo-
lution of the interests in a semantic social network. It accounts for the structure
of the social network and its temporal evolution without predicting it. It aims
at estimating the probability for a person hi to be interested in a topic ck at a
given time.
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The evolution equations [3], resulting from the above assumptions, can be
approximated for short time increments:

Lhi
(ck, t + Δt) = [1 − xi(ck) − xis(ck)] · Lhi

(ck, t) +
1

|Nhi
| ·

∑
hj∈Nhi

xij(ck)·

Lhj
(ck, t) + xis(ck) · Ls(ck, t)

(1)

The three terms at the right hand side model three different features: the personal
tendency of a person to keep interest in a topic ck, the influence of the neigh-
bours, and that of the environment. In particular, Lhi

(ck, t + Δt) represents the
probability of person hi to be interested in the topic ck at time t+Δt. Lhi

(ck, t)
represents the probability of person hi to be interested in the topic ck at time
t. Ls(ck, t) is the probability for the environment to provide some information
on topic ck at time t. xi(ck) and xij(ck) are parameters (to be experimentally
determined) characterizing the different individuals. We assume that, when all
neighbours share the same interests (i.e. their profiles), the interest profile should
not experience any variation, therefore:

xi(ck) =
1

|Nhi
|

∑
hj∈Nhi

xij(ck) (2)

and similarly, when the single member profile equals the trends source, no influ-
ence is expected.

xij(ck) is a positive number representing neighbours’ susceptibility, i.e. the
attitude of a member hi to be influenced by each of her or his neighbours hj

with respect to the topic ck. The xi(ck) parameter measures the susceptibility
of a member hi to her or his neighbours’ total solicitation with respect to the
topic ck. It is given by the average of xij over all j’s (as in eq. 2). Finally, xis(ck)
represents the attitude of a member to be influenced by the general trends (i.e.
trends susceptibility). Individual authority ai is measured as following:

ai
def
=

∑
hj∈Nhi

xji(ck) (3)

A complete description of the propagation model is available in [3].

5 Software Architecture

This Section presents the software architecture of the platform, devoted to man-
age knowledge concerning semantic social networks, together with a running
example in the field of physics.

In particular, for the APS case study, we identified the members of the social
network with the authors connected by the co-author relationships (representing
the edges). Concerning the expressions of interest, we considered the publication
of new scientific products (i.e. papers). In order to perform the analysis, we
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acquired the information about the topics defining the scope of the domain
and the evolution dynamics of both the social relationships and the interests of
the authors. The above information could be extracted from different sources,
however the APS dataset provides both the information.

Results presented in this work refer to the dataset provided by the American
Physical Society including paper up through 2013. The observation period has
been limited to years from 1955 to 2005. In this temporal range, the number of
considered papers is 357553.

The platform has the following three objectives. First it aims at gathering
temporal knowledge about the domain of interest and social networks members,
including their interests on topics. Then it aims at estimating individual features.
Finally it aims at assessing the propagation theory.

The deployment and use of the platform is based on two phases, and the con-
nected operations. The first phase concerns gathering and organizing knowledge
whereas the last phase concerns assessment of the theory and estimation of the
individual features.

5.1 Logical Software Architecture: Loading Phase

The logical software architecture is presented in Figure 1. During the loading
phase, implicit knowledge is extracted from the social network data repository
to make it explicit: the set of topics, the (dynamic) semantic social network at
different time stamps and the trends are extracted and collected in the social net-
work knowledge repository. The corresponding software modules are presented
in the following.

Fig. 1. Logical software architecture
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Social Network Manager. The Social Network Manager extracts the social
network by year as a directed graph SoN = (H,F ), where the set H of nodes {hi}
represents the members of the social community H = {h1, h2, ..., h|H|} and the
set F of links fi,k represents relationships between members as ordered pairs F =
{f1,1, f1,2, ..., f|F |}. For each year, the nodes are given by the authors that have
written papers before that year and the edges are given by the co-authorships.
According to this assumption, the social network evolves incrementally in time.

To identify SN members we considered the authors of the papers of the
dataset. According to [15], we distinguish between an author and a person (i.e.
referred as member in the following). The former is used to represent the available
information on names (i.e. first name, surname, full name) and affiliation(s)
obtained from the single entries of the APS dataset. The latter represents a real
author entity, gathers information from one or more authors and it is collected
in a proper set. The implemented protocol consists in checking for each author if
it is compatible with the members already in the set. In case it is compatible, the
corresponding information will enrich that of the compatible member, otherwise
a new member will be created and added to the list. To fasten the process, the
members considered for comparison are those with the same surname of the
query author.

Disambiguation of authors is considered a relevant topic in social networks
data analysis as demonstrated by [15], [5] and [14]. With respect to the existing
protocols, we considered the case where a member uses both the first name and
the hypocorism in signing papers. A hypocorism is a shorter or a diminutive
form of a word or given name.

The implemented protocol is the following:

1. Checking first name. If the first name of the candidate author is the same
of that of the already included person, the candidate author is compatible.
Otherwise the next step of the protocol is applied.

2. Checking hypocorism. If the hypocorisms1 of the first names of an author
are compatible with the first name of a person, the author is compatible.
Otherwise the next step of the protocol is applied.

3. Checking first name initials. If the first name initials are the same, the fol-
lowing two further checks are performed.

4. Checking full names compatibility. Please note that, even if the first name
initials are the same, they still can be not compatible (e.g., H. Eugene is
compatible with H. E. but it is not compatible with H. Edward). In case this
check gives a positive response, a further step is performed.

5. Checking affiliations (e.g., the affiliation “Ohio University” is compatible
with “Ohio University, USA” but it is not compatible with “ENEA, Italy”).

If the checks pass, the author is compatible with the person. It should be
noted that to check, for instance, that two affiliations or two first names are
compatible, we computed the Levenshtein distance [9] between two strings.
1 The list of hypocorisms was obtained from the following wikipedia page: http://en.

wikipedia.org/wiki/Hypocorism

http://en.wikipedia.org/wiki/Hypocorism
http://en.wikipedia.org/wiki/Hypocorism
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In our application the distance of the affiliations should be below the 40% and
one character in case of first names.

The members of the social network identified with the above protocol are
257391. However, in order to study the evolution of authors’ interests it is nec-
essary to observe some change in their semantic profile during time; therefore
only members that have published papers in, at least, two different years can be
analysed. We named those members “treatable”. Only 133058 members out of
257391 are treatable in the considered time period.

NLP Module. The NLP Module extracts topics from the data repository. It
implements the following workflow.

1. Replacing HTML tags with characters (e.g., “&#203;” with ”Ë”).
2. Removing titles containing words (e.g., editor in chief, poster) indicating

that the titles do not refer to scientific papers.
3. Removing not-English titles, by means of the language-detection techniques

available with Apache Lucene (https://lucene.apache.org/core) java library.
4. Tokenizing titles, to split titles in tokens by managing punctuation and func-

tion words (e.g., is, can, then).
5. Stemming, to reduce words to their lexemes. A lexeme is a unit of lexical

meaning that exists regardless of the number of inflectional endings it may
have or the number of words it may contain [7].

6. Computing frequencies of lexemes and multi-words lexemes.
7. Identifying minimum annotation set of topics corresponding to the single

and multi word lexemes which permit to index all the papers of the APS
dataset by means of at least one (single or multi word) lexeme.

We considered the whole APS dataset for this analysis and we identified
30967 topics.

Semantic Indexing Module. The Semantic Indexing Module allows to add
a semantic profile to authors, to estimate the degree of interest in APS topics
and, hence, to identify weighted interest graphs.

Within the observation period, we indexed papers and in turn we assigned a
semantic profile to each member by means of the relative frequencies of “expres-
sions of interest” (publications):

ξhi
(ck, t) =

νhi
(ck, t)∑

ck
νhi

(ck, t)
, (4)

where νhi
(ck, t) represents how many papers, written before the considered year

t, are indexed by the topic ck. This function, by definition, spans the [0, 1] range;
the unitary value represents a total interest in the subject while a null value
means no interest at all. These semantic profiles represent our estimates of the
probabilities Lhi

(ck, t) evolving according to eq. (1); that is, one can estimate the
likelihood of an author hi to publish on a topic ck through its share of interest
(Lhi

(ck, t) ∼ ξhi
(ck, t)).
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Trends Analysis Module. The popularity of a topic ξs was estimated by its
relative frequency over all published papers:

ξs(ck, t) =
ν(ck, t)∑
ck

ν(ck, t)
(5)

where ν(ck, t) is the frequency of the topic ck at time t. It can be regarded as
the likelihood of a random person to be interested in the concept ck at time t.

5.2 Logical Software Architecture: Execution Phase

During the execution phase, the platform validates the interest propagation the-
ory (see eq. 1) and estimates individual features by means of the Theory Val-
idation Module and the Individual Features Estimation Module.

To these purposes, we formulated three different hypotheses on susceptibility
(xij) with increasing level of complexity that we tested against the APS dataset.
The idea is to fit the free parameters (xij) by the maximum likelihood outcomes.

For the sake of simplicity (and to prevent possible overfitting), we assumed
that xi, xij , and xis do not depend on the specific topic ck. This means that
a member influences her neighbours with the same intensity regardless of the
subject.

In general, to estimate the susceptibility parameters, we constructed the
mean square differences χ2 between the predicted L′s and the observed ones:

χ2 =
∑

t,hi,ck

[Lhi
(ck, t + Δt) − Lhi

(ck, t) − δξhi
(ck.t)]2; (6)

where the symbol δ indicates the variation of a quantity from one year to the
next (δξ(ck, t) = ξ(ck, t + Δt) − ξ(ck, t)).

One performs the optimization using the χ2 as an object function, that is
minimizing the deviation of prediction from observed values.

Since the L’s represent likelihoods, they must be confined to the [0, 1] range.
This implies that also the xij and xis belong to the same interval. Therefore
the feasible solutions of the optimization process must respect these constraints:
xis ≥ 0, xij ≥ 0, and

∑
j xij + xis ≤ 1.

The optimum values of the parameters are achieved analytically if the point
at which the gradient of the χ2 vanishes corresponds to a feasible solution
( ∂

∂θ χ2 = 0). On the other side, when the analytical solution is unfeasible, we
attribute to the parameters the closest value at boundary.

The first hypothesis (HP1) states that all members have the same suscepti-
bility to trends (xis = xs0) and are not influenced by neighbours (xij = 0). The
second hypothesis (HP2) states that all people have the same susceptibility to
trends (xis = x̄s) and to the neighbours (xij = x̄). The third hypothesis (HP3)
states that people have both individual susceptibility to trends (xis) and neigh-
bours (xi,j = xi). Finally we introduced the HP3α hypothesis where negative
values of xi and xis are considered null.
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Table 1. A Summary overview of the different hypotheses.

Hypothesis Free Parameters Estimated values χ2/dof

HP1
xij = 0

xis = xs0

xij = 0
xis = xs0 = 0.086

3.26 ∗ 10−7

HP2
xij = x̄
xis = x̄s

xij = x̄ = 0.059
xis = x̄s = 0.051

3.23 ∗ 10−7

HP3
xij = xi

xis

x̄=0.155
x̄s = 0.045

2.80 ∗ 10−7

HP3α
xij = xi ≥ 0

xis ≥ 0
x̄=0.156

x̄s = 0.067
2.96 ∗ 10−7

Table 1 presents a summary of the testing hypotheses and the main results.
Table 1 shows that the fitness of the hypothesis improves with the complexity

of the model behind the interest propagation theory. In fact, taking into account
the degrees of freedom (dof) and the value of the χ2/dof function (representing
a good index for the method), HP3 fits the dataset better than HP2 and HP1.

The hierarchical ranking of hypotheses supports the validity of the eq. 1.
According to the HP3α hypothesis, the average susceptibility due to neigh-

bours is 15.6%, whereas the contribution due to trends is 6.7% for a total average
susceptibility of 22.3%. This means that about 77.7% of the subjects of papers
are along the line of the previous works while some 22.3% do exhibit new top-
ics due to the influence of collaborators and trends. The distribution profile of
neighbours susceptibilities is presented in the Figure 2(a). This shows a very
pronounced peak at null susceptibility (probably due to the quality of semantic
analysis), while being smooth for other values. Similar considerations apply to
trends susceptibilities.

The authority coefficients span the [0, 352.27] range and are shown in
Figure 2(b). Their mean value is ā = 6.27 and, as can be seen, there is a very
long queue of few authors at high values.
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Fig. 2. (a) Histogram of neighbours’ susceptibilities: feasible solutions and solutions
as fit (in the inset). (b) Histogram of the authority coefficients.
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6 Conclusions

In this paper we presented a software platform allowing to estimate some individ-
ual features characterizing social networks members. In particular the platform
focuses on the susceptibility and the authority that quantify the tendency to
influence and to be influenced by ”friends” and the environment. The platform
leverages on an interest propagation theory, on natural language processing tech-
niques and on the semantic analysis of a domain of interest.

The platform was tested against the APS dataset. However, in principle, the
model can be applied to big data from popular social networks such as Facebook
and Twitter.
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Abstract. Multimodal systems use integrated multiple interaction modalities 
(e.g. speech, sketch, handwriting, etc.) enabling users to benefit of a communi-
cation more similar to the human-human communication. To develop multi-
modal systems, several research questions have been addressed in the literature 
from the early 80s till the present day, such as multimodal fusion, recognition, 
dialogue interpretation and disambiguation, fission, context adaptation, etc. 
This paper investigates studies developed in the last decade, by analyzing the 
evolution of the approaches applied to face the main research questions related 
to multimodal fusion, interpretation, and context adaptation. As result, the paper 
provides a discussion on the reasons that led to shift attention from one metho-
dology to another. 

Keywords: Multimodal systems · Multimodal fusion · Interpretation · Context 
adaptation 

1 Introduction 

Multimodal systems represent a challenging issue for IT, since the use of integrated 
multiple interaction modalities (e.g. speech, sketch, handwriting, etc.) can provide 
value-added services by enabling users to benefit of approaches more and more simi-
lar with approaches used in human-human communication. Indeed, in multimodal 
interaction systems, different modalities are combined according to temporal and 
semantic constrains and according to different types of cooperation (e.g. complemen-
tarity, redundancy, etc.) [1,2]. In the literature, several multimodal systems have been 
developed from the early 80s till now [3,4,5,6,7,8,9,10]. The development of a multi-
modal system implies the resolution of several research issues, such as multimodal 
fusion, interpretation, disambiguation of interpretation, fission [11], adaptivity [12], 
etc.  

This paper investigates multimodal systems developed in the last decade (from 
2005 to 2015) by analyzing the evolution of the methodologies applied to face three 
of the main research issues that are multimodal fusion, interpretation, and context 
adaptation. For lack of space we have restricted the attention on these three research 
issues because they are faced during the input communication flow (from the user to 
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the machine), as described also in the W3C multimodal interaction framework [13]. 
The output communication flow (from the machine to the user) will be addressed in a 
future work. To identify relevant works on multimodal systems we have utilized 
Google Scholar as reference database and we have gathered from it the literature lim-
iting the search to the following works: published from 2005 to 2015, written in Eng-
lish, and containing at least one of the following keywords: multimodal system, mul-
timodal interaction system, adaptive multimodal system, multimodal fusion, dialogue 
interpretation. Afterwards, we have selected the papers that provide a discussion on 
the following research questions: 

 How to develop a synergistic fusion that combines, synchronizes and inte-
grates input modalities? 

 How to model and manage interpretation of the dialogue between users and 
multimodal interaction systems? 

 How to utilize context information to adapt multimodal interaction? 

The remainder of the paper is structured as follows. The first research question on 
fusion strategies is presented in Section 2. Section 3 answers the second research 
question on multimodal dialogue interpretation. Section 4 addresses the third research 
question on how multimodal systems utilize context information to adapt various 
aspects of multimodal interaction. Section 5 discusses some future perspectives 
emerged from the analysis and concludes the paper. 

2 Multimodal Fusion 

Several integration (or fusion) approaches have been developed in the literature, as sur-
veyed in several papers [14,15]. A generally accepted classification of the fusion strate-
gies considers the level at which the fusion takes place: fusion at the recognition level, 
fusion at the decision level, and hybrid multi-level fusion. These levels correspond to the 
main architectural levels of a multimodal system, as described in [14]. 

The fusion at the recognition level (named also early fusion or recognition/feature-
based fusion) consists in merging the outcomes of each recognizer (i.e. the component 
devoted to recognize each specific unimodal input) by using integration mechanisms, 
such as, for example, statistical integration techniques, agent theory, hidden Markov 
models, artificial neural networks, etc. This kind of fusion has not been applied by any 
of the surveyed multimodal systems developed from 2005 to 2015 due to the necessity 
of a large amount of data for the training, and the high computational costs compared to 
the other two strategies. It was applied by several systems developed before 2005. 

The fusion at the decision level (named also late fusion or decision/conceptual-
based fusion) means merging the semantic information that is extracted from the spe-
cific decision managers (i.e. the components devoted to provide the most probable 
interpretation of the input). In fact, in this kind of fusion the outcomes of each recog-
nizer are separately interpreted by the decision managers and the extracted semantic 
meanings are integrated by using specific dialogue-driven fusion procedures to yield 
the complete interpretation. Late fusion is mostly suitable for modalities that differ 
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both in their nature and in the time scale. This implies that a tight synchrony among 
the various communicative modalities is essential to deliver the correct information at 
the right time. The main advantages of this kind of fusion rely on the use of standard 
and well-tested recognizers and interpreters for each modality, as well as the greater 
simplicity of the fusion algorithms. Decision-based fusion methods are further classi-
fied by Dumas et al. [16] according to the algorithmic solution adopted to fuse the 
input in: (i) frame-based fusion, a kind of fusion that uses data structures called 
frames or features for meaning representation of data coming from various sources or 
modalities; (ii) unification-based fusion, a fusion that is based on recursively merging 
attribute-value structures to obtain a logical whole meaning representation; (iii) sym-
bolic/statistical fusion, a fusion that integrates unification-based approaches with 
statistical processing techniques. The surveyed multimodal systems (developed from 
2005 to 2015) employ the following kinds of structures to fuse multimodal input at 
the decision level: finite state automata [17], semantic frames [18], dialogue moves 
[19], feature value structure (DTAC) [20], behavioural matrix [7], multimodal ge-
neric dialogue node [21], XML Typed [22], communication acts [23], fusion agents 
[24], and interaction register [25]. 

In the hybrid multi-level fusion the integration of input signals is distributed among 
the recognition and decision levels. In particular, the interdependence among modali-
ties, which allows predicting subsequent symbols knowing previous symbols in the 
input data flow, is exploited to improve accuracy of the interpretation process. This 
implies that a joint multimodal language model, which relies on the symbols acquired 
during the acquisition phase and is governed by their semantic meanings extracted 
during the decision phase, is the basis of the hybrid multi-level fusion strategy. The 
following fusion methodologies have been applied in the surveyed literature: multi-
modal grammars [26,27,28,29,30], scored hypothesis graphs [31], and transferable 
belief model [32]. 
 

 
Fig. 1. Temporal evolution of fusion approaches 
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As depicted in Figure 1, from 2005 decision-based fusion results the most applied 
strategy due to its ability to extract meaning from loosely coupled modalities [10]. 
Specifically, decision-based fusion methods evolved from early approaches relying on 
a frame-based fusion, such as semantic frames [18], feature value structure (DTAC) 
[20], communication acts [23], dialogue moves [19], and multimodal generic dialogue 
node [21], to more recent methods relying on a unification-based fusion, such as fu-
sion agents [24], to conclude with symbolic/statistical fusion, such as interaction reg-
ister [25] and hidden Markov models (HMMs) [10]). This evolution toward sym-
bolic/statistical approaches is justified by their ability to obtain more robust and reli-
able results [10]. Analogously, hybrid multi-level fusion is evolved from graph-based 
methods [31] to grammatical approaches [26,27,28,29,30] and approaches based on 
evidential reasoning [32]. 

3 Interpretation 

The interpretation is an important process for correctly interacting with multimodal 
systems, consisting in capturing the meaning of the user’s input. The interpretation 
process is strictly connected to different features, such as available interaction modali-
ties, conversation focus, and context of interaction. Moreover, a correct interpretation 
can be reached by the system considering semantic, temporal and contextual con-
straints simultaneously. The literature provides different methods to interpret multi-
modal input and an overview of those approaches has been provided in [33]. As dis-
cussed in [33], the design of methods to interpret multimodal input implies the com-
bination of more than two modes (spoken, gestural, facial expression, gaze, etc.) that 
can provide uncertain inputs and corrupted by noise. Note that some approaches 
sometimes aimed to consider the interpretation problem by dividing it in sub-
problems, such as ambiguity identification and resolution. Examples of resolution 
methods are mediation techniques [34] and probabilistic approaches [35]. A discus-
sion on the main features of approaches to dialogue management has been addressed 
in [16], where these approaches have been divided into: finite-states and frame based 
approaches; information state-based and probabilistic approaches; plan-based ap-
proaches; and collaborative agent-based approaches. 

In finite-states and frame based approaches, dialogue is represented by states tran-
sition networks where the nodes represent the system actions and the transitions are 
all the possible paths through the network. Frame-based approaches are more flexible 
than finite-states based approaches because the dialogue flow is more efficient and 
natural [36]. In [37] an example of a frame-based approach is presented and it uses 
interaction hierarchies.  

In information state-based and probabilistic approaches, dialogue is modelled by 
information states (informational components, a set of dialogue moves, a set of update 
rules and an update strategy) that can be combined with probabilistic techniques such 
as Markov Decision Process and Bayesian Networks. Specifically, in the early sur-
veyed period the following interpretation strategies have been applied: conversation 
discourse states [6], Partially Observable Markov Decision Processes [38,39], 
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weighted finite-state automata with multimodal grammar [17], finite-state-based in-
terpreter combined with an edit-based transducer [40]. Recently, a rule-based ap-
proach combined with Hidden Markov Models has been applied [41]. Moreover, in 
[42], the dialogue has been modelled using a hierarchical dialogue model. 

Plan-based approaches model dialogue considering both that people communicate 
to achieve goals and that dialogue can change mental states in the listeners. An exam-
ple of these approaches is provided in [43] where a greedy algorithm is used. More 
recently, probabilistic approaches [44], dialogue grammars [45], and ontology-based 
dialogue models [17] have been applied. 

In collaborative agent-based approaches, dialogue is viewed as a collaborative 
process between intelligent agents. In the surveyed period, agent-based approaches 
have been mainly developed, such as BDI(belief–desire–intention) agents [46], agents 
tracking dialogue states and supporting dialogue [47], route construction agents [48], 
agents for verbal and non-verbal communication [49], and  3D Embodied Conversa-
tional Agents (ECA) [50]. Afterwards, behavioural control models [51,52] have been 
proposed to facilitate the conversational dynamics of embodied agents. Recently, an 
agent-based approach has been integrated with a service robot speech interface [53]. 
 

 
Fig. 2. Temporal evolution of approaches for dialogue interpretation 

As depicted in Figure 2, from 2005 to 2015 the dialogue interpretation approaches 
have evolved from less flexible approaches, which model the system actions and the 
transitions (finite-state and frame-based), toward probabilistic approaches that model 
dialogue flow in a more efficient, natural and adaptive way. More recently, ap-
proaches able to capture people communicative goals and interaction behaviours (e.g. 
information state-based and probabilistic and plan-based) have emerged. Collabora-
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tive agent-based approaches are the most applied in the surveyed period (2005-2015). 
Specifically, collaborative agent-based approaches evolve from early approaches 
aiming to coordinate user-system interaction and to enable coherent user-system dia-
logue, to approaches able to support specific tasks and domain-specific customization 
and to simulate multimodal verbal and nonverbal behaviours. 

4 Context Adaptation 

Adaptive multimodal systems utilize context information to adapt various aspects of 
multimodal interaction. The context information can be used to adapt the language 
model in order to improve dialogue recognition accuracy and enhance the quality of 
semantic parsers [54,55,10,6,30,56]. Another use of context information is the adap-
tion of the user interface [57,7,9,8]. Honold et al. [58] have categorized the kind of 
context information used in human computer interaction in eight models that are: appli-
cation, task, environment, user, dialogue, information, presentation, and component 
models. In this review, we focus only on the models used in fusion and dialogue man-
agement that are: environment, user, dialogue, information, and presentation. In the 
remainder of this section, for each of these five models we describe the techniques used 
to adapt the interaction to the context. 

Environment model-based approaches use the contextual information of the envi-
ronment model to adapt the multimodal interaction. Environment model contains 
information that is not directly related to the user, but rather to the surrounding of the 
user sensed through a device/sensor. Important environment information include: 
location, time, and environmental conditions, such as temperature and lighting [58]. 
As depicted in Figure 3, the first surveyed environment model-based approaches rely 
on semantic models and adaptation rules [6,7]. Later, in 2011-2012 machine learning 
techniques have been mainly applied, such as case-based reasoning [9], HMMs [10], 
and heuristics algorithms [8]. More recently, adaptation rules and semantic models 
have been applied again in [3] to define the application’s appearance (presentation) 
and behaviour dependent from different context. 

Presentation model-based approaches use the contextual information of the pres-
entation model to adapt the multimodal interaction. The presentation model holds 
information on the current presentation of the system, i.e. information about what is 
presented where and how. It is updated as soon as the fission module finished on de-
ciding which information is to be presented in what kind of way [58]. As depicted in 
Figure 3, this kind of adaptation approach relies mainly on semantic models and adap-
tation rules [6,7,3].  

User model-based approaches concern the dynamic knowledge of the user (such as 
user’s preferences, user’s current actions and working domain) and it influences the 
dialogue steps to be accomplished [58]. In the early surveyed period, dialogue sys-
tems tailored interaction by using semantic models [6] and multi-attribute decision 
theory [59]. Almost in the same period, for adaptive issues, automated clustering [60] 
and behavioural matrix [7] have been used. Later, in 2011, rule-based approaches 
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[61], automatic learning [44], and heuristics algorithms [8] have been used. Recently, 
semantic models and adaptation rules have been applied in [3]. 

Dialogue model-based approaches use the contextual information of the dialogue 
model to adapt the multimodal interaction. The dialogue model contains information 
on how adapting dialogue steps to the user model. In fact, it includes information 
about the tasks a user has to accomplish in cooperation with the system [58]. As for 
user model discussion, in the early surveyed period, systems tailored dialogue by 
using semantic models [6] and rule-based approaches [62]. Later, statistical ap-
proaches have been used [63] in order to achieve a more practical, effective, and theo-
retically well-founded approach to adaptivity, as well as semi-automatic rule-based 
methods [64]. A further approach recently used to model interaction dialogue is on-
tology, as proposed in [65]. 

Information model-based approaches use information on how representing com-
municable contents [58]. That information on how a user represents concepts in dif-
ferent contexts support a correct interpretation of the user’s input avoiding incorrect 
and ambiguous interpretation. Issues concerning errors and ambiguities have been 
widely discussed both for modal interaction (e.g. sketch modality [66,67,68,69]) and 
for multimodal interaction [70,34,71,72]. Information model-based approaches are 
mainly based on rule-based techniques [73,74,54]. 
 

 
Fig. 3. Temporal evolution of adaptation approaches 

From 2005 to 2015, the adaptation approaches for the different models (i.e. envi-
ronment, presentation, user, dialogue and information) follow a similar trend, as Fig-
ure 3 shows. In fact, they evolved from approaches based on behavioural matrix, 
communication acts and semantic models to probabilistic approaches able to adapt 
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dialogue flow in a more efficient and natural way and later to rule-based approaches, 
alone or combined with semantic models. 

5 Conclusions and Future Research Directions 

In this paper we have given an overview of three main research issues addressed in 
the multimodal interaction field: multimodal fusion, dialogue interpretation, and con-
text adaptation. We have analysed how multimodal systems developed in the last 
decade have faced these research issues highlighting the evolution of the proposed 
approaches and the reasons that led to this evolution.  

From the analysis of the evolution of methodologies applied to respond to the main 
research questions on multimodal fusion, dialogue management, and context adaptivity, 
two main directions of future research are emerged. First, the Web and the cloud can 
open up new perspectives in the research field of multimodality since they can provide 
the framework for structuring the complexity of multimodal human machine interaction, 
as well as all processes connected with multimodal fusion, dialogue interpretation, and 
context adaptivity, in a cloud perspective [75,76]. The Web can offer adequate computa-
tional resources to manage the complexity implied by the use of the five senses involved 
in human machine interaction and communication [77]. Analogously, cloud computing 
and Service Oriented Architectures (SOAs) - with their concepts of service, flexibility, 
scalability, adaptivity, evolvability, distribution, modularity, interoperability and com-
putational power – allow managing multimodal interaction in a distributed, flexible, 
modular, interoperable and scalable manner. Second, multimodal corpora are emerging 
as a crucial tool for fine-tuning and improving information fusion and dialogue interpre-
tation [78,79]. However, their development has traditionally been very time-consuming 
and expensive. Using the Web for collaboratively and incrementally creating multimo-
dal corpora is another research direction that we envision in the next years. 
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Abstract. Social media are computer-mediated communication tools frequently 
used for co-creating value because they promote communication, interaction 
and collaboration among all actors. This paper provides a description of the co-
creativity process by Social Media within the product development process ana-
lysing the consumers’ involvement in the different steps (product design and 
production, product improvement before market introduction; product sale and 
product innovation). 
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1 Introduction 

Social Media are defined in [1] as ‘‘groups of Internet-based applications that build on 
the ideological and technological foundations of Web 2.0 and that allow the creation 
and exchange of user-generated content”. In the last years, with the wide use of mobile 
devices, Social Media are becoming more and more a pervasive phenomenon affecting 
the common people’s daily life, changing the way they communicate, the social [2] and 
professional relationships [3], learning [4, 5] as well the way to  co-create new products 
[6]. In fact, Social Media, in particular blog, micro-blogging, review sites, forum and 
Social Networks represent relevant data sources for the implementation of the co-
creativity process that, according to Payne [7] indicates “an interactive process involv-
ing at least two willing resource integrating actors who are engaged in specific form(s) 
of mutually beneficial collaboration, resulting in value creation for those actors”. The 
authors define the co-creativity process consisting of: “(i) active involvement between at 
least two actors; (ii) integration of resources that create mutually beneficial value; (iii) 
willingness to interact and (iv) a spectrum of potential form of collaboration”. Based on 
these features, in the co-creativity process all members are equally important. Through 
interaction, each member gets an opportunity to influence the value creating process. 
During this direct interaction (in the Social Media environment), the value creating 
process is merging into one integrated dialogical process where all members are operat-
ing inside each other’s processes/spheres and have the chance to be active, coordinate 
actions, learn and directly influence each other [8]. Social Media improved the  
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opportunities of creating patterns of self organizing behavior that is a crucial issue for 
addressing participatory and knowledge sharing approaches of communities, devoted to 
stimulate co-creativity [9]. An ecosystem aggregating tools for co-creativity has been 
customised in the Sha.p.e.s. project (http://www.shapes-project.eu/) [10]. This is a 
common online toolbox of proven tools for supporting and promoting the Mediterra-
nean creative excellence. On knowledge sharing and co-creativity process are also based 
the Knowing platform (http://www.knowing-project.eu/index.php?lang=en), funded by 
the STC programme MED that enhances the cooperation of key institutional and eco-
nomic actors and promotes the “knowledge economy” by launching a transnational 
dialogue on policies, tools and strategies for co-creativity and innovation [9]. 

This important aspect of Social Media has important advantages in different do-
mains. In the business domain, the concept of co-creativity involving the customer’s 
knowledge and judgment to generate value is considered to be an upcoming trend for 
many companies. An increasing number of organizations is engaging customers in their 
product design and production activities via Social Media in order to evaluate and im-
prove the efficiency of their strategies that are crucial for any company, as they explain 
how that company will earn revenue [11,12,13]. More specifically, they involve the set 
of activities, institutions and processes for communicating, creating, delivering and 
exchanging products/services with value both for companies and consumers [14]. Social 
Media allow companies performing better products/services development efforts as they 
can take into account consumers’ needs [15].  

Starting from these considerations this paper provides a description of the  
co-creativity process by Social Media within the product development process analys-
ing the consumers’ engagement in the different steps (product design and production, 
product improvement before market introduction; product sale and product innovation). 
Moreover the paper models the co-creativity process within the product development. 

Co-creation is a very relevant approach for companies because ideas generate through 
this process will be closely mirror of consumer needs [16]. The paper is structured as fol-
low. Section 2 provides a discussion on existing platforms for co-creativity in business 
domain. In Section 3 a description of co-creativity within the company’s strategies is pro-
vided. In Section 4 a model of co-creativity process within the product development 
process is proposed and discussed. Section 5 concludes the paper. 

2 Background 

The co-creativity process allows identifying ideas and/or solutions that are perceived 
as novel, unique, useful and relevant for the design, development and innovation of a 
product. There is a body of theoretical knowledge that concerns the creative process 
in general [17, 18, 19, 20]. According to [21] the issue of co-creativity has been to the 
object of a very extensive psychological research, recently summarized with respect 
to the issue of group versus individual creativity, e.g., in [22, 23]. In these studies it is 
generally agreed that co-creativity is a multidimensional issue and its measurement 
requires expert assessments of many measures or criteria. Co-creativity can be  
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defined as an action of collective creativity involving two or more people. According 
to [24] “an idea or product that deserves the label ‘creative’ arises from the synergy of 
many sources and not only from the mind of a single person”. It is a different concept 
from collaboration, because its aim is to create something that is not known before. 
For companies, the co-creation process consists in developing ideas of new products 
or services with the active collaboration of customers. "Customers are no longer  
passive; they are informed and share information on products, services and their inte-
ractions with the company. Consequently, companies can no longer merely launch 
products on the market. On the contrary, they must work on their interactions with 
customers (customer experience) and involve customers in the design of this  
experience by making co-creation platforms available to them" [25]. 

Many platforms and tools have been developed mainly in business domain with the 
aim to provide co-creativity and knowledge sharing among consumers and compa-
nies. As an example the InnoCentive@Work (http://www.innocentive.com) is colla-
borative platform that allows companies engaging diverse innovation communities 
such as partners, employees, consumers etc. generating new ideas and solving prob-
lems. This platform enables companies to harness the power of crowds and give eve-
ryone a voice – consumers, employees, suppliers and partners mainly in the new 
products design and production. In the “InnoCentive Ideation Challenge” area a glob-
al brainstorm for producing a breakthrough idea is carried out. This could include 
ideas for a new product design, a new commercial application for a current product, 
creative solutions to technical problems or even a viral business idea for recruiting 
new consumers. The main advantages for companies in using this platform is that it 
allows them easily engaging and promoting collaboration with the right consumers 
and networks with less costs and risks than ever before.  

Also SpigitEngage (http://www.mindjet.com/spigitengage) is a collaborative plat-
form that allows companies performing the crowd participation and engagement for 
sustaining their business strategies.  The aim of the platform is to promote innovation 
by involving the crowd. One of the more unusual features of Spigit Engage is the 
“Idea Market” that provides consumers a way to contribute new ideas for product 
innovation. Ideas can be evolved, teams can be built around them, and consumers can 
review and assess them. Each idea goes through a series of stages, where it is required 
to meet minimum requirements for the product innovation step.  

Addressed to creative talents are the Edge Amsterdam and the Zooppa platforms. 
The Edge Amsterdam (http://www.edge-amsterdam.com/about-us) is a creative elite 
sourcing agency from Amsterdam created by companies for working with young crea-
tive talents for delivering fresh, new and unbiased concepts, designs and ideas. The 
platform through the “open call” section allows companies involving the crowd for 
generate creative ideas for both new products design and production and product in-
novation. This allows increasing the quality of the creative output and optimizing the 
product development process.  

The Zooppa platform (https://zooppa.com/en-us) is a global Social network for crea-
tive talents. It is the world's largest source of user-generated contents. Zooppa allows 
companies involving consumers for new products design and production and product 
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innovation. Community members are invited to create content in various formats pro-
ducing viral videos and/or writing scripts/concepts for potential campaigns.  

Table 1. Existing platforms in business domain 

Platform Product development process Crowd 
involvement 

 
InnoCentive@Work 

- products design and 
production 

In the “InnoCentive Ideation Chal-
lenge” area a global brainstorm for 
producing a breakthrough idea is 
carried out. This could include ideas 
for a new product line, a new commer-
cial application for a current product, 
creative solutions to technical prob-
lems or even a viral marketing idea for 
recruiting new customers 

SpigitEngage - products innovation 
In the “Idea Market” area consumers 
can contribute to the product innova-
tion by providing new ideas. 

Edge Amsterdam 
- products design and 

production 
- product innovation 

Through the “open call” companies 
can involve the crowd for generate 
creative ideas for both new products 
design and production and product 
innovation. This allows increasing the 
quality of the creative output and 
optimizing the product development 
process. 

Zooppa  
- products design and 

production 
- product innovation 

Community members are invited to 
create content in various formats 
producing viral videos and/or writing 
scripts/concepts for potential cam-
paigns. 

DiCoDEv 
- products design and 

production 
- product innovation 

It provides real-time collaboration and 
facilitates synchronous and asynchron-
ous communication of multiple users 
at different sites on the same project 
for the validation of a manufacturing 
product, from the early stages of the 
conceptual design until the latest 
stages of the production innovation.   

 
A platform for problem solving is IdeaConnection (http://www.ideaconnection. 

com) that gives companies access to a worldwide network of experts; this allows 
companies solving technical problems, breaking development hurdles and finding 
technologies faster and more efficiently than their competitors. In [26] developed the 
DiCoDEv (Distributed Collaborative Design Evaluation) web-based platform for 
collaborative process and product design evaluation among distributed design expert 
groups or individuals, through a shared virtual environment. It provides real-time 
collaboration and facilitates synchronous and asynchronous communication of mul-
tiple users at different sites on the same project for the validation of a manufacturing 
product, from the early stages of the conceptual design until the latest stages of the 
production chain. 

Table 1 synthesizes the platforms description according to their involvement in the 
product development process and the crowd involvement. 
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3 Co-creativity Within the Company’s Strategies  

The co-creativity process describes how customers can be involved as active actors in 
the design and development of products, services, and experiences [27]. Social Media 
enable the creation of more original ideas, allowing for more efficient selection of the 
best ideas and solutions, and, in some cases, permit these ideas to be implemented 
more easily”. 

The brand Converse, involved customers in creating their own videos advertise-
ments for the product. Social Media include different form of co-creation, social 
communities became ‘‘ambassadors’’, ‘‘buzz agents’’, ‘‘smart mobs’’, and ‘‘partici-
pants’’ transforming the product experience. The integration of Social Media within 
the company’s strategies has revolutionized relationships between companies and 
among companies and consumers. In [1] the authors define Social Media as ‘‘groups 
of Internet-based applications that build on the ideological and technological founda-
tions of Web 2.0 and that allow the creation and exchange of user-generated content”. 
This concept is successfully applied in the online travel community. In fact, back-
packers, globetrotters, and other adventurers from all over the world join together at 
different online platforms to exchange information, experiences, and co-create new 
knowledge in building new travels. Consumers (travelers) are using these tools also to 
promote a sustainable tourism of their countries co-creating new and unique contents 
on uncontaminated places, not commercials and far from mass-tourism contributing to 
the improvement strategies of tourism companies [28]. Tourists and companies co-
create value that can be of an economic nature, but can also be social (networking), 
emotional, cultural, educational, organisational or societal [29]. This process is facili-
tated by visualization systems for travel social network. In [30] the authors developed 
a multidimensional approach to visualize data and information about travel social 
network and their dynamics considering location, time and classes of interests. 

This system is useful both consumers and Tour Operator for studying the trends of 
tourist market and offering innovative and targeted tourist services. In [31] the author 
explored internal and external uses of social media in a global corporation. Internally 
they were used for communication and knowledge transfer and to conduct internal 
idea crowdsourcing. Externally, they were used for communications related to the 
brand, to communicate with customers and to engage external stakeholders in creating 
a new idea via a crowdsourcing platform. In [32] the authors investigated contribution 
behavior to firm hosted commercial SNs, in which consumers interact to solve each 
other's service problems. Customers acquire a new role as they collaborate with com-
panies producing a new shared knowledge. In this context, the concept of Digital 
business eco-system (DBE) is assuming a great relevance and it allows evolving tradi-
tional business models. In [33] the Digital business eco-system (DBE) is defined as 
“an economic community supported by a foundation of interacting organizations and 
individuals - the organisms of the business world. This economic community produc-
es goods and services of value to customers, who are themselves members of the eco-
system. The member organizations also include suppliers, lead producers, competi-
tors, and other stakeholders. According to [34], DBEs represent the business model  
of the digital economy for two different reasons: i) the members contribute to the 
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creation of the economic value of the company; ii) social environment and transac-
tions are linked such that the social environment contributes to the value creation. The 
business potential of DBEs is mainly given in terms of added value they provide, 
resulting from new combinations of information, products and services and innovative 
integrations of resources, roles and relationships among business experts. 

In [10] the authors provided a Web platform that combines, in an ecosystemic ap-
proach, online social media and services for the creation and management of distri-
buted knowledge, and the creation of intelligent services for communities of creative 
enterprises. This platform allows knowledge creation, acquisition, storage and re-
finement in a dynamic way with the collective contribution of all members (crowd) in 
an ecosystemic approach.  

Within the company’s strategies the co-creation process is clearly expressed in the 
“crowd-sourcing” concept. Crowd-sourcing is defined in [35] as “an effort to leverage 
the expertise of a global pool of individuals and organisations, often across disciplines 
and sectors, generally enabled by the web, to as quickly and cost-effectively as possi-
ble develop and implement creative solutions to business innovation challenges”.  
According to [36] crowd-sourcing is deeply changing the perspective of the compa-
ny’s strategies. It allows performing a revolution in knowledge management because 
they give power to a distributed network of consumers, which is able to produce 
knowledge that could not be produced by a restricted number of consumers within the 
network. By using the crowd’s power, it is possible to grow services, tools and know-
ledge as well as to rapidly boost innovation by considering at wider number of ideas 
instead of someone. The crowd-sourcing paradigm stimulates the ‘‘co-creation process 
with consumer’s stems from an active, creative and social collaboration between  
producers (retailers) and consumers (users) facilitated by the company’’ [37]. It is cha-
racterised by the direct involvement of people (consumers) in the product/service devel-
opment. Many successful companies from Starbucks to LG, IBM, Mountain Dew to 
BMW show the potential of this business model that will continue to have a huge 
growth in the coming years. The brand Nike provided customer’s online tools to de-
sign their own sneakers, other examples are Threadless (t-shirts) and customisable 
M&Ms. Social media is transforming the way we think of crowd-sourcing and will 
continue to do so as the benefits of using Social Media to crowd-source become more 
well-known.  

Some strategies for crowd-sourcing have produced the development of the crowd-
funding, where a group of people (in Social Networks) join and collect money to sup-
port particular initiatives/projects. Many social initiatives and projects are financed 
from money collections. According to [38] “charity help and money donations be-
come an important and growing part of world economy ….. in era of globalization 
and expanding social networks it is a natural consequence that basking for money is 
moving from streets to virtual space where it  is easier and cheaper to reach crowds of 
volunteers and build a community willing to donate”. 
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4 Co-creativity Within the Product Development Process 

The product development process includes  different steps: product design and pro-
duction, product improvement before market introduction; product sale and product 
innovation. These steps can imply different levels of co-creation then to different 
levels of customers and expert’s involvement.  

The first step includes the product design and production, in which tests, experi-
ments, research activities, prototyping etc are carried out. In this step the company 
can involve customers or make a selective involvement of experts and lead users that 
have specific participation criteria [39].  

Several companies like Google, Coca-Cola, MTV, Tata Group, Heineken, Audi, 
BMW realized that their users can offer new ideas, technologies, solutions and de-
signs to businesses. An example of the consumer’s involvement in the product design 
and production step is provided by Audi. This company involved consumers in its 
innovation and new product development process. It encouraged customers to visit its 
website and offer opinions or suggest new designs and ideas.  

The collaboration among lead users can be enhanced by Social Media through in-
formational gains and easier feedback from others. They in fact, can find information 
to solve an innovation problem. Moreover, prototypes can be shown through You-
Tube videos improving the trial and error process during the build phase. Social me-
dia can be useful also to enterprises to find lead users with specific characteristics that 
otherwise required a lot of time. [40]. 

 

 
Fig. 1. Model of co-creativity process within the product development  

The second step includes the product improvement before market introduction. In 
this step there is a complete customer’s involvement in the co-creation process. Co-
creation by knowledge and competences of early adopters create improvements in 
product functionalities [39]. Customers can communicate new ideas to the company 
through social media, blog, social networks, platforms and co-creation allows them to 
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take an active and central role as participants in the product development. For compa-
nies social media are vital tools in the product life cycle, they use social media for 
new ideas and to test these ideas on an ideal audience. This could be consumers (the 
crowd of people), early adopters (kindred spirits), fellow specialists (experts) or other 
companies in another field (coalition of parties). According to the different audience, 
different kind of social media are chosen. 

In the third step the product is accepted by the early majority of consumers so the 
sales grow. Social Media allow companies following their perceptions about and feel-
ings toward the brand in real time in order to create interesting contents that can in-
crease number of views and subsequently convert them in product sale. The ability to 
generate positive word-of-mouth (the passing of information from person to person) is 
another important element to increase sales [41]. During this phase there is a complete 
involvement of consumers in the continuous product improvements usually through 
online communities and crowd-sourcing. 

When the sales growth and reach their highest point (maturity level), new competi-
tion appears and innovation pace decreases. In this phase very important is the analy-
sis of competitors. In particular the company must analyse how they can cope with 
competitors on considering: 

 How often do competitors improve or replace their products/services? 
 What is their market share? 
 How do they promote their products/services? 
 How widely do they advertise their products/services? 
 What is their reputation among consumers? 

The analysis of the competitors is very important because allows the company ex-
tracting important element for the products innovation (fourth step) that help the 
crowd to perceive the product as different than products provided by competitors with 
respect to image, price and so on. In this phase it is important for companies to focus 
again their research activities on radical innovations, because all the possible incre-
mental improvements on the product are already made. To do this a selective or com-
plete involvement of consumers is carried out, to prevent complete disappearance of 
co-creation and product decline. 

5 Conclusion 

This paper provided a description of the co-creativity process by Social Media within 
the product development process analysing the consumers’ involvement in the differ-
ent steps (product design and production, product improvement before market intro-
duction; product sale and product innovation). Co-creation process in the business 
domain allows involving people in the creation of meaning and value in the design 
and development of personalized products, services. Different companies like Con-
verse, Nike, M&Ms etc. used this approach to improve their products; but in the last 
years this approach thanks to the social media use, is assuming a great relevance also 
in the tourism field, where tourists co-create new knowledge on new places increasing 
the company’s strategies.  
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Co-creativity process is applied in the different phases of the product development 
process (product design and production, product improvement before market intro-
duction; product sale and product innovation). These steps are connected to different 
levels of co-creation then to different levels of customers and expert’s involvement 
for the development of the product innovation. 

Despite the advantages of co-creativity some limitations and future perspectives 
have also been analysed. According to [42] limitations are related to:  

- difficulties to monitor the quality of consumers suggestion;  
- challenges in maintaining a relationship with crowd-sourced consumers 

throughout the duration of the company’s strategies; 
- vulnerability to faulty results caused by malevolent efforts given for example 

by a competitor; 
- growing dependency on customers; 
- cost to coordinate the co-creativity process; 
- potential risk that customers can access to confidential information and pro-

prietary skills. 

For future research will be important to consider other types of crowd-sourcing within 
the company’s strategies such as “crowd-funding” and “crowd-sourcing routine tasks” 
that are also increasingly used by companies in their strategies. Crowd-funding refers 
to “tapping into the crowd for raising capital for new project or businesses. This type 
of crowd-sourcing brings a new perspective in the world of investment” [43]. Crowd-
sourcing routine tasks refer to “letting the crowd do simple tasks”. This type of 
crowd-sourcing has a lot of potential since it is cheap for the company and it can de-
liver within a short timeframe” [44]. 

Therefore, future studies should propose measures that assess co-creativity based 
on intra-team social relations. These measures should adapt notions of social capital, 
measures of diversity, or measures of intra-team connectivity or intra-team conflict.  
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Abstract. The problem of supporting similarity analysis of XML data
is a major problem in the data fusion research area. Several approaches
have been proposed in literature, but lack of flexibility represents a hard
challenge to be faced-off, especially in modern Cloud Computing envi-
ronments. Inspired by this motivation, we propose SemSynX, a novel tech-
nique for supporting similarity analysis of XML data via semantic and
syntactic heterogeneity/homogeneity detection. SemSynX retrieves several
similarity scores over input XML documents, thus enabling flexible man-
agement and “customization” of similarity tools over XML data. In par-
ticular, the proposed technique is highly customizable, and it permits
the specification of thresholds for the requested degree of similarity for
paths and values as well as for the degree of relevance for path and value
matching. Also, selection of paths and semantics-based comparison of
label content are supported. It thus makes possible to “adjust” the sim-
ilarity analysis depending on the nature of the input XML documents.

1 Introduction

Semantic and syntactic heterogeneity can be found in data sources and detect-
ing them is the major goal of the data-fusion research initiative. In this respect,
schema matching and duplicate detection are two well-studied mechanisms. In
addition to this, data-conflict detection and data repairing/cleaning strategies
have been proposed in the data-fusion research area in order to deal with seman-
tic heterogeneity, while syntactic heterogeneity has been typically addressed by
schema matching approaches. Data heterogeneity has also been investigated via
using Ontologies, whose main functionality is that of supporting semantics-based
description of data sources. In this research area, approximate data instance
matching aims at providing a measure of data similarity, which is later exploited
to identify multiple instances of real-word (data) objects based on suitable dis-
tance functions. XML data clustering is also tightly connected to the data-
instance matching problem, and the general goal here consists in classifying
target XML documents in groups of similar content. Applications of XML sim-
ilarity also include data warehousing version control and change management.

In order to be able of integrating data from multiple sources, a typical strat-
egy consists in, first, identifying (data) objects to be integrated (usually, by
c© Springer International Publishing Switzerland 2015
I. Ciuciu et al. (Eds.): OTM 2015 Workshops, LNCS 9416, pp. 573–576, 2015.
DOI: 10.1007/978-3-319-26138-6 61
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means of unique keys), and, secondly, mixing attributes in the integrated data
repository. Nevertheless, attributes of a certain object can have different names,
even representing the same concept, or they can have the same names, even repre-
senting so-called conflicting values. In the first case, an attribute name mapping
is required, while in the second one, a conflict resolution strategy is adopted.
Strategies for conflict resolution range from the most-frequent value and the
most-trusted source selection to more intuitive date-based selection. Also, values
represented as strings can be compared via applying well-known string compar-
ison algorithms (e.g., [4,6]).

In our research, we focus on XML data specially, for which several data
fusion strategies have been proposed. XML data require specific mechanisms
for data fusion since they are semi-structured data represented by tagged trees
where leaf nodes have textual content. Graph-based data, e.g. RDF data, are
also subject of recently-proposed targeted data fusion mechanisms, and they
expose several “touching points” with the related XML data fusion research
area. It is also significant to highlight that, in the semi-structured context (both
XML and RDF data), conflicts of attribute values are more sophisticate since
the same real-world (data) objects can be represented using different tree/graph
structures. This makes the investigated problem harder.

Following the so-delineated research area, in this paper we introduce
SemSynX, a novel technique for supporting similarity analysis of XML data via
detecting semantic and syntactic heterogeneity/homogeneity matches of objects
(i.e., elements, values, tags, attributes) occurring in certain paths of the two
(XML) trees that model the input data sources. SemSynX retrieves a list of sim-
ilarity/dissimilarity matches found in the target objects as well as a measure of
similarity of the XML trees expressed by a score. A local score that takes into
account path and value similarity is provided for each heterogeneity/homogene-
ity found. A global score that summarizes the number of equal matches as well
as the local scores is also provided. Such a list of similarity/dissimilarity matches
is suitable to support automatic definition of schema mapping and conflicting
strategies of the target XML data. In addition to this, SemSynX is highly cus-
tomizable, and it permits the specification of thresholds for the required degree of
similarity for paths and values as well as for the degree of relevance for path and
value matching, hence finally it makes possible to “adjust” the comparison of
input XML trees depending on the nature of the trees themselves. Furthermore,
in order to improve matching in some specialized scenarios, selection of paths to
be matched between documents is supported, while assigning suitable weights
to selected paths. Semantics-based approach has also been adopted in order to
compare label content, thus introducing more precision during the matching of
similar items characterized by a specific semantics.

2 Remarks

By analyzing active literature, we recognize that several studies on how to match
string values exist, but there is a general lack of methods supporting the defini-
tion of similarity functions that work on “specific cases”. Since SemSynX aims at
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offering a high degree of parametrization, our strategy is assigning a proper sim-
ilarity function to each label. As an alternative to this, a naive strategy would
assign similarity functions to types, indeed, but semantics of labels of the same
type can vary one from another. As an example, labels of type Integer can
represent the age of a person, the number of children as well as the population
of a city, alternatively. Therefore, we would “lost” the specific semantics of the
XML element. In order to avoid this, we would aim at semantically enriching
meta-data of target documents (i.e., DTD or XML Schemas) with similarity
functions. Unfortunately, neither DTD nor XML Schemas provide mechanisms
for expressing semantics of element. As a consequence, our strategy embedded
in SemSynX has been that of attaching a suitable XML template to each XML
document, being this template capable of providing semantics to labels, and
enabling a more fine-grained comparison of labels according to their semantics.

As far as we know, SemSynX is the first technique that fully-provides
semantics-based similarity analysis of XML documents. All this confers highly
flexibility to our proposed similarity analysis framework, with powerful benefits
in the context of large-scale management of XML data over Clouds (e.g., [5]).

3 Extending SemSynX

In SemSynX, as highlighted above, a threshold can be set for path and value simi-
larity. In more details, we admit the specification of a percentage value over which
values should be considered equal or similar. The latter is a clear instance show-
ing where the utility and the reliability of similarity thresholds are necessary and
convenient in data similarity analysis tools, as highlighted in several studies. How-
ever, due to effectiveness and efficiency purposes, it is necessary to determine the
bound over which a value is considered as equal or similar. This greatly depends
on the size of strings of the target XML documents to be compared. Larger strings
usually expose a “low” score when they are compared, and vice-versa.

Along this line, in SemSynX we introduce another percentage threshold value
to distinguish equal from similar values. Obviously, this percentage has to be
smaller than the previous percentage focusing on similarity of (data) objects. A
threshold can also be specified for paths. The choice of these thresholds depends
on the nature of XML documents to be compared. With highly-structured
XML documents, path thresholds should be relaxed, while, when dealing with
content-centered XML documents, value thresholds should be relaxed. As a par-
ticular case of the described, alternative application scenarios, when content-
centered XML documents characterized by small strings are processed, then
more strict thresholds should be specified for equality versus similarity. Indeed,
taking “high” thresholds for equality and similarity causes that only very similar
XML documents retrieve high (similarity) scores, while, with “low” thresholds
for equality and similarity, higher (similarity) scores are found. By giving more
relevance to paths, XML documents has to be similar in structure to get high
(similarity) scores, whereas by giving more relevance to values, highly-different-
in-structure XML documents can be matched.
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4 Conclusions

In this paper, we have introduced SemSynX, a XML similarity analysis technique
whose main benefits can be summarized by three main concepts: customiza-
tion, flexibility and interoperability. The proposed technique retrieves the list
of agreement/disagreement matches of two input XML documents, also deter-
mining suitable local and global similarity scores. SemSynX is fully customiz-
able, thus enabling the specification of thresholds for path and value equali-
ty/similarity. Also, it makes possible to confer more relevance to paths versus
values, and vice-versa, according to a proportional approach, as well as selec-
tion of paths and similarity functions. Some interesting extensions of SemSynX
may include: privacy-preservation (e.g., [3]), accuracy control (e.g., [2]), and
adaptivity (e.g., [1]).
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