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Preface

In this volume we present the accepted contributions for the Second International Con-
ference on Future Data and Security Engineering (FDSE 2015). The conference took place
during November 23–25, 2015, in Ho Chi Minh City, Vietnam, at HCMC University of
Technology, among the most famous and prestigious universities in Vietnam.

The annual FDSE conference is a premier forum designed for researchers, scientists,
and practitioners interested in state-of-the-art and state-of-the-practice activities in data,
information, knowledge, and security engineering to explore cutting-edge ideas, present
and exchange their research results and advanced data-intensive applications, as well as
to discuss emerging issues on data, information, knowledge, and security engineering.

The call for papers resulted in the submission of 88 papers. A rigorous and peer-review
process was applied to all of them. This resulted in 20 full (including keynote speeches)
and three short accepted papers (acceptance rate: 26.1 %), which were presented at the
conference. Every paper was reviewed by at least three members of the international
Program Committee, who were carefully chosen based on their knowledge and compe-
tence. This careful process resulted in the high quality of the contributions published in
this volume. The accepted papers were grouped into the following sessions:

– Big data analytics and massive dataset mining
– Security and privacy engineering
– Crowdsourcing and social network data analytics
– Sensor databases and applications in smart home and city
– Emerging data management systems and applications
– Context-based data analysis and applications
– Data models and advances in query processing

In addition to the papers selected by the Program Committee, three internationally
recognized scholars delivered keynote speeches: “An Empirical Study of the Attack
Potential of Vulnerabilities,” presented by Professor Fabio Massacci from University of
Trento, Italy; “The Asymmetric Architecture: A Privacy by Design Distributed Com-
puting Architecture,” presented by Professor Benjamin Nguyen from INSA Centre Val
de Loire, France; and “Modelling Sensible Business Processes,” presented by Asso-
ciate Professor Pedro Antunes from Victoria University of Wellington, New Zealand.

In the first keynote speech, Professor Massacci talked about the attack potential of
vulnerabilities and introduced a new estimator used as an aid for vulnerability priori-
tization. The abstract of the speech is briefly summarized as follows: “Vulnerability
exploitation is reportedly one of the main attack vectors against computer systems.
Characterization and assessment of vulnerabilities is therefore central to any IT security
management activity. In particular, identifying ex-ante which vulnerabilities are most
likely to be exploited (i.e., represent higher risk) is an open issue. In this talk, we
identify trends in the volume of attacks in terms of the impact of vulnerability and
complexity. As a result, we derive two possible ‘organizing principles’ for vulnerability



assessment and characterization that may prove useful to be integrated in current
security management protocols and best practices. Over this notion we introduce an
‘attack potential’ estimator that reliably estimates the potential volume of attacks the
vulnerability may receive in the wild. Our estimator can be used as an aid for vul-
nerability prioritization when deciding which vulnerability to fix first”.

In the second keynote speech, Professor Nguyen discussed important issues relevant
to privacy in distributed computing architecture. The main contents of the speech are
summarized as follows: “Today, there is a wide consensus that individuals should have
increased control on how their personal data are collected, managed, and shared. Yet
there is no appropriate technical solution to implement such personal data services:
centralized solutions sacrifice security for innovative applications, while decentralized
solutions sacrifice innovative applications for security. In previous works, we argued
that the advent of secure hardware in all personal IT devices, on the edges of the
Internet, could trigger a sea change, called the Trusted Cells paradigm: personal data
servers running on secure smart phones, set-top boxes, secure portable tokens or smart
cards to form a global, decentralized data platform that both provides security and
encourages innovative applications. In this talk, we describe how to run distributed
computing on an infrastructure composed of a vast set of low-powered, highly secure
Trusted Cells, and an untrusted Supporting Server Infrastructure. We call this infras-
tructure the Asymmetric Architecture. The results include computing SQL Group By
queries, anonymization algorithms, or even Map/Reduce on this architecture”.

In the last talk Associate Professor Antunes presented a brand-new concept of
sensible business process, which balances the level of control between machines and
humans within the BPM systems. The abstract of this work is as follows: “In this talk,
we develop the concept of sensible business process, which appears in opposition to the
more traditional concept of mechanistic business process that is currently supported by
most business process modelling languages and tools. A sensible business process is
founded on a rich model and affords predominant human control. Having previously
developed a modelling tool supporting this concept, in this talk we report on a set of
experiments with the tool. The results obtained show that the approach (1) captures
richer information about business processes; (2) contributes to knowledge sharing in
organizations; and (3) generates better process models.”

The success of FDSE 2015 was the result of the efforts of many people, to whom we
would like to express our gratitude. First, we would like to thank all authors who
submitted papers to FDSE 2015, especially the invited speakers. We would also like to
thank the members of the committees and external reviewers for their timely reviewing
and lively participation in the subsequent discussion in order to select such high-quality
papers published in this volume. Last but not least, we thank the Faculty of Computer
Science and Engineering, HCMC University of Technology, for hosting FDSE 2015.

November 2015 Tran Khanh Dang
Roland Wagner

Josef Küng
Nam Thoai

Makoto Takizawa
Erich Neuhold
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Random Local SVMs for Classifying
Large Datasets

Thanh-Nghi Do1(B) and François Poulet2

1 College of Information Technology, Can Tho University, Cantho 92100, Vietnam
dtnghi@cit.ctu.edu.vn

2 University of Rennes I - IRISA, Campus de Beaulieu, 35042 Rennes Cedex, France
francois.poulet@irisa.fr

Abstract. We propose a new parallel ensemble learning algorithm of
random local support vector machines, called krSVM for the effectively
non-linear classification of large datasets. The random local SVM in the
krSVM learning strategy uses kmeans algorithm to partition the data
into k clusters, followed which it constructs a non-linear SVM in each
cluster to classify the data locally in the parallel way on multi-core com-
puters. The krSVM algorithm is faster than the standard SVM in the
non-linear classification of large datasets while maintaining the classifi-
cation correctness. The numerical test results on 4 datasets from UCI
repository and 3 benchmarks of handwritten letters recognition showed
that our proposed algorithm is efficient compared to the standard SVM.

Keywords: Support vector machines · Random local support vector
machines · Large-scale non-linear classification

1 Introduction

In recent years, the SVM algorithm proposed by [1] and kernel-based meth-
ods have shown practical relevance for classification, regression and novelty
detection. Successful applications of SVMs have been reported for various fields
like face identification, text categorization and bioinformatics [2]. They become
increasingly popular data analysis tools. In spite of the prominent properties of
SVM, they are not favorable to deal with the challenge of large datasets. SVM
solutions are obtained from quadratic programming (QP), so that the compu-
tational cost of a SVM approach is at least square of the number of training
datapoints and the memory requirement making SVM impractical. There is a
need to scale up learning algorithms to handle massive datasets on personal
computers (PCs).

Our investigation is to propose a new parallel ensemble learning algorithm of
random local SVM, called krSVM for the effectively non-linear classification of
large datasets. Instead of building a global SVM model, as done by the classical
algorithm which is very difficult to deal with large datasets, the krSVM algorithm
constructs an ensemble of local ones that are easily trained by the standard
c© Springer International Publishing Switzerland 2015
T.K. Dang et al. (Eds.): FDSE 2015, LNCS 9446, pp. 3–15, 2015.
DOI: 10.1007/978-3-319-26135-5 1
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SVM algorithms. The random local SVM in the krSVM algorithm performs
the training task with two steps. The first one is to use kmeans algorithm [3] to
partition the data into k clusters, and then the second one is to learn a non-linear
SVM in each cluster to classify the data locally in the parallel way on multi-core
computers. The numerical test results on 4 datasets from UCI repository [4] and
3 benchmarks of handwritten letters recognition [5], MNIST [6,7] show that our
proposal is efficient compared to the standard SVM in terms of training time and
accuracy. The krSVM algorithm is faster than the standard SVM in the non-
linear classification of large datasets while maintaining the high classification
accuracy.

The paper is organized as follows. Section 2 briefly introduces the SVM algo-
rithm. Section 3 presents our proposed parallel algorithm of random local SVM
for the non-linear classification of large datasets. Section 4 shows the experimen-
tal results. Section 5 discusses about related works. We then conclude in Sect. 6.

2 Support Vector Machines

Let us consider a linear binary classification task, as depicted in Fig. 1, with
m datapoints xi (i = 1, . . . ,m) in the n-dimensional input space Rn, having
corresponding labels yi = ±1. For this problem, the SVM algorithms [1] try
to find the best separating plane (denoted by the normal vector w ∈ Rn and
the scalar b ∈ R), i.e. furthest from both class +1 and class −1. It can simply

margin = 2
‖w‖

optimal hyperplane
〈w.x〉−b = 0

〈w.x〉−b = −1

〈w.x〉−b = +1

ξ j

y = +1

y = −1

ξ i

support vector

Fig. 1. Linear separation of the datapoints into two classes
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maximize the distance or the margin between the supporting planes for each class
(x.w − b = +1 for class +1, x.w − b = −1 for class −1). The margin between
these supporting planes is 2/‖w‖ (where ‖w‖ is the 2-norm of the vector w). Any
point xi falling on the wrong side of its supporting plane is considered to be an
error, denoted by zi (zi ≥ 0). Therefore, SVM has to simultaneously maximize
the margin and minimize the error. The standard SVMs pursue these goals with
the quadratic programming of (1).

minα(1/2)
m∑

i=1

m∑

j=1

yiyjαiαjK〈xi, xj〉 −
m∑

i=1

αi

s.t.

⎧
⎪⎨

⎪⎩

m∑

i=1

yiαi = 0

0 ≤ αi ≤ C ∀i = 1, 2, ...,m

(1)

where C is a positive constant used to tune the margin and the error and a
linear kernel function K〈xi, xj〉 = 〈xi � xj〉.

The support vectors (for which αi > 0) are given by the solution of the
quadratic program (1), and then, the separating surface and the scalar b are
determined by the support vectors. The classification of a new data point x
based on the SVM model is as follows:

predict(x, SV Mmodel) = sign(
#SV∑

i=1

yiαiK〈x, xi〉 − b) (2)

Variations on SVM algorithms use different classification functions [8]. No
algorithmic changes are required from the usual kernel function K〈xi, xj〉 as a
linear inner product, K〈xi, xj〉 = 〈xi � xj〉 other than the modification of the
kernel function evaluation. We can get different support vector classification
models. There are two other popular non-linear kernel functions as follows:

– a polynomial function of degree d:
K〈xi, xj〉 = (〈xi � xj〉 + 1)d

– a RBF (Radial Basis Function): K〈xi, xj〉 = e−γ‖xi−xj‖2

SVMs are accurate models with practical relevance for classification, regres-
sion and novelty detection. Successful applications of SVMs have been reported
for such varied fields including facial recognition, text categorization and bioin-
formatics [2].

3 Parallel Ensemble Learning Algorithm of Random
Local Support Vector Machines

The study in [9] illustrated that the computational cost requirements of the
SVM solutions in (1) are at least O(m2) (where m is the number of training
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datapoints), making standard SVM intractable for large datasets. Learning a
global SVM model on the full massive dataset is challenge due to the very high
computational cost and the very large memory requirement.

Learning local SVM models. Our proposal in [10] deals with large datasets
via the training of local SVM (denoted by kSVM). The main idea is to partition
the full dataset into k clusters and then it is easily to learn a non-linear SVM in
each cluster to classify the data locally. Figure 2 shows the comparison between
a global SVM model (left part) and 3 local SVM models (right part), using a
non-linear RBF kernel function with γ = 10 and a positive constant C = 106.
In practice, k-means algorithm [3] is the most widely used partitional clustering
algorithm because it is simple, easily understandable, and reasonably scalable
[11]. Therefore, we propose to use kmeans algorithm to partition the full dataset
into k clusters and the standard SVM (e.g. LibSVM [12]) to learn k local SVMs.

Let now examine the complexity of building k local SVM models with the
kSVM algorithm. The full dataset with m individuals is partitioned into k bal-
anced clusters (the cluster size is about m

k ). Therefore, the complexity of k local
SVM models is O(k(m

k )2) = O(m2

k ). This complexity analysis illustrates that
learning k local SVM models in the kSVM algorithm1 is faster than building a
global SVM model (the complexity is at least O(m2)).

It must be remarked that the parameter k is used in the kSVM to give a trade-
off between the generalization capacity and the computational cost. In [13–15],
Vapnik points out the trade-off between the capacity of the local learning system
and the number of available individuals. In the context of k local SVM models,
this point can be understood as follows:

– If k is large then the kSVM algorithm reduces significant training time (the
complexity of kSVM is O(m2

k )). And then, the size of a cluster is small; The
locality is extremely with a very low capacity.

– If k is small then the kSVM algorithm reduces insignificant training time.
However, the size of a cluster is large; It improves the capacity.

It leads to set k so that the cluster size is large enough (e.g. 200 proposed by
[14]).

Furthermore, the kSVM learns independently k local models from k clusters.
This is a nice property for parallel learning. The parallel kSVM does take into
account the benefits of high performance computing, e.g. multi-core computers
or grids. The simplest development of the parallel kSVM algorithm is based on
the shared memory multiprocessing programming model OpenMP [16] on multi-
core computers. The parallel training of kSVM is described in Algorithm 1.

Prediction of a new individual using local SVM models. The kSV M −
model = {(c1, lsvm1), (c2, lsvm2), . . . , (ck, lsvmk)} is used to predict the class of

1 It must be noted that the complexity of the kSVM approach does not include the
kmeans clustering used to partition the full dataset. But this step requires insignifi-
cant time compared with the quadratic programming solution.
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Fig. 2. Global SVM model (left part) versus local SVM models (right part)

a new individual x as follows. The first step is to find the closest cluster based
on the distance between x and the cluster centers:

cNN = arg min
c

distance(x, c) (3)

And then, the class of x is predicted by the local SVM model lsvmNN (cor-
responding to cNN ):

predict(x, kSV Mmodel) = predict(x, lsvmNN ) (4)

Ensemble of random local SVM models. The analysis of the trade-off
between the generalization capacity and the computational cost illustrates that
the local SVM models tries to speed up the training time of the global SVM
model while reducing the generalization capacity. Due to this problem, we pro-
pose to construct the ensemble of random local SVM models to improve the
generalization capacity of the local one. The main idea is based on the random
forests proposed by Breiman [17]. The randomization is used for controlling high
diversity between local SVM models2. It leads to the improvement of the gener-
alization capacity of the single one local SVM model. The ensemble of random
local SVM (krSVM described in Algorithm 2) creates a collection of T random
local SVMs (kSVM described in Algorithm 1) from bootstrap samples (sampling
with replacement from the original dataset) using a randomly chosen subset of
attributes. Thus, the complexity of krSVM is O(T m2

k ).
Furthermore, the krSVM constructs independently T random local SVM

models (kSVM). It allows parallelizing the learning task with OpenMP [16] on
multi-core computers.

The prediction class of a new individual x is the plurality class of the classi-
fication results obtained by T kSVM models.
2 Two classifiers are diverse if they make different errors on new data points [18].
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Algorithm 1. Local SVM algorithm (kSVM)
input :

training dataset D
number of local models k
hyper-parameter of RBF kernel function γ
C for tuning margin and errors of SVMs

output:
k local support vector machines models

1 begin
2 /*kmeans performs the data clustering on D;*/
3 creating k clusters denoted by D1, D2, . . . , Dk and
4 their corresponding centers c1, c2, . . . , ck
5 #pragma omp parallel for
6 for i ← 1 to k do
7 /*learning local SVM model from Di;*/
8 lsvmi = svm(Di, γ, C)

9 end
10 return kSV M − model = {(c1, lsvm1), (c2, lsvm2), . . . , (ck, lsvmk)}
11 end

4 Evaluation

We are interested in the performance of the new parallel ensemble learning algo-
rithm of random local SVM (denoted by krSVM) for data classification. We
have implemented krSVM in C/C++, OpenMP [16], using the highly efficient
standard library SVM, LibSVM [12]. Our evaluation of the classification perfor-
mance is reported in terms of correctness and training time. We are interested
in the comparison obtained by our proposed krSVM with LibSVM.

All experiments are run on machine Linux Fedora 20, Intel(R) Core i7-4790
CPU, 3.6 GHz, 4 cores and 32 GB main memory.

Experiments are conducted with the 4 datasets collected from UCI repository
[4] and the 3 benchmarks of handwritten letters recognition, including USPS [5],
MNIST [6], a new benchmark for handwritten character recognition [7]. Table 1
presents the description of datasets. The evaluation protocols are illustrated in
the last column of Table 1. Datasets are already divided in training set (Trn) and
testing set (Tst). We used the training data to build the SVM models. Then, we
classified the testing set using the resulting models.

We propose to use RBF kernel type in krSVM and SVM models because
it is general and efficient [19]. We also tried to tune the hyper-parameter γ of
RBF kernel (RBF kernel of two individuals xi, xj , K[i, j] = exp(−γ‖xi −xj‖2))
and the cost C (a trade-off between the margin size and the errors) to obtain
a good accuracy. Furthermore, our krSVM uses 20 random local SVM models
with the number of random attributes being one half full set. For the parameter
k local models (number of clusters), we propose to set k so that each cluster has
about 1000 individuals. The idea gives a trade-off between the generalization
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Algorithm 2. Ensemble of random local SVM (krSVM)
input :

training dataset D
number of kSVM models T
rdims random attributes used in the kSVM model
k local models in the kSVM model
hyper-parameter of RBF kernel function γ
C for tuning margin and errors of SVMs

output:
T kSVM models

1 begin
2 #pragma omp parallel for
3 for t ← 1 to T do
4 Sampling a bootstrap Dt (train set) from D using rdims random

attributes)
5 kSV Mt = kSV M(Dt, k, γ, C)

6 end
7 return krSV M − model = {kSV M1, kSV M2, . . . , kSV MT }
8 end

Table 1. Description of datasets

ID Dataset Individuals Attributes Classes Evaluation protocol

1 Opt. Rec. of Handwritten Digits 5620 64 10 3832 Trn - 1797 Tst

2 Letter 20000 16 26 13334 Trn - 6666 Tst

3 Isolet 7797 617 26 6238 Trn - 1559 Tst

4 USPS Handwritten Digit 9298 256 10 7291 Trn - 2007 Tst

5 A New Benchmark for Hand. Char. Rec 40133 3136 36 36000 Trn - 4133 Tst

6 MNIST 70000 784 10 60000 Trn - 10000 Tst

7 Forest Cover Types 581012 54 7 400000 Trn - 181012 Tst

capacity [15] and the computational cost. Table 2 presents the hyper-parameters
of krSVM, kSVM and SVM in the classification.

The classification results of LibSVM, krSVM and kSVM on the 7 datasets
are given in Table 3 and Figs. 3 and 4. As it was expected, our krSVM algorithm
outperforms LibSVM in terms of training time. krSVM is about 1.5 times slower
than kSVM. In terms of test correctness, our krSVM achieves very competitive
performances compared to LibSVM. kSVM is less accurate than krSVM.

With 5 first small datasets, the improvement of krSVM is not significant.
With large datasets, krSVM achieves a significant speed-up in learning. For
MNIST dataset, krSVM is 18.61 times faster than LibSVM. Typically, Forest
cover type dataset is well-known as a difficult dataset for non-linear SVM [20,21];
LibSVM ran for 23 days without any result. krSVM performed this non-linear
classification in 273.36 seconds with 97.07 % accuracy.
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Table 2. Hyper-parameters of krSVM, kSVM and SVM

ID Datasets γ C k

1 Opt. Rec. of Handwritten Digits 0.0001 100000 10

2 Letter 0.0001 100000 30

3 Isolet 0.0001 100000 10

4 USPS Handwritten Digit 0.0001 100000 10

5 A New Benchmark for Hand. Char. Rec 0.001 100000 50

6 MNIST 0.05 100000 100

7 Forest Cover Types 0.0001 100000 500

Table 3. Classification results in terms of accuracy (%) and training time (s)

Classification accuracy(%) Training time(s)

ID Datasets LibSVM krSVM kSVM LibSVM krSVM kSVM

1 Opt. Rec. of Handwritten Digits 98.33 97.61 97.05 0.58 0.54 0.21

2 Letter 97.40 97.16 96.14 2.87 1.94 0.5

3 Isolet 96.47 96.15 95.44 8.37 7.14 2.94

4 USPS Handwritten Digit 96.86 96.46 95.86 5.88 5.32 3.82

5 A New Benchmark for Hand. Char. Rec 95.14 94.77 92.98 107.07 91.72 35.7

6 MNIST 98.37 98.71 98.11 1531.06 82.26 45.5

7 Forest Cover Types NA 97.07 97.06 NA 273.36 223.7

Fig. 3. Comparison of training time
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Fig. 4. Comparison of accuracy

5 Discussion on Related Works

Our proposal is in some aspects related to large-scale SVM learning algorithms.
The improvements of SVM training on very large datasets include effective
heuristic methods in the decomposition of the original quadratic programming
into series of small problems [9,12,22,23].

Mangasarian and his colleagues proposed to modify SVM problems to obtain
new formulas, including Lagrangian SVM [24], proximal SVM [25], Newton SVM
[26]. The Least Squares SVM proposed by Suykens and Vandewalle [27] changes
standard SVM optimization to lead the new efficient SVM solver. And then, these
algorithms only require solving a system of linear equations instead of a quadratic
programming. This makes training time very short for linear classification tasks.
More recent [28,29] proposed the stochastic gradient descent methods for dealing
with large scale linear SVM solvers. Their extensions proposed by [21,30–33]
aim at improving memory performance for massive datasets by incrementally
updating solutions in a growing training set without needing to load the entire
dataset into memory at once. The parallel and distributed algorithms [31,33,
34] for the linear classification improve learning performance for large datasets
by dividing the problem into sub-problems that execute on large numbers of
networked PCs, grid computing, multi-core computers. Parallel SVMs proposed
by [35] use GPU to speed-up training tasks. These algorithms are efficient for
linear classification tasks.

Active SVM learning algorithms proposed by [20,36–38] choose interesting
datapoint subsets (active sets) to construct models, instead of using the whole
dataset. SVM algorithms [21,39–41] use the boosting strategy [42,43] for the
linear classification of very large datasets on standard PCs.
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Our proposal of local SVM models aims at dealing with non-linear classifica-
tion tasks. It is also related to local learning algorithms. The first paper of [44]
proposed to use the expectation-maximization algorithm [45] for partitioning the
training set into k clusters; for each cluster, a neural network is learnt to clas-
sify the individuals in the cluster. Local learning algorithms of Bottou &Vapnik
[14] find k nearest neighbors of a test individual; train a neural network with
only these k neighborhoods and apply the resulting network to the test individ-
ual. k-local hyperplane and convex distance nearest neighbor algorithms were
also proposed in [46]. More recent local SVM algorithms include SVM-kNN [47],
ALH [48],FaLK-SVM [49], LSVM [50], LL-SVM [51,52], CSVM [53]. A theoret-
ical analysis for such local algorithms discussed in [13] introduces the trade-off
between the capacity of learning system and the number of available individuals.
The size of the neighborhoods is used as an additional free parameters to control
capacity against locality of local learning algorithms.

6 Conclusion and Future Works

We presented the new parallel ensemble learning algorithm of random local sup-
port vector machines that achieves high performances for the non-linear clas-
sification of large datasets. The training task of the random local SVM in the
krSVM model is to partition the data into k clusters and then it constructs a
non-linear SVM in each cluster to classify the data locally in the parallel way.
The numerical test results on 4 datasets from UCI repository and 3 benchmarks
of handwritten letters recognition showed that our proposed algorithm is effi-
cient in terms of training time and accuracy compared to the standard SVM.
An example of its effectiveness is given with the non-linear classification of For-
est Cover Types dataset (having 400000 individuals, 54 attributes) into 7 classes
in 273.36 seconds and 97.06% accuracy.

In the near future, we intend to provide more empirical test on large bench-
marks and comparisons with other algorithms. A promising future research aims
at improving the classification accuracy of krSVM.
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Abstract. In this paper, we principally devote our effort to proposing a novel
MapReduce-based approach for efficient similarity search in big data. Specifi-
cally, we address the drawbacks of using inverted index in similarity search with
MapReduce and then propose a simple yet efficient redundancy-free MapRe-
duce scheme, which not only takes advantages over the baseline inverted
index-based procedures but also adapts to various similarity measures and
similarity searches. Additionally, we present other strategic methods in order to
potentially contribute to eliminating unnecessary data and computations. Last
but not least, empirical evaluations are intensively conducted with real massive
datasets and Hadoop framework in the cluster of commodity machines to verify
the proposed methods, whose promising results show how much beneficial they
are when dealing with big data.

Keywords: Similarity search � Efficiency � Mapreduce � Large datasets �
Clustering � Filtering � Redundancy-free capability � Document indexing

1 Introduction

While consecutively playing the important role in the wide scopes of applications such
as duplicate detection, plagiarism exposure, recommendation systems, data cleaning,
data clustering [9], to name a few, similarity search has also to cope with challenges in
the era of big data by its “three Vs” characteristics as follows: (1) Volume demonstrates
the large amount of data; (2) Velocity denotes the high speed of data; and (3) Variety
represents the various data forms [11, 22]. The issue has gained lots of attention and
effort whilst there are many studies which never stop experiencing and looking for
favorable solutions [3, 6, 8, 13, 15, 16, 19–21]. Most of them, to the best of our
knowledge, only concentrate on scalability by employing divide and conquer strategies
on parallel mechanisms, such as MapReduce paradigm [5], to deal with enormous data.
Many studies [6, 8, 10, 12–16, 19, 20], on the other hand, additionally utilize a data
index structure known as an inverted index or a postings list to allow fast text searches,
which is widely-used in the area of information retrieval in general and in similarity
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search in particular. Nevertheless, inverted index-based methods encounter three main
problems when they are performed in MapReduce paradigm as following: (1) Every
key-value pair in the inverted index has to be scanned sequentially because of the
full-scan manner of MapReduce as well as the structure of the inverted index;
(2) Processing data from the inverted index brings much redundancy to identify can-
didate pairs among documents due to their duplicate values; and (3) It is not convenient
to derive the total length of each document for fast set-based similarity computing, like
Jaccard or Dice [18, 19] for example, in order to speed up the similarity computing
process. These problems implicitly lead to complicated data processing and affect the
overall performance. Motivated from finding out an efficient similarity search under the
big data context, we propose a novel MapReduce-based approach, in this paper, not
only to support resolving scalability but also to take care of data redundancy and
intensive data-driven processing manners which originally exist in MapReduce para-
digm. Other than improving the overall performance of similarity search, our goal
basically aims at what various kinds of applications might benefit and facilitate from
our methods. Hence, our main contributions can be generally summarized as follows:

1. We address the three common problems with which inverted index-based methods
usually encounter.

2. We then propose a simple yet efficient redundancy-free MapReduce scheme, which
not only overcomes the problems from the baseline inverted index-based proce-
dures but also has its adaptability to diverse similarity measures as well as different
similarity searches such as pairwise similarity, range query, and K-Nearest
Neighbor (K-NN) query.

3. We consider promising strategies that contribute to eliminating dissimilar candidate
pairs and unnecessary computations as well as diminishing data redundancy
throughout MapReduce processes in order to improve the effectiveness of similarity
search.

4. We intensively conduct empirical experiments with real massive datasets to verify
our proposed methods, whose results shows how potentially beneficial the methods
are when dealing with big data.

The rest of the paper is organized as follows: Sect. 2 presents state-of-the-art which
are pointed out how close and different they are when compared to our research work.
Section 3 introduces the general concepts related to similarity search and MapReduce
as well as some definitions and notations we use in the paper. Next, the proposed
clustering scheme, the redundancy-free capability, and other collaborative strategies are
given in Sect. 4. Afterwards, several empirical experiments are measured and evaluated
in Sect. 5 before our remarks in Sect. 6.

2 Related Work

Efficiently doing similarity search and improving performance are of the main objec-
tives in which much work is interested and calls for much attention. Dittrich et al. [7]
do research related to Hadoop efficient processing. Their aim is to improve Hadoop
performance in many different ways such as partitioning data layouts and building
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indices. In order to achieve the goal, they have to, however, change the Hadoop
pipelines and get involved in many low-level components inside Hadoop as well as
Hadoop distributed file system. Having a different approach but still towards the same
objective, we approach performance improvement from the point of view of high-level
layers, i.e., algorithms and schemes, such that we build indices and exploit them for
candidate search during the MapReduce jobs run time. Besides, Deng et al. [6] present
a three-phase MapReduce-based algorithm for string similarity joins in that the first
MapReduce operation is for the filter stage and the last two MapReduce operations are
for the verification stage. In the verification stage, their algorithm needs, however, to
re-access the original datasets whilst our approach only accesses the datasets once from
the beginning stage. Rong et al. [19] also introduce a three-phase MapReduce algo-
rithm for string similarity join. Their objective is to reduce the number of candidate
string pairs as well. In order to do that, they apply multiple prefix filtering technique,
which is based on different global orderings, to their algorithm. Nevertheless, the
algorithm behaves in a full-scan manner while our method performs a clustering
technique which helps access the right data. Additionally, there is no mention of
resolving the redundancy of string pairs as we do in our approach.

Meanwhile, Zadeh and Goel show how to assess MapReduce algorithms.
According to their work in [21], the two main complexity measures for MapReduce are
the largest bucket reduce because of “the curse of the last reducer” and the shuffle size
because of the total file I/O. Thus, it emerges an essential need to reduce candidate sizes
as much as possible throughout MapReduce processes. In order to deal with this
problem, Kolb et al. [10] focus on how to eliminate redundant similarity comparison
between pairs. At REDUCE task, when considering candidate pairs, the reducers only
compare those which are disjoint from the list of smaller keys. In contrast to our
approach, we do not attach any additional data to intermediate key-value pairs for
duplicate-pairs detection at reducers. As an alternative, we keep them identically output
in a natural way from mappers and then immediately derive the similarity score
between a pair of document. In addition, Metwally and Faloutsos from the work [13]
propose a scalable MapReduce-based framework for discovering all-pairs similarity.
This method, however, suffers heavy storage and transmission costs due to redun-
dant data in key-value pairs, which is avoided by our method. In another work
engaging in diminishing unnecessary data and computations, Phan et al. [15, 16]
propose MapReduce-based filtering schemes in an effort of dealing with scalability and
improving similarity search with MapReduce. The schemes are shown to generally
adapt to the most common similarity search cases such as pairwise similarity, pivot
case, range query, and k-Nearest Neighbor query while assuring unqualified candidates
are sooner discarded. Meanwhile, Lin in [12] studies three MapReduce algorithms for
brute force, large-scale ad-hoc retrieval, and Cartesian product of postings lists. Nev-
ertheless, their concern is typically about scalability aiming at the large amount of data.
In the scope of this paper, we not only integrate collaborative strategic refinements to
reduce the search space but also address the standard problems of the baseline inverted
index-based procedures and data redundancy. Furthermore, our proposed approach
easily adapts to different similarity measures thanks to the document indexing-based
data structures which interchangeably denote the term as document indexes.
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3 Preliminaries

3.1 Similarity Search

Consider a universal set Ω = {D1, D2, D3, …, Dn}, which represents a set of n docu-
ments. In the scope of this paper, we employ the concept k-Shingles from the work
in [18, 20] instead of terms to represent a document, whose idea is that a near dupli-
cate object can be identified by the shingles starting with stop words. Furthermore,
k-shingles originating from natural language processing are commonly exploited to
better represent documents than using terms because of their continuous order while
two documents might have the same number of terms but they turn out to appear in
different positions which lead to different similarity in terms of meaning. As a con-
sequence, a document from now on is represented by a set of shingles Di = {SH1,
SH2, …, SHk}, and the length of a document ||Di| is known as the total number of
shingles belonging to the document.

Definition 1 (k-Shingles). Given a document Di as a string of characters, k-shingles
are defined as any sub-string having the length k found in the document.

Definition 2 (Similarity Search). Given a document Di and a similarity threshold ε,
the similarity search looks for all document pairs (Di, Dj) in the universal set Ω, such
that their similarity scores SIM(Di, Dj) ≥ ε.

In order to derive the similarity score between a document pair, we utilize the most
widely-used similarity measure known as Jaccard coefficient [13, 16, 18, 19, 21] for
fast set-based similarity computing. The form of Jaccard is given below:

SIM Di;Dj
� � ¼ Di\Dj

Di[Dj
ð1Þ

The value domain of SIM(Di, Dj) is within the range [0, 1]. If the document Di is
more similar to the document Dj, their similarity score is close to 1. Otherwise, their
similarity score is close to 0. Last but not least, in the scope of this paper, we use the
sign [.] to demonstrate a list, the sign [[.], [.]] to specify a list of lists.

3.2 MapReduce Paradigm

Dean and Ghemawat in [5] present MapReduce (MR) as an effective parallel pro-
gramming paradigm dealing with scalability. The basic idea is to divide a big problem
into smaller ones which can be easily done in parallel in a cluster of commodity
machines. The main parts of MapReduce constitute a MAP function, which produces
intermediate key-value pairs, and a REDUCE function, which deliver results from the
key-value pairs. When the MapReduce paradigm is deployed in the cluster, one
machine plays the role of master while the others take the responsibility as workers.
The master dynamically assigns MapReduce tasks to free workers in the system. Those
which are assigned MAP tasks are called mappers whilst those which are assigned
REDUCE tasks named as reducers. The principle data flow of a MapReduce phase is
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briefly described as follows: (1) Input data whose form is of key-value pairs [key1,
value1] from the distributed file system is split into m Map tasks; (2) Mappers execute
MAP function and produce r local files carrying intermediate key-value pairs [key2,
value2]; (3) The shuffling process is then in charge of grouping these pairs into [key2,
[value2]] according to the keys; and (4) Reducers execute REDUCE function to
aggregate the key-value pairs and derive the final results which are eventually written
back to the distributed file system. To avoid ambiguity, we use the term MapReduce
operations when generally mentioning both of them as a whole. Otherwise, they
are separately referred as MAP and REDUCE tasks. Additionally, the terms candidate
pairs refer to candidate key-value pairs. In other cases, either candidate clusters or
candidate document pairs are explicitly pointed out.

4 The Proposed Methods

4.1 The Clustering Scheme

Due to the fact that MapReduce paradigm itself performs a full-scan fashion to the data,
it would be slow to directly work with every single shingle as a unit in order to check
whether it matches to the set of query shingles. Even though an inverted index, also
known as a postings list, is widely-used in information retrieval and well-employed in
lots of research work [6, 8, 10, 12–16, 19, 20] to achieve fast text searches, this method
has three main drawbacks, in terms of MapReduce paradigm, for application domains
in general and for similarity search in particular. Firstly, when a document is popularly
represented by a set of terms or shingles, they are then performed in a full-scan manner
from the inverted index. Secondly, the inverted index produces redundant data
throughout MapReduce operations, which we will later on give our further analysis in
Sect. 4.2. Finally, it is not easy to derive the total length of each document without
adding any further information, additional processing, or at least another MapReduce
operation. Hence, a research concern related to the former matter emerges such that
either “Is there a way not to sequentially scan every data unit but still get data in
need?” or “Is it possible to only access the right data from the portion of the whole?”

To cope with these issues, one possible method comes from clustering techniques.
The basic idea is that elemental objects are group into different clusters according to
their preferred properties. Thus, a cluster becomes the representative of a group, or in
other words, it plays the role of a pivot. Since then, pivots partition the search space
into sub-spaces in that they navigate data access to the right objects. In our approach,
we cluster shingles into different compartments, which is based on their own docu-
ments, so that we can decrease the number of unnecessary data-accessing times. From
this point of view, we build the data structure where a document contains a set of its
shingles in an incremental manner. That is to say, a document from now on is a cluster
of its own shingles and plays the role of a pivot. In comparison with the inverted index,
this way of clustering shingles brings three big advantages as follows: (1) To deal with
the atomic full-scan from MapReduce paradigm, we model data into a two-layer data
access in that the objects we firstly check in regard to a given query are clusters instead
of shingles. If the query conditions are met, the shingles of the particular clusters are
retrieved for further processing; (2) At the same time, we easily derive the total number
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of shingles a document has to carry on in order to support length-based filtering as well
as similarity computing afterwards; and (3) This method promotes REDUCE-2 task to
be transparent. In other words, it makes REDUCE-2 task get rid out of its burden
processing as usual while only play the role of a transmitter writing the final result to
the distributed file system.

Figure 1 illustrates two candidate-identifying processes for an inverted index and a
document index, respectively in the same dataset. When given a query Dq and a
threshold, let us say, with 70 % similarity, the candidates when we apply the inequality 3
in Sect. 4.3 are those whose number of shingles should greater than 3. Consequently,
only D1, D2, D4, and D5 satisfy this filtering condition and are then combined with the
query to be candidate pairs. In the case of the inverted index, the list of checking objects
sequentially includes [T, N, D1, D7, R, H, D1, D4, O, A, D1, D4, D7, G]. On the contrary,
the process in the case of the document index performs the checking only on keys. Once
a key is matched, it becomes a candidate. Hence, the list of checking objects for this case
is much shorter and sequentially includes [D1, D2, D3, D4, D5, D6, D7]. It is worth noting
that a number of shingles in the universe set are usually so many than that of documents.
For instance, 4000 Gutenberg files in Fig. 6b have 6358196 shingles in total. Therefore,
the document index approach significantly reduces the number of checking objects. Last
but not least, its checking process becomes independent of the number of shingles in
each document.

4.2 Redundancy-Free Compatibility

When observing data processed in MapReduce operations from the inverted
index-based methods, we find out that there are lots of redundant data inner either a
mapper or a reducer as well as amongst them. It is totally possible due to the fact that
each mapper or reducer only processes a portion of the whole datasets. As a conse-
quence, multiple mappers or reducers may emit duplicate key-value pairs at the same
processing phase. On the other hand, because a document contains a set of shingles, or
in other words, many different shingles may belong to the same document, each shingle
in the inverted index carries the same information. So the research problem here is that
“How to avoid redundancy throughout MapReduce operations?” In our research work,

Fig. 1. Candidate-identifying processes
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we classify the redundancy into two classes as follows: (1) Outer redundancy is the
case that there are at least two mappers or reducers emit the same key-value pairs; and
(2) Inner redundancy is the case that duplicate data are emitted by only either one
mapper or one reducer. Figure 2 illustrates how redundant data appear in MapReduce
when the inverted index is used to search for candidate pairs. Assume that there are two
mappers named mappera and mapperb and one reducer in a MapReduce operation
computing candidate similarity pairs. The inverted index, which contains references to
documents Di for each shingle represented by an upper-case letter, is fed to them as the
input in MAP task. When given a query Dq, the two mappers look up the inverted index
the documents sharing the same shingles with Dq. As a result, mappera finds the
candidate pairs as [Dq1, Dq4] and mapperb has its candidate pairs as [Dq1, Dq4, Dq7,
Dq1, Dq7]. We see that mapperb produce duplicate pairs Dq1 and Dq7, which leads to
the case of inner redundancy. Meanwhile, both mappera and mapperb emit the same
candidate pairs Dq1 and Dq4, which gives us the case of outer redundancy. Both cases
emerge very easily and frequently and add extra costs to data transmission and data
computing when one works with MapReduce. Recall that other than MAP task and
REDUCE task, the shuffle phase implicitly between them also suffers such a burden in
the two cases.

Aiming at improving performance, our proposed methods completely avoid the
redundancy scenarios when seeking for candidate pairs. To keep away from the case of
outer redundancy, one might look for a solution in that once mappers or reducers have
emitted the pair Dij, the other mappers or reducers should not emit the same pair Dij.
Our research work, however, does not need to do that. Actually, our methods look
candidate pairs up from the clustering scheme, which is based on clusters instead of
shingles themselves. As soon as there is an intersection between a pair, mappers emit it
with its similarity score. Since a cluster is unique in the cluster universe, there is no
chance for mappers to emit duplicate pairs. Our methods are, therefore, different from
the inverted index-based ones in that shingles are not distinctive in the shingle universe
due to the fact that two similar documents share the same set of shingles. Meanwhile,
the case of inner redundancy impossibly takes place in our methods. The reason is that
a document involving in the computing process contains distinct shingles when
duplicates are sooner discarded by filtering in Sect. 4.3. In addition, the experimental

Fig. 2. Data redundancy with the inverted index
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result from Fig. 9b in Sect. 5.2 shows that the collision probability of the same doc-
ument is higher than that of the same shingle. In short, our methods naturally stay away
from the redundancy scenarios while without adding any further information when
compared to the work in [10]. Moreover, the methods easily adapt to other popular
similarity searches such as pairwise similarity, range query, and K-NN query without
essentially changing the scheme.

4.3 Filtering Strategies

As we know that while I/O operations are very expensive in MapReduce, useless pairs
give extra-overheads not only to overall performance but also to data storage. In order
to tackle this problem, we actually aim at shrinking the output from mappers. Firstly,
we observe that when given a query object, a similarity search process looks for other
similar ones based on their signatures, and duplicate signatures do not make sense to
the similarity between a pair of objects. Moreover, it is totally redundant if we count
duplicate signatures when computing similarity scores. In this paper, we use a set of
shingles as the signatures of a document. We discard these duplicate shingles, there-
fore, from the very beginning of Map tasks, where data are at the first time read by
mappers. Once the duplicates are removed, the list of shingles becomes the set of
shingles, and the similarity problem turns out to be the overlap set problem [19].
Secondly, when obtaining candidate pairs, it would be useful to refine them in regard to
the query object. According to a particular query, range query or K-NN query for
example, we utilize the query parameters to sooner prune unnecessary candidate pairs
before associating them as true similar pairs and deriving their similarity scores. More
concretely, the pruning process is conducted at MAP-2 task. For instance, when given a
similarity threshold ε, Li is the length of a candidate document, and Lq is the length of a
query document, the candidate pairs are the ones satisfying the below inequality, which
is known as length-based filtering from the work in [18]:

Li
Lq

� e ð2Þ

In our method, each cluster contains the number of shingles NOS. The candidate
clusters should, therefore, satisfy the below inequality:

kNOSk�kNOSqueryk � e ð3Þ

On the other side, in the case of K-NN query, we simply exploit the parameter k to
control the emission quantity of each mapper. This can be easily achieved if the keys in
the document indexes are ordered by NOS. Consequently, we can employ this index
structure to have key-value pairs in the ascending ordered manner. In other words,
we will try to find those pairs having smallest NOS in order to maximize their similarity
scores. Then for K-NN queries, the mappers emit the number of candidate pairs until
they reach the top-k.
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4.4 Examples on the Fly

Our proposed methods are packaged into two MapReduce phases. The first phase is to
ahead of time prepare the data whilst the second one is to on-demand process the
queries. Each phase consists of Map and Reduce tasks. In order to get insight of the
proposed methods, we introduce a step-by-step example in a nutshell. Assuming that
there are two different data sources where the set of documents {Doc1, Doc2, Doc3}
belongs to the first one whereas the set of documents {Doc4, Doc5, Doc6} belongs to
the other. As showed in Fig. 3, each document owns a set of shingles where a shingle is
represented by an upper-case letter. Through MAP-1 task, mappers emit their inter-
mediate key-value pairs of the form [URLi, SHk]. It is worth noticing that common
shingles which are very popular or high-frequency shingles across the whole datasets
should be, besides duplicate shingles, filtered in this phase. Common shingles can be
obtained by datasets statistics or experiences. In addition, pre-defined symbols, blank
space between two letters, should also be removed so that clear shingles can be easily
acquired. For instance, assuming that the letter “N” is the common shingle, it should be
then discarded at mappers. After MAPREDUCE-1 operation, local data are readily
prepared in the form of document indexes. When given Docq as a query document, the
same MAP-1 task and REDUCE-1 task is executed to analyze the query. These pro-
cesses are put on display in Fig. 4. At MAP-2 task, only qualified candidate pairs are
emitted. On the running example, the query whose NOS is equal to 5 maintains a list of
its shingles [K, O, D, E, R].

Before finding out the intersection between the query and a document object, the
length-based filtering is firstly double-checked against NOS values. More concretely,
assuming that the similarity threshold ε is equal to 60% as in Fig. 5, the candidate pairs
are those satisfying the candidate pruning, i.e., the inequality 3 in Sect. 4.3. In other
words, the selected pairs have to have their NOS equal or greater than 3. Consequently,
none of candidates in the first local data source is taken because URL2 and URL3 do not
satisfy the pruning condition whilst URL1 does not have any shingles in common with
the query. At the same time, only URL4 in the second local data source is chosen for
further examining. Even though the shingles of URL5 and URL6 in the second local
data source are in the set of the query clusters, they are sooner discarded due to the

Fig. 3. MAPREDUCE-1 operation
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candidate pruning. Once the candidate pairs are identified, mappers then perform
similarity computing. Finally, the reducers from REDUCE-2 task output the final
result. For the instance in Fig. 5, we have Doc4 which is at least 60 % similar to Docq
with the similarity score as 3/5. The overview of MapReduce operations and their
related information are showed in Table 1. We use a special character, e.g., @, to
simply illustrate the separate sub-values.

5 Emperical Experiments

5.1 Environment Settings

To setup our experiments, we use DBLP [4] as real datasets where documents con-
taining a number of publications are searched for their similarity. On the other side,
we use other real datasets from Gutenberg Project [17], the first provider of free
electronic books, to experience a large number of text files.

With DBLP Datasets. The datasets are synthetically partitioned into four packages
whose sizes are exponentially increased to 9000 MB (8 × DBLP), 13500 MB
(12 × DBLP), 18000 MB (16 × DBLP), and 22500 MB (20 × DBLP), respectively.
Since recommended in the work [18], the size of a shingle, i.e., the K parameters for

Fig. 4. MAPREDUCE-1 operation with Docq

Fig. 5. MAPREDUCE-2 operation
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large documents, are chosen as 9 in DBLP datasets and as 4 in Gutenberg datasets.
Figure 6a illustrates the number of shingle frequencies among the datasets. It gives a
clear vision about the shingle frequency histogram with the bin range representing the
interval of shingle frequency in that the majority of shingles falls into the range
[60, 100], [140, 180], and above the range 180 while most of the shingle frequencies
are from the two former ranges.

With Gutenberg Datasets. The datasets are divided into four packages separately
including 1000 files, 2000 files, 3000 files, and 4000 files. These files which are
randomly selected from the Gutenberg repository have their sizes ranging from 15 KB
to 100 KB. In the meantime, Fig. 6b indicates the number of shingle frequencies among
the Gutenberg datasets. It gives a clear vision that the majority of shingles falls under
the range 4, and most of the shingle frequencies are from the range 1 to 3.

In addition, we employ the stable version 1.2.1 of Hadoop [2] as a fundamental
implementation of MapReduce and deploy the Hadoop framework on the cluster of
commodity machines named Alex, which has 48 nodes and 8 CPU cores and either 96
or 48 GB RAM for each node [1]. The configured capacity is set to 5 GB per node,
which leads to the total 240 GB for the 48-node cluster. Besides, the number of
reducers for a reduce task is set to 168. Moreover, the possible heap size of the cluster
is about 629 MB, and each HDFS file has 64 MB Block Size. Last but not least, even
though some parameters can be tuned or optimized to make the best fit to a particular
cluster like Alex, we leave other configurations in their default mode as much as

Table 1. The overview of MapReduce operations

MapReduce Task Input Output
MAP-1 [Di] [URLi, SHk]
REDUCE-1 [URLi, SHk] [URLi@NOSi, [SHk]]
MAP-2 [URLi@NOSi, [SHk]] [DiDj, SIMij]
REDUCE-2 [DiDj, SIMij] [DiDj, SIMij]

Acronym - Di, Dj: a document object
- SHk: a k-shingle
- URLi: an uniform resource locator of Di

- NOSi: the total number of shingles of Di

- SIMij: the similarity score between Di and Dj

- A special symbol such as “@” is used to separate the
values

Fig. 6. Shingles Histograms; (a) DBLP datasets; (b) Gutenberg datasets
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possible due to the fact that we really want to measure the general performance with
such initial settings in that whatever a cluster of commodity machines might initially
have. It is worth noticing that the power of Alex is not exclusively employed for our
experiments. In other words, these nodes share their computing resources to other
coordinating parallel tasks in the cluster. Hence, we conduct an experiment ten times to
obtain average values and their corresponding deviations. Additionally, each bench-
mark meets the fresh-running condition, where old benchmarks are removed before
new ones start running. Furthermore, the same types of experiments are consecutively
executed in order for them to have the closest running environment as much as pos-
sible. Last but not least, the benchmarks are designed to closely fit and reflex the
processing capacity of the cluster.

5.2 Evaluation

In this section, we conduct our experiments with the real datasets and streaming
computation models helping us pass data between MapReduce operations via the
standard input and output. Figure 7 presents the performance of MapReduce opera-
tions. Figure 7a demonstrates the processing time of MR-1, MR-2, MR-Query, and the
total, which turn by turn corresponds to the four DBLP dataset packages. The left
vertical axis measures the average processing time of MR-1, MR-2, and MR-Query
while the right vertical axis measures the average processing time of all MR-1, MR-2,
and MR-Query as the whole. In general, the total costs slightly grow though the dataset
sizes are doubled for each test. As we see that the cost of MR-Query is steady
throughout the data packages. Besides, the cost of MR-2 does not significantly grow
when the dataset size increases from 9000 MB to 22500 MB. The reason comes from
the collaborative filtering where it effectively refines the candidate pairs from MR-1
and leaves the rest but small for MR-2. On the contrary, the cost of MR-1 keeps
linearly rising when the dataset size keeps increasing. There are two main reasons for
this. Firstly, MR-1 has to deal with enormous original data input from the very first
stage, which heavily adds the processing cost. And secondly, although some filters are
additionally taken, not many shingles are thrown out in comparison with the rest
because of the assurance of exact similarity search. Consequently, the majority of
shingles are kept for further procedures. In the meantime, Fig. 7b shows the perfor-
mance of MapReduce operations on Gutenberg benchmarks. The results we get have
the same trend like that on DBLP datasets. The costs of MR-Query and MR-2 seem to
be stable and not much affected by the large number of files. On the contrary, the cost
of MR-1 is linearly high when the number of files is increased from 1000 to 4000. It is
worth noting that the cost for reducers is usually higher than that for mappers because
mappers take their responsibility to tokenize the data while reducers pull intermediate
key-value pairs, process them to achieve the goal, and write them into the distributed
file system. Moreover, the number of mappers is usually driven by the number of
distributed file system blocks in the input files whilst the number of reducers is chosen
by either experiences or evaluations to a particular cluster of commodity machines. As
a consequence, if the number of reducers is not suitably set, it affects the total cost in
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the end. We put, therefore, main-point processing on mappers at MAP-2 task and at the
same time make reducers at REDUCE-2 task be transparent when doing similarity
search, which brings an advantage to the overall performance.

On the other hand, Fig. 8 shows how much data saved from the computing pro-
cesses. In an overall, the total output of MR-1 and MR-2 on DBLP datasets is much
less than the input size, which accounts for 5.35 % rate of the input on the average. The
total output of MR-1 and MR-2, nevertheless, accounts for 79.22 % rate of the input on
the average. When the next data package in DBLP datasets is doubled, MR1-Output of
this package is as nearly 1.36 times larger on the average as that of the previous
package. Because of preserving as much data as possible from the datasets, the size of
MR1-Output is non-trivial while that of MR2-Output is negligible, for it is around
62 KB to 161 KB. On the other hand, when the number of files is increased in
Gutenberg datasets, MR1-Output of this package is as nearly 1.97 times larger on the
average as that of the previous package while MR2-Output keeps its small size around

Fig. 7. Performance; (a) DBLP datasets; (b) Gutenberg datasets

Fig. 8. Data output; (a) DBLP datasets; (b) Gutenberg datasets

Fig. 9. Measurement; (a) Range query case; (b) The relevance between a document index and an
inverted index
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67 KB to 272 KB. Thus, the size of the entire output is totally decided by that of
MR1-Output. Again, the power of filtering is completely verified at MAP-2 task. It is
worth noticing that if the first MapReduce phase can be alternatively put in offline
mode, the cost of the second phase is, therefore, promising in online mode. Meanwhile,
Fig. 9a shows the range query case where the inequality 3 in Sect. 4.1 is applied on
Gutenberg datasets. In overview, the number of candidates without filtering approxi-
mately equals to the number of input files while the number of filtered candidates is
more and more when the similarity threshold increases from 60 % to 90 %. More
specifically, about 37.83 % on the average unnecessary candidates are discarded in case
of 90 % similarity, about 31.16 % of that number are ignored in case of 80 % similarity,
about 24.39 % of that number are removed in case of 70 % similarity, and about
19.01 % of that number are filtered in case of 60 % similarity. Another experiment
whose results are displayed on Fig. 9b indicates the relevance between the document
index approach and the inverted index approach. Normally, the average processing
time is not much different between them. The total MapReduce outputs between the
two approaches significantly have, however, a big gap. The experimental result shows
that building the inverted index produces approximately 3 times as many MapReduce
outputs as building the document index. Hence, the document index saves more data
for further processing than the inverted index.

6 Summary

In this paper, we propose a novel MapReduce-based approach for efficient similarity
search. Apart from dealing with scalability, we also consider the drawbacks of the
inverted index in terms of similarity search. In addition, we promote a simple yet
efficient redundancy-free MapReduce scheme, which shows its advantages when
compared to inverted index-based procedures. Furthermore, we present strategic
methods to cope with unnecessary data and computations. Last but not least, the results
from intensive empirical evaluations with massive real datasets promote the efficiency
of our methods. For our future work, we identify a distributed MapReduce-based
architecture to which our approach conforms in order to cope with the “three Vs” of big
data. Additionally, we further evaluate our proposed methods with other
state-of-the-arts as well as more empirical experiments in other popular cases of sim-
ilarity search and similarity measures.
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Abstract. We propose to use local labeling rules in random forests of
decision trees for effectively classifying data. The decision rules use the
majority vote for labeling at terminal-nodes in decision trees, maybe
making the classical random forest algorithm degrade the classification
performance. Our investigation aims at replacing the majority rules with
the local ones, i.e. support vector machines to improve the prediction
correctness of decision forests. The numerical test results on 8 datasets
from UCI repository and 2 benchmarks of handwritten letters recognition
showed that our proposal is more accurate than the classical random
forest algorithm.

Keywords: Decision trees · Random forests · Labeling rules · Local
rules · Support vector machines (SVM)

1 Introduction

Decision trees [1,2] are considered to be powerful and popular for supervised
classification [3]. Successful applications of decision trees have been reported for
such varied fields as pattern recognition, data mining and bio-informatics [4–6].
The attractiveness of tree-based algorithms is due to the fact that the decision
tree model is built in the simple way (fast, very few tunable parameters), on
any type of data (numerical, nominal). The decision tree model represents rules
that can be easy to understand the relationships of input variables to a target
one (label). This can help the data miner to avoid the risk of wrong decisions
because he gets more comprehensibility and confidence in the decision model.

However, in spite of their desirable properties, decision tree models are less
accurate than support vector machines (SVM [7]) or neural networks [8,9]. Since
the nineties, the pioneer works proposed by Kearns and Valiant [10–12] stand
out for having essentially initiated multiple research within the machine learning
community, to study the strategy for boosting a weak learning algorithm (e.g.
decision trees) into an accurate strong one. The main idea is to combine multiple
weak classifiers into an ensemble of classifiers that performs better than single
one. The success of ensemble methods is usually explained with Bias-variance
framework [13–16]. Bias term is the systematic error which is independent of
the learning sample. Variance term is the error due to the variability of the
c© Springer International Publishing Switzerland 2015
T.K. Dang et al. (Eds.): FDSE 2015, LNCS 9446, pp. 32–45, 2015.
DOI: 10.1007/978-3-319-26135-5 3
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model with respect to the learning sample randomness. The performance of
a learning algorithm is assert through these two key terms. And then, vari-
ations of ensemble-based learning algorithms use Bias-variance framework to
improve the performance of a weak classifier. The Bagging technique proposed
by Breiman [14] aims to reduce the variance of a learning algorithm without
increasing its bias too much. The Boosting strategy proposed by Freund and
Schapire [17] tries to simultaneously reduce the bias and the variance. Recently,
the random forests approach developed by Breiman [18] is to reduce the variance
of decision tree learning while keeping the low bias. Random forests algorithm
achieves high accuracy compared with state-of-the-art supervised classification
algorithms, including AdaBoost [17] and SVM [7].

At terminal-nodes of decision trees in habitual forests, the labeling rules are
the majority vote (plurality label), maybe making the strength of the individual
trees are reduced. And then, the prediction of random forests is less efficient.
Our research is to replace the majority rules with the local ones, i.e. SVM [7] to
improve the prediction correctness of decision trees. The numerical test results
on 8 datasets from UCI repository [19] and 2 benchmarks of handwritten letters
recognition [20,21] showed that our proposal is more accurate than the classical
random forest algorithm.

The paper is organized as follows. Section 2 presents the random forest algo-
rithm and our proposed local labeling rules in decision forests. Section 3 shows
the experimental results. Section 4 discusses about related work. We then con-
clude in Sect. 5.

2 Random Forest Algorithm Using Local Labeling Rules

Decision trees [1,2] are one of the top 10 data mining algorithms [3]. A summary
of the properties [4–6,22] that make tree algorithms most powerful and popular
for supervised classification, is that decision trees:

– deal with both numerical and nominal variables (attributes),
– can be used as an “off-the-shelf” procedure with very few tunable parameters,
– scale for large datasets,
– handle well irrelevant input variables,
– represent rules that can be easy to understand the relationships of input vari-

ables to a target one (label).

However, the main drawback of decision trees is that they are less accu-
rate than recently learning algorithms, including SVM [7], neural networks [8,9]
or tree-based ensemble, i.e. AdaBoost [17], Bagged trees [14]. The tree-based
ensemble learning tries to combine multiple decision trees to form an ensemble
of trees that is more accurate than the single one. The tree-based ensembles aim
at reducing bias and/or variance [14,23,24].
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2.1 Random Forests

Recently, one of the most successful tree-based ensembles is the random forests
proposed by Breiman [18]. It is developed from early Bagged trees of Breiman
[14], the random subspace method of Ho [25] and the forest using random
attribute selections of Amit and Geman [26]. The main idea of the random forests
algorithm aims at training an ensemble of high performance decision trees (rela-
tively low bias) with high diversity between individual trees1 in the forest (hence
reducing the variance). Breiman proposed to use two strategies to keep low bias
and low dependence between trees in the forest. Due to the construction of low
bias trees, the individual trees are built without pruning, i.e. which are grown
to maximum depth. To achieve the diversity of the trees, the strategy is to use a
bootstrap replica from the original training set to learn the trees and randomly
choose a subset of attributes on which to base the calculation of the best split
at a decision node.

Random forest algorithm is described in Algorithm 1 and Fig. 1. The clas-
sification of a new individual x is an unweighted majority vote of the resulting
trees.

Algorithm 1. Random forest algorithm
input :

training set n individuals and p attributes, denoted by D
number of trees t

output:
ensemble of trees {DT1, DT2, . . . , DTt}

1 begin
2 for i ← 1 to t do

– draw a bootstrap sample, Bootstrap− i of size n from training dataset D
– learning a tree DTi from Bootstrap− i

for each node of the tree, randomly choose p′ attributes from p attributes
and calculate the best split among these p′ attributes
the tree is grown to its maximal depth without pruning

3 end
4 return an ensemble of trees {DT1, DT2, . . . , DTt}
5 classification of a new individual x:

Majority-vote {DT1(x), DT2(x), . . . , DTt(x)}
6 end

2.2 Local Labeling Rules in Decision Forests

Let consider more details on the prediction of an individual tree in the forest,
classical decision tree algorithms, including CART [1], C4.5 [2], use the majority
1 Two classifiers are diverse if they make different errors on new datapoints [16].
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Training set
(n individuals, p attributes)

Bootstrap-1 Bootstrap-2 · · · Bootstrap-t

DT-1 DT-2 DT-t

· · ·

A bootstrap sample
of n individuals

from the training set.

Split function:
Gini index to

perform a splitting
using p’ atts

randomly chosen
from the p atts

x x x

x x x

L1(x) L2(x) Lt(x)· · ·

Decision for a new individual x
Classification: Majority-vote{DT1(x),DT2(x), . . . ,DTt(x)}.

Fig. 1. Random forest algorithm

vote (plurality label) to predict the label of an individual x falling into a terminal-
node (leaf node) of the tree. Figure 2 illustrates an example of the tree trained
by C4.5. Two terminal-nodes with x2 ≥ 0.495 are not purely. The labels of
individuals at the leaf-node are not the same. The majority labeling rules used
in these cases maybe making the strength of the individual trees are reduced. And
then, the prediction of random forests is less efficient because the classification
performance of forests is dependent on the strength of individual trees.

Our proposal is to replace the majority rules with the local ones, i.e. SVM
[7] to improve the prediction correctness of decision trees. For a terminal-node
Leafi with mixture of labels, a SVM model SV Mi is learnt from the individuals
in this leaf node (illustrated in Fig. 3).

Furthermore, the individual trees are grown to maximum depth to achieve
the low bias. It means that the minimum number of individuals is 2 (that must
exist in a node in order for a split to be attempted). In [27], Vapnik points out
the trade-off between the capacity of the local learning system and the number
of available individuals. In this context of local labeling rules in decision trees, if
the size of a terminal-node is small (i.e. 2) then the locality is extremely with a
very low capacity. Therefore, the main idea is to reduce the locality and increase
the capacity, thus this improves the resulting performance of local labeling SVM
rules. It leads to set a large enough value (e.g. 200) to the minimum number of
individuals (early stopping growing tree).
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Learning SVM models
Training a binary classification model for a terminal-node with n individuals
in a p attributes x1, x2, . . . , xn having corresponding labels yi = ±1, can be
accomplished through the quadratic program (1).

minα(1/2)
n∑

i=1

n∑

j=1

yiyjαiαjK〈xi, xj〉 −
n∑

i=1

αi

s.t.

⎧
⎪⎨

⎪⎩

n∑

i=1

yiαi = 0

0 ≤ αi ≤ C ∀i = 1, 2, ..., n

(1)

where C is a positive constant used to tune the margin and the error.
The solution of the quadratic program (1) consists of the support vectors (for

which αi > 0), and then, they are used to construct the separating surface and
the scalar b. The classification of a new data point x is based on:

sign(
#SV∑

i=1

yiαiK〈x, xi〉 − b) (2)

SVM algorithms use different kernel functions for dealing with any complex
classification tasks [28]. No algorithmic changes are required from the usual ker-
nel function K as a linear inner product other than the substitution of the kernel
evaluation, including a polynomial function of degree d, a RBF (Radial Basis
Function) or a sigmoid function. We can get different support vector classifica-
tion models.

A binary classification SVM solver can be extended to deal with the multi-
class problem (c classes, c ≥ 3). There are two types of approaches to build the
state-of-the-art multi-class SVMs from a binary SVM. The first one is consid-
ering the multi-class case in one optimization problem [29,30]. The second one
is decomposing multi-class into a series of binary SVMs, including one-versus-
all [7], one-versus-one [31] and Decision Directed Acyclic Graph [32]. Recently,
hierarchical methods for multi-class SVM [33,34] start from the whole data set,
hierarchically divide the data into two subsets until every subset consists of only
one class.

In practice, the most popular methods are one-versus-all (ref. LIBLINEAR
[35]), one-versus-one (ref. LibSVM [36]) are due to their simplicity. With c classes
(c > 2), the one-versus-all strategy builds c different classifiers where the ith clas-
sifier separates the ith class from the rest. The one-versus-one strategy constructs
c(c − 1)/2 classifiers, using all the binary pairwise combinations of the c classes.
The class is then predicted with a majority vote.

Prediction in the decision tree using local SVM rules
The classification of a new individual x is as follows. Run x down the tree. If
x falls into a pure terminal-node, the label prediction of x is the label of this
leaf node. If x falls into a mixture terminal-node, the label of x is predicted by
a SVM model learnt from this leaf node.
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Fig. 2. Decision tree using majority labeling rules (plurality label at the terminal-
nodes)
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Fig. 3. Decision tree using local labeling rules (SVM classifiers at the terminal-nodes)

3 Evaluation

We are interested in the performance of the new random forest algorithm using
the local labeling rules for data classification. We use the free source code of
decision tree algorithm C4.5 [2] to develop the classical random forest using
the majority vote (plurality label), denoted by RF-C4.5(MAJ rule) and imple-
ment our random forest with local labeling rules (SVM rules), denoted by RF-
C4.5(SVM rule) using the highly efficient standard library SVM, LibSVM [36].
All tests were run under Linux on a single 2.4-GHz Pentium-4 PC with 4 GB
RAM.

Our evaluation of the classification performance bases on the classification
accuracy obtained by the classical RF-C4.5(MAJ rule) and our proposed RF-
C4.5(SVM rule). Experiments are conducted with the 8 datasets collected from
UCI repository [19] and the 2 benchmarks of handwritten letters recognition,
including USPS [21], a new benchmark for handwritten character recognition
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Table 1. Description of datasets

ID Dataset Individuals Attributes Classes Evaluation protocol

1 Letter 20000 16 26 13334 Trn - 6666 Tst

2 Vowel recognition -
Deterding

528 10 11 10-fold

3 Pen. Rec. of
Handwritten Digits

10992 16 10 7494 Trn - 3498 Tst

4 Image Segmentation 2310 19 7 10-fold

5 Landsat Satellite 6435 36 6 4435 Trn - 2000 Tst

6 Opt. Rec. of
handwritten digits

5620 64 10 3832 Trn - 1797 Tst

7 Semeion handwritten
digit

1593 256 10 10-fold

8 USPS handwritten
digit

9298 256 10 7291 Trn - 2007 Tst

9 Isolet 7797 617 26 6238 Trn - 1559 Tst

10 A new benchmark for
Hand. Char. Rec

40133 3136 36 36000 Trn - 4133 Tst

[20]. Table 1 presents the descriptions of datasets. The evaluation protocols are
illustrated in the last column of Table 1. Some data sets are already divided in
training set (Trn) and testing set (Tst). For these data sets, we used the training
data to build the decision forests. Then, we classified the testing set using the
resulted trees. If the training set and testing set are not available then we used
10-fold cross-validation protocols to evaluate the performance. The data set is
disturbed and partitioned into 10 folds. A single fold is retained as the testing
set, and the remaining 9 folds are used as training set. The cross-validation
process is then repeated 10 times (the folds). The 10 results from the folds can
then be averaged to produce the final result.

Forest algorithms build 200 decision trees for classifying all datasets2. RF-
C4.5(MAJ rule) uses the parameter minobj = 2 (the minimum number of indi-
viduals that must exist in a node in order for a split to be attempted). RF-
C4.5(SVM rule) uses the parameter minobj = 50 to give a trade-off between
the generalization capacity [37] and the computational cost3. We propose to use
RBF kernel type in SVM models because it is general and efficient [39]. We also
tried to tune the hyper-parameter γ of RBF kernel (RBF kernel of two individu-
als xi, xj , K[i, j] = exp(−γ‖xi − xj‖2)) and the cost C (a trade-off between the

2 We remark that we tried to vary the number of decision trees from 20 to 500 for
finding the best experimental results.

3 the time complexity of learning a SVM model is in the order of n2 where n is the
number of individuals [38].
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Table 2. Hyper-parameters of SVM rules at terminal-nodes in RF-C4.5(SVM rule)

ID Datasets γ C

1 Letter 0.0001 100000

2 Vowel recognition - Deterding 0.01 100000

3 Pen. Rec. of handwritten digits 0.0001 100000

4 Image segmentation 0.00005 1000

5 Landsat satellite 0.001 100000

6 Opt. Rec. of handwritten digits 0.0001 100000

7 Semeion handwritten digit 0.001 100000

8 USPS handwritten digit 0.0001 100000

9 Isolet 0.0001 100000

10 A new benchmark for Hand. Char. Rec 0.0002 100000

margin size and the errors) to obtain a good accuracy. These hyper-parameters
are presented in Table 2.

The accuracies of the two random forest algorithms, RF-C4.5(MAJ rule)
and RF-C4.5(SVM rule) on the 10 datasets are given in Table 3 and Fig. 4. As
it was expected, our RF-C4.5(SVM rule) algorithm outperforms the classical
RF-C4.5(MAJ rule) on test correctness for classifying all datasets. The classical
RF-C4.5(MAJ rule) achieves a mean accuracy of 94.42 %, while RF-C4.5(SVM
rule) gets the best result on all 10 datasets with an average accuracy of 96.21 %,
which corresponds to an improvement of 1.78 percentage points compared with
RF-C4.5(MAJ rule). This superiority of RF-C4.5(SVM rule) on RF-C4.5(MAJ
rule) is statistically significant, in so far as according to Wilcoxon signed rank
test, the p-value of the observed results (10 wins of RF-C4.5(SVM rule) on RF-
C4.5(MAJ rule) with 10 datasets) is equal to 0.001953.

In term of the computational time, the average of the training time for a
forest by RF-C4.5(MAJ rule) and RF-C4.5(SVM rule) algorithms are 283.35(s)
and 426.42(s), respectively. It means that RF-C4.5(MAJ rule) is 1.5 times faster
than RF-C4.5(SVM rule).

4 Discussion on Related Work

Our proposal is in some aspects related to tree-based learning algorithms and
local SVM models. The improvements of tree-based learning include the modi-
fication of the split function and/or the labeling rules.

The habitual tree construction uses the univariate splitting at non-terminal
nodes [1,2]. Thus, the classification performance of trees is reduced, particularly
when dealing with datasets having dependencies among attributes. Due to this
problem, the algorithm OC1 proposed by [40] uses multivariate splitting criteria
(oblique split) -where several attributes may participate in a single node split
test-, may dramatically improve the tree performance. The extensions of the OC1
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Table 3. Classification results in terms of accuracy (%)

Classification accuracy(%)

ID Datasets RF-C4.5(MAJ rule) RF-C4.5(SVM rule)

1 Letter 94.72 97.19

2 Vowel recognition - Deterding 95.76 98.65

3 Pen. Rec. of handwritten
digits

96.63 98.46

4 Image segmentation 97.79 98.22

5 Landsat satellite 90.80 91.15

6 Opt. Rec. of handwritten
digits

96.05 98.00

7 Semeion handwritten digit 92.14 94.21

8 USPS handwritten digit 93.77 96.11

9 Isolet 93.97 95.19

10 A new benchmark for Hand.
Char. Rec

92.60 94.89

Average 94.42 96.21

in Wu and his colleagues [41] aim at modifying the splitting criterion of the basic
OC1 algorithm or post-processing OC1 output with classification SVM models
[7]. Rokach and Maimon [42] illustrate that finding the good oblique split can
be achieved in different ways, including linear programming proposed by [43],
linear discriminant analysis [44,45] or linear combinations of attributes [1]. Some
ensemble-based methods can deal with this situation by using a large number of
trees, see for example [46] and [47]). Recently random forest of oblique decision
trees [48] using SVM [7], has attracted much research interests. Robnik-Sikonja
proposed in [49] some possibilities for improving random forests. He investigated
strategies to increase strength or to increase diversity of individual trees in the
forest. The proposed forest algorithm uses several attribute evaluation measures
instead of just one. The classification is based on the weighted voting.

Lazy decision tree algorithm proposed by [50] constructs the “best” decision
tree for a test individual. Option tree in [51] conceptually introduces option
internal-nodes to improve the prediction accuracy of decision trees.

Studies in [52–54] propose to use asymmetric entropy, off-centered entropy,
Kolmogorov-Smirnov measures, respectively (instead of Shannon entropy or Gini
index), as the split function in the imbalanced classification of decision trees.

For predicting the label at terminal-nodes of decision trees, the habitual
labeling rules are the plurality label, maybe making the strength of the trees
are reduced. The studies in [55–57] are to replace the majority label rules with
the local ones, i.e. k nearest neighbors, näıve Bayes. Recently, the DTSVM algo-
rithm [58] uses local SVM models in terminal-nodes of the tree. Ritschard and
his colleagues [59] propose to use statistical implicative analysis [60] for splitting
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Fig. 4. Comparison of accuracy

measure and labeling rules in the decision tree learning algorithm. The OK3
algorithm [61] is the extension of tree-based learning algorithms for the regres-
sion. The main idea is to kernelize the variance measure used for evaluating the
split.

Our proposal of local SVM rules in random forests is also related to
local learning models. The first paper of [62] propose to use the expectation-
maximization algorithm [63] for partitioning the training set into k clusters; for
each cluster, a neural network is learnt to classify the individuals in the cluster.
Local learning algorithms of Bottou & Vapnik [64] find k nearest neighbors of
a test individual; train a neural network with only these k neighborhoods and
apply the resulting network to the test individual. k-local hyperplane and con-
vex distance nearest neighbor algorithms are also proposed in [65]. More recent
local SVM algorithms include ClusterSVM [66], SVM-kNN [67], ALH [68], FaLK-
SVM [69], LSVM [70], LL-SVM [71,72], CSVM [73]. A theorical analysis for such
local algorithms discussed in [27] introduces the trade-off between the capacity of
learning system and the number of available individuals. The size of the neigh-
borhoods is used as an additional free parameters to control capacity against
locality of local learning algorithms.

5 Conclusion and Future Works

This paper proposes a new random forest algorithm called RF-C4.5 (SVM rule)
in which SVM models are used as local labeling rules at leaf-nodes in random
forests of decision trees. No algorithmic changes are required from the classi-
cal random forest algorithm other than the modification of labeling rules at
leaf-nodes. All the benefits of the original random forest method are kept. The
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decision rules use local SVM models for labeling at leaf-nodes in decision trees,
making the strength of the individual trees are improved. Therefore, RF-C4.5
(SVM rule) outperforms the classical random forest algorithm RF-C4.5 on test
correctness for classifying all datasets from UCI repository and 2 benchmarks of
handwritten letters recognition.

In the near future, we intend to provide more empirical test on large bench-
marks and comparisons with other algorithms. Our proposal can be effectively
parallelized. A parallel implementation that exploits the multicore processors
can greatly speed up the learning and predicting tasks.
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Abstract. The term weighting scheme, which is used to convert the documents
to vectors in the term space, is a vital step in automatic text categorization. The
previous studies showed that term weighting schemes dominate the perfor-
mance. There have been extensive studies on term weighting for English text
classification. However, not many works have been studied on Vietnamese text
classification.. In this paper, we proposed a term weighting scheme called
normalize(tf.rfmax), which is based on tf.rf term weighting scheme – one of the
most effective term weighting schemes to date. We conducted experiments to
compare our proposed normalize(tf.rfmax) term weighting scheme to tf.rf and tf.
idf on Vietnamese text classification benchmark. The results showed that our
proposed term weighting scheme can achieve about 3 %–5 % accuracy better
than other term weighting schemes.

Keywords: Term weighting scheme �Vietnamese text classification � tf.idf � tf.rf

1 Introduction

Text classification (TC – a.k.a. text categorization) is the task of automatically sorting a
set of documents into categories (or classes, or topics) from a predefined set. Text
classification, falls at the crossroads of information retrieval (IR) and machine learning
(ML), has drawn significant interests in the last ten years from research communities
due to the rapid growth of online information. Text classification has been used in
many applications such as classifying news by subjects or new groups, sorting and
filtering email messages, guiding users to search through hypertext, etc.

In recent years, most of the works on English text classification have been focused
on improvement of document representation models when transforming the content of
textual documents into document vectors to be classified by a computer [3, 8, 10]. The
common way of term weighting is term frequency - inverse document frequency (tf.idf),
which was proposed in the information retrieval field [10]. It was based on the intuition
that the importance of a term to a document is dependent on its frequency as well as the
degree of rareness at the document level in the corpus.
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In [3], they proposed supervised term weighting methods that used the known
categorical information in the training corpus. They adopted the values of the three
feature selections (i.e., v2, information gain, and gain ratio) to substitute idf factor
during weighting terms. Their thorough experiments did not exhibit a uniform supe-
riority with respect to standard tf.idf [2]. The work in [8] showed that the traditional tf.
idf weighting method might lose the ability of a term to discriminate the positive
documents from the negative ones. Therefore, they proposed the new weighting
method, namely term frequency – relevance frequency (tf.rf) with new factor rf (rel-
evance frequency) to improve the term’s discriminating power. A disadvantage of this
method is that it is suitable only for binary classifiers.

There are not many works on term weighting scheme for Vietnamese text classi-
fication. Most of the current works for Vietnamese text classification focus on per-
formance of text classification algorithms [4], but not on the term weighting scheme.

In this paper, we proposed and evaluated the new term weighting scheme called
normalize(tf.rfmax) for Vietnamese text classification. Unlike the tf.rf term weighting
scheme, our proposed scheme requires a single rf value for each term for multi-class
problems and uses the (1 + log(tf)) instead of classical tf. Our experimental results show
that on average our scheme is better than tf.rf and tf.idf of accuracy about 3 %–5 %.

This paper is organized as follows. Section 2 describes the background and the
related works. Section 3 describes our proposed term weighting scheme. Section 4
describes our experimental results and we conclude the paper in Sect. 5.

2 Background and Related Works

2.1 Related Works

Traditional Term Weighting Methods. Generally, the traditional term weighting
methods are from the information retrieval field and belonged to the unsupervised term
weighting methods. The simplest binary term weighting method assigns 1 to all terms
in a document in the vector representation phase. The most widely used term weighting
approaches in this group is tf.idf (Term Frequency - Inverse Document Frequency)
[10], puts weighting to a term based on its inverse document frequency. It means that if
the more documents the term appears, the less important the term is, and the weighting
will be less. It can be depicted as this:

tf :idf ¼ tfij � log N
nj

� �
ð1Þ

In (1), tfij represents the term frequency of term j in document i, N represents the total
number of documents in the dataset, nj represents the number of documents that term
i appears. tf has various variants which use the logarithm operation such as log(tf), log
(1 + tf), 1 + log(tf) [9]. The tf.idf is the most famous IR field. However, the TC task
differs from the IR task. For TC task, the categorical information of terms in training
documents is available in advance. The categorical information is of importance for TC
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task. The supervised term weighting methods used the known categorical information
in training corpus.

Supervised Term Weighting Methods. The supervised term weighting methods use
the prior information about the membership of training documents in predefined cat-
egories to assign weights to terms [3, 8]. One way to use this known information is to
combine tf and a feature selection metric such as v2, Information Gain, Gain Ratio [2,
3]. tf.rf is the supervised term weighting method that combines tf and rf (relevance
frequency) factor which proposed by Lei and Venu [8]. As mentioned in Introduction,
OneVsAll transforms a multi-class classification problem into N binary classification
problems, each relates to a category which is tagged as the positive category and all
other categories in the training set are grouped into the negative category. Each term
t requires one rf value in each category Ci, and this value is computed as follows:

rf ¼ log 2þ a
maxðc; 1Þ

� �
ð2Þ

When combined with tf by a multiplication operation, the weight of term ti is
defined as:

tf :rf ¼ tf � log 2þ a
maxðc; 1Þ

� �
ð3Þ

where, a is the number of documents in category Ci which contains t and c is the
number of documents not in category Ci which contains t. The purpose of rf is to give
more weight to terms which help classify documents into the positive category.

However, tf.rf has a common shortcoming, which is the simplification of a mul-
ticlass classification problem into multiple independent binary classification problems.
During the process of the simplification, the distribution of a term among categories
disappeared because there are only positive category and negative category. Our
scheme will deal with this problem, which requires a single rf value for each term for
multi-class problem.

2.2 Background

Support Vector Machines Classifier. The simplest SVM is a binary classifier, which
is mapping to a class and can identify an instance belonging to the class or not. To
produce a SVM classifier for class C, the SVM must be given a set of training samples
including positive and negative samples. Positive samples belong to C and negative
samples do not. After text preprocessing, all samples can be translated to n-dimensional
vectors. SVM tries to find a separating hyper-plane with maximum margin to separate
the positive and negative examples from the training samples.

Basically, there are two types of approaches for multi-class SVM. The first one is to
consider all data in one optimization (crammer and singer). The other is to decompose
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multiclass into a series of binary SVMs. Although more sophisticated approaches for
multi-class SVM exist, the studies in [5] have shown that OVO and DDAG are among
the most suitable methods for practical use.

The OVO method is chosen to be our classification system. The OVO is con-
structed by training binary SVMs between pairwise classes. Thus, the OVO consists of
K(K − 1)/2 binary SVMs for K-class problem. Each of the K(K − 1)/2 SVMs casts one
vote for its favored class, and finally the class with most votes wins.

Feature Extraction. Feature extraction is the first step of preprocessing which is used
to present the text documents into clear word format. The common steps taken for the
feature extraction of Vietnamese text are:

• Tokenization: In Vietnamese language, boundaries between words are not spaces as
in English because Vietnamese is an isolating language [4]. We use state-of-the-art
word segmentation program in [6] as a tokenizer. All documents are segmented into
words or tokens that will be the inputs for next steps.

• Removing stop words: Stop words such as “à”, “và”, “tùy”, “của”… etc. are fre-
quently occurring, so the insignificant words need to be removed. For this purpose a
list of function words is prepared and used in the preprocessing phase as a stop list
(about *1000 words, collected manually).

The result puts into feature selection step to choose a subset of high discriminative
features and eliminate the non-discriminative features.

Feature Selection. In text classification, as usual, Feature Selection is used to reduce
the text data dimensionality. The Information Gain (IG) and Chi-square statistic
(CHI) are two of the most efficient feature selections, and Document Frequency (DF) is
comparable to the performance of IG and CHI [11]. In our system, we used Information
Gain (IG), which is often used as a criterion in the field of machine learning. Infor-
mation Gain (IG) is often used as a criterion in the field of machine learning. The
Information Gain of a given feature tk with respect to the class ci is the reduction in
uncertainty about the value of ci when we know the value of tk. The larger Information
Gain of a feature is, the more important the feature is for categorization. Information
Gain of a feature tk toward a category ci can be defined as follows:

IG tk; cið Þ ¼
X

c2fci;�cig
X

t2ftk ;�tkg P t; cð Þ log Pðt; cÞ
PðtÞPðcÞ ð4Þ

where P(c) is the fraction of the documents in category c over the total number of
documents, P(t, c) is the fraction of documents in the category c that contain the word
t over the total number of documents. P(t) is the fraction of the documents containing
the term t over the total number of documents.
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3 Our Proposed Term Weighting Method

As mentioned previously, for each term in a multi-class classification problem, tf.rf
uses N rf values, each of them for a different binary classifier. Meanwhile, our scheme,
which also uses OneVsAll method and assigns single rfmax (maximum of all rf) to each
term for all binary classifiers. Thus, the weight of the term is corresponded to the
category which it represents the most. We defined rf Cið Þ, as described in Eq. (3), where
N is the total number of categories and rfmax is defined as followings:

rfmax ¼ max
i¼1!N

rf Cið Þf g ð5Þ

The consequence the highest value use is that our scheme is simpler than tf.rf. For a
N-class problem, our scheme needs only one presentation for all N binary classifiers.
Moreover, it has been in shown related work [8] that tf.rf has the lower result than rf in
some cases, which is mainly caused by the repeated noisy terms in a document.
Therefore the combination of rfmax and (1 + log(tf)) instead of tf. The (1 + log(tf)) scales
down the effect of noisy terms can improve the classification results.

To eliminate the length effect, we use the cosine normalization [9] to limit the term
weighting range within (0, 1). Specially, the binary feature representation does not use
normalization since the original value is 0 or 1. Assuming that wij represents the weight
of term ti in document dj, the final term weight wij might then be defined as:

normalize wij ¼ wijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P

i w2
ij

� �r ð6Þ

To sum up, our proposed term weighting method computed weight for the term tij
as following:

wij ¼ normalize tf :rfmaxð Þ ¼
1þ log tfð Þð Þ � max

i¼1!N
rf Cið Þf g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1 1þ log tfð Þð Þ � max
i¼1!N

rf Cið Þf g
� �2

s ð7Þ

where tfij is the frequency of tij, N is the total number of categories, rf Cið Þ is defined in
Eq. (3), n is the total unique words (features) appearing in document j.

4 Experiments

4.1 Experimental Setup

In our experiment, SVM with OAO multi-class method was employed as our classifier
because the effectiveness of the SVM has been studied in many related works and is
able to deal with large dimensions of feature space [5, 7]. We used IG feature selection
method to choose a subset of high discriminative features and eliminate the
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non-discriminative features. We evaluated the performance of term weighting methods:
tfidf, tfrf, normalize(tf.rfmax) with various number of features.

The SVM tool, LIBSVM [1], developed by Chih-Jen Lin, was adopted. In the
SVM training model, we selected the parameters as following: C = 1; kernel-function =
linear; SVM-type = CSVM; other default parameters.

In our experiments, we used the Vietnamese corpus given in [4]. The corpus has
been collected from the four largest Vietnamese online newspapers. This corpus
consists of 110,583 documents and is divided into two levels. The Level 1 corpus
includes the top 10 popular categories from the websites of the electronic newspapers.
This corpus contains 33,759 documents for the training and 50,373 documents for the
testing. The resulting vocabulary has 143,178 unique words (features). The Level 2
corpus includes 27 topics, which are the child topics of those in the Level 1 corpus.
This corpus contains 14,375 documents for training and 12,076 documents for testing.
The resulting vocabulary has 91,466 unique words (features).

By using IG for feature selection, the top p 2 f1 %; 2 %; 3 %; 4 %; 5 %g features
are tried for each Level corpus.

4.2 Evaluation Methodology

There are different metrics used in evaluating effectiveness of document classification.
In our experiment, we use the well-known accuracy metric, which is widely used in
Information Retrieval System [5].

Accuracy ¼ #correctly predicted text
#total testing text

� 100 %

4.3 Results

The experimental results of three term weighting methods with respect to accuracy (%)
measure on two Level corpuses reported from Tables 1 to 2. Each line in the table
shows the performance of each term weighting method at different of feature selection
levels.

Level 1 Corpus. Table 1 shows the results with respect to the accuracy on the Level 1
corpus. All term weighting schemes reached a maximum of accuracy at the 5 % total

Table 1. Accuracy (%) of three term weighting schemes on Level 1

% features tf.idf tf.rf Normalize (tf.rfmax)

1 87.15 % 87.61 % 91.26 %
2 88.73 % 88.75 % 92.49 %
3 89.50 % 89.54 % 92.85 %
4 89.93 % 89.82 % 93.06 %
5 90.22 % 89.87 % 93.12 %
Avg. 89.11 % 89.12 % 92.56 %
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features. Among these, the best accuracy 93.12 % was reached at 5 % features achieved
by our proposed scheme normalize(tf.rfmax). The normalize(tf.rfmax) scheme has always
been shown significant better performance than others when the percent of features
increases from 1 % to 5 % total features. Particularly, the average accuracy score
achieved normalize(tf.rfmax) is about 3.45 % higher than tf.idf and about 3.44 % than tf.
rf (92.56 % for normalize(tf.rfmax), 89.12 % for tf.rf, 89.11 % for tf.idf, respectively).

Level 2 Corpus. Table 2 shows the results with respect to accuracy on the Level 2
corpus. Similar to the results of the Level 1 corpus, the achieved accuracy of all term
weighting schemes on the Level 2 corpus is higher when the percent of features
increases from 1 % to 5 % total features. The best accuracy value of 92.49 % was also
achieved by our proposed scheme normalize(tf.rfmax) at a features size of 5 % total
features. According to the Table 2, we can see that the average accuracy score of
normalize(tf.rfmax) is 91.59 %, it’s higher than tf.idf (86.50 %) about 5.09 %, higher
than tf.rf (86.53 %) about 5.06 %.

Therefore, the results show that our proposed scheme normalize(tf.rfmax) is better
than the others in the two different Vietnamese data sets based on different category
distributions. Both of the best accuracy were achieved by our proposed normalize(tf.
rfmax) scheme on the two levels of data sets. This result verifies that the rf (relevance
frequency) improves the term’s discriminating power for text classification in tf.rf and
normalize(tf.rfmax). This result also verifies that the rfmax improves the performance
normalize(tf.rfmax), which is higher than tf.rf about accuracy.

5 Conclusion

In this paper, we have proposed an the term weighting scheme normalize(tf.rfmax) that
employs the two improvements to tf.rf – one of the best term weighting schemes to
date. Different from other schemes, our scheme requires a single rf value for each term
while tf.rf requires many rf values in a the multi-class classification problems. Second,
our scheme used the (1 + log(tf)) instead of classical tf. The experimental results
showed that our term weighting scheme can achieve 3 %–5 % of accuracy higher than
tf.rf and tf.idf on two Vietnamese data sets with the different category distribution.

Table 2. Accuracy (%) of three term weighting schemes on Level 2

% features tf.idf tf.rf Normalize(tf.rfmax)

1 84.56 % 84.31 % 89.93 %
2 86.01 % 86.05 % 91.32 %
3 86.95 % 86.98 % 91.99 %
4 87.03 % 87.36 % 92.24 %
5 87.97 % 87.93 % 92.49 %
Avg. 86.50 % 86.53 % 91.59 %
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Our future work will investigate additional classifiers (for example kNN) as well as
text corpuses to further validate normalize(tf.rfmax).
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Abstract. Monitoring events on communication and computing sys-
tems becomes more and more challenging due to the increasing com-
plexity and diversity of these systems. Several supporting tools have
been created to assist system administrators in monitoring an enormous
number of events daily. The main function of these tools is to filter as
many as possible events and present non-trivial events to the administra-
tors for fault analysis and detection. However, non-trivial events never
decrease on large systems, such as cloud computing systems, while inves-
tigating events is time consuming. This paper proposes an approach for
evaluating the severity level of an event using a classification and regres-
sion decision tree. The approach aims to build a decision tree based on
the features of old events, then use this tree to decide the severity level of
new events. The administrators take advantages of this decision to deter-
mine proper actions for the non-trivial events. We have implemented
and experimented the approach for software bug datasets obtained from
bug tracking systems. The experimental results reveal that the accu-
racy scores for different decision trees are above 70% and some detailed
analyses are provided.

Keywords: Event monitoring · Fault data analytics · Fault detection ·
CART decision tree · Software bug report

1 Introduction

The increasing complexity and diversity of communication and computing sys-
tems makes management operations more and more challenging. Cloud com-
puting systems [1], as an example, facilitate computing resource management
operations on large computing systems to provision infrastructures, platforms
and software as services. Armbrust [2] has specified 10 hindrances for manag-
ing cloud systems and services. Several hindrances including service availability,
performance unpredictability and failure control are closely involved with event
monitoring, one of the main functions of fault management. Monitoring events
on these systems usually deals with a large number of events. The system admin-
istrators needs the support of tools that filter out many events and keep non-
trivial events. However, these systems provide so many non-trivial events that
c© Springer International Publishing Switzerland 2015
T.K. Dang et al. (Eds.): FDSE 2015, LNCS 9446, pp. 57–71, 2015.
DOI: 10.1007/978-3-319-26135-5 5
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the administrators cannot handle. Furthermore, there is no guarantee that triv-
ial events cannot cause system failure, e.g., warning events can become serious
problems if there is no a proper action.

We have proposed an approach for evaluating the severity level of log events
using classification and regression decision trees (CART trees). The idea of this
approach is to determine the severity level of events automatically, thus providing
the system administrators a decision whether further actions are needed for fault
detection. The approach focuses on constructing a decision tree based on the
features of old events and then using this tree to decide the severity level of new
events. We have used software bug datasets obtained from bug tracking systems
(BTSs) to implement and experiment the decision trees. The contribution is thus
threefold:

1. Proposing an approach of using the CART decision tree for fault data ana-
lytics

2. Applying this approach to software bug datasets for evaluating the severity
level of bug reports

3. Providing the performance evaluation of the approach on various software
bug datasets

The rest of the paper is structured as follows: the next section includes some
analysis techniques applied to software maintenance, system failure and relia-
bility, some background of classification and regression trees in data analysis.
Section 3 describes the fundamentals of growing decision trees based on classifi-
cation and regression trees, focusing on entropy splitting rule and tree growing
process. Some mathematical formulas and explanations are referred from the
study of Breiman et al. [3]. Section 4 presents characteristics of fault data and
several processes of building decision trees for fault datasets. Several experiments
in Sect. 5 report the performance and efficiency of fault data analysis before the
paper is concluded in Sect. 6.

2 Related Work

The authors of the study [4] have proposed an approach for analysing fault
cases in communication systems. The approach exploits the characteristics of
semi-structured fault data by using multiple field-value and semantic vectors
for fault representation and evaluation. Note that a fault case usually contains
administrative field-value and problem description parts. The approach encoun-
ters the problem of high computation cost when processing semantic matrices
for large fault datasets. Another study [5] from the same authors has reduced the
computation problem by analysing several types of fault classifications and rela-
tionships. This approach exploits package dependency, fault dependency, fault
keywords, fault classifications to seek the relationships between fault causes.
These approaches have been evaluated on software bug datasets obtained from
different open source bug tracking systems. Sinnamon et al. [6] have applied the
binary decision diagram to identify system failure and reliability. Large systems
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usually produce thousands of events that consume a large amount of processing
time. This diagram associated with if-then-else rules and optimized techniques
reduces time consuming problem. The study [7] has proposed an analysis strat-
egy aiming at increasing the likelihood of obtaining a binary decision diagram
for any given fault tree while ensuring the associated calculations as efficient
as possible. The strategy contains 2 steps: simplifying the fault tree structure
and obtaining the associated binary decision diagram. The study also includes
quantitative analysis on the set of binary decision diagrams to obtain the proba-
bility of top events, the system unconditional failure intensity and the criticality
of the basic events. The authors of the study [8] have presented two new tree-
based techniques for refining the initial classification of software failures based
on their causes. The first technique uses tree-like diagrams to represent the
results of hierarchical cluster analysis. The second technique refines an initial
failure classification that relies on generating a classification tree to recognize
failed executions. This technique uses classification and regression tree for each
subject of programs. Zheng et al. [9] has presented a decision tree learning app-
roach based on the C4.5 algorithm to diagnose failures in large Internet sites.
The approach records runtime properties of each request and applies automated
machine learning and data mining techniques to identify the causes of failures.
The approach has been evaluated on application log datasets obtained from the
eBay centralized application logging framework.

Classification and regression trees (CART) [3] have been introduced by
Breiman et al. and widely been used in data mining. Two main types of deci-
sion trees are classification and regression trees. The former tree predicts the
outcome that belongs to one of the classes of the input data, e.g., predicting
that today’s weather is sunny, rainy or cloudy, while the later tree predicts the
outcome that can be considered a real number, e.g., predicting that today’s
temperature is 25.3, 27.5, or 29.7 degree Celsius. Trees used for regression and
classification have some similarities and also differences, such as the procedure
used to determine where to split. There are several variants of decision tree
algorithms. Iterative Dichotomiser 3 (ID3) [10] was developed in 1986 by J. R.
Quinlan. This algorithm creates a multi-level tree that seeks a categorical feature
for each node using a greedy method. The features yield the largest information
gain for categorical targets. Trees are grown to their maximum size and then
applied to generalise to unseen data. The algorithm C4.5 [11] is an extension
of the ID3 algorithm that converts the trained trees as the output of the ID3
algorithm into sets of if-then rules. Evaluating the accuracy of rules determines
the order in which these rules are applied. Instead of finding categorical features,
this algorithm uses numerical variables to define a discrete attribute and parti-
tions the continuous attribute values into a discrete set of intervals. Chi-squared
automatic interaction detector (CHAID) [12] use multi-level splits to compute
classification trees. This algorithm focuses on categorical predictors and targets.
It computes a chi-square test between the target variable and each available pre-
dictor and then uses the best predictor to partition the sample into segments. It
repeats the process with each segment until no significant splits remain. There
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are several differences between the CHAID and CART algorithms: (i) CHAID
uses the chi-square measure to identify splits, whereas CART uses the Gini or
Entropy rule; (ii) CHAID supports multi-level splits for predictors with more
than two levels, whereas CART supports binary splits only and identifies the
best binary split for complex categorical or continuous predictors; (iii) CHAID
does not prune the tree, whereas CART prunes the tree by testing it against an
independent (validation) data set or through n-fold cross-validation.

3 CART Approach

The CART approach [3] uses a binary recursive partitioning process to build a
decision tree. This process starts with the root node where data are split into two
children nodes and each of the children node is in turn split into grandchildren
nodes. The process runs recursively until no further splits are possible due to lack
of data and the tree reaches a maximal size. The process deals with continuous
and nominal features as targets and predictors.

3.1 Entropy Splitting Rule

A decision tree is built top-down from a root node and involves partitioning
data into subsets that contain instances with similar values (homogeneous). The
CART algorithm uses entropy to calculate the homogeneity of a sample.

H(S) = −Σx∈XP (x)logP (x) (1)

where, S is the current (data) set for which entropy is being calculated. X is
a set of classes in S. P (x) is the proportion of the number of elements in class
x to the number of elements in set S. When H(S) = 0 the set S is perfectly
classified.

Information gain IG(A,S) is the measure of the difference in entropy from
before to after the set S is split on an attribute A. In other words, how much
uncertainty in S was reduced after splitting set S on attribute A.

IG(A,S) = H(S) − Σt∈TP (t)H(t) (2)

where, H(S) is entropy of set S. T is the subset created from splitting set
S by attribute A. P (t) is the proportion of the number of elements in t to the
number of elements in set S. H(t) is entropy of subset t. Information gain can
be calculated (instead of entropy) for each remaining attribute. The attribute
with the largest information gain is used to split the set S on this iteration.

3.2 Tree Growing Process

The tree growing process uses a set of data features as input. A feature can
be ordinal categorical, nominal categorical or continuous. The process chooses
the best split among all the possible splits that consist of possible splits of each
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Fig. 1. A process of growing a CART decision tree

feature, resulting in two subsets of data features. Each split depends on the
value of only one feature. The process starts with the root node of the tree and
repeatedly runs three steps on each node to grow the tree, as shown in Fig. 1.

The first step is to find the best split of each feature. Since feature values can
be computed and sorted to examine candidate splits, the best split maximizes
the defined splitting criterion. The second step is to find the best split of the
node among the best splits found in the first step. The best split also maximizes
the defined splitting criterion. The third step is to split the node using its best
split found in the second step if the stopping rules are not satisfied. Several
stopping rules are used:

– If a node becomes pure; that is, all cases in a node have identical values of
the dependent variable, the node will not be split.

– If all cases in a node have identical values for each predictor, the node will
not be split.

– If the current tree depth reaches the user-specified maximum tree depth limit
value, the tree growing process will stop.

– If the size of a node is less than the user-specified minimum node size value,
the node will not be split.

– If the split of a node results in a child node whose node size is less than the
user specified minimum child node size value, the node will not be split.

Figure 6 plots a sample CART tree with 4 levels (refer to the end of the
paper). The tree grows enormously as the data size increases.

4 Fault Data Analysis

Fault data analysis in this study focuses on using a decision tree to evaluate the
severity level of potential fault cases, such as bug reports, log events or trace
messages. We have used a bug report dataset for analysis because bug reports
are already verified while log events are not verified yet.

4.1 Bug Data

Bug data contains software and hardware bug reports obtained from forums,
archives and BTSs. Several tracker sites available on the Internet, such as
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Table 1. Popular bug tracking sites (as of November 2014). A plus indicates that the
numbers present a lower bound

Tracker site System Bugs

bugs.debian.org Debian BTS 900.000+

bugs.kde.org Bugzilla 400.000+

bugs.eclipse.org Bugzilla 400.000+

bugs.gentoo.org Bugzilla 350.000+

bugzilla.mozilla.org Bugzilla 800.000+

bugzilla.redhat.com Bugzilla 900.000+

qa.netbeans.org Bugzilla 250.000+

bugs.launchpad.net Launchpad 1.200.000+

Table 2. List of important features

Feature Description Data types

Status The open, fixed or closed status of the bug Enumerate

Component The component contains the bug Enumerate

Software The software contains the bug Enumerate

Platform The platform where the bug occurs Enumerate

Keyword The list of keywords that describe the bug Text

Relation The list of bugs related to the bug Numeric

Category The category of the bug Enumerate

Bugzilla [13], Launchpad [14], Mantis [15], Debian [16] provide web interfaces
to their bug data. Tracker sites differ from data inclusion and presentation, but
share several similar administration and description fields. While the administra-
tion fields are represented as field-value pairs, such as severity, status, platform,
content, component and keyword, the problem description field details the prob-
lem and follow-up discussions represented as textual attachments. We have used
a web crawler to get as much access to bug data as ordinary users. The crawler
retrieves the HTML pages of bug reports, then few parsers extract the con-
tent of bug reports and save the content to a database following a unified bug
schema [17]. Table 1 reports popular BTSs and numbers of downloadable bug
reports for tracker sites.

A bug report contains several features shown in the unified bug schema. Some
features cause less impact on determining the severity of the bug report, such as
owner, created time, updated time, etc. Our approach therefore focuses on the
features as shown in Table 2. Note that each bug report contains the severity
feature with a value. It is necessary to ignore this feature when building the tree
to avoid some side effect. The keyword feature that contains the description and
discussion of the bug requires further data processing.

http://www.bugs.debian.org
http://www.bugs.kde.org
http://www.bugs.eclipse.org
http://www.bugs.gentoo.org
http://www.bugzilla.mozilla.org
http://www.bugzilla.redhat.com
http://www.qa.netbeans.org
http://www.bugs.launchpad.net
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4.2 Data Processing

Processing features improves the quality of the training datasets and thus
enhance the performance of the decision tree. A bug report contains a tex-
tual part of the problem description and some discussions that hide distinct
keywords or groups of keywords. We have applied the term frequency–inverse
document frequency (tf×idf) method to reveal these keywords for the keyword
feature. This method measures the significance of keywords to bug reports in a
bug dataset by the occurrence frequency of the keywords in a bug report over
the total number of the keywords of the bug report (term frequency) and the
occurrence frequency of the keywords in other bug reports over the total num-
ber of bug reports (inverse document frequency). A distinct group of keywords
contains related keywords with high significance. As a consequence, the keyword
feature includes a set of keywords and groups that best describe the bug report.
However, since bug reports are obtained from various BTSs, their descriptions
and discussions contain redundant words, nonsense words or even meaningless
words, such as: memory address, debug information, system path, article, etc.
Algorithm 1 filters out these words from the bug dataset. We have implemented
this algorithm in Python programming language.

Algorithm 1. Filtering keywords for a bug dataset
Input : Raw keyword set
Output: Filtered keyword set

1 Load raw keyword set;
2 Remove duplicated words and redundant words by using stop-word set;
3 Remove meaningless words by using regular expression;
4 Remove memory addresses by filtering special characters;
5 Process tf×idf on the whole keyword set;
6 return Filtered keyword set;

The first step is to load the bug dataset focusing on the keyword feature.
The next three steps are to filter useless keywords. The stop-word set is the set
of popular keywords that usually appear in textual description such as a, an,
the, of, etc. The regular expression contains characters [0–9], [a-f] and [A-F],
while the special characters contains , −, \. The final step is to apply the tf×idf
method on the whole keyword set and remove trivial keywords, i.e., keywords
with low tf×idf values.

4.3 Tree Construction

The previous section explains using Entropy splitting rule to grow a decision tree.
We present in this section using Scikit Learn library [18] to construct decision
trees for bug datasets. Scikit Learn is an open source machine learning library for
Python programming language and provides several classification, regression and
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clustering algorithms. It is designed to interoperate with Python numerical and
scientific libraries such as NumPy [19] and SciPy [20]. The CART algorithm is
one of the main classification algorithms supported by Scikit Learn. Algorithm 2
presents main steps to construct decision trees using the Scikit Learn library:

Algorithm 2. Constructing a decision tree for a bug dataset
Input : Processed bug dataset
Output: Decision tree

1 Load the dataset into pandas data-frame and drop the platform feature;
2 Factorize the features;
3 Load sample data and class label;
4 Split the dataset into the training set and testing set;
5 Fit the training set into decision tree classifier;
6 Construct the tree using entropy criterion;

The first step is to load the dataset into pandas data-frame that is a spe-
cial tabular data structure to prepare data for the CART algorithm. It is also
important to drop the platform feature in the data-frame because the dataset is
already grouped by this feature. Since the CART algorithm cannot deal with
non-numerical values, while the feature values in the bug dataset are non-
numeric, i.e. enumerate or text, all the feature values need to be factorized into
numerical values in the second step. The pandas library supports for converting
non-numerical values to numerical values. Each distinct value is replaced by a
unique integer, e.g. the severity feature contains 4 values: feature, minor, normal
and critical corresponding to 0, 1, 2, 3 after factorization. The next step is to
separate the data-frame into 2 parts. The first part is the sample data that con-
tains the numerical values of all features, while the second part is the class label
that marks the numerical classes for each particular bug. The most important
step in this algorithm is to partition the sample data and class label into the
training set and testing set. The training set is used for training the decision tree,
while the testing set is used for evaluating the decision tree. The percentages of
the training and testing sets are 75 % and 25 % respectively. Finally, the decision
tree is trained by a method supported by Scikit Learn library. The input of this
method is the training set found in the previous step. Figure 7 plots a part of a
decision tree for the Linux platform dataset (refer to the end of the paper).

Since the decision tree contains multiple levels, we only present the first 4
levels. The leaf nodes contains the following values:

1. The first component counts samples that have the severity of feature
2. The second component counts samples that have the severity of critical
3. The third component counts samples that have the severity of minor
4. The fourth component counts samples that have the severity of normal

5 Evaluation

We have used a dataset of 130.000 bug reports for experiments. A large dataset
usually results in large decision tree that possibly causes performance problem
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due to the complexity and memory consumption of the tree. The authors of
the study [21] have already proposed an approach to construct decision trees
from very large datasets. The approach builds a set of decision trees based on
tractable size training datasets which are subsets of the original dataset. The
result of the study also reveals the over-fitting issue of a large decision tree. We
have separated bug reports into 4 smaller datasets following the platform feature:
50.000 bug reports occurring on all platforms (All platform), 50.000 bug reports
occurring on Windows platform (Win platform), 15.000 bug report occurring on
Linux platform (Linux platform) and 15.000 bug report occurring on Macintosh
platform (Mac platform). We have built decision trees on parallel and performed
all experiments on a workstation with Intel i5-2450M CPU 2.5 GHZ, 4 GB of
RAM and Ubuntu 12.04.
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Fig. 2. Time consumption for constructing decision trees over various datasets

The first experiment measures time consumption for constructing decision
trees over various datasets. Time consumption linearly increases as the size of
datasets increases, as shown in Fig. 2. It takes approximately 120 ms or 250 ms
to build a decision tree for 50.000 or 100.000 bug reports, respectively. Note
that time consumption depends on numbers of events and features. Bug reports
in the Win platform dataset contain less one feature than bug reports in the
whole dataset, i.e., the platform feature, thus time consumption for both datasets
is slightly different. Since processing large event log files that usually contain
millions of events consumes much time, reducing processing time is necessary.

The datasets contain thousands of bug reports that possibly miss several
features, it is necessary to apply the median imputation method for datasets to
improve performance. Dealing with missing values is one of the most common
issues in data training process. It occurs when data values are unavailable for
observations due to the lack of responses: data is provided for neither several
features nor a whole case. Missing values are sometimes caused by researchers,
e.g., data collection is done improperly or mistakes are made by input data.

Using training datasets with missing values can affect performance in classi-
fication. Several prevailing methods deal with this issue. Case deletion method
discards cases with missing values for at least one feature. A variant of this meth-
ods only eliminates cases with a high level of missing values while determining
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Fig. 3. Cross-validation comparison for the All platform (left) for the Win platform
(right) with and without imputation

the extent of features for cases with a low level of missing values. Mean imputa-
tion method replaces missing values for features by the mean of all known values
of the features in the class to which the case with missing values belongs. Sim-
ilar to the mean imputation method, the median imputation method replaces
missing values for features by the median of all known values of the features in
the class to which the case with missing values belongs. Using median avoids the
presence of outliers and also assures the robustness of the method. This method
is suitable for datasets that the distribution of the values of a certain feature
is skewed. Modified K-nearest neighbor method determines missing values for a
case by considering a certain number of the most similar cases. The similarity
of two cases is measured by a distance function.

The second experiment fills missing values for bug reports using the mean
imputation method and then compares cross-validation scores for both datasets
with and without imputation. Figure 3 on the left side reports low and unstable
scores for the All platform dataset, especially the score reduces to 0.3 approxi-
mately for both datasets of 20.000 bugs. The All platform dataset with imputa-
tion obtains the average cross-validation score of 0.5 that improves a reasonable
number of missing values from the All platform dataset without imputation. The
Win platform dataset performs worse than the All platform dataset as shown in
Fig. 3 on the right side. The Win platform dataset with imputation obtains the
average cross-validation score of 0.4 that improves a lower number of missing
values compared with the All platform dataset. Note that the number of miss-
ing values increases as the size of datasets increases, thus using the imputation
technique can improve the accuracy score of prediction.

The third experiment focuses on the accuracy of the decision tree. The idea
is to divide the original dataset with imputation into the training and testing
datasets. While the training dataset is used to build the decision tree, the testing
dataset is used to evaluate the accuracy of the decision tree. The extreme case
of cross-validation, namely leave-one-out cross-validation, has been used for this
experiment. We have used the decision tree to predict the severity level of a
bug report and built a list of the predicted severity levels for bug reports in the
testing dataset. This list is then compared with the list of the correct severity
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Fig. 4. Accuracy comparison between the All and Win platforms (left) and between
the Linux and Mac platforms (right)

levels of the testing dataset. Accuracy score is calculated based on the number
of matching severity levels in 2 lists.

Figure 4 on the left side reports high and stable accuracy scores for the All
platform dataset with the average score of 0.82 approximately. The All platform
dataset also outperforms the Win platform dataset that obtains the average score
of 0.68 approximately. We observed that bug reports for all platforms tend to
be common problems that can be easily reproduced, determining severity levels
for these bug reports is rather straightforward and precise. On the other hand,
bug reports for certain platforms are sometimes very specific and difficult to
determine a severity level properly. The accuracy scores for the Linux and Mac
platform datasets share the same explanation with the Win platform dataset.
Figure 4 on the right side presents the similar accuracy scores of both datasets
with the average score of 0.71 approximately. However, the Win platform dataset
is larger than the Mac and Linux platform datasets that can cause an impact
on accuracy scores as the size of datasets increases. In addition, average time to
train the decision tree of 50.000 bug reports is considerably fast.
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Fig. 6. A sample CART tree
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Fig. 7. Decision tree for the Linux platform dataset
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Figure 5 also plots the accuracy score of the whole dataset. Since bug reports
of this dataset contain the platform feature, the decision tree is therefore larger
and more complex than the above trees. The accuracy score is lower and more
stable than the above accuracy scores on average. Larger and more complex
decision trees possibly yield low efficiency due to the low quality of large datasets,
e.g., a dataset with several missing values.

6 Conclusions

We have proposed an approach of using the CART decision tree for fault data
analytics that can be applied to event monitoring and fault detection in commu-
nication networks and distributed systems. The event log datasets are so huge
that system administrators and even supporting tools may ignore potentially
critical events. This decision tree is characterized by the capability of learning
from the training datasets and then determining the severity level of log events
from the testing datasets. We have used bug report datasets for experiments.
Bug reports obtained from BTSs are to some extent similar to log events with a
severity level. Evaluating the approach focuses on the performance and efficiency
of the decision tree. We have computed the time consumption of building the
tree, the precision of classification and the imputation of missing values. The
experimental results reveal that the accuracy scores for different trees are above
70 %, especially 80 % for the all platform dataset. Applying methods to deal with
missing values in the training datasets improves efficiency. Moreover, trees with
tractable size training datasets consume less processing time and possibly yield
high efficiency. Future work focuses on two issues. The first issue uses more fea-
tures in bug reports or log events, especially exploiting distinct keywords from
textual description. The second issue evaluates the efficiency of larger trees built
by larger training datasets.
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Abstract. This article shows the procedure to execute an ARP poisoning in
order to stand out the insecurity that the Protocol has, and to compare it against
other alternatives, to show the safety of each of these. Where it is concluded that
ES-ARP and S-ARP are good choices to improve the safety of the ARP pro-
tocol, although is not 100 % secure, since if they send the answer and then the
poisoned ARP reply is sent before the actual one is received, and set on the
cache memory, the victim stores the wrong response in the cache and discards
the actual one. When the first ARP request is sent, the victim and the attacker
receive the message. Who comes first will get the ARP cache of the victim.

Keywords: MAC address � ARP � ES-ARP � S-ARP

1 Introduction

Address Resolution Protocol is a complicated protocol. “Many implementations do not
interpret the Protocol specification, and others supply wrong links since they eliminate
the cache timeout in an attempt to improve efficiency”. We can say that the ARP
protocol works mainly is three parts, the first that returns a link that is used by the
network interface to encapsulate and transmit the package. Another module that man-
ages the ARP packets that arrive from the network and update the ARP cache by adding
new links. And finally a manager who implements the policy of replacing cache, which
examines entries in the cache, and removes them when they reach a certain time.

When an ARP reply is requested, this can be changed (MAC address), by a false one,
and thus attacking the system, this is called ARP poisoning. Due to this poisoning,
alternatives have been sought to make the protocol secure, one of them is S-ARP, that is
based on an extension of the ARP protocol and a set of features that allow a verification
of authenticity and integrity of the contents of the ARP replies are introduced using
asymmetric cryptography. And there also ES-ARP guided mainly by the greater
problem of ARP that is the fact that this is totally gullible, since it doesn’t difference
between the received messages and it confides blindly into what it has received, since it
is a stateless protocol and does not carry any information about the requests sent or the
responses received This “loop” is used by attackers to submit falsified answers so they
are accepted by the ARP and end up poisoning the ARP cache. S ARP has been
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implemented for some time, but did not succeed due to the fact that when it sends two
packets of data confirmation messages, makes this authentication method slower than
normal, which decreases efficiency. Instead the implementation of ES-ARP only has
been made to be tested and it has not come out to the public, according to their results, it
does not have any inconvenience for its implementation.

2 Address Resolution Protocol

Address Resolution Protocol (ARP) is a stateless protocol, i.e., a response can be
processed although the request was never received. When a response is received, the
corresponding entry in the cache is updated with the logical IP address, and the
physical MAC address in the answer. An ARP is a message sent by a host requesting
the MAC addresses its own IP address, it is sent from one machine to another with the
same or different network. ARP resides in the network layer of the TCP/IP suite, where
a host is identified by its 32-bit IP address, and the MAC address that follows a scheme
of 49 bits.

When the network layer receives a message from the upper layers, it checks the IP
address of the target machine. If the target machine is on the same local network as the
of source machine, the message can be sent directly to the target machine, but on the
other hand if you are not in a local network the message has to be aimed through a
router. To send the message directly to the target machine, the network layer needs to
know the MAC address of the target machine. ARP dynamically allocates the 32-bit IP
address of a machine to its 48 bits MAC address in a temporary memory location called
the ARP cache space.

There are two types of ARP messages that may be sent by the ARP protocol. One is
ARP request and the other is ARP reply.

• ARP request: when the ARP request is done through a host, the IP address, MAC
address, ARP message type and the destination IP address are framed. This request
is diffused to all hosts on the same LAN as the sending host, the destination MAC
address field is left blank for the host with the IP address of destination to fill it out.

• ARP response: when a host receives the ARP request containing the IP address as
the destination IP address, which is filled with MAC address and the field of
operation is set on the operation code of the ARP response. This message is sent
directly to the requesting machine. When the ARP reply is received by the
requesting machine, it updates its ARP cache with the requested MAC address.

When creating an ARP response, an attacker can easily change the Association
maintained in the ARP cache of host, that is, can change the MAC address by a false
one (false response) sending IP encapsulated messages with this false address. In this
way the attacker can receive all frames originally directed to another host. Once the
host is poisoned, it will send all traffic to the attacker host s can read them, and if it
decides to forward them back the attacked host they will not realize that they are being
attacked. This is an attack MITM (man in the middle). Another attack on this network
is DoS (denial of service) is when the attacker does not forward messages after reading
them, to the target machine, and this is called a denial of service attack.
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2.1 ES-ARP

ES-ARP is guided mainly by the greater problem of ARP that is the fact that this is
totally gullible, since it doesn’t difference between the received messages and it con-
fides blindly into what it has received, since it is a stateless protocol and does not carry
any information about the requests sent or the responses received This “loop” is used
by attackers to submit falsified answers so they are accepted by the ARP and end up
poisoning the ARP cache.

ES-ARP implements a method in such a way that the “the ARP request and ARP
response is transmitted, and is storing the application plot information in the ARP
cache. In this Protocol, all hosts except the source host will store entries in the ARP
cache” (Md. Atullah, N. Chauhan).

In Table 1 we can observe the steps of request and response of ARP and ES-ARP,
which shows us some differences that we have in ES-ARP in order to improve the
security of the data that is sent in ARP, such as making all machines on the local
network to receive the ARP request transmitted and immediately update their ARP
cache with the MAC address of the source device, to be checked in its ARP cache and
make sure if the target host input is there or not. Which makes that once the MAC
address is stored it does not allow that they falsified it thereby preventing them to
poison the ARP, and in such way achieving to be safer, since only the source host will
accept the response, otherwise it will be simply discard the ARP response plot.

This procedure updates the ARP cache twice, it means the first time that the ARP
request is sent in which the IP will be stored and the MAC of the source host, and the
second time when the ARP answer is issued which means that the IP and the MAC of
the target host are stored.

Table 1. Procedures for request and response of ARP Y ES-ARP.

ARP ES-ARP

1. An A machine wants to send a packet to
D, but A only knows the IP address of D

1. An A machine wants to send a packet to
D, but A only knows the IP address of D

2. Machine A broadcast ARP request with
the IP address of D

2. Machine A broadcast ARP request with
the IP address of D

3. All machines on the local network receive
the ARP request that is issued

3. All machines on the local network receives
the ARP request that has been sent and
update their ARP cache with the MAC of
A

4. D machine responds with its MAC address
ARP unicast response and updates its ARP
cache with the MAC of A

4. D machine responds with its MAC address
through ARP response

5. Machine A adds the MAC address of D to
its ARP cache

5. All machines add the MAC address of D
to its ARP cache

6. A machine can now offer packages
directly to D

6. A machine can now offer packages
directly to D
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2.2 S-ARP

S ARP is based on an extension of the ARP protocol and introduces a set of features
that allow a verification of authenticity and integrity of the contents of the ARP replies,
using asymmetric cryptography. In addition also follows the same specifications of
ARP, to make it compatible with this and it only inserts a header end of standard
protocol messages to carry the authentication information, which means that S-ARP
does not accept messages not authenticated (unless you are on a list of known hosts).

S-ARP takes in the ARP response a header S-ARP and ARP requests do not
change. S-ARP header contains the digital signature of the sender, a mark of time, the
type and the length of the message, the message authenticates looking for the IP
address of the sender and its corresponding public key in its ring (since each host
maintains a ring of public keys and corresponding IP addresses previously requested by
the AKD (Authorized dealer key)), if the input uses the contents to check the signature,
otherwise, sends a request to the AKD for certification.

A request to the AKD is also sent when the key on the local ring does not check the
signature, since it may no longer be valid. In this case, the packet in queue is a “list of
pending answers”. The AKD sends a response signed with the public key requested and
current time stamp. When you receive the response of the AKD, host synchronizes the
local with the time stamp clock, if necessary, it stores the public key in its ring, and
verifies the signature… In case the old key is no longer valid, if the new key received
from the AKD is the same as the one in the cache, the response is considered invalid
and is dropped. If the key has changed in fact, the host refreshes its cache and verifies
the signature with the new key.

3 Methodology

What implemented an ARP poisoning, more precisely a “man in the middle attack” or
man in the middle MITM, the attacker computer has a Realtek PCle GBE network card
802 controller family. 11B, with processing speed of 2.1 GHz, and Windows 8.1
operating system.

We used a network sniffer called Cain and Abel this program takes advantage of
some insecurity presented in the ARP protocol standards and its method of authenti-
cation; its main purpose is the simplified recovery of passwords and credentials from
various sources, but also has some not standards utilities for Microsoft Windows users.
Features such as ABRIL (Arp poison routing) which enables sniffing in LANs
(cheating the switch tables) (Fig. 1).

4 Implementation

First we need to start the application (Figs. 2, 3, 4, 5 and 6).
Now we will intercept the traffic generated by the victim, by choosing within Cain

sniffer module, the APR option and then by clicking on the symbol and would
deploy a window (Fig. 7).
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Once added the victim to the list, we will click on the button to begin to redirect
the traffic. This will cause that the offensive computer will temporarily copy the IP of
the gateway and get packets destined to it by the customer, without interrupting the
connection between the two of them, so that the customer does not notice any change
(Fig. 8).

Fig. 1. Attack MITM where the victim access to the router, the router to the attacker, then goes
to the router again and finally to the server and receives a response from the server to the router,
then to the attacker, from the attacker to the router and then to the victim.

Fig. 2. We start by booting Windows 8 to Cain and Abel.

76 E. León et al.



Fig. 3. In the toolbar, select Star Stop Sniffer, and then click on host, then the right click and
select Scan MAC Addresses.

Fig. 4. It will show us a window and we will mark the all hosts option in my subnet and give ok.

Fig. 5. After giving OK, it would deploy a list with the computers connected in the subnet.
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5 Security Against Address Resolution Protocol Attacks

There are different ways to make the ARP protocol safer, in addition to the two
mentioned above, it can also be through programs or the use of our computer com-
mands console. We can use a tool called Arpoon (Arp handler inspectiON) is a tool that
allows you to manipulate certain aspects of the ARP Protocol. One of his outstanding
qualities is to make the ARP protocol safer and it Implements two techniques of
defense against ARP poisoning attacks (ARP spoofing): SARPI “Static Arp Inspec-
tion”: Static ARP inspection: networks without DHCP. It uses a static list of entries and
no modifications are allowed. And DARPI “Dynamic Arp Inspection”: Dynamic ARP
inspection: networks with DHCP. It controls incoming and outgoing ARP requests,
saves the outgoing and sets a timeout for the incoming response.

Fig. 6. We can select the team that we want to attack, also we can see the host name, by
selecting the computer and giving it right click and Resolve Host Name, and the name will be
displayed.

Fig. 7. Shows on the left side the IP of the victim and in the right side, the direction that we want
to intervene or the gateway.
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In addition to detect and block more complex derived attacks such as DHCP
Spoofing, DNS Spoofing, WEB Spoofing and Session Hijacking SSL/TLS Hijacking.
Is designed to run as a Daemon, and is currently adapted for GNU/Linux, Mac OS X,
FreeBSD, NetBSD and OpenBSD systems (GLOBALIP S. A. C, 2011).

6 Debate

ES-ARP works with a method in such a way that the “the ARP request and ARP
response is transmitted, and it is storing the request plot information in the ARP cache.
What makes that the performance does not decrease. S ARP works with asymmetric
cryptography which means that it uses a pair of keys for sending messages (a public
key and private of the same host), what makes that the execution time is dominated by
the verification of the signature and signature generation, this time of verification
depends on the length of the key. The creation of the firm takes a long time due to the
exponential calculate but can improve calculating everything separately but still does
not significantly improve the performance.

The defense of ES-ARP against poison is by storing the information in the plot of
ARP request, which reduces the possibilities of the different types of attacks.
Retransmission of the response of the ARP plot provides security against the ARP
cache poisoning, as if any attacker would send a false ARP response, then this reply is
also received by the target host, whose IP address is used to map the MAC address of
the attacker. So this host detects that this ARP reply is false by the attacker. Instead
S-ARP uses static entries in the ARP cache, these cannot be updated, and only they can

Fig. 8. Once made throughout the procedure, we will be able to extract the data from the victim
machine, we can capture passwords of unsafe websites or password protocols FTP, VNC etc.

Evaluation of Reliability and Security 79



be changed manually by the system administrator, it is not viable to networks with
hundreds of hosts because the inputs must be entered manually on each host. Another
suggested S-ARP security option is the safety of port which is a feature shown in many
modern switches that allows the switch to recognize only a MAC address on a physical
port, still is not effective protection against ARP poisoning, since if the attacker does
not falsified its own MAC address, it can poison the cache of the two victims without
letting the switch to interfere in the process.

Besides S - ARP has been implemented in a Linux operating system, it is composed
of two parts: 1) a patch for the core that eliminates the ARP package from the list of
incoming package through the dev remove function. In this way the core will not have
to analyze all ARP’s packets and release it. The patch does not affect the way in which
the core tries to resolve Ethernet addresses, since it continues sending requests nor-
mally, only that it will not process the answers. The daemon can act as AKD or as a
generic host depending on the parameter of the command line that is passed to the
Protocol at the time of the launch. It is also responsible for communications with the
AKD for the key management.

7 Conclusions and Recommendations

The two solutions have a problem, if the poisoned ARP reply is sent before the actual
response and gets stored in the cache memory, the victim stores the wrong response in
the cache memory and discards the actual response. When the first ARP request is sent,
the victim and the attacker receive the message. Who comes first will get the ARP
cache of the victim.. In addition, the attacker could also impersonate an ICMP echo
request message and be sent immediately with a false ARP response. When the victim
receives the ICMP echo request, performs an ARP request, but the false response is
already in the tail of the packet received, by which is accepted. If an antidote is
installed, the host can override the MAC address of the sender and force a series to
prohibit another host.

We must know for which type of networks we will adapt the solution since at least
with ARP-S it would be tedious to implement it in a network with hundreds of hosts,
since entries should be introduced manually on each host, and instead on ES-ARP this
feature is not adopted and is similar to ARP. ES-ARP has best performance which
makes it more efficient.
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Abstract. The integration of crowdsourcing in organisations fosters new
managerial and business capabilities, especially regarding flexibility and agility
of external human resources. However, a crowdsourcing project involves con-
sidering multiple contextual factors and choices and dealing with the novelty of
the strategy, which makes managerial decisions difficult. This research addresses
the problem by proposing a tool supporting business decision-makers in the
establishment of crowdsourcing projects. The proposed tool is based on an
extensive review of prior research in crowdsourcing and an ontology that
standardises the fundamental crowdsourcing concepts, processes, dependencies,
constraints, and managerial decisions. In particular, we discuss the architecture
of the proposed tool and present two prototypes, one supporting what-if analysis
and the other supporting detailed establishment of crowdsourcing processes.

Keywords: Business process crowdsourcing � Crowdsourcing � Decision
support system � Design science � Ontology

1 Introduction

Crowdsourcing is becoming a viable, popular business strategy for organisations,
which can harness human power, wisdom, information, and ideas from the external
crowd in a flexible way and a short period of deployment time [1, 2]. This popularity
can be demonstrated by the increasing number of organisations adopting the crowd-
sourcing strategy and revenues brought by the crowdsourcing market. The list of
organisations that successfully adopted crowdsourcing is long, including big compa-
nies like iStockPhoto, Amazon, Threadless, Colgate-Palmolive, Unilever, L’Oreal,
Eli Lilly, Dell, and Netflix [1, 3]. Regarding market revenues, a recent report shows
that the enterprise crowdsourcing market grew 53 % in 2010, 75 % in 2011, and was
expected to double in 2012 [4]. Likewise, crowdsourcing has been expanding to dif-
ferent fields including software development [5], marketing [6] and hospitality [7].
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As a response to this popularity, organisations are struggling to assimilate and
standardise business processes around this strategy, a movement that has been coined
Business Process Crowdsourcing (BPC) [8, 9]. BPC can be seen as a traditional set of
organisational activities done by crowdsourcing entities, plus the coordination of the
entire business process. By establishing BPC, organisations can integrate the crowd-
sourcing strategy with their day-to-day business processes, being “able to seamlessly
bring together the crowd, individual actors, and the machine” [10]. Thus, it enables
incorporating the crowdsourcing capabilities within the organisational value proposi-
tion [11].

Although the advantages of crowdsourcing to organisations have already been
highlighted by several researchers [8, 12], only recently have there been noticeable
efforts researching BPC [10, 11]. Even though they investigate the BPC phenomenon
from different angles, these studies consistently suggest that, in the long run, BPC
needs to be established as a continuous organisational process, which requires sys-
tematic management of the strategy. Aligning with these efforts, we have conducted a
3-year research project that focused on BPC from a managerial decision-making per-
spective. We started the project by reviewing the existing crowdsourcing literature and
eliciting the main BPC concepts, activities and contextual factors. We then articulated
all these elements into a decision framework consisting of three phases: decision to
crowdsource, process design, and system configuration [9].

Based on this framework, the project then investigated how to support managerial
decisions in each phase. More precisely, we articulated the several factors, relation-
ships, decision choices, and recommendations suggested by existing literature in the
decision framework. In this way, the project analysed and conceptualised the decision
to crowdsource [13] and the various design and configuration options [9]. Besides
conceptualisation, we have also developed a more formal BPC ontology, which con-
sists of more than 100 domain concepts, relationships and rules [11]. The ontology
itself highlights the complexity inherent in establishing a BPC process.

The next logical step in our research consists of helping decision makers—project
managers, business analysts, and process designers—making analytical decisions in the
crowdsourcing establishment. This type of support is within the typical domain of
Decision Support Systems (DSSs) [14, 15]. As a part of our research project, the
current study aims specifically at developing a decision tool supporting the establish-
ment of BPC. Given the above discussion, the tool should be beneficial by supporting
managers on not only the decision to crowdsource or not [13], but also the various
inconspicuous decisions that follow the decision to crowdsource, which include design
and configuration issues [10]. Building on the BPC ontology, the tool emphasises
strategic decisions, extending the managers’ capability to make informed decisions
about the entire BPC process.

Considering the impact of Design Science on DSSs [14], our study follows a
Design Science paradigm [16, 17]. In particular, this paper reports the development of a
crowdsourcing decision tool, viewed as a design artefact. To provide a solid knowledge
base for building this artefact, the study relies upon the BPC ontology previously
developed by the project [11]. This knowledge base is integrated with the tool’s
architecture. By doing so, the tool consolidates existing research knowledge in a
structured decision-making process.
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The current study should benefit both practitioners and academics. From a practical
point of view, the study provides a computer-based tool supporting organisations in
establishing crowdsourcing strategies. From an academic point of view, the tool
investigates the establishment of BPC at the concrete decision level, and thus com-
plements prior conceptual efforts [11, 18]. Furthermore, since the tool is based on a
BPC ontology [11], its development responds to the call for a more integrated and
holistic view on crowdsourcing research [19, 20].

2 Literature Review

2.1 Identification of Problems

The concept of crowdsourcing was first introduced by Howe [2] in 2006. By that time,
researchers discussed and explored what the concept means and its potential applica-
tions [6, 19]. These efforts contributed to an initial conceptualisation of crowdsourcing,
usually referred to as a process utilising the members of the crowd and the Internet with
the purpose to fulfil ad hoc tasks. They also discussed the application of crowdsourcing
strategies in several areas including information processing, idea gathering, design
[21, 22], and supporting decision making [23].

From an organisational point of view, crowdsourcing may consist of regular
activities performed by internal employees and ad hoc activities performed by the
external crowd [1]. Thus, there is a need to seamlessly integrate these activities into an
organisational workflow or BPC [8, 9]. Such integration helps organisations become
more efficient, as pointed out by Tranquillini et al. [10]. By integrating crowdsourcing
processes in existing business processes, they can be built on top of existing business
process management (BPM) technology and information systems [10]. Furthermore,
this integration helps crowdsourcing to become a more mature technology for organ-
isations to exploit [24, 25].

However, the establishment of BPC is not a straightforward task. The existing
literature highlights several issues and challenges related to this establishment [5, 22].
For instance, Djelassi and Decoopman [22] suggested that it is not a simple, but a rather
complex process. These authors viewed the process as requiring the coordination of
several business components, including infrastructure, incentive mechanisms, the
crowd, customers, and also the financial viability. In a similar vein, Tranquillini et al.
[10] identified a variety of options and configurations for BPC integration. Recently,
Thuan et al. [11] synthesised the components, processes, activities, and data entities
necessary for this integration from an ontological point of view. They noted the
diversity of related concepts, hierarchical relationships, decision-making relationships,
and business rules related to BPC. Given this complexity, a critical challenge is how to
help organisations establishing BPC.

DSSs help organisations making decisions about wicked problems like BPC. In the
crowdsourcing field, a few exploratory DSSs have been developed. Geiger and Schader
[20] proposed a foundation for constructing a recommendation system matching
individuals in the crowd with types of crowdsourcing tasks. Recently, Prokesch and
Wohlenberg [26] developed a DSS that processes results from the crowd. Although
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these systems can support certain aspects of crowdsourcing, they are mainly focused on
very specific functions like task assignment [20] and results aggregation [26], rather
than the whole integrated process. Consequently, there is still a need for a DSS tool
supporting the entire BPC process. From the discussion in this section and the intro-
ductory section, we note that such tools should accomplish the following requirements:

– Assist managers deciding how to establish a BPC strategy or not. This assistance
should be given as guidelines and recommendations.

– Build a comprehensive, integrated view of BPC. In other words, the tool should
support the integrated BPC process, not individual activities. Several DSS studies
suggest that such an integrated view can be achieved by using sound domain
ontologies [27].

– Support micro-decisions related to the BPC process, including process design and
configuration. Within each component, the (sub) issues, their alternatives and
guidance to choose among these alternatives should be specified.

– Provide a means for the effective processing and presenting of knowledge related to
the establishment of BPC.

2.2 DSS View

Decision Support Systems is a research area with a long history in Information Systems
(IS), which can be traced back to Simon’s intelligence-design-choice model developed
in 1960 [15]. In this research area, the focus is on supporting and improving
decision-making for wicked, normally semi-structured and unstructured decisions [14].
The term ‘support’ is important in DSSs, since these systems are not meant to replace
decision makers, but help them extend their capabilities and make more informed,
better decisions [15]. Normally, this support requires integrating domain models
conceptualising the application domains, which helps decision makers to understand
and explore different decision options.

Due to the long history, a large number of DSSs have been studied and developed
in IS and its related fields for various endeavours [14, 28]. To structure these systems,
several taxonomies have been proposed. Power [28] suggested five types of DSSs
including data driven, model driven, knowledge driven, document driven, and com-
munication driven, whose names reflects the main foundation backing the DSS.
Recently, Arnott and Pervan [14, 29] analysed the DSS literature and developed a
seven-type taxonomy, which was based on four dimensions: dominant technology,
theory foundations, targeted users, and decision tasks. Using these dimensions, they
suggested classifying DSSs into: (1) personal DSSs for individual managers; (2) group
DSSs for a group of decision makers; (3) negotiation support systems, which are group
support systems but involve negotiation functions; (4) intelligent DSSs, using artificial
intelligence; (5) knowledge DSSs, which provide knowledge storage, retrieval, transfer,
and application; (6) data warehousing, processing large-scale (big) data for decision
support; and (7) enterprise reporting and analysis systems. Positioning our tool in these
landscapes, we note our work is a personal model-driven DSS, since we focus on
supporting independent managers and base the decision support on a BPC ontology.
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Despite the variety of DSSs, the generic DSS architecture seems quite consistent.
By and large, Holsapple [30] suggested four main DSS components: language com-
ponent, presentation component, knowledge component, and problem-processing
component. The language component processes user inputs. The problem-processing
component tries to identify, analyse, and model the problem, which provides infor-
mation, alternatives and advice for addressing the problem. This process is based on the
knowledge component, which stores knowledge related to the problem. The output
from the DSSs is presented to decision makers by the presentation component. Şeref
and Ahuja [31] proposed a similar architecture grouping the language and presentation
components into a graphical user interface (GUI), and divided the problem-processing
component into model and database aspects. Since the components proposed by
Holsapple [30] seem to clearly separate the major concerns, we adapted this schema to
structure the proposed tool, which is discussed in Sect. 4.

3 Research Overview

The tool development follows the Design Science paradigm [16, 17], which has been
adopted by many DSS developments. The links between DSSs and Design Science
have been highlighted by prominent academics in both fields. In DSSs, Arnott and
Pervan [32] argue that most DSS developments somehow correspond to what Hevner
et al. [17] define as a design artefact. Even Hevner et al. [17] in their seminar paper
demonstrated Design Science using three artefacts, of which two are DSSs. In Design
Science, research mainly aims at developing artefacts solving wicked problems
[16, 33]. Hevner and Chatterjee [16] demonstrate that development processes should be
simultaneously relevant and rigorous. For the current study, while the tool’s relevance
has already been clarified and discussed in the literature review section, it is more
challenging to fully demonstrate rigor.

Since crowdsourcing is an emerging field [1, 20], there are (at least) three chal-
lenges related to rigor. First, having recently conducted a review of crowdsourcing
literature [9], we could not find a prevailing crowdsourcing theory that could be used as
a rigorous knowledge base for development. Second, like other emerging and very
dynamic research fields, different and sometimes conflicted findings can been found in
the crowdsourcing research literature [20], which affects any attempts to fully justify
every step of the tool development. These two challenges lead to the third one, which is
related to the artifact’s internal validity. More precisely, it is challenging to describe
concepts formally and demonstrate logical assertions when a common understanding of
BPC is still lacking, a dominant theory is missing, and the field is immature.

The current study addresses these challenges from two perspectives: a knowledge
base perspective and a software development perspective. Regarding the former, we
recognise that further consolidation of domain knowledge is necessary. Multiple
researchers have suggested that domain ontologies help with constructing and con-
solidating domain knowledge [34, 35]. More precisely, they posit that, as conceptual
modelling techniques, ontologies may formalise the domain and ease communication
among different parties [36, 37]. While agreeing with these, we suggest also consid-
ering ontologies in the context of DSSs. In DSSs, Miah and von Hellens [27] used
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ontologies as knowledge components for “structuring and representing problem
specific knowledge into a knowledge repository”. Aligning with these authors, we
developed our tool based on a BPC ontology [11].

From the software development perspective, an appropriate software development
method is necessary to deal with the immature nature of the field. The current study
follows Lim et al.’s [38] suggestion to adopt a rapid prototyping method. This method
deals with complexity through iterative development and revision of a few prototypes
[39], and allows traversing the tool’s design space [38]. Prototyping is appropriate for
DSS development, as suggested by Miah et al. [40] regarding the development of an
expert system supporting rural business operators, and Antunes et al. [41] regarding the
development of a decision tool supporting geo-collaboration.

In short, the ontological approach and prototyping method both help with con-
solidating the domain knowledge and iteratively understanding and developing the
tool. These two perspectives are further detailed in the following sections, where we
describe the tool’s architecture and development details.

4 Tool Architecture

The tool’s architecture is based on the components proposed by Holsapple [30] (Lit-
erature Review section). As shown in Fig. 1, the architecture has three main compo-
nents: GUI, problem processing component, and knowledge component. The GUI
component enhances the interaction between the tool and its users, i.e. managers and
process designers, who make decisions on adopting and designing BPC processes. This
component accepts parameters from the users. It also helps validating them by providing
explanations about the parameters drawn from the domain knowledge and ontology.
These inputs are processed by the problem process component, where parameters are
used to formulate the problem and the associated context. Furthermore, the problem
process component controls input flows by choosing and adapting what elements the
GUI presents. It also manipulates data entries based on the knowledge component.

- Managers

- Process 
designers

Users

Input

- Parameter entry
- Parameter 
explanation

- Problem 
standardisation
- Contextualisation

- What-if analysis
- Advice

- Descriptive 
knowledge 

(domain elements)

- Reasoning 
knowledge

(business rules)

- Domain knowledge
- Relationship 
clarification

Heavy weight 
ontology of BPC

Knowledge
component

Problem processing 
component

Output

GUI

Decision Tool

Fig. 1. Tool’s architecture (adapted from [30])
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The knowledge component adopts an ontology built in our previous research.
Figure 2 presents a lightweight view of the BPC ontology. The heavyweight ontology
and its details can be found in [11]. As presented in Fig. 2, the knowledge component
consists of descriptive and reasoning knowledge. Regarding descriptive knowledge, it
provides definitions and descriptions of concepts that have to be considered in the
decision-making process. It also includes a hierarchy of relationships among the
(sub) concepts (presented as ‘include’ and ‘categorise’ relationships in Fig. 2). Rea-
soning knowledge provides business rules constraining these ontological elements.

Using the knowledge component, decision-makers can perform what-if analysis by
comparing the knowledge specified by the ontology with the expressed input param-
eters. In this way, the ontology serves as a knowledge base capturing the basic profiles
of crowdsourcing projects, which can be adapted based on project conditions and
intervention plans. Through this adaption, the decision tool can detect ontological

Fig. 2. A lightweight ontology of BPC [11]
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inconsistencies in the available data of the crowdsourcing project. As a result, it pro-
vides advice on how to set up a crowdsourcing strategy for a particular organisational
context, and configure the process details, which in turn are presented as GUI’s outputs.

5 Tool Development

Following the rapid prototyping method, tool development consisted of two phases:
spreadsheet-based DSS and web-based DSS. Şeref and Ahuja [31] suggest that
spreadsheets are useful tools for modelling and developing DSS. In the current work,
the spreadsheet development demonstrates domain knowledge articulation, transferring
knowledge drawn from the ontology into computer-based formulations. Figure 3 shows
the spreadsheet component supporting the decision to crowdsource or not. In spite of
visual austerity, the prototype implements all three architectural components. A ques-
tion and answer section gathers parameters about the BPC organisational context.
These parameters are then processed and transferred to a back-end sheet where the
ontology elements are applied. This back-end sheet implements the knowledge com-
ponent. After knowledge processing, several recommendations are provided by the tool
(the ‘Advice’ area in Fig. 3). Besides Fig. 3, the spreadsheet tool also has another sheet
that supports BPC process design and configuration.

Using this spreadsheet, we performed several what-if analyses generating a range of
probable outcomes of the BPC project. This type of analysis allowed us to review and
adjust the ontology implementation. Of course this prototype had its own disadvantages,

Fig. 3. Spreadsheet-based tool on the decision to crowdsource
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especially regarding the limited utilisation of the knowledge base, and in particular the
difficulties navigating between the decision to crowdsource and BPC design and con-
figuration. The web-based prototype addresses these concerns.

5.1 Web-Based Prototyping

The web-based prototype was developed as an improved and revised version of the
spreadsheet prototype. This prototype, which was implemented using Php and MySQL,
provides wider access to the knowledge base. The entity-relationship model (imple-
mented with MySQL) enables more systematic information management. Furthermore,
data structures were added to support project management. For instance, a user can
create multiple BPC projects, each of which supports a particular organisational context
and a particular phase of BPC. The database structure is presented in Fig. 4.

The prototype consists of two decision functions, supporting the decision to
crowdsource (Fig. 5) and design process of BPC establishment (Fig. 6). More pre-
cisely, the former provides a check list of decision factors and analytical advice on

Fig. 4. Data structure of the web-based prototype

Establishing a Decision Tool for Business Process Crowdsourcing 93



making the decision to crowdsource. The latter specifies the design process of BPC,
which helps to organise its establishment in an appropriate structure. To keep the
prototype consistent, the user-interfaces of the two functions are consistently designed
and organised in five areas (Figs. 5 and 6). The right-hand-side is dedicated to provide
an overview of the decision to crowdsource and BPC design process. The left-hand
side is divided into four areas with inputs and outputs. In the input area, the tool allows
users to choose a design issue. After choosing a particular issue, an explanation and a
pre-defined parameter are presented. If the user changes the parameter, advice will be
provided. This prototype is currently being tested.

Fig. 5. A web-based tool: a screenshot on the decision to crowdsource

Fig. 6. A web-based tool: a screenshot on the process design of BPC establishment
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6 Discussion and Conclusion

DSSs may help organisations adopting and configuring novel, complex business pro-
cesses like crowdsourcing. Adopting the Design Science paradigm, this study developed
a DSS supporting managers addressing the complexity of BPC projects [8, 12, 42].
Unlike the existing decision tools in the crowdsourcing domain [20, 26], which focus on
individual aspects of BPC, the current study adopted an ontological approach for
developing the DSS. As a result, the developed tool can support the whole, integrated
BPC project, from the decision to crowdsource or not to process design and
configuration.

Considering the emerging nature of the field [1], which increases the complexity of
developing such a tool (especially demonstrating rigor), a prototyping development
method was chosen [39]. We developed the tool architecture consisting of three main
components: GUI, information processing component, and knowledge component.
This architecture was utilised in two prototype implementations: spreadsheet-based and
web-based. While the spreadsheet-based prototype allowed us to experiment with
several crowdsourcing scenarios and analysing the parameters and recommendations
provided by the ontology, the web-prototype is targeted to project and business
managers, and process designers, who make managerial decisions in organisational
contexts. Thus, the two prototypes make complementary contributions to research and
practice.

Our research contributes to the current knowledge by building a decision tool for
BPC, and thus validating an ontology of BPC [11]. More precisely, it structures
concepts, relationships, business rules, and what-if scenarios of BPC into two
computer-based prototypes. From a Design Science perspective, implementing these
prototypes is an evaluation form of the ontology [43], which demonstrates the appli-
cability of the ontology. From a crowdsourcing research perspective, the prototypes can
be seen as a further contribution to the conceptualisation and standardisation of BPC.
Since the prototypes allow researchers to explore different BPC scenarios, they can also
be used as a research tool.

In future work, we will involve managers in using the prototypes with the purpose
to further validate the usefulness of the ontology and tool. We can also evaluate the tool
by conducting comparative experiments. In the experiments, participants may be asked
to makes crowdsourcing decisions in specific scenarios. One group of participants will
make decisions using the tool and the other will make decision without the tool.
Comparing performance of the two groups can provide empirical evaluation on the
usefulness of the tool. From a system development perspective, our prototypes may be
integrated with the work by Tranquillini et al. [10], which considered more technical
details about BPC implementation. Thus, another interesting research direction is to
investigate how to connect the managerial and technical domains. This connection
would provide a system supporting organisations from the time they decide to
crowdsource until the time they instantiate a BPC process on a particular crowd-
sourcing platform.
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Abstract. Since its commencement, the Linked Open Data cloud has
been quickly become popular and offers rich data sources for quite a
number of applications. The potential for application development using
Linked Data is immense and needs intensive research efforts. Until now,
the issue of how to efficiently exploit the data provided by the new plat-
form remains an open research question. In this paper we present our
investigation of utilizing a well-known encyclopedic dataset, DBpedia for
finding similar musical artists. Our approach exploits a PageRank based
semantic similarity metric for computing similarity in RDF graph. From
the data provided by DBpedia, the similarity results help find out similar
artists for a given artist. By doing this, we are also be able to exam-
ine the suitability of DBpedia for this type of recommendation tasks.
Experimental results show that the outcomes are encouraging.

Keywords: Linked Open Data · Personalized PageRank · Semantic
similarity

1 Introduction

The deployment of the Linked Open Data brings in a rich data source containing
a broad range of knowledge, spanning from life science, environment, industry
to entertainment. This forms the so called Web of Data which offers a greater
convenience and fosters the development of Semantic Web applications. To date,
information sharing, information retrieval [15,16], community detection, recom-
mendation systems [13,14] - to name a few - are noteworthy applications that
successfully leverage Linked Data. Recommender systems are built to suggest
a category of things, eg. books, movies, songs to a user using different sources
of background data [13]. By exploiting Linked Data, recommender systems are
able to enrich their background data, thereby providing users with meaningful
recommendations. Due to their features, one of the main tasks of recommender
systems is to find similar entities with a given resource or to evaluate to which
extent two resources are alike. This leads to the problem of computing similarity
between semantically related resources. For music recommender systems, this
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is highly beneficial since they can exploit this function to find similar artists
for a given singer or music band using Linked Data. The list suggested by the
systems helps listeners browse for more artists and discover other masterpieces
that may belong to their favorites.

The proliferation of Linked Data source facilitates the development of
recommender systems, albeit posing some thorny issues. Since data is freely
processed and uploaded by various parties, it might be neither complete, nor
consistent. Furthermore, a dataset may be suitable for some tasks but not all
tasks. This raises concerns over fitness for use [12,19], since data quality has an
immense influence over application performance. As a result, assessing quality
for Linked Data is of wide interest across the research community. In this paper,
we investigate the ability of a semantic similarity metric based on PageRank for
finding similar artists from an encyclopedic data source DBpedia1. By doing this,
at the same time we are able to evaluate the fitness for use of DBpedia for this
type of recommendation tasks. Our experimental evaluations are conducted in
accordance with a Last.fm dataset for musical artists recommendation. Experi-
mental results demonstrate interesting outcomes.

Our contributions in this paper are summarized as follows:

– Investigating the possibility of using Personalized PageRank for measuring
semantic similarity in Linked Data.

– Evaluating the fitness for use of Linked Data in the music domain for recom-
mmendation tasks.

The paper is presented in the following structure. Section 2 brings an overview
of related work. Section 3 reviews PageRank, the ranking algorithm used by the
Google search engine. Section 4 introduces a featured-based semantic similarity
using Personalized PageRank. The experimental results are clarified in Sect. 5.
Finally, some conclusions and future work are discussed in Sect. 6.

2 Related Work

A system leveraging Linked Data for recommending music is introduced in
[13]. An algorithm for computing semantic similarity in RDF graph, the Linked
Data Semantic Distance algorithm or LDSD is proposed to calculate similar-
ity between a piece of music or an artist and a set of candidates. Based on
the filtering results, the recommender system produces a list of songs or artists
that is then presented to users. A hybrid recommender system based on unified
Boltzmann machines has been presented in [18] to deal with the problems of
cold-start and lower accuracy in recommender systems. The system models item
interactions and learns weights representing the importance of different pairwise
interactions by integrating collaborative and content information. Based on the
probabilistic models, the system can predict whether a user will act on a specific
item.
1 http://dbpedia.org.

http://dbpedia.org
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Recently, the problem of evaluating Linked Data quality has attracted
significant attention from the research community. Zaveri et al. introduce a
comprehensive survey on data quality assessment in [10]. The paper presents
a systematic review of the most notable approaches dealing with Linked Data
quality. This work can be considered as a clue to facilitate the development
of methodologies for analyzing Linked Data quality. So far, quite a number of
schemes to analyze data quality have been developed. In [11], a quality assess-
ment methodology consisting of three phases and six steps is introduced. Along-
side procedures for identifying quality dimensions, the approach provides some
proposals for refining data. With the involvement of human beings for evaluating
data quality, automated, semi-automated processes are utilized to identify and
finally fix the problem concerning data quality. Based on the observation that
most Linked Data quality assessment methodologies either depend largely on
manual configurations or lack scalability, Kontokostas et al. devise a method-
ology to assess the quality of Linked Data resources in [19]. The methodol-
ogy is derived from test-driven software development. It incorporates ontologies,
vocabularies and knowledge bases into quality assessment. This aims at obtain-
ing automation and scalability at once. The approach is expected to boast more
advantages compared to the existing ones. There exist some software tools for
Linked Data quality assessment, such as Sieve which is presented in [17]. This
software has been integrated into an existing framework for data integration,
LDIF [20]. Based on pre-defined scoring functions, Sieve can generalize a set
of quality indicators from input metadata. It can then fuse data from different
Linked Data sources to meet user requirements.

3 PageRank

In order to rank Web pages properly, a crucial task for search engines is to mea-
sure the level of importance of every Web page involved in the indexing process.
One of the key components making up the Google search engine is the mech-
anism for ranking Web pages, the PageRank algorithm [3,5]. The mechanism
models a random Web surfer who visits Web pages by clicking on the links. By
PageRank, the Web is represented as a directed graph with n nodes and each
node has a rank associated with it. The rank of a node i corresponds to the
probability that the Web surfer ends up visiting the node. A rank is calculated
according to the relationship with its neighborhood. A node gets an amount of
rank from every node pointing to it and in turn conveys its rank to the nodes
it refers to. One node is about to have a high rank if it is referenced by nodes
with high rank.

To compute the rank of nodes, an n×n transition matrix G is built whereby
row ith represents the rank that node ith transfers to other nodes that it has
links to. If node i has li outbound links then it transfers ranki = 1

li
to all of its

neighborhood nodes. In the transition matrix, the cell at row ith and column jth

has the value of ranki if there is a link from node i to node j, otherwise it has the
value of 0. From this definition, however, there is a problem with dangling nodes,
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i.e. those with no outgoing links. By these nodes, the PageRank vectors degrade
very quickly and produce inappropriate ranks. By the Web surfer phenomenon,
if the surfer visits dangling nodes, he will be stuck there and never be able to
move out. To circumvent this, two vectors are introduced, thereby re-phrasing
the transition matrix as follows:

G′ = G + δ.ω

in which ω = (ω1 ω2 .. ωn) and
∑n

i=1 ωi = 1, in general all entries ωi are set
to 1

n ; δ is a column vector with entry ith δi = 1 if i is a dangling node and δi = 0
otherwise. The introduction of ω and δ replaces all entries 0 of a dangling node
in the transition matrix with 1

n . This imposes the dangling nodes virtual link to
all the other nodes with the same probability. Based on the original transition
matrix, the following one is defined to cover all probable activities of a Web
surfer [4]:

G′′ = d.G′ + (1 − d)v

in which d is the damping factor (0 ≤ d < 1); v is the personalization vector.
The parameter (1 − d) represents the probability that the surfer jumps to Web
pages by other means rather than by clicking on the links, e.g. by keying Web
pages’ URLs in the address bar of his browser. The PageRank vector contains
the ranks of all nodes, i.e. entry ith holds the rank of the ith node in the graph.
It is obtained after a finite number of iterations using the following fix-point
function:

π(k+1) = π(k)G′′ (1)

To facilitate the computation of the PageRank vector π, Eq. 1 is expressed
in the following formula [4]:

π(k+1) = π(k)G′′ = π(k) [d(G + δω) + (1 − d)1v]

in which 1 is a column vector whose all n entries are equal to 1. This means:

π(k+1) = dπ(k)G + d(π(k)δ)ω + (1 − d)v (2)

4 Personalized PageRank for Measuring Semantic
Similarity

In the Linked Open Data cloud, RDF graphs are used to represent semantically
connected information resources. For assessing similarity between resources in an
RDF graph, nodes, links, and their relationships are incorporated into calculation.
These are considered as features of the graph and can be utilized in similarity
comparison. Features extracted from a resource are discriminative and can be
used to distinguish itself from other objects of the same type. Feature-based
metrics first attempt to represent a resource as a set of features and then calculate
the similarity between two resources by matching their corresponding collections
of features. Two resources are considered to be more similar if they share more
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common features [1]. As a base for our evaluation, in the preceding sub-sections
we review a similarity metric utilizing the PageRank algorithm to characterize
a resource in an RDF graph by the rank of the surrounding resources as a feature
vector. The similarity between two resources is computed by the cosine similarity
of the two feature vectors.

Based on the original PageRank algorithm, the Personalized PageRank algo-
rithm was derived to measure the similarity between topics as proposed in [6].
In this approach, topic is comprised of a set of words, represented as nodes
in a graph and PageRank vector is used to characterize a topic. By modifying
the personalization vector v in Eq. 2, the corresponding entries to the topic are
assigned the value of 1, whilst all the other entries of v are assigned the value of
0. This helps concentrate all probability mass to the constituent words, thereby
characterizing the topic. By doing this the topic is biased and earns a high rank
[7]. The PageRank vector obtained in this way can be considered as the fea-
tures of the topic and helps distinguish the topic from others. Eventually, the
similarity between two topics ra and rb represented by vector πa = {ai}i=1,..,n

and πb = {bi}i=1,..,n is computed as the inner product space between the two
vectors [2].

p.PageRank(ra, rb) =
πa.πb

‖πa‖ ‖πb‖ =
∑n

i=1 ai × bi√∑n
i=1(ai)2 × √∑n

i=1(bi)2
(3)

Personalized PageRank has been successfully applied to measure similarity
in WordNet [8,9]. In this paper, we investigate the possibility of using the metric
for computing similarity between resources in an RDF graph. In the preceding
section, we are going perform experiments on a Linked Data dataset to analyze
the performance of Personalized PageRank.

5 Evaluation

5.1 Experimental Setup

It is highly beneficial to conduct an analysis on the performance of the metric to
provide an insight into the suitability and the effectiveness of the measurement
technique for Linked Data. This helps reveal how effective Personalized PageR-
ank can be in computing similarity, with regard to a ground-truth dataset. To
evaluate the efficacy of a similarity metric, it is essential to compare its compu-
tational outcomes with a gold standard. A ground-truth dataset or gold stan-
dard contains associations where the similarity between artists/bands reflects
human perception of the likeness among musical artists. Last.fm is an online
music website that specializes in collecting and processing user’s musical pref-
erences. Alongside other useful information, Last.fm also provides a list of sim-
ilar artists/bands for each artist/band. The similarity degree between a pair of
artists/bands is represented in two forms: numerical and verbal values. Numer-
ical scores are bound to the interval [0, 1], with the value of 1 corresponds to
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absolute similarity while the value of 0 denotes complete difference. The similar-
ity is also expressed verbally in the following degrees: Super similarity, Very high
similarity, High similarity, Medium similarity. The similarity degrees defined by
Last.fm are not symmetric, e.g.: The degree of similarity of The Beatles to Pink
Floyd is High similarity, whereas the degree of similarity of Pink Floyd to The
Beatles is Very high similarity.

We re-implement Personalized PageRank and perform experiments to inves-
tigate its performance. For comparison, we use a dataset consisting of 1000
artists/bands from Last.fm using the provided API2. As the input for the cal-
culation of Personalized PageRank, we retrieve data from a server containing
DBpedia 3.8. Features are collected from the server through its SPARQL end-
point by means of Jena Apache3. Starting from the original list, data for every
artist/band from DBpedia as well as similar artists/bands is scraped. Since not
all similar artists/bands in Last.fm have their counterpart in DBpedia, we dis-
card any artist/band having less than 40 similar items from the list. After this
step, 820 artists/bands remain in the final list. The data is saved into local files
for further processing. The similarity calculation is performed on the data in the
external files.

5.2 Neighborhood Graph

For feature-based similarity metrics, it is necessary to collect a set of features
for each resource. In the first place, a set of properties needs to be specified.
For DBpedia, we selected 20% most popular properties of the DBpedia ontol-
ogy used in the musical domain apart from dbpedia-owl:wikiPageWikiLink,
plus owl:sameAs, rdf:type4 and dcterms:subject5. The SPARQL query in List-
ing 1.1 is used to retrieve the list of outgoing properties in the musical domain
in descending order according to their frequency of occurrence. The selection of
incoming properties can be done in the same manner.

SELECT ?p (COUNT (?p) as ?n) WHERE { {
?s ?p ?o .
?s rdf:type dbpedia -owl:MusicalArtist

} UNION {
?s ?p ?o .
?s rdf:type dbpedia -owl:Band }

} ORDER BY DESC(?n)

Listing 1.1. Retrieving outbound properties

An RDF graph spreads out on numerous resources, consisting of several lay-
ers of edges (predicates). For collecting feature sets, it is obviously infeasible

2 www.last.fm/api.
3 http://jena.apache.org/.
4 http://www.w3.org/1999/02/22-rdf-syntax-ns#type.
5 http://purl.org/dc/terms/subject.

www.last.fm/api
http://jena.apache.org/
http://www.w3.org/1999/02/22-rdf-syntax-ns#type
http://purl.org/dc/terms/subject
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to consider all nodes and edges in it. Therefore, we collected a set of features
by expanding a graph using the selected set of properties for a limited depth.
Considering a pair of resources that are involved in the similarity calculation, a
neighborhood graph was built by expanding from each resource using the selected
set of properties as shown in Table 1. For each resource, depending on the type
of experiments, features can be collected in one or two levels of edges.

Table 1. The set of properties for collecting features.

Outgoing

rdf:type dbpedia-owl:associatedAct

owl:sameAs dbpedia-owl:influenced

dbpedia-owl:instrument dbpedia-owl:influencedBy

dbpedia-owl:writer dbpedia-owl:bandMember

dcterms:subject dbpedia-owl:formerBandMember

dbpedia-owl:associatedBand dbpedia-owl:currentMember

dbpedia-owl:associatedMusicalArtist dbpedia-owl:pastMember

dbpedia-owl:background dbpedia-owl:occupation

dbpedia-owl:genre dbpedia-owl:birthPlace

Incoming

dbpedia-owl:previousWork dbpedia-owl:producer

dbpedia-owl:subsequentWork dbpedia-owl:artist

dbpedia-owl:knownFor dbpedia-owl:writer

dbpedia-owl:award dbpedia-owl:associatedBand

dbpedia-owl:album dbpedia-owl:associatedMusicalArtist

dbpedia-owl:notableWork dbpedia-owl:musicalArtist

dbpedia-owl:lastAppearance dbpedia-owl:musicalBand

dbpedia-owl:basedOn dbpedia-owl:musicComposer

dbpedia-owl:starring dbpedia-owl:bandMember

dbpedia-owl:series dbpedia-owl:formerBandMember

dbpedia-owl:openingFilm dbpedia-owl:starring

dbpedia-owl:related dbpedia-owl:composer

Furthermore, also depending on the purpose of measurement, an extension
can either be done using only outbound edges or using both inbound and out-
bound edges. Figure 1 illustrates the process of collecting features. The big nodes
with color represent starting resources; small color circles with number corre-
spond to expansion steps. In the figure an undirected edge represents properties
in both incoming and outgoing directions.
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Fig. 1. Collecting feature sets, depth d = 2

5.3 Results

In order to investigate the effect of the selection of feature sets on the outcome, we
carried out experiments using independent settings. First, we considered different
levels of depth and then in each setting, the selection of properties for collecting
a set of features. Similarity calculation is performed on the neighborhood graph
data. The list of similarity values calculated by Personalized PageRank is then
compared with the corresponding ground-truth list from Last.fm using RMSE
(Root Mean Squared Error) and Spearman’s rank correlation coefficient. The
RMSE index is computed as follows:

RMSE =

√√√√ 1
n

n∑

i=1

(yi − ŷi) (4)

in which yi is the value computed by Personalized PageRank; ŷi is the corre-
sponding value extracted from ground-truth data, n is the number of samples.

We calculate similarity for 1-hop features and 2-hop features. The distribu-
tion of the RMSE values for 820 artists/bands is shown in the boxplot diagram
in Fig. 2. This figure suggests that for this set of data, PageRank’s measure-
ment outcomes are comparable for both cases. This means that the selection of
two-hop features does not contribute to a great change in performance.

Furthermore, we investigate how well the ranking produced by Personalized
PageRank is associated with the ranking by Last.fm. For this evaluation, the
Spearman’s rank correlation coefficient metric is utilized to analyze the degree
of correlation. For two ranked variables x = {Xi}i=1,..,n and y = {Yi}i=1,..,n the
Spearman’s rank correlation coefficient ρ is defined as follows:

ρ =
∑n

i=1(Xi − μX) × (Yi − μY )√∑n
i=1(Xi − μX)2 × ∑n

i=1(Yi − μY )2
(5)

in which μX and μY are the mean of X and Y , respectively.
This metric reflects the similarity between the order sorted by Personalized

PageRank and that of Last.fm. This is highly important since the ranking of a
metric helps identify the most similar artists/bands to a given artist/band.
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Fig. 2. RMSE

For each artist/band of a dataset, the list of similar artists/bands is ranked
according their similarity scores. This list is then compared with the ranking
of the corresponding artist/band of the ground-truth datasets. Figure 3 depicts
the histogram of the Spearman’s rank correlation coefficient calculated for the
datasets from Last.fm. For the sake of presentation, the histogram values are
converted to percentage (%). In this diagram, each bar depicted in label v of the
x-axis represents the percentage of artists/bands having the value Spearman’s
rank coefficient ρ in the interval ρ ∈ [v; v + 0, 1). The figure implies that the
similarity results produced by Personalized PageRank are partly correlated with
the ground-truth data. In addition, we see that also for this measurement metric,
the 1-hop features and 2-hop features can help produce similar outcomes.

Fig. 3. Spearman’s rank correlation coefficient
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6 Conclusions and Future Work

Our paper has introduced an investigation into a metric for measuring simi-
larity based on the structural context of a graph, Personalized PageRank. In
our approach, we analyzed the potential of using the metric for automatically
measuring similarity in Linked Data. The similarity values are considered to be
useful since they can be used for recommendation tasks. To validate the out-
comes, the results computed by the metric are compared with a ground-truth
dataset from Last.fm. Experimental results show that in the given contexts, Per-
sonalized PageRank is capable of producing adequate results with regard to the
Last.fm dataset. We acknowledge that the selection of properties for expanding a
neighborhood graph in Linked Data can have an influence on the final outcome.
From our perspective, how to opt for the best set of properties in calculating
similarity remains an open research question.
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Abstract. In sentiment analysis a text is usually classified as positive, negative
or neutral; in this work we propose a method for obtaining the relatedness or
similarity that an opinion about a particular subject has with regard to a pair of
antonym concepts. In this way, a particular opinion is analyzed in terms of a set
of features that can vary depending on the field of interest. With our method, it is
possible, for example, to determine the balance of honesty, cleanliness, inter-
estingness, or expensiveness that is expressed in an opinion. We used the
standard similarity measures Hirst-St-Onge, Jiang-Conrath and Resnik from
WordNet; however, finding that these measures are not well-suitable for
working with all Parts-of-Speech, we additionally proposed a new measure
based on graphs, to properly handle adjectives. We validated our results with a
survey to a sample of 20 individuals, obtaining a precision above 82 % with our
method.

Keywords: Sentiment analysis � Opinion mining � Adjective similarity
measure � Wordnet � Antonyms

1 Introduction

In the area of Sentiment Analysis there are several works that classify text from several
sources using a training corpus. Usually, these works are focused on finding only their
polarity, without few of them considering other kinds of analysis.

Pang and Lee [1] classify movie reviews using automatic learning techniques
according to their polarity. Considering the words that correspond to a certain polarity,
they experiment with Naïve Bayes, Maximum Entropy and Support Vector Machine
(SVM) learning methods.

With the recent increase in the use of social networks, several works study opinions
in social networks, being Twitter a common example [2–4]. All these works consider
particular features of this social network and use automatic learning techniques such as
tree kernel or SVM to classify tweets.

In this work, we propose an unsupervised method that, considering opinions from a
social network, provides a quantification of relatedness to a specific list of concepts.
This list of concepts is composed in turn by pairs of antonym words, allowing the user
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DOI: 10.1007/978-3-319-26135-5_9



to define a set of features beyond simple polarity. Our method is unsupervised because
it does not use machine learning on previously tagged examples. It relies on the
WordNet structure to find similarities. Additionally, current similarity measures can
operate only on a reduced set of Parts-of-Speech (POS), hindering the full exploitation
of opinion texts, which can be a problem in short texts such as those found in Twitter.
That is why we propose a graph based similarity measure to be able to consider
all POS.

In the following sections we present our method (Sect. 2), then we present fre-
quently used similarity measures (Sect. 3), the experiments and comparison with
human evaluators (Sect. 4), and finally we draw or conclusions in Sect. 5.

2 Method for Opinion Mining Using Antonym Concepts

We have divided our method in the following main stages: Replacement, text pre-
processing, and comparison. See Fig. 1 for a general diagram of our method.

In our diagram, we have the original input: “Inna is sooo koool!”; then, after the
text replacement, this text becomes “Inna is so cool!”. Afterwards, it is preprocessed
and tagged: “inna/N is/V so/AD cool/ADJ”. This text is then compared with a concept

Fig. 1. Diagram of the proposed method for opinion mining.
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list, consisting in two pairs of antonym concepts: good/bad, happy/sad. The output
consists of a vector that relates each concept with the text: good: 0.7/bad: 0.3, happy:
0.4, sad: 0.2. For obtaining this vector, we use standard similarity measures, and
additionally we propose a graph-based similarity measure (shown in bold frame in the
diagram). In the following sections we describe each component in detail.

2.1 Replacements

Our replacements database expands contractions, acronyms, emoticons or other ways
of quick typing into a normal word representation that can be compared against the
concept vector. See Table 1 for an example of replacements.

2.2 Text Pre-processing

Preprocessing consisted on sentence tokenization, conversion to lowercase, stopwords
removal, POS tagging, and negated words identification. For example, the sentence “I
didn’t like this movie, but I …” will become “I didn’t NOT_like NOT_this NOT_-
movie, but I”. We also lemmatized the input text.

Table 1. Sample from the replacements list.

Acronym, contraction or emoticon Replacement

aykm are you kidding me
b4 before
bff best friend forever
gr8 great
lol laughing out loud
lv love
lil little
sth something
thx thank you
arent aren’t
dont don’t
Im I am
cannot can not
:), :-), :], :3 happy
XD, :D, = D laughing
:* kiss
:O, O.O, o.O, o_O surprise
:(, :-(, :C, :[ sad
:’( crying
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2.3 Graph Building

We build a graph using WordNet senses and synonyms. To illustrate this, consider the
word angry. We can see in Table 2 the Synsets of this word, along with its glosses
(Fig. 2).

We build the graph of this word, along with its several senses, and then we
consulted the synonyms of each one of these words. Once we have expanded one level
all of these words, we obtain the following subgraph (Fig. 3).

Subgraphs are created on-demand and are added to the full graph when searching a
path between two nodes, as explained on the next section.

Table 2. Senses (synsets) of angry

Sense Words from synset Gloss

angry#n#1 angry feeling or showering anger
angry#n#2 angry, furious, raging, tempestuous,

wild
(of elements) as if showing violent
anger

angry#n#3 angry severely inflamed and painful

Fig. 2. Subgraph representing the synsets of angry

Fig. 3. Synonym subgraph from WordNet after expanding one more level
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2.4 Input Text and Concept List Comparison

Once the graph is built, our goal consists on finding the shortest path between each
word from the input text, and each word from the concept list. We implemented the
algorithm of bidirectional search along with breadth-first search. With this, we are able
to speed up finding a solution. A breadth-first search is started from the root node to the
goal node, and other breadth-first search starts from the goal node to the root node. If a
concept is in the exploration border of both set, this means both searches have coin-
cided, and the solution will be the union of the both searches: the path from the root
node to the goal node through the common concept.

Despite more than one path can be found between two nodes, the expansion
method always starts from the first synsets, assuring the path is the shortest one, and
that the found concepts are the most relevant possible ones.

We experimented with five variations of this method:

• Edge count
• Use of logarithms
• Logarithms with POS change penalization
• Semantic orientation of words
• Individual semantic orientation.

We describe each one of them in the following sections.

2.4.1 Edge Count
The first variation of the method consists only in using the path between two words in
the graph. For each pair of nodes connected, a value of 1 is assigned. The distance of
the path is calculated by adding all edges between words. This is repeated for each
word from a total of n words from the opinion text t.

For a set that represents the distances of a concept c from the concept list with the
words of an opinion wi … wn, we calculate the average of distances davg as:

dp ¼
Pn

i
dðwicÞ
n

Then we divide davg by the maximum distance dm in the WordNet graph (cal-
culated previously, and equal to 15), so that we can find the relatedness of a concept
c with a text t as:

dp ¼
Pn

i
dðwicÞ
n

2.4.2 Use of Logarithms
This variation consists on using a different value for the distance between each pair of
nodes. The edge between each node will have a value of 0 (no distance) for the first
synset of a word, and then it will be increased to 1 using the logarithm function.
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This is motivated by the fact that the different senses of a word are listed from the
most frequent one to the less frequent. For example, see Table 3 for the word like.

To assign a distance to each synset of a word, we use the following procedure.
First, if a word has more than one synset, let N be the total number of synsets. C is
defined as:

C ¼ N � 1
Nþ 1

and the distance dn is defined as:

dn ¼ logNð1þ nCÞ

where n is a number that represents the rank of the sense from 1 to N for a given word.
If the word corresponding to a synset is shared by all the other synsets in the same POS,
we consider N equal to 1, and the distance dn for that synset is 0. See Table 4 for an
example.

Figure 4 shows the resulting graph once each node related with a word is added.

2.4.3 Logarithms with POS Change Penalization
In this variation we consider logarithms as well, but we will take into account the POS
when following a path of nodes. Consider Fig. 5.

We can see that we can get from want to promise through a chain of verbs, but also
allowing a POS change from hope to promise. We will add 1 to the total distance of a
path for each POS change.

Table 3. Synsets of the word like

Sense Words in the same
synset

Gloss

like#n#1 like, the-like,
the-like-of

– A similar kind

like#n#2 like, ilk – A kind of person
like#a#1 like, similar – Resembling or similar; having the same or some of the

same characteristics; often used in combination
like#a#2 like, same – Equal in amount or value
like#a#3 like, alike, similar – Having the same of similar characteristics
like#a#4 like, comparable,

corresponding
– Conforming in every respect

like#v#1 like, wish, care – Prefer or wish to do something
like#v#2 like – Find enjoyable or agreeable
like#v#3 like – Be found of
like#v#4 like – Feel about or towards; consider, evaluate or regard
like#v#5 like – Want to have
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2.4.4 Semantic Orientation of Words
In the previous variations, in order to calculate the relationship a text has with a list of
concepts, each one of the concepts was considered separately. Let us remember that our

Table 4. Distances for each synset of like

Sense Words in the same synset Distance

like#n#1 like, the-like, the-like-of dn = log2 (1 + (1*1/3)) = 0.415
like#n#2 like, ilk dn = log2 (1 + (1*1/3)) = 0.736
like#a#1 like, similar dn = log4 (1 + (1*3/5)) = 0.339
like#a#2 like, same dn = log4 (1 + (2*3/5)) = 0.568
like#a#3 like, alike, similar dn = log4 (1 + (3*3/5)) = 0.742
like#a#4 like, comparable, corresponding dn = log4 (1 + (4*3/5)) = 0.882
like#v#1 like, wish, care dn = 0
like#v#2 like dn = 0
like#v#3 like dn = 0
like#v#4 like dn = 0
like#v#5 like dn = 0

Fig. 4. Adding and weighting related nodes

Fig. 5. Path from want to promise
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motivation is that the list of concepts is conformed not by unrelated concepts, but by
pairs of antonym concepts. In this variation we consider the distance between each
member of these pairs as well, integrating it in a single formula.

Peng et al. [5] measure the semantic orientation of words considering three factors.
In this variation we propose measuring in a similar manner the distance of words
conforming the text, with the pairs of antonyms from the list of concepts. The used
formula is:

OSðwÞ ¼ disðw; c1Þ � disðw; c2Þ
disðc1; c2Þ

We measure the distance of each one of the words w from the text with the pair of
antonyms (c1 y c2) at the same time. This formula returns a numeric result between −1
and 1. If the result is less than 0, we can say that w is closer to c1, and if the result is
greater than 0, w is closer to c2. This formula is applied to all words conforming the
text, and with all each pair of antonyms, and the result is their average.

2.4.5 Individual Semantic Orientation
The fifth and last variation of this method is based on the previously described vari-
ation. In this variation, distances to each element of the pair of antonym concepts are
calculated separately, that is:

OSiðwÞ ¼ 1� disðw; c1Þ
disðc1; c2Þ OSiðwÞ ¼ 1� disðw; c2Þ

disðc1; c2Þ

When any of these measures is less than 0, the semantic orientation is set to 0.
As in the previous method, the average of all words for each concept represents the

relatedness of the text with each of them.

3 Similarity Measures

In order to compare our proposed graph-based similarity measure, we compare each
concept of the antonym pairs concept list using standard WordNet measures, such as
Hirst-St-Onge, Jiang-Conrath, and Resnik. The latter to measures are not able to handle
adjectives, but we include them in our experiments because they are frequently used
similarity measures [6].

3.1 Hirst-St-Onge

This similarity measure was proposed in 1998 [7]; it quantifies semantic relationships
between words and it is path-based. This measure establishes the relation between two
concepts trying to find a path between them. This path is sought to be not too long and
trying to avoid frequent changes in its direction. From a node, it traverses all rela-
tionships horizontally, up or downwards, and penalizes changes of direction. As an
example, the is-a relationships are upwards, while the has-part ones are horizontal.
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3.2 Jiang-Conrath

The similarity measure proposed by Jiang and Conrath [8] uses the concept of Infor-
mation Content, defined as the negative of the logarithm of the probability of a certain
concept:

ICðcÞ ¼ � logPðcÞ

The Jiang-Conrath similarity is defined then as:

simJCNðc1; c2Þ ¼ 1
ICðc1Þþ ICðc2Þ � 2 � ICðLCSðc1; c2ÞÞ

There are two special cases that we should avoid when calculating similarity with
this method: both involve the case when the denominator is zero. The first case occurs
when IC(c1), IC(c2) and IC(LCS(c1, c2)) are zero. In most cases, this only happens
when the three concepts are the root node, however, when a concept has a frequency of
zero, IC turns to be zero as well. The second case occurs when the concepts c1 and c2
are the same. Intuitively, this would mean maximum similarity, and the result would be
infinite. Because this is impossible, the smallest distance possible is used, and its
inverse is returned.

3.3 Resnik

Resnik [9] defines P(c) as the probability that selecting a random word it is an instance
of the concept c. Formally, there is a variable different to random, which runs on each
word associated to each concept on the hierarchy. Given a concept, each observed noun
is a member of this concept with a probability P(c) or it is not a member, with a
probability of 1 − P(c). Because each word is a member of the root node, called entity
in WordNet, it means that the probability of root is one, and the probability of the
nodes below is lower, decreasing as deepness increases.

Given a hierarchy of hyponyms and a corpus, to obtain P(c) the frequency of each
concept c is counted, as well as the frequency of its parents up to the root concept in the
hierarchy. words(c) is defined as the set of words that have the node c as ancestor,
including c itself. With this, we can calculate the probability of the concept c as:

PðcÞ ¼

P

w2wordsðcÞ
countðwÞ

N

This is the probability of the concept c. The probability of a random word is an
instance of this concept. Once all probabilities are calculated for each node, we can add
them to the hierarchy. With such probabilities, we can then compute the amount of
Information Content of a concept c as:

ICðcÞ ¼ � logPðcÞ
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We define also the immediate upper node that includes c1 and c2 in the hierarchy as
LCS(c1, c2), meaning least common subsumer.

Resnik argues that the similarity between two words is related to how much
information they share in common, so that, the more information they have in common,
more similar they are. If we have two concepts, their commonality is defined by what
they inherit from their common ancestor, i.e., the lowest node in the hierarchy that
includes both. This is expressed by the formula:

simresnikðc1; c2Þ ¼ IC(LCS(c1; c2ÞÞ

4 Experiments and Results

In this section we present our evaluation method, consisting on a survey to several
individuals, and then we present the results of our method, comparing all the proposed
variants of the graph-based similarity measure, and standard similarity measures.

4.1 Evaluation Method

We provided a set of opinions to 20 individuals, along with a list of concepts, asking
them to select one concept from each pair of antonym concepts, that they would believe
it described the opinion.

The set of opinions ranged from 5 to 7 for each product or person, as listed below
(Table 5).

For example, for the following opinion the participants should choose one of each
pair of antonyms:

Easy to set up, the graphics are outstanding. Easy to use the interface. The con-
troller is much better than the PS3 design. The PSN network is much more affordable
than the ‘other box’ and more cheaper. I do not regret this purchase. Just waiting for
more awesome games!

Table 5. Opinion list and concept list

Opinions Product/person Concept list
6 Videogame console cheap/expensive
6 Electronics brand good/bad, pretty/ugly, easy/hard
6 Football player good/bad, proud/modest, skillful/unskillful
5 President good/bad, honest/corrupt
5 Videogame good/bad, entertaining/boring
7 Soap good/bad, clean/dirty
5 City good/bad, cold/hot, pretty/ugly
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good ______  bad ______  cheap ______ costly ______ 

That is, they should tick one of (good or bad) and one of (cheap or costly).

4.2 Results

We compared the results of our 5 proposed variants, along with standard similarity
measures in WordNet, namely Hirst-St-Onge, Jiang_Conrath, and Resnik. The two
latter measures do not work for adjectives. Additionally, we provide a comparison of
the kind of relationships used for calculating the distance: Using all relationships vs.
using only adjectives. We can see that using all relationships helps noticeably in most
cases.

5 Conclusions and Future Work

WordNet is a highly connected graph containing many definitions and senses that are
not always frequently used. This implies that sometimes words that one would expect
to be far are closely connected. For example, good and bad are connected by a distance
of only 4 edges. This causes that in many cases the similarity of an opinion with a
concept in the list is very close to its similarity with its antonym.

One of the main limitations for this work is that all words must be connected to the
graph. Surprisingly, some words, such as beautiful have no synonymy relationship with
other words. One could expect beautiful to be synonyms with pretty, or at least to find a
short path between them. This leads to the conclusion that one must be careful when
selecting the list of antonym concepts.

Table 6. Evaluation of each variant and similarity measures.

Method Relationships Recall Precision

Edges All 74.22 % 75.0 %
Adjectives 64.94 % 70.78 %

Logarithms All 63.91 % 63.91 %
Adjectives 67.01 % 67.70 %

Log with POS change penalization All 53.60 % 54.16 %
Adjectives 54.63 % 54.63 %

Semantic Orientation (SO) All 74.22 % 75.78 %
Adjectives 63.91 % 67.39 %

Individual SO All 80.41 % 82.10 %
Adjectives 59.79 % 67.44 %

Hirst-St-Onge All 28.86 % 68.29 %
Jiang-Conrath Nouns only 52.57 % 53.68 %
Resnik Nouns only 13.40 % 61.90 %
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The JCN and Resnik measures were not very helpful for our purposes, since they
are not able to handle adjectives. The Hirst-St-Onge measure is able to provide a
similarity for all four POS, but we can see from Table 6 that its performance is lower,
compared to our proposed method. At the present moment, we are not aware of other
similarity measure on WordNet that considers all four POS yielding a better
performance.

The best variation of our method was Individual Semantic orientation. This is
because it considers the distance of the antonym concepts as a normalization factor,
keeping only those that have a distance lesser than the distance between the antonym
concepts, and discarding those that are more distant.

Finally, we can conclude that using distances on the graph of WordNet, created by
its synonymy relationships, is a viable way for classifying texts in a variety of groups
according to determined features, extending the possibilities beyond classifying them
only by their polarity.

As a future work, we plan to explore creating the graph from WordNet from other
relationships other than synonymy, and experimenting with other features from the
text, aside from paths or distance between concepts.
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Abstract. This paper presents a novel topic model for traffic speed
analysis in the urban environment. Our topic model is special in that
the parameters for encoding the following two domain-specific aspects of
traffic speeds are introduced. First, traffic speeds are measured by the
sensors each having a fixed location. Therefore, it is likely that similar
measurements will be given by the sensors located close to each other.
Second, traffic speeds show a 24-hour periodicity. Therefore, it is likely
that similar measurements will be given at the same time point on dif-
ferent days. We model these two aspects with Gaussian process priors
and make topic probabilities location- and time-dependent. In this man-
ner, our model utilizes the metadata of the traffic speed data. We offer
a slice sampling to achieve less approximation than variational Bayesian
inferences. We present an experimental result where we use the traffic
speed data provided by New York City.

1 Introduction

In recent years, many text mining applications, which have been mainly
addressed by topic modeling approaches, are being addressed by deep learning
approaches [20,22,23] effectively. However, topic modeling approaches, and more
broadly Bayesian approaches, have an advantage that we can explicitly incorpo-
rate our domain-specific knowledge in the form of prior distributions when con-
structing probabilistic models in an application-dependent manner [3,7,8,13].
In this paper, we propose a new topic model for traffic speed analysis and use
Gaussian process priors [18] to incorporate our domain-specific knowledge on
traffic speeds measured in the urban environment. Since we adopt Bayesian
hierarchical modeling for investigating traffic speed data, we call our method
TRINH (TRaffic speed data INvestigation with Hierarchical modeling).

The aim of our research is to analyze traffic speed data for extracting typical
patterns of traffic speed distribution. Traffic speed data are obtained based on
vehicles’ traveling times given by sensors placed along road segments. We prac-
tically analyze traffic speed data to foresee heavy traffic congestion or to find
bottlenecks in redesigning traffic light timings [17].
c© Springer International Publishing Switzerland 2015
T.K. Dang et al. (Eds.): FDSE 2015, LNCS 9446, pp. 123–134, 2015.
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Fig. 1. An example of the analysis achieved by TRINH. We present the data measured
by the sensor #289 [1]. The horizontal axis is the time axis ranging from May 27 to June
16 in 2013. The vertical axis shows traffic speeds in mph. The traffic speeds represented
by the marker of the same shape and color are analyzed by TRINH as coming from
the same gamma distribution. In this case, the number of gamma distributions is 30.

However, traffic speeds show a wide variety of distributions depending on
the hours of the day or days of the week. Therefore, for any segment of the
sequence of the traffic speeds measured by an individual sensor, it is difficult
to tell whether the traffic speed measurements contained in the segment are
generated from the same probability distribution or from a mixture of different
probability distributions. If the length of the segment is long, e.g. 24 hours, it is
better to model the measurements contained in the segment with a mixture of
multiple probability distributions. However, if the length is short, e.g. 10 min, it
is better to model the measurements with a single distribution.

A similar problem arises in text mining. In many text mining applications,
especially in topic extraction or in text summarization, it is difficult to tell
whether some sequence of words is generated from the same word distribution
or from a mixture of different word distributions. To address this problem, many
existing works adopt topic modeling approaches like latent Dirichlet allocation
(LDA) [5]. In topic modeling, we can regard each document as a composite
of parts each corresponding to different topics and thus can model each doc-
ument with a mixture of multiple word probability distributions. Our traffic
speed analysis also views traffic speed sequences obtained within windows of
fixed length as a mixture of diverse traffic speed distributions (cf. Fig. 1).

Traffic speeds are, however, non-negative real numbers. Therefore, we replace
multinomial distribution in LDA with gamma distribution. While truncated
Gaussian distribution may also be used, we prefer the simplicity of gamma
distribution. Consequently, our probabilistic model generates each traffic speed
sequence as follows in an LDA-like manner. For each traffic speed sequence
regarded as a document, we draw a topic from the per-document topic multino-
mial distribution and then draw a traffic speed from the gamma distribution that
corresponds to the drawn topic. Further, TRINH has two features as follows.

While a generative model obtained in this manner has already been
reported [12], the authors fail to capture the domain-specific aspects. Traf-
fic speeds are measured by the sensors each having a fixed physical position.
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Further, the measurement is performed in a real-time manner. Therefore, traf-
fic speeds are location- and time-dependent. We incorporate this domain-specific
knowledge into our model by using prior distributions. This is the first spe-
cial feature of TRINH. To be precise, we propose a probabilistic model using
two Gaussian process priors [18] for modeling location- and time-dependency
of traffic speeds. The functions drawn from the one Gaussian process prior are
evaluated at the domain points each corresponding to sensor locations, and those
drawn from the other Gaussian process prior are evaluated at the domain points
each corresponding to measurement time points. The probability of each topic
is obtained by applying the logistic function to the sum of the factors including
these location- and time-dependent factors. In this manner, we can make topic
probabilities dependent on the locations and the time points of traffic speed
measurements. In short, our model can utilize the metadata of the traffic speed
data.

When we define probabilities based on several different factors, the logistic
function is often used [6,9,15]. However, the posterior inference of the existing
approaches is mainly performed by maximizing a variational lower bound of
the evidence. Note that this type of inference, often called variational Bayesian
inference, introduces an approximation. In this paper, we propose a sampling-
based inference. To be precise, we adopt the general slice sampler [19, p. 326],
which can be used for obtaining samples from the distribution whose density is
proportional to the product of positive functions. This technique is efficient when
the inverse of each positive function has a simple form. Owing to the general
slice sampler, a large part of our inference can be described as sampling from a
uniform distribution. Consequently, its implementation is not that complicated.
This is the second special feature of TRINH. Our inference is similar to that
proposed in [14], because this is also an application of the general slice sampler.

We evaluate TRINH in terms of test data log likelihood. Based on the pos-
terior distribution obtained by our inference, the log likelihood of the test data
can be computed. In the experiment, the test data set is prepared as a randomly
selected 20 percent of the given data set. The result shows that our method is
slightly inferior to the probabilistic model that uses no location and time-stamp
data with respect to the best log likelihood achieved during hundreds of iter-
ations of the inference. However, the result also shows that our method can
increase the log likelihood more rapidly than the compared model.

The rest of the paper is organized as follows. Section 2 describes the details
of TRINH. Section 3 gives a sampling-based inference. Section 4 explains the
settings and the results of the experiment. Section 5 reviews some existing pro-
posals. Section 6 concludes the paper with an outlook on future work.

2 Proposal

Our model TRINH is proposed based on latent Dirichlet allocation (LDA) [5,
10]. In this paper, each sequence of the traffic speeds measured by the same
sensor within 24 hours from 0 a.m. is regarded as a document. That is, all sensors
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produce one document per day. We denote the total number of documents by D
and denote the number of traffic speeds contained in the dth document by Nd,
which corresponds to the document length in case of text data. Traffic speeds
are non-negative real numbers. Therefore, we replace per-topic word multinomial
distributions in LDA with gamma distributions. We denote the number of topics
by K. The gamma distribution for the kth topic is denoted by Gamma (αk, βk),
where αk and βk are the shape and rate parameters. Our aim is to extract diverse
patterns of traffic speed distributions as K different gamma distributions.

TRINH generates traffic speed data in an LDA-like manner as follows. We
first draw a topic from the per-document topic multinomial distribution and
then draw a traffic speed from the gamma distribution that corresponds to the
drawn topic. However, traffic speeds have domain-specific features. Therefore,
we define the topic probability by combining the three parameters mdk, λksd

,
and τkt as θdtk ∝ exp(mdk +λksd

+ τkt), where sd is the index of the sensor that
measures the traffic speeds contained in the dth document, and t represents a
time point at which the measurement occurs. That is, topic probabilities depend
on by which sensor the traffic speeds are measured and also on at which time
point they are measured. We explain the three parameters below.

The parameter mdk only represents the fact that the probability of the kth
topic is different for each document. That is, mdk reflects the basic idea of LDA
that different documents have different mixing proportions of topics. However,
the probabilities of the same topic for different documents may show some sim-
ilarity. Therefore, we draw m1k, . . . ,mDk from the Gaussian prior distribution
N (μk, σk), where μk and σk are the mean and standard deviation parameters.
This prior is used in place of the Dirichlet prior in LDA. The parameter λks

represents the feature that topic probabilities depend on sensors in such a man-
ner that the same sensor s tends to give similar traffic speed distributions even
on different days. The parameter τkt represents the feature that topic prob-
abilities depend on measurement time points in such a manner that similar
traffic speed distributions may be obtained at the same time point of the day
even from different sensors. By combining these three parameters, we define
the probability of the kth topic at the time point t in the dth document as
θdtk ≡ exp(mdk + λksd

+ τkt)/
∑

k′ exp(mdk′ + λk′sd
+ τk′t).

Additionally, TRINH addresses the two types of similarity, i.e., the similar-
ity among sensor locations and the similarity among time points, by applying
Gaussian process priors [18] to the λkss and the τkts. First, when two sensors
are located close to each other, they may give similar traffic speed distributions.
In other words, λks and λks′ may have similar values when the sth and the s′th
sensors are located close to each other. Therefore, we draw a random function fk

from the Gaussian process prior GP (0,KS) for each k, and evaluate the drawn
function at the sensor locations. In the experiment, we use the longitude and
latitude of the physical locations of the sensors and compute distances between
them. Second, we may observe that traffic speeds measured at the time points
close to each other may show similar distributions. In other words, τkt and τkt′

may have similar values when the t-th and the t′-th time points are close to
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each other on the time axis. Therefore, we draw a random function gk from the
Gaussian process prior GP (0,KT ) for each k and evaluate the drawn function
at the measurement time points. The covariance functions KS and KT reflects
the similarity among sensor locations and the similarity among time points,
respectively. We set the mean function to 0 for both priors so that λksd

and τkt

represent deviations from mdk. We give the generative description of TRINH:

1. For each topic k ∈ {1, . . . , K},
(a) Draw the rate parameter βk of the gamma distribution Gamma (αk, βk)

from the global Gamma prior distribution Gamma (a, b).
(b) Draw a function fk from GP (0,KS) and set λks = fk(rs) for each sensor

s, where rs is the physical location of the sth sensor.
(c) Draw a function gk from GP (0,KT ) and set τkt = gk(t) for each time

point t of the day.
2. For each document d ∈ {1, . . . , D},

(a) Draw mdk from the Gaussian prior distribution N (μk, σk) and set θdtk ≡
exp(mdk+λksd

+τkt)∑
k′ exp(mdk′+λk′sd+τk′td )

, where sd refers to the sensor that measures the
traffic speeds of the dth document.

(b) For each i ∈ {1, . . . , Nd},
i. Draw a topic zdi from the multinomial distribution Discrete (θdtdi),

where tdi is the time point at which the ith traffic speed in the dth
document is measured.

ii. Draw a traffic speed xdi from the gamma distribution
Gamma (αzdi

, βzdi
).

We assume that the covariance function of GP (0,KS) has the following
form: kL(rs, rs′) ≡ σ2

S0δ(s = s′) + σ2
S1 exp(−|rs − rs′ |2/2l2S), where δ(·) is equal

to 1 if the condition in parentheses is satisfied and to 0 otherwise. Further,
we assume that the covariance function of GP (0,KT ) has the following form:
kT (t, t′) ≡ σ2

T0δ(t = t′) + σ2
T1 exp(−(t − t′)2/2l2T ).

Consequently, we obtain the full joint distribution of TRINH as below.

p(x,z,β,m,λ, τ |μ,σ,KS ,KT ,α, a, b)

=
K∏

k=1

[
ba

Γ (a)
βa−1+Nkαk

k Y αk−1
k e−βk(b+Xk)

Γ (αk)Nk

D∏

d=1

1√
2πσ2

k

exp
{

− (mdk − μk)2

2σ2
k

}]

·
K∏

k=1

1√
(2π)S |KS | exp

(
− λT

k K−1
S λk

2

)
·

K∏

k=1

1√
(2π)T |KT | exp

(
− τT

k K−1
T τ k

2

)

·
D∏

d=1

Nd∏

i=1

K∏

k=1

{
exp(mdk + λksd

+ τktdi)∑
k′ exp(mdk′ + λk′sd

+ τk′tdi)

}δ(zdi=k)

, (1)

where the following notations are introduced: Nk ≡ ∑D
d=1

∑Nd

i=1 δ(zdi = k),
Xk ≡ ∑D

d=1

∑Nd

i=1 δ(zdi = k)xdi, and Yk ≡ ∏D
d=1

∏Nd

i=1 x
δ(zdi=k)
di . Γ (·) denotes the

Gamma function. We consider our sampling method based on the marginalized
joint distribution p(x,z,m,λ, τ ) obtained by integrating out β in Eq. (1).
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3 Inference

We offer a sampling-based inference for TRINH to achieve less approximation.
First, we consider topic assignments z. We assume that m, λ, and τ are fixed.
Then the joint distribution of x and z is obtained as follows:

p(x,z|m,λ, τ ,α, a, b) ∝
K∏

k=1

Γ (a + Nkαk)Y αk−1
k

Γ (αk)Nk(b + Xk)a+Nkαk
·

D∏

d=1

Nd∏

i=1

K∏

k=1

θ
δ(zdi=k)
dtdik

.

(2)

We assume that zdi = k̂ before updating zdi. Then, based on Eq. (2), the prob-
ability that zdi is updated to k s.t. k �= k̂ is:

p(zdi = k|x,z¬di,m,λ, τ ,α, a, b)

∝ θdtdikΓ (a + (Nk + 1)αk)
xdiΓ (αk)Γ (a + Nkαk)

(
b + Xk

b + Xk + xdi

)a+Nkαk
(

xdi

b + Xk + xdi

)αk

. (3)

On the other hand, the probability that zdi is updated to k̂ is:

p(zdi = k|x,z¬di,m,λ, τ ,α, a, b)

∝ θdtdikΓ (a + Nkαk)
xdiΓ (αk)Γ (a + (Nk − 1)αk)

(
b + Xk − xdi

b + Xk

)a+Nkαk
(

xdi

b + Xk − xdi

)αk

.

(4)

Second, let’s consider the sampling of the mdks. By assuming that z, λ, and
τ are fixed, we obtain the full conditional distribution of mdk as follows:

p(mdk|m¬dk,x,z,λ, τ ,μ,Σ)

∝ 1
σk

exp
{

− (mdk − μk)2

2σ2
k

}∏

i

exp(mdzdi
+ λzdisd

+ τzditdi)∑
k exp(mdk + λksd

+ τktdi)
, (5)

We sample from this posterior by adopting the general slice sampler
(cf. Chapter 8.2 [19]). We denote uniform distributions by U . For each pair of d
and k,

– Draw auxiliary variables udk and udk1, . . . , udkNd
as follows:

• Draw udk from U
({

u : 0 ≤ u ≤ 1
σk

exp{− (mdk−μk)
2

2σ2
k

}
})

.

• Draw udki from U
({

u : 0 ≤ u ≤ exp(mdzdi
+λzdisd

+τzditdi )∑
k exp(mdk+λksd

+τktdi
)

})
for each

i = 1, . . . , Nd.
– Draw mdk from U(

Idk ∩ ⋂
i Idki

)
, where

Idk ≡
{

m : μk −
√

−2σ2
k ln(σkudk) ≤ m ≤ μk +

√
−2σ2

k ln(σkudk)
}

,

Idki ≡ {m : m ≥ Ldki} for zdi = k and {m : m ≤ Rdki} for zdi �= k. (6)
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We compute Ldki and Rdki in Eq. (6) as follows:

Ldki = ln
udki

∑
k′ �=k exp(mdk′ + λk′sd

+ τk′tdi)
(1 − udki) exp(λksd

+ τktdi)
,

Rdki = ln
exp(mdzdi

+ λzdisd
+ τzditdi) − udki

∑
k′ �=k exp(mdk′ + λk′sd

+ τk′tdi)
udki exp(λksd

+ τktdi)
.

(7)

Third, we consider the sampling of the λkss. We obtain the full conditional
distribution as follows:

p(λks|λ¬ks,x,z,m, τ ,μ,KS) ∝
√

(K−1
S )ss exp

{
− (λks − ζks)2

2(K−1
S )−1

ss

}

·
∏

{d:sd=s}

Nd∏

i=1

exp(mdzdi
+ λzdis + τzditdi)∑

k exp(mdk + λks + τktdi)
, (8)

where ζks ≡ −(K−1
S )−1

ss

∑
s′ �=s(K

−1
S )ss′λks′ . λks depends on all other λk′s′s for

k′ �= k and s′ �= s. The general slice sampler for λkss is given below.

– For d ∈ {d : sd = s}, draw auxiliary variables uks and uksd1, . . . , uksdnd
:

• Draw uks from U
({

u : 0 ≤ u ≤
√

(K−1
S )ss exp

{ − (λks−ζks)
2

2(K−1
S )−1

ss

}})
.

• Draw uksdi from U
({

u : 0 ≤ u ≤ exp(mdzdi
+λzdis

+τzditdi )∑
k exp(mdk+λks+τktdi

)

})
for

i = 1, . . . , Nd.
– Draw λks from U(

Iks ∩ ⋂
{d:sd=s}

⋂
i Iksdi

)
, where

Iks ≡ {λ : ζks −
√

−2(K−1
S )−1

ss ln(
√

(K−1
S )−1

ss uks)

≤ λ ≤ ζks +

√
−2(K−1

S )−1
ss ln(

√
(K−1

S )−1
ss uks)}, and

Iksdi ≡ {λ : λ ≥ Lksdi} for zdi = k and {λ : λ ≤ Rksdi} for zdi �= k. (9)

In Eq. (9), we compute Lksdi and Rksdi as follows:

Lksdi ≡ ln
uksdi

∑
k′ �=k exp(mdk′ + λk′s + τk′tdi)

(1 − uksdi) exp(mdk + τktdi)
,

Rksdi ≡ ln
exp(mdzdi

+ λzdis + τzditdi) − uksdi

∑
k′ �=k exp(mdk′ + λk′s + τk′tdi)

uksdi exp(mdk + τktdi)
.

(10)

Due to the space limitation, we omit the details of the sampling of the τkts,
which can be derived in a similar manner to that of the λkss.

Other parameters are sampled as follows. The hyperparameters of the
Gaussian process priors, i.e., σS0, σS1, lS , σT0, σT1, and lT , are sampled by
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Fig. 2. Heatmap visualization of the covariance matrices representing the similarity
between the sensor locations (on the top panel) and the similarity between the time
points (on the bottom panel). On the left half of each panel, the initial entry values
are given. After 800 iterations of MCMC for K = 30, we obtained an estimation of the
entry values as given on the right half of each panel.

Metropolis Hastings algorithm. Figure 2 visualizes the result of the sampling.
After hundreds of iterations, we obtained the covariance matrices where the sim-
ilarity between sensor locations and that between time points were represented
in a more emphasized manner in comparison to the initial matrices where all
hyperparameters were set to 1. We sample the αks also by Metropolis Hast-
ings. We set the shape and rate parameters of the gamma prior distribution
Gamma(a, b) to 1.5 and 1.0, respectively, because this gave a stably good result.
While we tested Metropolis Hastings for a and b, it did not work. For μ and σ,
we use the maximum-likelihood estimation to save the execution time.

4 Experiment

We evaluated the proposed method in terms of test data log likelihood by using
the real data provided by New York City [1]. This data set consists of the traffic
speeds measured by more than one hundred sensors placed along the streets.
However, tens of sensors were reporting irregular data and were thus suspected
of malfunction. Therefore, we chose 128 sensors. We normalized the data by
regarding all measurements larger than 100 mph as 100 mph, though the number
of such measurements was small. We regarded a set of traffic speeds measured by
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the same sensor within 24 hours from 0 a.m. as a document. We built the data set
from the traffic speeds measured within 21 days from May 27 to June 16 in 2013.
For example, the sensor #289 produced the 21 documents, each corresponding
to different days, as presented in Fig. 1. We thus obtained 21 × 128 = 2688
documents in total. The test data set was a randomly selected 20 percent of the
traffic speed measurements in each document. A similar procedure for selecting
test data is often adopted in an evaluation of topic models on text data. That
is, a fixed percent of word tokens is selected randomly from each document and
the likelihood is computed based on the inferred posterior distributions.

For our evaluation, the likelihood of the test data set was computed as follows:

p(xtest) ≡
∑

d

∑

{i:i∈testset}

∑

k

exp(mdk + λksd
+ τktdi)∑

k exp(mdk + λksd
+ τktdi)

βαk

Γ (αk)
xαk−1

di βxdi−1,

(11)

where β ≡ a/b. We set K = 30, because this setting gave a better or at least
comparable likelihood when compared with other settings. We compared TRINH
with the probabilistic model that is the same with TRINH except that the λkss
and the τkts are set to 0. That is, we compared TRINH with the model using
no location and timestamp data. The comparison was performed in terms of
per-data log likelihood, i.e., p(xtest) divided by the number of the traffic speed
measurements contained in the test data set.

The comparison result is given in Fig. 3. The horizontal axis represents the
number of iterations. The vertical axis gives the per-data log likelihood of the
test data. A larger log likelihood is better, because this means that the inferred
posterior distribution makes the test data set more probable. We show the results
up to the 600th iteration. The log likelihood decreased almost monotonically
for the remaining iterations. The line graphs present the mean of the per-data
log likelihoods given by 20 inferences each starting from a different random
initialization. The blue and orange graphs correspond to the result given by the
model using no location and timestamp data and by TRINH, respectively. The
error bar provides one standard deviation.

As Fig. 3 shows, TRINH could increase the log likelihood more rapidly than
the probabilistic model using no metadata. To be precise, the mean log like-
lihood of our method was better than that of the compared method from the
first to the 342th iteration. Further, the difference was larger than 1.0 until the
282th iteration. This may mean that the metadata enhanced the generalization
capacity of the model. However, with respect to the best mean log likelihood
achieved during the inference, TRINH was slightly worse. While TRINH gave
−5.965 at the 368th iteration, the compared method gave −5.745 at the 409th
iteration. At least for the data set used in this experiment, it can be concluded
that TRINH fits the data quickly, but tends to overfit to the data.

This result can be explained as follows. It is likely that our method is quick
in capturing a big picture of the distribution patterns of traffic speed data owing
to the utilization of location- and time-dependencies. However, as inference
proceeds, such dependencies may work as too strong a constraint to capture
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Fig. 3. The per-data log likelihood for each iteration. The horizontal axis gives the
number of iterations up to 600. The vertical axis gives the per-data log likelihood,
which is obtained by dividing the test data log likelihood by the number of test data.
The test data set is a randomly selected 20 percent of the given data set.

important differences among traffic speed measurements. Therefore, it is an
important remaining task to propose a method for controlling the influence of
the location- and time-dependencies e.g. by introducing weighting coefficients
for the λkss and the τkts.

5 Previous Work

There are important studies where the connection between LDA-like topic mod-
eling and Gaussian process are considered. The model proposed by [16] utilizes
a Gaussian process for obtaining the parameters of the gamma distribution,
which in turn generates random numbers for determining per-document topic
distributions. However, the authors use the Gaussian process for exploring the
correlations between latent parameters. That is, the function drawn from the
Gaussian process is evaluated at the locations in a latent space. In contrast, we
utilize Gaussian processes to explore physical and temporal distances.

The topic model proposed by [11] draws functions from Gaussian process
priors also for obtaining per-document topic probabilities. This work is similar
to ours, because the logistic function is applied. However, we again do not use
Gaussian process priors for modeling topic correlations, but for modeling spatio-
temporal dependencies between topic probabilities. When compared to [16] and
[11], it can be said that our work has a more practical motivation, because we
need to encode our domain-specific knowledge in topic modeling.

The model devised by [2] uses a Gaussian process prior in an intricate man-
ner. First, we draw as many functions as topics from the Gaussian process prior
and evaluate them at the locations each corresponding to different documents.
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Second, we construct a K × D matrix, whose rows are the per-document eval-
uations of the drawn function. Third, we use the columns of this matrix for
obtaining per-document topic probabilities. However, such a complication leads
to an inefficient inference, which prevented us to follow the proposal.

6 Conclusion

In this paper, we propose a method for traffic speed investigation with Bayesian
hierarchical modeling, where we use Gaussian process priors for incorporating
spatio-temporal nature of traffic speed measurements. Some proposals [4,21] rec-
ommend to use more efficient methods for modeling random functions in place of
Gaussian processes. The main reason is the computational complexity required
for inference. Therefore, more efficient mechanisms for obtaining random func-
tions may be adopted in our future work. Further, as we discussed in Sect. 4,
it is also an important remaining task to propose a method for controlling the
influence of the location- and time-dependencies.
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Abstract. Background (BG) traffic detection is an important task in
network traffic analysis and management which helps to improve the
QoS and QoE network services. Quickly detecting BG traffic from a huge
amount of live traffic travelling in the network is a challenging research
topic. This paper proposes a novel approach, namely the periodicity
detection map (PDM), to quickly identify BG traffic based on periodic-
ity analysis as BG traffic is commonly periodically generated by appli-
cations. However, it is not necessary that every BG traffic flow is peri-
odic, hence the periodicity analysis based approaches cannot detect non-
periodic BG flows. This paper also discusses the capability of applying a
machine learning based classification method whose training dataset is
collected from the results of the PDM method to solve this issue. Evalu-
ation analysis and experimental results reveal the effectiveness and effi-
ciency of the proposed approaches compared to the conventional methods
in terms of computational costs, memory usage, and ratio of BG flows
detected.

Keywords: Background/foreground traffic · Traffic analysis ·
Periodicity · Periodicity detection map · Machine learning

1 Introduction

The revolution of smart mobile devices specially smart phones, sensors and wire-
less technologies such as WiFi, 3G, WiMAX, LTE networks, etc., allow sophisti-
cated applications and services like social networks, M2M communications, IoT
applications, smart cities, etc., to be realized. Consequently, a huge amount of
data is generated and carried in computer networks consuming the scarce radio
and bandwidth resources, resulting in network congestion or failure. In fact, it is
not necessary that every traffic is directly related to user activities. Concretely,
a large amount of data is generated automatically by applications on mobile
devices to update their status. This background (BG) traffic is contrasted with
the foreground (FG) traffic which is generated by users in particular communi-
cation operations.

In practice, if the BG and FG traffic are separated effectively, network oper-
ators can place a suitable policy to control the network traffic to improve the
c© Springer International Publishing Switzerland 2015
T.K. Dang et al. (Eds.): FDSE 2015, LNCS 9446, pp. 135–146, 2015.
DOI: 10.1007/978-3-319-26135-5 11
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QoS and QoE of network services. For instance, the delivery of BG traffic at the
peak time can be delayed to save the network resources for FG traffic to serve
user’s communications need. Existing work has been proposed to detect BG
traffic by analyzing user activities based on the device screen status detection.
These researches assume that, if the data is generated/received at the devices
network interface while its screen is off, the traffic would be BG traffic. This app-
roach is useful for battery saving, improving user experiment services, and so on,
which are deployed on individual devices [1,2]. However, it is not suitable for
traffic control to improve the network QoS. In order to place any network opti-
mization, traffic condition must be recognized. Therefore, the BG/FG detection
mechanism should be deployed at the network edge such as on ISP routers. Nev-
ertheless, this approach faces on an emerging issue of processing a huge amount
of traffic traveling on the network without any information about user activities.
This makes the BG/FG separation harder to be resolved.

Moreover, as the privacy legislation in telecommunication must be strictly fol-
lowed, deep packet inspection (DPI) related methods are not applicable. To over-
come this difficulty, several researches have proposed to apply machine learning
(ML) methods to analyze the statistical data of traffic flows. However, ML-based
approaches are time consuming and dependent on relevant training datasets
which are not always available in advance.

Under preliminary researches and observations on real traffic flows [3], we
revealed that BG traffic is commonly periodically generated as applications peri-
odically communicate the servers to update their status. This trait can be lever-
aged to quickly detect the explicit BG traffic. However, it is not necessary that
every BG traffic flow is periodical as applications may synchronize their data
with the server based on events. For example, the Drop Box application on a
device will update figures to the Drop Box server at the time they are taken. To
detect non-periodic BG traffic, an ML-based method would be helpful. Fortu-
nately, the BG traffic flows detected previously by a periodicity analysis method
can be used as training examples for the ML model.

This paper proposes an effective approach to separate BG traffic with two
phases: (1) phase 1 is to quickly detect the clear BG traffic flows based on peri-
odicity analysis, and (2) phase 2 is to utilize an ML model trained by examples
detected in phase 1 to classify non-periodic flows. The experimental evaluations
and analysis reveal that this approach is not only robust for BG/FG traffic
separation but it is also possible to be deployed in the real system.

The rest of the paper is organized as follows: Sect. 2 reviews the related
work. The overall architecture and problem formulation are presented in Sect. 3.
Section 4 describes the proposed approaches, while Sect. 5 presents evaluation
results and analysis. Section 6 concludes this paper.

2 Related Work

BG traffic is traffic generated by applications on devices to maintain their
network connectivity such as network management packets (ARP, DHCP,
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IMCP,. . .), network service handshakes (NetBIOS, DNS,. . .), or applications
heartbeats (Windows update, Yahoo weather update, . . .) [1–3]. In contrast,
FG traffic is generated by users on real communications such as web-surfing,
making a phone call, etc. As BG traffic is not immediately useful for users,
it can be delayed if needed to save the device (battery, memory, computational
capability,. . .) or network (bandwidth, radio channel,. . .) resources at the critical
times.

As BG/FG traffic separation can help to optimize the network administration
and management, especially to improve the network quality, several researches
have been proposed to find a sound solution to quickly identify BG traffic from
a vast traffic flows on computer networks [4,5]. The study in [4] provides an
evaluation on the effect of BG traffic on application and protocol behaviors by
quantifying the interaction of applications such as HTTP, multimedia applica-
tions with a variety of BG traffic models. Kenesi et al., analyze the impact of
BG traffic on TCP throughput [5]. These analysis support the motivation of
our work on BG traffic detection towards a sound BG traffic management and
control solution to improve the quality of network services.

User activity analysis is a potential direction to detect BG traffic. User activ-
ity involving inferred from the screen state (on/off) can be associated with traffic
generated/received by the device’s network interface to detect BG traffic [1,2].
NetSense [6] and LiveLabs [7] are two interesting live projects that study user
activities on smart phones including social networking, location-based services,
screen state, etc. The essential difficulty of this method is that a specific applica-
tion must be installed in user equipment (UE). This not only creates stressfulness
to users but also requires more resources and computational cost. Moreover, BG
traffic detected on UEs would be useful for optimizations on individual devices
(e.g., battery saving), while it would not be enough for optimizing the whole
network. In order to optimize network services applying traffic engineering tech-
niques, information about the whole network load and the amount of BG traffic
flows are needed. This work resolves this issue by proposing a novel method
deployed at the network edge to quickly capture, analyze and optimize a large
amount of network traffic, without imposing any policy on the UE.

Studies in [1,2] and our previous work [3], revealed that BG traffic generates
a lot of periodic network maintenance traffic. This leads to a huge amount of
BG traffic traveling in the networks as each device may concurrently run many
background applications. It is necessary to quickly identify these BG traffic,
thereby they can be delayed to yield the scare resources, especially at the peak
time, to the user-oriented traffic (FG traffic). This study leverages the periodical
characteristic of BG traffic to quickly detecting the explicit BG traffic flows.
The difficulty here is that traffic flows are commonly long and sparse time-series
data. They require a huge computational time for analyzing [8,9]. This work
proposes a novel method, namely the Periodicity Detection Map (PDM), that
efficiently works with long and sparse traffic flows, hence significantly reduces
the computational cost to O(n), when the analyzed data is long and sparse.
In addition, as not every BG traffic flow is periodic, the PDM may not be
able to detect non-periodic BG flows. This paper also proposes to apply an
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ML-based classification model that utilizes the results of the PDM method as
training examples to solve this issue. As a result, the proposed approaches not
only quickly detect the explicit BG traffic but can also effectively identify non-
periodic BG traffic flows.

3 Overall Architecture and Problem Definition

The overall architecture of the proposed BG/FG traffic separation system is
depicted in Fig. 1. The system is deployed at the network edge which is in between
the wireless radio access network (RAN) and the core network as shown in
Fig. 1a. The periodicity of the captured traffic is immediately examined (Fig. 1b)
to quickly identify whether it is BG traffic or not using the periodicity analysis.
For non-periodic traffic flows, their statistical data such as average number of
packets per TCP connection (upward and downward) of the traffic flows, is
analyzed by a ML-based classification model to classify its traffic type (BG or
FG). The classified data is stored in a database which is used as an adaptive
training dataset for the classification model.

In order to clarify the BG/FG traffic separation model, we start with follow-
ing definitions.

Definition 1: BG traffic is traffic generated by applications installed on the
UE without any activity from the user. FG traffic is traffic generated by user
activities.

According to studies in [3], BG traffic is periodically generated by applica-
tions. To keep track of data generation for periodicity analysis we define flows of
data communications based on the occurrences of TCP connections as follows:

Definition 2: Flow is a series of time stamps (in second) representing the occur-
rence of TCP connections that involve to a particular mobile device and partic-
ular application/service on a server.

Based on this definition, flows are separated by a tuple of {source IP, desti-
nation IP, destination port}, denoted as {srcIP, destIP, destPort}. Different to
existing approaches, source port is not used for flow identification since appli-
cations may use non-registered source ports to avoid port confliction or traffic
control from network operators. As defined, each flow is a time series denoted
as T = e0, e1, e2, . . . , en−1, where ei = {1|0} is a data element representing the
occurrence (“1”) or non-occurrence (“0”) of a TCP session at time ti.

As mentioned, BG traffic is periodically generated, the proposed approach
should immediately analyze this property of the flows in its 1st phase to quickly
identify whether the involving traffic is BG traffic or not. The difficulty here is
that traffic flows are commonly larges (while sparse) leading to a large compu-
tational time is required for analyzing the flow’s periodicity, as the conventional
methods raises a complexity of O(n2logn), where n = |T | [9].

In addition, it is not necessary that every BG traffic is periodically generated
since applications may arbitrarily synchronize with servers in accordance with
some events. For example, the Drop Box application on a device may initiate data
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Fig. 1. The overall architecture and design of the proposed BG/FG traffic separation
system

synchronization when photos are taken. Consequently, BG traffic detection using
periodicity analysis may not properly work with this situation. To overcome this
issue, the system applies an ML-based classification model in its 2nd phase to
deal with non-periodic traffic flows. Fortunately, this model can be trained by
the dataset resulted from the 1st phase. Details of the two-phase BG/FG traffic
separation approach are presented in the next section.

4 The Proposed Approach

4.1 Periodicity of a TCP Connection Flow

In the 1st phase, the proposed BG/FG traffic separation system will detect the
periodicity of the occurrences of TCP connections in considered flows. Con-
cretely, an effective mechanism for symbolical periodicity detection is proposed,



140 Q.T. Minh

where the symbol to be detected is “1” representing the occurrences of TCP
sessions [9].

In order to validate a periodicity, three fundamental information should be
provided: the period p, the starting point s and the confidence c. Obviously, the
combination of (p,s,c) would be exponentially large when processing a long time
series T. This reveals a huge computational cost for periodicity detection. The
following sub-sections analyzes the existing mechanisms for periodicity detection
and proposes a novel method that can quickly detect the periodicity of traffic
flows to significantly reduce the computational cost.

4.2 Auto Correlation (AC) and Projection Based Approaches

One of the conventional mechanisms to examine the periodicity of a time series
T is calculating its self-convolution using auto-correlation function (ACF) [10]
as shown in (1)

rT (l) =
1

n − l

n−1−l∑

k=0

T (k)T (k + l) (1)

where, l = 0, 1, 2, . . . , n/2 is the lag (the shifting value) and n = |T |. The max-
imum rT (l) is selected since it represents the highest potential for periodicity
with p=l. This approach raises a complexity of O(n2) while it just examines
periodicities in accordance with the starting point at T[0]. Meanwhile, the peri-
odicity may start at a latter starting point i(0 ≺ i ≺ n − 2) revealing that all
sub-series Ti = ei, ei+1, ei+2, . . . , en−1 must be applied to the ACF recursively,
increasing the complexity to O(n3).

The Fast Fourier Transform (FFT) [10] can be applied to reduce the complex-
ity of self-convolution to O(nlogn) revealing O(n2logn) for an exhaustive process
of all the potential cases with different starting points as mentioned above. This
complexity is still huge in real world applications where T is commonly long.
As a result, an effective method to analyze a large amount of long traffic flows
is crucial.

In addition to the AC-based method, several works propose a more intuitive
method based on the projection as presented in [9] as follows:

Definition 3: The projection of a time series T according to period p starting
at position s, denoted as Πp,s(T ), is:

Πp,s(T ) = es, es+p, es+2p, . . . , es+(m−1)p (2)

where, 0 ≤ s ≺ p,m = [(n − l)/p] , n = |T |.
Definition 4: The confidence c of a periodic symbol e (e.g., e=“1”) in T accord-
ing to period p starting at s represents how relevant this periodicity happens in
T, and is defined as:

c =
∑

zi
|Πp,s(T )| − 1

(3)
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where, zi is the number of distances between consecutive “1” at any position
i in Πp,s(T ).

For example, given T=011001001101101, we obtain Π3,0(T )=00011 resulting
in c=1/4=25%, while Π3,2(T )=11111 resulting in c=4/4=100%. In this example
we can conclude that T is periodic with p=3, s=2, and c=100% (i.e., “1” occurs
at every interval p=3 starting at T[2] or e2).

The advantage of this approach is that it is quite simple and intuitive for
implementation. However, it requires O(n3) computation time, in the worst case,
to detect the periodicity of a time series T of length n. In the next section, we
proposes a novel approach that quickly detects the periodicity of long traffic
flows.

4.3 Periodicity Detection Map (PDM)

As the periodicity of a time series T should be quickly detected to identify
whether the corresponding traffic flows is an explicit BG flows, we can simplify
our solution to quickly identify the periodicity with the potentially highest confi-
dence c that satisfies a threshold τ (e.g., τ = 80%). This section presents a novel
mechanism, namely the PDM, which is specifically effective with long and sparse
time series such as TCP connection flows discussed in this work. For example,
with an 24-h captured data, T’ s length is 86,400 (points) if the granularity of
discretization is 1 s while it may consist of a few TCP sessions (element “1”). The
PDM leverages the sparseness of traffic flows to store and process only involv-
ing data, hence significantly reduces the computational complexity as described
below.

An PDM is a map that converts a time series T into a specific data structure
which is useful for quickly identify the periodicity in T. PDM is created for each
time series T as a table of (per, pos). Here pos is the list of positions in T where
TCP connections occur and per (where 1 ≺ per ≺ n/2) is the potential period
in T. Pos and per are column and row labels of the PDM, respectively. For each
cell identified by a pair of (per, pos), two values are calculated: (i) the identifier
that identifies a group of potential positions (pos) contributing to the periodicity
whose period is per, we denote this value per group; and (ii) the position of the
pos in the Πper,s(T ), where s is the first value of pos in the same per group, we
denote this value per pos. These values are calculated in (4) and (5).

per group(per, pos) = pos mod per (4)

per pos(per, pos) = pos div per (5)

For example, the PDM of T=011001001101101 (n=15) is represented in
Table 1 and described as follows.

Firstly, pos={1,2,5,8,9,11,12,14} and per=[1:7] representing column and
row labels of the PDM. For each cell denoted by (per, pos) a pair of
(per group, per pos) is calculated. For example, at cell (per=2, pos=5 ) the
(per group, per pos) is (1, 2), represented as 1

2 in the table. It should be noted
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Table 1. The PDM of time series T=011001001101101

pos
per

1 2 5 8 9 11 12 14 per size c

1 0
1

0
2

0
5

0
8

0
9

0
11

0
12

0
14

14 3/14

2 1
0

0 1
2

0 1
4

1
5

0 0 7 1/7

3 1 2
0

2
1

2
2

0 2
3

0 2
4

4 4/4

4

5

6

7

that for each value of per (each row) there are several per groups. For example,
there are three per groups, namely {0, 1, 2}, in accordance with per=3.

As mentioned before, a per group represents a group of potential positions
that contribute to the periodicity whose period is per, the per group with the
largest length (in accordance with the given per) is the most important (com-
pared to other per group in the same row) for examining the periodicity of T
with a period per. Let denote per group List(per) the largest per group in accor-
dance with per, and per pos List(per) the list of corresponding per pos. It should
be noted that, for the legibility only the per pos which is in the per pos List(per)
is presented in the PDM. For example, the per group List(3)={2,2,2,2,2} and
per pos List(3)={0,1,2,3,4}.

With this design, the PDM can be effectively used to quickly detect the most
potential period of the given time series T with following advantages:

– Periodicities with short periods are examined first. This is practically useful
since the periodicity with a long period can be inferred from such a short peri-
odicity, but the reversed inference is not necessary to be correct. For example,
if T is periodic with per=3, and confidence c=100% then it is straight for-
ward to conclude that T is also periodic with per=6 and c=100%. Obviously,
it should be careful for an inference in the reversed case.

– The algorithm is stopped when the confidence c satisfies the threshold τ
– Confidence c is calculated directly from the per group List(per) and the

per pos List(per), requiring no additional computation time for extracting
the real periods in T.

The confidence of a periodicity with period=per in T is calculated as follows:
Let denote per size(per) the number of (expected) intervals obtained by divid-

ing T by per as in (6).

per size(per) =
⌊

n

per

⌋
(6)

Let denote z (per) the accumulative counts of the continuous occurrences
in T in accordance with period per. This value can be counted directly from
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per pos List(per). For example, with per pos List(2)={0,2,4,5}, z(2)=1 (applied
to 4 and 5 in the list); with per pos List(3)={0,1,2,3,4}, z(3)=4.

The confidence in accordance with period per, denoted as c(per) is calculated
in equation (7).

c(per) =
z(per)

per size(per)
(7)

Table 1 shows the number of (expected) intervals per size and confidence c
in accordance with a specific period per in its last two columns. As presented,
the algorithm can provide a solution and stops after three iterations (per=3 )
when c(3 ) reached 100%. In another word, the algorithm can quickly conclude
that the given time series T=011001001101101 is periodic with period per=3
and confidence c=100%. The effectiveness of this method will be evaluated and
discussed in the next section.

4.4 BG Traffic Detection Using Machine Learning Approach

As mentioned in Sect. 1, it is not necessary that every BG traffic flow is periodical
as applications may synchronize their data with the servers based on events.
Consequently, the proposed PDM may not be able to detect non-periodic BG
traffic flows. As discussed in Sect. 3 and Fig. 1, to solve this issue we apply an ML-
based classification approach to learn the statistical features of the BG traffic to
examine non-periodic flows. Concretely, the statistical data of BG traffic detected
by the PDM method (via periodicity analysis) is used to train the ML model
which is then used to classify non-periodic traffic flows.

Obviously, any ML model such as ANN, Naive Bayer, or decision tree (J48)
[11], and so on, can be used as a classifier. In order to build the classifier, 28
statistical features extracted from traffic flows are utilized as follows: Minimum,
Maximum, Average, and Standard deviation of the packet size, the amount of
data per TCP session, the number of packet per TCP session, and the duration
(in seconds) of TCP sessions. It should be noted that all the features, excepted
the duration, are calculated in both upward and downward directions. Another
notice is that the periodicity of flows is not used for training to avoid any bias
from over fitting. The evaluation of this method is presented in the next section.

5 Evaluation

This Section evaluates and analyzes the effectiveness and the efficiency of the
proposed approaches in the comparison with conventional methods in terms of
computational cost, memory usage, and ratio of BG flows detected.

5.1 Evaluation Environment

Both experimental and commercial data were collected for evaluation. The exper-
imental data were obtained with a limited number of mobile devices and partic-
ular environment settings. In this setting BG and FG traffic data were collected
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Table 2. Installed Applications for BG traffic generation

Application Name Category

Android 4.0.3 OS

Yahoo! Topics News & Magazines

Nikkei News & Magazines

gReader (Google Reader) News & Magazines

AccuWeather Platinum Weather

Rain alarm Weather

BeWeather & Widgets Weather

Dropbox Productivity

Evernote Productivity

Google Drive Productivity

Table 3. Characteristics of the analyzed datasets

Dataset No. of TCP sessions No. of flows Periodic ratio

1hrBG 6,300 127 85 %

Browse 2,029 222 8 %

Real 213,422 6,101 23 %

separately, hence serving as ground truth data. Concretely, two scenarios were
setup: (a) devices were left without any user action thereby only BG traffic
was generated during an hour by applications or OS installed in mobile devices
(shown in Table 2); we named this 1hrBG dataset; and (b) users browsed the
Web for an hour while all of the aforementioned BG applications were uninstalled
to mostly generate FG traffic (we named this Browse dataset). The commercial
data was collected from the real cellular network during 1 h in which the first 50
users involving the largest number of TCP connections were selected. We named
this Real dataset.

5.2 BG Traffic Flows Detected by the Proposed Methods

This section evaluates the capability of the proposed methods on BG traffic
detection. Table 3 shows the characteristics of the different datasets studied in
this work, namely the number of TCP sessions, and the number of flows on
1hrBG, Browse, and Real datasets. The last column shows the ratio of BG
traffic flows detected by the PDM method (via the periodicity detection). As
shows, this ratio is high in the 1hrBG dataset while it is low in the Browse and
the Real counterparts. This fact confirms our hypothesis that the periodic flows
commonly come from BG traffic.

However, as discussed in Sect. 4.4, the PDM may miss non-periodic BG traf-
fic flows. This drawback can be overcome by an ML-based classification model,
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namely the decision tree (J48) [11], in this work. We extracted 28 statistical fea-
tures discussed in Sect. 4.4 from the periodic flow in the 1hrBG dataset (known
as BG flows) and non-periodic flows on the Browse dataset (known as FG flows)
to train the classification model. After that, the model is used to detect the
BG traffic from non-periodic flows in the Real dataset. The experimental results
reveal that further BG traffic flows are detected from non-periodic flows result-
ing in a total of 31 % (23 % by the PDM and further 8 % by the J48) BG traffic
flows were detected in the Real dataset. Interestingly, this ratio is compatible
with a claim in [2] that 1/3 of traffic on the 3G network (recorded at the mobile
phones network interfaces) is BG traffic.

5.3 Complexity Analysis for the PDM Method

This sub-section analyzes the complexity of the PDM method in the comparison
with conventional methods. As discussed in Sect. 4.3, the PDM method consists
of 3 steps whereby the complexity is analyzed as follows:

Step 1: Obtain the list of pos (of size m, where m ≺≺ n) from T. This steps
raises a complexity of O(n).

Step 2: For each per (each row in the PDM table), compute pos group, per pos
at each (per, pos) cell, and calculate the confidence c(per). As the length of each
PDM row is m and the computation time for each task mentioned above is a
constant, the computation time required for each per is O(m).

Step 3: Stop if c(per) � τ . Otherwise, repeat step 2.
Let denote i (1 ≤ i ≤ n/2) the number of iterations before the algorithm

successfully stops and provides a solution, the complexity would be:

Complexity = O(n) + O(i ∗ m) (8)

When the analyzed data is long and sparse m ≺≺ n, equation (8) can be
simplified as:

Complexity =
{

O(n), i ≺≺ n
O(n) + O(m ∗ n/2) = O(n), i = n/2 (9)

As shown, when the analyzed data is long and sparse (m ≺≺ n) as the
dataset for TPC connection flows in this work, the complexity of the PDM
method is O(n). This complexity is significantly smaller than that of the con-
ventional approaches, namely O(n3) in the AC, and O(n2logn) in the FFT or
the projection-based approaches [9].

6 Conclusion

This paper proposed a novel method to quickly identifying the BG traffic flows
based on the analysis of their periodicity. The proposed PDM method effectively
identify the list of occurrence (namely the pos) of TCP sessions in the given traffic
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flow T. This list is commonly significantly smaller than the original flow, hence
reduce the computational space. The PDM also provides a capacity to agilely
provide an answer of whether the flow is periodic or not. Consequently, the
PDM significantly reduces the complexity from O(n2logn) in the conventional
approaches to O(n), when the analyzed data is long and sparse.

This paper also discussed the capability of using the output resulted by the
PDM as training dataset for further analysis using ML-based method. Con-
cretely, the ML-based classification model such as the J48 can be trained by the
PDM output to further identify the non-periodic traffic flows. Evaluations on
both the experimental and commercial data confirm the effectiveness and effi-
ciency of the proposed approaches (both the PDM and the ML-based methods).

In practice, however, traffic flows may contain both the BG and the FG traffic.
Further analysis to identify these traffic flows is a challenging task. In the future,
more detailed performance will be evaluated in order to confirm the robustness
and the flexibility of the proposed approaches. Putting these approaches into
realization with optimization strategies for a robust network traffic management
system is also an interesting research direction.
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Abstract. Smart home systems are taken into account recently. By detecting
abnormal usages in these systems may help users/organizations to better
understand the usage of their home appliances and to distinguish unnecessary
usages as well as abnormal problems which can cause waste, damages, or even
fire. In this work, we first present an overview on the Smart Home Environments
(SHEs) including their classification, architecture, and techniques which can be
used in SHEs, as well as their applications in practice. We then propose a
framework including methods for abnormal usage detection using home appli-
ance usage logs. The proposed methods are validated by using a real dataset.
Experimental results show that these methods perform nicely and would be
promising for practice.

1 Introduction

Recently, with the concern of electricity conservation, one of the important applications
is abnormal usage detection of appliances. Due to the significant efforts in reducing the
emissions of CO2 and other GHGs (greenhouse gases), many researchers have focused
on the electricity conservation in the residential sector. Abnormal usage detection can
help residents not only reducing electricity consumption, but also having benefit for the
environment. However, previous researches [1, 2] have been focused on analysis of the
usage behavior on single device and neglect of the appliance correlations. Actually, the
correlation among the usage of some appliances can provide valuable information to
assist residents better detect abnormal usage of their appliances.

Abnormal usage of the energy consumption for a particular period is significantly
different than that of the previous time, during which some appliances are unexpectedly
operating. Appliances in a frequent sequence also show the correlation among the
devices based on their locations in a house. The correlation among the usage of some
appliances can provide valuable information to assist residents better understand how
they use their devices.

In fact, detection of abnormal usage is an important issue in smart home research.
However, this is a challenging task when designing a remarkably effective and com-
putationally reasonable solution. Our appliance behavior usage usually varies accord-
ing to different periods of time and season, i.e. many behaviors of the same appliances
in summer and in winter are totally different. For instance, a heater can be used daily in
winter, but is seldom turned on in summer. In contrast, an air conditioner is usually
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turned on in summer, but is almost never used in winter. Appliances also have unique
patterns such as seasonal types or daily types; for example, while the heater, a seasonal
appliance, is frequently operated only in the summer; the light, a daily appliance, is
usually turned on and off every day. Figure 1 illustrates an example of abnormal usage
detection problem.

The consideration of correlation among appliance is a challenge issue for anomaly
detection. Since the usage of a device has duration time, the correlations among
appliances can be treated as an interval sequence. The abnormal usage based on the
interval sequence is significantly different than that of the previous researches which
only includes the information of a single appliance.

In this work, we first review some definitions and related problems in the Smart
Home Environments (SHEs) such as their classification, their structure/architecture,
and techniques which can be used in SHEs, as well as their applications to provide the
reader a complete understanding in the areas of SHEs. We then present a framework
with several methods which can be used to detect abnormal usage of home appliances
in smart homes. These methods take into account the appliance correlations. The first
method is used for Calculating Anomaly Score using Extreme Value Theory. The
second method is used for Calculating Anomaly Score based on Sequence Patterns, and
the last one is used for Determining Abnormal Time Intervals.

2 Smart Home Environments - SHEs

The terms smart homes, intelligent homes, home networking have been used for more
than a decade to introduce the concept of networking devices and equipment in the
house. There are several definition of smart home environments in research areas. The
best definition of smart home environments is the integration of technology and ser-
vices through home networking for a better quality of living [3].

2.1 SHEs Classification

SHEs are complex environments with its three separable interest areas as follows [3]:

Fig. 1. An example of abnormal usage detection.
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(i) A Home Automation System with a set of home appliances such as washing and
cooking machines, refrigerators, heaters, thermometers, lighting system, power
outlets, energy meters, smoke detectors, televisions, game consoles and other
entertainment devices, windows and doors controllers, air conditioners, video
cameras.

(ii) A Control System that combines human with software use the information col-
lected from the sensors.

(iii) A Home Automation Network makes all the smart home environments compo-
nents, including the Home Automation System and the Control System, can
change status and control information.

The most recent review of SHE is delivered in [4]. Its authors focused mainly on
SHE projects, as well as on the SHE building blocks including components, devices
and networks. However, their paper lacks a classification of SHEs from the point of
view of their application areas. SHEs are consisted of a number of hardware and
software components. SHE can be classified according to many different criteria such
as structure, architecture, middleware, application, and computational methods.

2.2 Structure and Architecture

A SHE is consisted of three systems: Home Automation System, Control System and
Home Automation Network. Each system has its hardware and software components.

The Home Automation System may contain a large variety of home appliances
which depend on specific applications. A new concept, smart object describes
advanced devices in smart home, which is made up of three important parts: the
physical part, the hardware infrastructure, and the software layer.

The Home Automation Network is consisted of physical technology and commu-
nication protocols. Powerline, busline, and wireless are three main classes of home
network technologies.

The most complex part of a SHE is the Control System. It provides reactive
behavior to specific events such as smoke detection, temperature variation. A lot of
methods were proposed for the design and development of sophisticated Control
Systems of SHE using results of artificial intelligence, multi-agent systems and
automation control.

The architecture of SHE is unequivocally impacted by the computational abilities
of their segments. A large portion of the computational necessities of SHE are iden-
tified with the accomplishment of the elements of its Control System. They identify two
main architectural styles of SHE: centralized, and distributed.

In a centralized SHE architecture, the Control System is acknowledged by method
for a computer system that is mindful with information obtaining from sensors, client
interfacing, and additionally with the usage of control calculations and sending
guidelines to actuators.

In a distributed SHE architecture, the software of the Control System is concep-
tualized and actualized as a disseminated processing framework. The distributed
architecture profits by the computational resources of smart objects to embed software
components into the nodes of the Home Automation Network.
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2.3 SHEs Techniques

SHE ended up being a productive experimentation ground for the assortment of
computational methods and techniques proposed by artificial intelligence and
multi-agent systems communities. They can be generally arranged along two orthog-
onal tomahawks into: (i) centralized and (ii) distributed approaches, as well as
(i) symbolic and (ii) sub-symbolic approaches.

Centralized approaches are normally combined with centralized SHE architectures.
They usually involve intelligent algorithms and methods (combining the symbolic and
subsymbolic approach), including fuzzy logic, neural networks, clustering, pattern
mining, Markov decision processes. Distributed approaches include the utilization of
multi-agent systems combined with ontologies and rule-based reasoning (symbolic
approaches).

In the abnormal usage detection based on sequence patterns, there have been many
proposed methods for detection abnormal usages of appliances in a smart home
environment, such as in [5–7]. Moreover, Neural network approach has been done to
predict the future values which are used to inform the caregiver in case anomalous
behavior is predicted in [8, 9]. Besides, Cook et al. [7, 10, 11] proposed several
frameworks to mine energy data and extend a suffix tree data structure and then use a
clustering algorithm to detect energy patterns outliers which are far from their cluster
centroids. Juan et al. [12] propose a technique that integrates the semantics of sensor
readings with statistical outlier detection. Moreover, conceptual studies and used cases
reported for abnormal events in the smart home context were proposed by some authors
in [13]. An activity recognition system using for dementia care uses Markov Logic
Network approach to detect abnormality in occupant behavior was presented in [14].
Huang et al. [15] proposed a method to recognize abnormal habits using duration
histogram and information provided by intelligent space. Other researcher in [16]
proposed a three-level hierarchical optimization approach to solve scalability, com-
putational overhead, and minimize daily electricity cost.

Previous researches of abnormal detection mainly focused on sequence pattern [8]
and probability density function based on EVT [5, 17–19]. Furthermore, a heuristic
novelty threshold has set on the pdf f(x) = k, such that x is abnormal when f(x) < k. f(x)
is used simply as abnormal score, and the threshold is set such that separation between
normal and abnormal data is maximized on the validation dataset [20]. Some other
approaches [19] use the cumulative probability Fn associated with fn. They compute
the probability mass obtained by integrating fn over the region R where fn exceeds the
novelty threshold.

However, previous works focused on analysis of the usage behavior on single
device and neglect of the appliance correlations.

2.4 SHE Applications

There is no limit for SHE applications, being restricted just by the human creative.
Based on our literature survey, we have distinguished four main application areas of
SHE, in particular [3]:
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• Elderly/Aging/Home Care
• Energy Efficiency
• Comfort/Entertainment
• Safety/Security.

The areas are not essentially separate. For instance, security can be connected with
maturing and older folks. In addition, capacities having a place with one or more
distinctive application types can be found inside of the same SHE. Finally, these
applications can offer computational methodologies. For example applications identi-
fied with alders and wellbeing all the time use computational techniques for video
surveillance [21].

3 Proposed Methods

In this section, we propose a system framework for Abnormal Usage Detection in smart
home environments as in Fig. 2. First, we collected the usage data of all appliances by
smart meters and sent the data log to a server. After that we transform the data into
correlation patterns using CoPMiner algorithm [1]. Then our system uses the corre-
lation patterns to detect abnormal usage behavior. Finally, we output all abnormal
extraordinary behaviors to users. We also present three methods for abnormal usage
detection.

Before going to the methods, two definitions are provided.

Definition 1. Sub pattern at a time period and sub–patterns set at a time period: Given
a correlation pattern P, a correlation sub–pattern at a time period of two appliances is a
subset of correlation pattern P if end-time of the first appliance occurs after start-time of
the second appliance. A set of sub–patterns at a time period is the collection of all
sub-patterns at the time of all correlation patterns.

We take the database in Table 1 as an example. Let P1 be [A+|B+|C+|C−|A−|B−],
a sub-pattern is [A+], a set of sub-patterns at a time period is S1 = {[A+], [A+B+],

Fig. 2. A framework for abnormal usage detection system.
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[A+B+C+]}. Let P2 be [B+|B−|C+|A+|A−|C−], a set of sub-patterns at a time period is
S2 = {[B+], [C+], [C+A+]}.

Definition 2. Appliances’ Combinations. Given a pattern P, a combination is a way of
selecting appliances from P, such that the order of selection does not matter. A subset S
is a combination of appliances in P, denoted by S P.

For example, P is [A+B+C+], there are seven subsets S = {[A+], [B+], [C+], [A+B+],
[A+C+], [B+C+], [A+B+C+]}. A list of sub-patterns is a combination of all appliances
with 2 k-1 subsets. Notice that we do not use empty sub pattern.

In the following sections we review three methods for abnormal usage detection
based on our previous work [22].

3.1 Method 1: Calculating Anomaly Score Using Extreme Value Theory

Anomaly detection using EVT approach is based on a model of normal behavior which
was presented by the probability distribution function.

Given a data set D (correlation pattern set), consisting of appliances, each appliance
has the probability density function (pdf) y = f(x) which build from its training dataset.
Anomaly detection address the question whether a query pattern Q = {q1,…, qk} is
drawn from f(x) or not. Each appliance is Q has the corresponding density values based
on pdf f(x).

y1; . . .; ykð Þ ¼ f q1ð Þ; . . .; f qkð Þð Þ

First, based on the Eq. (1), we compute a set of ymin in which the distribution is
lower than the threshold. The threshold will be set based on the size of training dataset.
If a training dataset has m events then setting threshold at size = ln(m) Then, set F
(x) = size/100, the F(x) is given as:

Table 1. An example of a correlation pattern set, each frequent sequence has two part: the order
of appliances’ occurrence and number of occurrence’s times

Frequent sequences

[A+|A−]: 65 [B+|B−|C+|C−]: 4
[A+|B+|A−|B−]: 12 [C+|C−]: 67
[A+|B+|C+|C−|A−|B−]:2 [C+|C−|C+|C−|C+|C−]:3
[A+|B+|D+|B−|A−|D−]:2 [C+|C−|C+|C−|D+|D−]:22
[B+|B−]: 66 [D+|D−]:55
[B+|B−|C+|A+|A−|C−]:5 [D+|D−|C+|C−]:25
[B+|B−|C+|C−]: 20 [D+|D−|C+|D+|D−|C−]:6
[B+|B−|C+|C−|C+|C−]:6 [D+|D−|D+|A+|A−|D−]:2
Probability density functions:
f Aþ ; f A� ; f Bþ ; f B� ; f Cþ ; f C� ; f Dþ ; f D�
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F xð Þ ¼
Z

R

fn xð Þdx ¼ size%

The set ymin = {y|x 2 D and F(x) = size/100}: The distribution of ymin describes the
distribution of minima of training dataset. An anomaly may be located in the tails of
pdf f or between the modes of f. We find ymin which is the tails of f or the low
probability between the modes of f.

The next step is that we apply the Weibull distribution for ymin. The form of the
3-parameter Weibull distribution is commonly used in practice

w yminð Þ ¼ b
g

ymin � c
g

� �b�1

exp � ymin � c
g

� �b
 !

Where parameters β > 0, η and γ are shape, scale, and location respectively. The
location parameter, γ, locates the distribution along the abscissa. The distribution
moves to the right (if γ > 0) or to the left (if γ < 0). We set γ = 0, the distribution starts at
the origin. The parameters β and η can be found by using maximum likelihood esti-
mates. The 2-parameter Weibull is obtained by setting γ = 0, and is given by

w yminð Þ ¼ b
g

y
g

� �b�1

exp � y
g

� �b
 !

Since the probability of these are likely to very close to zero, the use of log helps
emphasize their differences. The transformation is given as:

t ¼ � log wð Þ

Using this transformation, the short tail near zero of the Weibull distribution is then
stretched out as the right tail of the Gumbel distribution for maxima. Hence, extreme
values can be shown more clearly. The cumulative distribution function of the Gumbel
distribution is

G tð Þ ¼ exp � exp � t � c
d

� �� �

where c = 1/β and d = - ln(η).
In abnormal detection, extrema are regarded as potentially anomaly. The final step

is that we define an anomaly score for each appliance. Hence, we can compute the
anomaly score for each appliance is query pattern Q. Anomaly score, AS1, can be
defined as:

AS1 ¼ G tð Þ ð1Þ

Note that AS1 takes low values if x is close to the center of the distribution and
increases as x becomes more abnormal (Fig. 3).
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3.2 Method 2: Calculating Anomaly Score Based on Sequence Patterns

We explore the frequent sequences of correlation patterns dataset to calculate the
anomaly score for each appliance. Table 1 shows the set of frequent sequences which
can be used to determine abnormal events. We assume that all sequence patterns in this
dataset are normal patterns. All appliances occurred in normal scenarios. For example,
a pattern, [A+|B+|D+|D−|B−|E+|E−|A−] describes a normal occurrence order of
four appliances (A, B, D, and E). We can extract this sequence into four sub patterns as
[A+], [A+B+], [A+B+D+], and [A+E+] as definition 1. This means that [A+] can turn
on while [D+] turns on but [D+] and [E+] cannot turn on at the same time. This is
necessary to decompose a correlation pattern into sub patterns because an appliance can
occur many times and it is difficult to take out appliances which occur at a time period.

Algorithm 1: Method2(CP, Q)
Input: a correlation pattern dataset CP, a query pattern Q.
Output: all abnormal appliances A.
01: A ;
02: transform CP into sub pattern L by Definition 1;
03: transform Q into a combination list QL by Definition 2;
04: evaluate proportion P(x) for each element x in QL;
05: compute anomaly score AS2 for each appliance;
06: A min(AS2);
07: output all appliances in A;

For unknown pattern, we actually do not know the order of appliances in this
pattern. The order in query pattern is random, which depends on users’ input. There-
fore, it is not easy for us to compare the query pattern with existing correlation pattern
set. Our method use probability theory to solve this problem.

Given a dataset D (correlation pattern set), consisting of appliances and their
occurrences in classical sense, denoted by Ω. It is then assumed that for each element
x 2 Ω.

For the unknown pattern Q = {X1, X1, X3} of space Ω, assume that all appliances
in Q have occurred in dataset D. Anomaly score of Xi is defined as:

Fig. 3. Schematic of the algorithm
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AS2 X1ð Þ ¼ f X1ð Þþ f X1X2ð Þþ f X1X2ð Þþ f X1X2X3ð Þ

f X1ð Þ ¼ number of occurrences
total of sub patterns

where

f X1X2ð Þ ¼ number of occurrences of X1&X2 together
total of sub patterns

f X1X3ð Þ ¼ number of occurrences of X1&X3 together
total of sub patterns

f X1X2X3ð Þ ¼ number of occurrences of X1;X2&X3 together
total of sub patterns

We also define some rules helps us identify the anomalies.
The rules are given as:
If P(Q) > 0 then the query pattern Q has no abnormal usage behavior.
If P(Q) = 0 then calculate AS2(Xi) for each appliance.
Min(AS2(Xi)) is abnormal.
We need to decompose correlation patterns into sub patterns because of two rea-

sons. First, we want to combine appliances which may turn on at a time period while an
appliance can turn on and turn off many times in a correlation pattern. Each sub pattern
indicates that appliances may turn on in the same period, which can be used for
computing appliance anomaly scores. Second, we do not use turned off information in
correlation patterns for our method because we have no turned off values of appliances
in the query sequence. Therefore, we can eliminate turned off symbol (−) in sub
patterns.

The first advantage of the second method is that we do not need time information of
appliances to determine abnormal usage behavior since there is no time information in
frequent sequences of correlation patterns. Another advantage of this method is that we
do not pay attention to the order of appliance when compute anomaly scores because
we have no order information in query pattern. However, we cannot identify exactly
abnormal usage behaviors when there is only one appliance in the query pattern. If
there are many appliances with low scores, we can use a threshold instead of using the
minimum value.

3.3 Method 3: Determined Abnormal Time Intervals

First, we define time intervals of occurrence of each appliance in the correlation pattern
that is to identify appropriate time periods for each appliance.

One possible approach is to generate the intervals while the correlation patterns
discovery part. However, the time complexity increases, since all possible intervals
have to be considered. The potential drawback is that the quality of accuracy can be
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affected by how we define the intervals. However, we can minimize this possibility if
we do not fixed-width time intervals. Instead determine the intervals based on the
original dataset, we use the probability density function. The area under the curve
from time t1 to time t2 gives us the probability that an appliance will turn on between
t1 and t2.

We need to define the time intervals as intervals between local maxima of the
probability density function. The main idea behind this approach is that a user often
turn-on this appliance during a certain time period. For example, as illustrated in
Table 3, a user may usually turn-on in two periods as between 03:00 AM and
06:30 AM; between 17:30 PM and 21:00 PM. Since some appliances turn on more
frequently than others, we define the time intervals by computing probability density
functions for each appliance separately.

Algorithm 2: Method3(pdf, Q)
Input: probability density function set pdf, a query pattern Q.
Output: all abnormal appliances A.
For each appliance:

:

Let be such that 

Let be such that 

For anomaly detection, an appliance in the query pattern will be determined
whether it is normal or abnormal. The appliance is normal when its time is in this
appliance’s time intervals. Each appliance will be determined by its time intervals. All
appliances in query pattern must be existed in dataset.

4 Experimental Results

With our framework, we can easily collect energy consumption data of appliances of
the houses. However, we have not employed smart meters to collect usage data log of
appliances in a real home. Hence, this performance study has been conducted on a real
world dataset which is taken from [1] including six appliances as presented in Table 2.
First, we implement our three methods on data set in detail. Second, we compare the
execution time using real world dataset at different threshold size. Finally, we compare
the accuracy of the three methods on real world dataset.
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Figure 4 shows the plot of the n = 682 observed of the appliance ID 60. This is
multimodal distributed such that anomalies possibly occur between the modes. Hence,
we not only consider the left and the right tail of the distribution but also between the
modes. We use maximum likelihood estimation, which is one of the most common
estimation procedures used in practice. We also compute likelihood based interval
estimates of the parameters and the quantities of interest which provide additional
information related to the accuracy of the point estimates. These intervals, contrarily to
those based on standard errors, do not rely on asymptotic theory results and restrictive
assumptions. We expect them to be more accurate in the case of small sample size.
Another advantage of the likelihood-based approach is the possibility to construct joint
confidence intervals. The greater computational complexity of the likelihood-based
approach is nowadays no longer an obstacle for its use.

The implementation of the proposed method involves the following steps: select the
threshold u, fit the Weibull and Gumbel distributions and then compute anomaly score.

(a) Selection of the threshold u
We know that the higher the threshold the less observations are left for the
estimation of the parameters of the tail distribution function. There is no automatic
algorithm with satisfactory performance for the selection of the threshold u. In

Table 2. Data analyzed – correlation pattern sets

Appliance ID Appliance name Observations

13 Kitchen outlet – 1500 W 505
17 Kitchen outlet – 30 W 624
24 Washer dryer 3 W 497
29 Outlets 238
57 Furnace 258
60 Smoke alarm 682
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Fig. 4. Numbers of occurrences per hour for 45 days.
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previous work [23, 24] the threshold has been set on the probability density
function (PDF) fn(x) = k. In this work, we define the threshold for cumulative
distribution function (CDF) F(x) = size. The size value is based on the size of
samples dataset. Appliance 60 has 682 samples observations, we have ln
(682) = 6.525. Hence, we collect the set yk such that F(k) = 6.525 %. The number
of observations exceeding the threshold is 53.

(b) Maximum likelihood estimation
Given the theoretical results presented in [23], the distribution of the observations
that we collect above should be drawn a Weibull distribution. We compute the
value β and η that maximize the log-likelihood function for the sample yk.

(c) Weibull and Gumbel distributions
An anomaly score of an appliance is defined as (1). An appliance which its
anomaly score is high and between the Gumbel value of f(x) can be viewed as
anomaly. In other words, an appliance is abnormal if this pdf value is lower than a
threshold.

Table 3. The PDF value and Gumbel value (anomaly score) of appliance 60 from 00:00 am to
23:30 pm

Time pdf AS1 Time pdf AS1

00:00 4.421 0.9737 12:00 3.418 0.9483
00:30 4.068 0.9666 12:30 3.49 0.9508
01:00 3.887 0.9623 13:00 3.483 0.9505
01:30 3.835 0.9609 13:30 3.373 0.9467
02:00 3.853 0.9614 14:00 3.192 0.9399
02:30 3.866 0.9618 14:30 3.014 0.9323
03:00 3.799 0.96 15:00 2.897 0.9269
03:30 3.625 0.955 15:30 2.864 0.9253

04:00 3.399 0.9477 16:00 2.9 0.927
04:30 3.197 0.9401 16:30 2.966 0.9302
05:00 3.057 0.9343 17:00 3.036 0.9334
05:30 2.983 0.9309 17:30 3.108 0.9365
06:00 2.949 0.9294 18:00 3.182 0.9395
06:30 2.918 0.9279 18:30 3.243 0.9419
07:00 2.866 0.9254 19:00 3.273 0.9431
07:30 2.797 0.9219 19:30 3.284 0.9435
08:00 2.735 0.9186 20:00 3.297 0.944
08:30 2.7 0.9168 20:30 3.319 0.9448
09:00 2.703 0.9169 21:00 3.336 0.9454
09:30 2.752 0.9196 21:30 3.338 0.9455
10:00 2.852 0.9247 22:00 3.348 0.9459
10:30 2.994 0.9315 22:30 3.403 0.9478

11:00 3.154 0.9384 23:00 3.539 0.9524
11:30 3.302 0.9441 23:30 3.791 0.9598
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Table 3 illustrates the pdf and Gumbel information of appliance 60 in a day. We
can see that anomaly scores are higher than that of other scores when appliance turns
on between 23:00 and 03:30. From a probabilistic point of view, a typical choice of
threshold is 95 %. Appliance 60 occurrences will be abnormal when anomaly score is
greater than 0.95.

In the following experiments, we compare the running time of Method 1 and
Method 3 method with threshold varied from 5 % to 10 % on A17-N624 dataset, while
Method 2 test with query patterns varied length from 1 appliance to 6 appliances. A17–
N624 dataset contains 624 events of appliance 17. Figure 5 shows the running time of
the three methods with different threshold and number of appliances in the query
patterns. Obviously, when we continue to higher the threshold, the runtime for Method
1 and Method 3 remain unchanged at around 56 (seconds). We can see that when the
number of appliances increases, the processing time required for Method 2 increases.
This is partly because Method 1 and Method 3 use the probability density function
information while Method 2 uses frequent sequences dataset. Many appliances in a
query pattern lead to generate more number of combination sequences.

For testing the performances of anomaly detection, we have to generate the syn-
thetic query because the original data does not label every day with normal or abnormal
behavior. We take 1440 queries (1440 min per day), Q = {t1, t2,..,ti|ti [0,24].

Figure 6 shows the percentage of accuracy for each method. We can see that using
probability density function information outperform taking frequent sequences. Method
1 (precise at 85 %) and Method 2 take more precise than that of Method 2, thus, these
methods would be promising for abnormal usage detection.

Fig. 5. Running time testing on A17-N624 dataset.
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5 Conclusion

In this work, we review some definitions and related problems of the Smart Home
Environments (SHEs) such as their classification, architecture, methods, and applica-
tions to provide the reader an overview on the areas of SHEs. Moreover, we propose a
framework for abnormal usage detection system which can be used to detect abnormal
usage behaviors in SHEs using home appliance usage logs.

Experimental results on real world data set indicate that the proposed framework
can be useful for detection and notify abnormal behaviors to the users. We will con-
tinue to improve the proposed methods in the future.
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Abstract. In this paper we develop the concept of sensible business process,
which appears in opposition to the more traditional concept of mechanistic
business process that is currently supported by most business process modelling
languages and tools. A sensible business process is founded on a rich model and
affords predominant human control. Having developed a modelling tool sup-
porting this concept, in this paper we report on a set of experiments with the
tool. The obtained results show that sensible business processes (1) capture
richer information about business processes; (2) contribute to knowledge sharing
in organisations; and (3) support better process models.

Keywords: Sensible processes � Process stories � Business process modelling �
Business process management

1 Introduction

Business Process Management (BPM) has evolved towards a mature discipline con-
cerned with the transformation of business goals, rules, processes, and practices into
electronic services. Built on top of a variety of enterprise software and infrastructural
components such as workflow engines, enterprise resource planning, service-oriented
architectures and information repositories, BPM has provided broad facilities to
manage business processes, which potentially increase productivity and reduce cost [1].
The typical BPM lifecycle includes eliciting and analysing process-related information,
designing process models using specialised tools and languages, enacting process rules
in enterprise systems, and executing/maintaining the services [2].

According to this lifecycle, the success of a BPM initiative starts with good elic-
itation, analysis and design, so that when reaching the enactment stage, the electronic
services will effectively deliver the envisaged business goals. Of course, ensuring
success is relatively easy in the case of purely automated systems, since their scope is
well delimited, workflows are known, and procedures are always applicable. In these
systems, systematic and preventive verifications of the relationships between process
models and actual data processing usually ensure that services can be continuously
provided within the required service-level agreements. Furthermore, exceptions in
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purely automated organisations tend to be expected exceptions, which can also be
handled by pre-programmed instructions [3, 4].

Though the situation becomes much more challenging in areas where service
provision involves a mix between humans and machines. Example areas include
healthcare and customer relationship management, where human discretion is often
necessary to resolve unique business cases [5]. In these areas, BPM needs to coordinate
human decisions and automatic processes, which challenges the concept of purely
automated system. Underlying these challenges, we find the different capabilities and
constraints of humans and machines, e.g., machines can process more symbolic
information in parallel and humans have more capacity for processing perceptual
information [6]. Furthermore, humans have more capacity for recognising and inter-
preting context, making decisions with information gaps, and accommodating and
improvising [7, 8].

Additionally, the BPM discipline must consider a business reality characterised by
ever changing business contexts and goals, diverse clients’ needs, unexpected events,
and emergent human behaviour. In such scenario, BPM experts may have to carefully
consider the risks and consequences of mismatched process models and enacted
operations, a problem that has been generally coined the “model reality divide” [9, 10],
which is ultimately related with other problems predating BPM technology like the
“lack of realism” (when rules do not exactly apply to the situation), “lack of details”
(when precise rules about the situation are missing), and “lost in translation” (when
rules have been erroneously converted to machine language) [11]. All these problems
underline how difficult it is to integrate human and automated behaviour.

The BPM discipline has its roots in software engineering and computer science.
Formal theory and methods such as Petri Nets, Pi-Calculus, and the Entity-Relationship
and Relational models have been widely used to model data and processes [1]. Stan-
dards such as BPMN [12], UML [13], IDEF0 [14], BPEL [15], XPDL [16], and BPQL
[17], just to mention few, have been developed to help specifying business processes
and process-related data in consistent and valid ways. Besides, an extensive body of
research literature has been published concerning the requirements and constraints
imposed by process enactment and execution. The concerned topics include avoiding
deadlocks and live-locks, allowing model/language transformations, and avoiding
inconsistent system states, system failures, unreachable states, racing conditions,
non-determinism, data integrity failures, etc. [3, 18].

We argue that these concerns reflect a mechanistic view of the BPM approach.
While the success of current BPM technology is beyond any doubt, there has been
some recent concern on several shortcomings, biases, omissions, and problems this
approach has. Among these concerns we find, for instance, the lack of implicitness
[10], struggle for flexibility [19, 20], and lack of consideration for tacit knowledge [21].
Overall, these problems suggest that perhaps a more sensible viewpoint of this tech-
nology is needed. A sensible perspective privileges the integration of human knowl-
edge, context-awareness, diversity, creativity, ambiguity, and many other properties
pertaining to human behaviour in BPM systems [22]. This viewpoint leads to sensible
business processes, which balance the level of control between machine and human
within the BPM systems.
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In the next section we elaborate our definition of sensible business process.
Section 3 discusses results from three experiments assessing the elicitation and design
of sensible business process models. In Sect. 4 we discuss the results and provide some
implications for research.

2 Sensible Versus Mechanistic BPM

In the introduction we argued that the BPM lifecycle considering eliciting, analysing,
modelling, and enacting business processes in organisations has been significantly
constrained by the final stage and in particular the translation of process models into
machine-readable instructions. The focus on a more sensible perspective, where the
BPM practice may be less constrained by technology, suggests we should consider the
issue of control in technology support.

In Fig. 1 we illustrate that the level of control over a human-machine system is a
combination of two variables: human and machine control. The type of supporting
technology determines such combination. Technology may either enforce strict rules
and procedures over human activities or support open-ended, unrestricted human
activities. In between, we find what has been designated as joint-cognitive systems,
where control is a co-agency between humans and machines [6]. According to the
joint-cognitive perspective, details of the real world may determine a swift change of
control between the two parties, either because the machine may try to compensate for
human error, or the other way around. For BPM in general and process enactment in
particular, this means that enterprise systems should be designed for different levels of
flexibility required by the work environment [20].

The joint support to human and machine control has significant implications for
enterprise systems, especially regarding the implementation of exception handling
mechanisms. In prior research we identified five types of exception handling

Fig. 1. Level of control (adapted from
[23])

Fig. 2. Exception handling strategies (adapted
from [3])
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mechanisms, which can be conceptualised in two dimensions considering the type of
control and type of response [3, 24].

We defined three types of control (Fig. 2): prescriptive, where machines apply
predefined handling procedures and therefore human intervention is highly constrained;
discretionary, where humans take control and decide what to do next; and mixed,
considering situations where control has to be negotiated between humans and
machines. We defined two types of response, which may be either planned or
unplanned. In the planned case, humans and machines have predefined exception-
handling procedures, which can therefore be applied to resolve an exception, while in
the unplanned case, no procedure is available and the handling procedure has to rely on
other strategies, usually involving human ingenuity.

Using these two dimensions, we can now characterise the five exception-handling
strategies. They may range from low-level, automated failure handling (e.g. wait for the
network to recover from failure), to high-level, programmed exception handling (e.g.
rollback a transaction in case of message failure), model adaptation (e.g. change the
flow and conditions, if they do not impact other processes), restricted ad-hoc changes
(e.g. add an activity between two consecutive activities), and unrestricted interventions
(e.g. add or delete activities without consideration for model consistency).

Besides the problem of control, we should also discuss the differences between
process models and business reality. By definition, any business process model is
always an incomplete representation of the business reality [25]. However, we argue
that here again we may consider that the level of modelling is a combination of two
variables: contextualisation and normalisation. In Fig. 3, we use the concept of level of
modelling to characterise how a process model may reflect the work reality by either
leaning towards the normalisation or towards the contextualisation of work. On the one
hand, normalisation seeks to find a single process model describing the regular/
consensual sequence of activities, eventually with a great level of detail. On the other
hand, contextualisation considers the large number of possible variations in process
execution. Of course once again these two different approaches to modelling may
require different types of support from enterprise systems.

Fig. 3. Level of modelling

Fig. 4. Classification of processes
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With these two dimensions of the problem, considering level of control and level of
modelling, we may now discuss with more detail what types of processes fall in each
category (Fig. 4). We first note that quadrant 1, favouring the normalisation of work
with predominant machine control, is the domain of mechanistic BPM processes. They
favour behavioural clarity and predictability. They avoid disturbances and human
decision-making. With these characteristics, the processes are strongly suitable to
mechanisation and computerisation [6].

Quadrant 2 suggests the support to ad hoc processes, where the dynamic flow of
events, including unexpected events, determines the process evolution [24]. Health care
treatments are typical examples of ad hoc processes, which usually deal with excep-
tional or unanticipated situations [26]. This kind of processes is characterised by sig-
nificant human intervention in sensemaking the situation and decision-making. Here,
an important role attributed to machines is to support the decision makers e.g. with
visualisation tools, query and filtering mechanisms, etc. [24].

The combination of predominant machine control with rich models fosters the
machines’ capacity to generate and handle an infinite number of alternatives (quadrant
3). Research in generative design highlights how technology may inspire alternative
solutions through evolution, breeding and adaptation [27]. According to this per-
spective, variety is not only possible but also desirable and exceptions, instead of
representing a setback when analysing, modelling and managing business processes,
may actually become an opportunity to improve a business process.

The combination of predominant human control and rich process modelling con-
cerns sensible processes (quadrant 4). Here, human sensemaking and decision-making
capabilities combine with rich information necessary to adapt the process to the
changing environment both through human decision-making and through computa-
tional support [28, 29]. Management and governance literature has provided several
instances of sensible processes. For example, Pries-Heje and Baskerville [30], while
examining the process of organisational change, identified many ways to enact
organisational changes, all based on sound competing theories. This situation strongly
requires human capabilities to analyse rich organisational information and to make
sensible choices, which can be supported by computational tools.

The current paper focuses exactly on this quadrant. We characterise sensible
business processes as processes that leverage both the human capacities for
decision-making and the information processing capacities for supporting the sense-
making process. Thus sensible business processes appear in opposition to mechanistic
processes, where modelling and control predominantly rely upon and utilise the
machines’ capacities. In the next section we describe research addressing the elicitation
and modelling of sensible business processes.

3 Eliciting and Modelling Process Stories

The rich-lean perspective suggests that business process models may capture richer
information on how work is done in organisations. This led us to develop an
exploratory research agenda centred on the following research questions.
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• What process knowledge would be captured?
• What methods and tools would be needed to capture such knowledge?
• What would be the effectiveness of these tools and methods?

In [10, 31] we discussed the first two questions. Building on prior research [32], we
suggested modelling “process stories”. A process story is a diverse collection of
structured and unstructured information about a business process, which may integrate
different perspectives and various narrative elements. Its conceptual foundation lies in
Organisational Storytelling theory [33]. According to Denning [33], stories commu-
nicate complex ideas and spring people into action using narrative mechanisms. Fur-
thermore, stories bring detailed explanations, contextual information, values, and
what-if considerations to knowledge sharing.

Based on the storytelling theoretical foundations, we developed an information
model for process stories [10]. A process story has a beginning and ending, descriptive
attributes, triggers, and a sequence of scenes. The critical element to structure a process
story is the scene. It combines visual with textual information to describe a work
setting, presenting the actors, suggesting the social atmosphere, and explaining what
happens in terms of events and action. A scene contains an abstract picture, which
could also be described as a cartoon, of a business situation such has checking a form,
contacting a client, having a meeting, and signing a document. By associating pictures
to scenes we allow business people to analyse a process story by recognition and
familiarity with the depicted situations.

Besides the abstract picture, a scene contains semi-structured information about
actors, artefacts, events, and actions, which may be involved in the depicted work
situation. Dialogue lines may also be associated to actors appearing in a picture, which
follows a well-known narrative paradigm used by graphic novels. These dialogue lines
may be used to convey additional information on how actors interact with artefacts and
collaborate with other actors. Finally, textual attributes may be aggregated to scenes in
the form of annotations and comments.

One particular characteristic of process stories is that, even though they can model
traditional business processes with activities, flows and conditions, they can use scenes
to convey other types of process-related information. For instance, scenes can be used
to explain sensemaking and decision-making when performing activities. They can be
used to add contextual details about the work setting, not only identifying the actors
and artefacts involved but also other attributes and constraints like exchanged ideas or
special requests. Scenes can also be used to express nuance, equivocality and conflict,
reflecting past experiences, unusual scenarios, cautionary tales, which are typical of
storytelling.

If we contrast this definition of process story with the traditional definitions of
process models, e.g. the ones based on the dominant BPMN, we may easily notice the
distinctions between their rich and lean imprints. Process stories are richer and
open-ended while traditional models are leaner and formal. Very often, traditional
process models describe the predominant flows but not the variations and exceptions,
either because it is too expensive to model them, the language does not offer simple
means to do it, or because models get too cluttered up to a point where they become
useless. Modelling exceptions tends to be a difficult endeavour, since it may be difficult
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to consider all different types of events and specific points in a model where they may
occur. Furthermore, some complex aspects of work are difficult to model with tradi-
tional languages. Examples include flexibility (in assigning resources or shifting
responsibilities), fuzzy connections between activities, performing continuous activi-
ties, jumping between activities, sharing information, and dealing with optional and
ephemeral information [34]. Process stories avoid these problems by adopting a more
open-ended approach.

We have also developed an innovative BPM modelling tool supporting the elici-
tation, analysis and design of process stories [31]. As noted above, the tool uses
cartoons for eliciting and representing process stories. Users can select and configure
cartoons from a database. The database provides a large collection of cartoons illus-
trating common business scenarios such as handing over a document, having a
meeting, requesting/providing data and assigning a task. These cartoons can then be
configured to express a specific business situation, e.g. indicating who participates in a
meeting and what is decided there.

Furthermore, the tool supports a collaborative approach to process modelling. Even
though individual scenes cannot be concurrently edited, teams can share process stories
and modify the process-related information. This allows, for instance, expressing
alternative flows, filling up gaps and enriching information with individual experiences.
This tool can be contrasted with the more traditional business process modelling tools
[35]. One striking difference is that while traditional tools mainly focus on activities,
our tool concerns the open-ended environment surrounding them. Furthermore, while
traditional tools emphasise formal conditions and flows, our tool emphasises informal
sequences of events, which can be interpreted by readers using anthropomorphic
information, thus affording implicitness and contextualisation.

Contemplating again the three research questions brought forward in the beginning
of this section, we note the critical is the third one, what is the effectiveness of the tool
and method. So far we have accomplished three rounds of experiments with the tool. In
the following, we provide some insights from these experiments and present the
obtained results.

3.1 First Round (Tool Usage)

The first round of experiments was primarily focussed on gathering formative insights
about the tool usage. As previously discussed, the tool combines storytelling with
cartoons, which breaks the traditional process modelling paradigm centred on activities,
conditions and flows. The risk of users rejecting the tool because of a paradigm change
was high and empirical tests were necessary to understand if the users would be able to
develop process stories using the tool.

A set of individual modelling sessions were setup in a real-world organisation. The
selected organization was seeking to integrate process management into an existing
information system. However, they had not yet developed a clear process-oriented view
and neither had started designing the process models. We approached the organization
with two goals in mind, helping to select and design the processes and at the same time
observing and analysing how some of its members would elaborate process stories

Modelling Sensible Business Processes 171



using the tool. The empirical tests were organized according to the following steps:
meeting with leadership to identify and select processes; modelling sessions with key
members using the tool; and analysing the outputs and obtaining informal feedback
about the tool.

The modelling sessions were done in a period of four weeks. Different types of
stakeholders where engaged in using the tool, including three managers. The form of
engagement was different according to responsibilities. The three managers were
engaged in individual modelling sessions, while the remaining 24 participants were
divided in two groups and were assigned to joint sessions.

The results from these empirical tests were encouraging but also raised several
major concerns about the tool and the modelling method [10]. One critical problem that
was raised was the effort required for modelling process stories. One participant even
referred to it as “mechanically slow”. The tool required picking scenes from the
database, adding contextual information to each scene, and then organising scenes in a
meaningful sequence. The participants complained the whole method required too
many interactions and took excessive time. Further evidence suggested that this was a
real constraint because most produced process stories were very short and lacked detail.

Two other concerns were also raised during the experiments. First, the participants
revealed preoccupation with the correctness of their stories, i.e. how far they might
diverge from the processes formalized by the organization. This suggested that orga-
nizational culture might also be a problem to consider when eliciting process stories.

Second, the participants were not always able to portray some situations as they
wanted. Some of them tried to depict precise working contexts (e.g., a casual meeting
taking place in a formal work area), while the tool offered a limited set of abstract
scenes (e.g., casual meetings taking place in open spaces and formal meetings taking
place in meeting rooms). As an exhaustive coverage of possible situations and contexts
is hardly achievable, this suggested the participants should have been more exposed to
storytelling strategies.

Overall, these tests indicated the concept of process story was appropriated by the
participants but more training and repeated usage would be required to generate them;
and also some positive reinforcements about the benefits of describing processes from
alternative points of view would be necessary. Though the critical problem was the
excessive effort required to tell a story. This led us to make structural changes in the
tool to increase ease of use. The second and third rounds of experiments were done
with the upgraded tool.

3.2 Second Round (Small Team, Desired Process)

The second round of experiments was targeted to a smaller organisation. It involved a
small team of six persons, including the team leader. The team was responsible for
providing a complex service related to information technology infrastructure man-
agement and the leader had arrived to the conclusion that service provision was affected
by too many exceptions, ad hoc decisions and lack of knowledge management. In this
particular case, the adoption of a process view was stimulated by the objectives of
improving consistency, efficiency, transparency, accountability, and learning. In this
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context, the leader decided to use the tool to design an improved business process
model and the whole team was invited to participate.

The second round of experiments was designed in a more structured way. To start
with, we defined a set of goals, questions and measurements, which is shown in
Table 1. We considered three goals related to meaningfulness, contextualisation and
sharing. Regarding meaningfulness, the intention was to assess if the generated process
stories were sufficiently detailed and could be translated into purposeful activities.
Asking if emotions, unexpected situations and contextual knowledge were present in
process stories assessed contextualisation.

Concerning sharing, we looked for evidence of knowledge articulation and inte-
gration. This required dividing the process stories in different segments and analysing
the respective levels of detail to find evidence of positive/negative changes.

The experiment was organised in three stages: training the participants on the tool
usage; production of individual processes stories using the tool; and collaboration to
reach a converged process story. The first phase lasted one week. The team received
basic training on the tool usage and began using it for telling process stories. At this
stage, there was frequent interaction between the team and the researchers to clarify the
tool usage and to identify potential problems in developing process stories. This
involved explaining the importance of scenes and how they could be configured to
convey contextual information.

The second phase lasted about two weeks. The team members were invited to
individually use the tool to elaborate their process stories. There was no interaction
between the team and the researchers at this phase. Finally, in the final phase, par-
ticipants were asked to collaboratively produce a converged process story. Since the
tool allows viewing and changing each other’s stories but does not support any explicit
convergence process, the team would have to improvise a way for reaching a common,
agreed upon story. This involved the team leader in gathering stories from all partic-
ipants and suggesting a converged process to the team. The converged process would
then be discussed and agreed by the team in a face-to-face meeting. Actually, because
of the unanticipated complexity of some individual stories, two meetings were nec-
essary to complete the discussion. After these two meetings, the team leader used the
tool to record the collective process story.

The results from this experiment provided fine-grained information about our
humanistic approach to process modelling [35]. Details about the individual process
stories generated in phase two are shown in Tables 2, 3, 4, 5.

In Table 2, we summarise the measurements related to meaningfulness. Since the
participants were purposely trying to model a desired process, not a current one, most
stories scored poorly on the use of dialogue and highly on structural complexity. Two
stories did not use dialogue at all, and all of them used structure as the primary means
of telling a story. Most team members used narrative to describe what happened in a
scene and for connecting scenes. Interestingly, every story could be converted into a
traditional process model with activities, conditions and flows.

Table 3 summarises the obtained results regarding contextualisation. We note that
few stories conveyed emotional elements such as uncertainty, frustration and disbelief.
No story conveyed unexpected situations.
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Tables 4 and 5 summarise how the process stories contributed to the final story
through knowledge sharing. We note the participants tended to focus on particular

Table 1. Goals and measurements

Goal Questions Metric Type Data
categories

Evaluate
meaningfulness

Stories are
detailed?

Processes
could be
derived
from
stories?

Number of scenes Quantitative Numerical
Use of narrative Qualitative Low,

Medium,
High

Use of dialogue Qualitative Low,
Medium,
High

Structural
complexity

Qualitative Low,
Medium,
High

Conveys
activities,
conditions and
flows

Qualitative Yes, No

Evaluate
contextualization

Stories portray
emotion?

Stories depict
unexpected
situations?

Stories
provide
contextual
knowledge?

Presence of
emotional
elements

Qualitative Yes, No

Presence of
unexpected
situations

Qualitative Yes, No

Presence of
contextual
reasoning

Qualitative Low,
Medium,
High

Evaluate sharing Stories helped
the team
better
understand
the process?

Individual
stories
enriched the
organisational
practice?

Word count in
story segments

Quantitative Numerical

Activity count in
story segments

Quantitative Numerical

For each story
segment, ratio
of activities
appearing in
individual and
converged
stories

Quantitative Numerical

For all segments,
ratio of
activities
appearing in
individual and
converged
stories

Quantitative Numerical
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Table 2. Details about meaningfulness

Story
#

Number
of scenes

Use of
dialogue

Use of
narrative

Structural
complexity

Story conveys activities,
conditions and flows

1 10 None Medium Medium Yes
2 8 Low Medium Medium Yes
3 37 None Medium Very high Yes
4 14 Medium Medium High Yes
5 13 Medium Low High Yes
6 15 Low Medium High Yes

Table 3. Details about contextualisation

Story
#

Presence of emotional
elements

Presence of unexpected
situations

Presence of contextual
reasoning

1 No No Low
2 No No Low
3 No No Low
4 Yes No Low
5 Yes No Low
6 No No Low

Table 4. Details about sharing: word count (WC) and activity count (AC)

Story # Segment
1

Segment
2

Segment
3

Segment
4

WC AC WC AC WC AC WC AC

1 0 0 39 4 35 5 6 1
2 0 0 26 3 31 3 11 2
3 169 21 0 0 93 17 0 0
4 0 0 63 5 77 8 19 2
5 0 0 35 6 29 5 16 3
6 29 4 43 6 30 4 23 4

Table 5. Details about sharing: Ratios of activities appearing in individual and converged stories,
shown by segment and overall. Stories not addressing a given segment are marked with “-”.

Story # Segment 1 Segment 2 Segment 3 Segment 4 Overall

1 - 75 % 20 % 20 % 50 %
2 - 100 % 33 % 50 % 63 %
3 38 % - 41 % - 39 %
4 - 100 % 0 % 50 % 40 %
5 - 83 % 0 % 67 % 50 %
6 25 % 67 % 100 % 25 % 56 %
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areas of expertise. For instance, story 3 concerned segments 1 and 3 but not 2 and 4;
story 6 fully described story segment 3, but did not contribute much to the other
segments. Perhaps more importantly, we also note that the converged story was
assembled from diverse contributions of all stories in a rather balanced way: story 3
provided the lowest contribution but yet 39 % of the modelled activities were present in
the converged story.

All in all, the second phase of experiments indicated the method and tool provided
an effective approach for business process elicitation and modelling, but the generated
process stories lacked contextualisation. On hindsight, the main explanation for the
lack of contextualisation was related with the participants’ goals. They were explicitly
aiming at developing a new business process and therefore it is just natural that a new,
idealised process does not convey much contextual information about a non-existing
reality. In the third round of experiments we addressed that limitation.

3.3 Third Round (Large Team, Existing Process)

For the third round of experiments we selected a larger organisation. We have also
chosen a complex business process involving multiple divisions; and involved more
participants in telling process stories. The experimental design had to be adapted to
accommodate the additional complexity. The goals and questions described in Table 1

Table 6. Details about meaningfulness

#
Story

Number
of scenes

Use of
dialogue

Use of
narrative

Structural
complexity

Story conveys activities,
conditions and flows

1 2 55 2 Low Yes
2 5 90 28 Medium Yes
3 6 68 160 Medium Yes
4 3 204 3 Medium Yes
5 7 274 319 Medium Yes
6 12 158 80 High Yes
7 8 112 55 High Yes
8 7 83 25 High Yes
9 7 144 133 Medium Yes
10 1 160 112 Medium Yes
11 4 81 94 Low Yes
12 7 118 74 Medium Yes
13 3 105 78 Low Yes
14 3 29 45 Low Yes
15 2 7 8 Low Yes
16 7 105 126 High Yes
17 8 164 102 High Yes
18 12 141 241 High Yes
19 4 126 16 High Yes
20 5 141 52 Medium Yes

176 D. Simões et al.



were reused by this experiment; and a similar experimental design in three stages was
followed. For the second stage, various modelling sessions were scheduled and the
participants were invited to come up to one or more sessions for generating process
stories. The participants would still work individually in these sessions. At the
beginning of each session, the participants were informed about the process they should
work on, but they were given freedom to model whatever they would consider relevant
or interesting.

The third stage was also adapted, replacing the convergence meetings with a dif-
ferent approach, since converging a large, heterogeneous group is substantially more
difficult that converging a small, homogeneous team. Instead, in the third stage we
converted each individual process story into a traditional process model and then
compared those stories with a reference process model previously approved by the
organisations’ management.

As reported in Table 6, we collected 20 stories in this experiment. We note the
participants used narrative and dialogue as the primary means of telling their process
stories, which is supported by the high word count regarding both narrative and dia-
logue. Most stories contained a relatively small number of scenes, which seems well
aligned with the organisations’ multi-divisional structure.

Some stories, even though having a low number of scenes, featured high structural
complexity. As with the previous experiment, this suggests the participants externalised
significant knowledge about the business process. Interestingly, stories 1, 11 and 13–15
provide low structural complexity but yet have significant use of dialogue and narra-
tive. This suggests these scenes were used for storytelling. Even more interesting, story
10 is entirely contained in one scene with medium structural complexity, an indication
of narrative sophistications.

Regarding contextualisation, we found a large number of stories depicting unex-
pected situations and emotional elements, which indicates the participants’ interest in
describing processes beyond the traditional activities, conditions and flows. We also
observed a predominance of applied contextual reasoning in the vast majority of the
collected stories (Table 7), including contextualised explanations supporting staff
decisions over concrete circumstances, and detailed descriptions outlining unique
scenarios that triggered custom behaviour/responses according to context. We argue
that this combination, i.e. the depiction of unexpected situations together with emo-
tional elements and contextually rich explanations (often foreign to the “happy path”
normally depicted in mechanistic models), is an indicator of the externalization of
participants’ tacit knowledge in the form of process stories.

Table 8 provides a detailed summary of the process stories that were elaborated and
their contributions to knowledge sharing. When comparing the activities described by
the participants with the reference model (last line in Table 8), we can conclude that
there is no direct mapping. Several stories provide significantly more knowledge, e.g.
stories 3 and 4 more than double the number of activities. Again, this suggests that
process stories enrich process knowledge with detailed insights about how work is
actually done in the context of a business process.

In Table 8, we show two columns indicating if a story contributed to the reference
model or not. As in the previous experiment, this provides another indication of how
individual participants contributed to shared process knowledge. Once again, the
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results support the view that process knowledge is a collective construction. The results
also show if stories contradicted the reference process or not. We found out that five
stories expressed knowledge contradicting the reference process sanctioned by the
managers. This reinforces the idea that process stories can be richer than traditional
business processes by expressing different and often contradicting views about a
process.

4 Discussion

In this paper we suggest a classification of business processes in four categories:
mechanistic, ad hoc, generative, and sensible. Sensible processes are founded on rich
models and support predominant human control. We argue that such a combination
leverages the capacity of humans and machines in BPM, which contributes to address
the requirements of enriching knowledge [21] and flexibility in BPM [19, 20]. On the
one hand, rich models afford information systems to reach beyond regular behaviour.
For instance, rich models may provide details about process variations, exceptions, past
occurrences, and contextual elements influencing the trajectory of a process instance.
On the other hand, the predominance of human control in the interaction between
humans and information systems affords more flexibility regarding process execution,

Table 7. Details about contextualisation

Story
#

Depiction of unexpected
situations

Presence of emotional
elements

Presence of contextual
reasoning

1 No No Low
2 Yes No High
3 No No Medium
4 Yes Yes High
5 No No High
6 Yes No High
7 Yes No High
8 Yes No High
9 Yes Yes High
10 Yes Yes High
11 No Yes High
12 No No Low
13 Yes Yes High
14 Yes Yes High
15 Yes Yes High
16 Yes No High
17 Yes No High
18 Yes Yes High
19 Yes No High
20 Yes No High

178 D. Simões et al.



which may be supported with richer process models. Of course these possibilities
depend on the capacity to design rich process models.

Having previously developed a process modelling tool supporting the design of rich
process models, which we designate by process stories, in this paper we focus on a set
of experiments that were set up to assess the capacity to design process stories and their
potential value to organisations.

The several rounds of experiments demonstrated the validity of a set of assumptions
behind process stories and the concept of sensible process. An important one is that
process stories can be designed by end-users, i.e. business people that do not have
expertise in process modelling. We argue that bringing process modelling to end-users
increases process contextualisation. Traditional modelling tools usually require
grasping specialised languages such as BPMN and UML. However, these languages
tend to be formal, very complex and impose significant constraints, which are mainly
related to their mechanistic lineage. The end result is that traditional modelling tools
tend to be primarily used by modelling experts. Naturally, modelling experts have their
own biases and goals when modelling business processes, which may conflict with the
goals of the target organisations. The related literature refers to this phenomenon as silo
views [36] and social distance [37]. Furthermore, existing process modelling lan-
guagesand tools make it difficult to represent business rules [38, 39], collaborative
aspects of business [40], and non-routine work [41]. The concept and information model

Table 8. Details about sharing (the last line provides details about the reference process model.
Stories 4, 15, and 20 were omitted because they modelled a different process)

Story # Number of activities per segment Adds to
reference

Contradicts
referenceSegment

2
Segment
2

Segment
3

Total

1 0 0 7 7 yes no
2 6 5 0 11 yes no
3 7 8 0 15 yes no
5 5 9 0 14 yes no
6 0 0 27 27 yes no
7 0 0 25 25 yes yes
8 0 0 17 17 yes no
9 13 0 0 13 yes no
10 11 0 0 11 yes yes
11 0 7 0 7 yes no
12 2 0 15 17 yes yes
13 5 0 0 5 yes no
14 0 6 0 6 yes no
16 14 0 0 14 yes yes
17 13 2 9 24 yes yes
18 25 2 0 27 yes yes
19 13 0 0 13 yes no
Reference 13 3 22 38 - -
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underlying process stories addresses these concerns by adopting a process modelling
language that is informal, open-ended and closer to the business context. The results
from the experiments support this argument, showing that end-users were able to
develop process stories and the stories were relevant to discuss and elaborate process
models.

Another important assumption behind process stories that was validated by the
experiments is that they can bring about rich, contextualised information about the
environment where they are enacted. Several stories developed in the experiments
contained emotional elements, unexpected situations and contextual reasons. Further-
more, several stories also contained contradictory information, when compared with the
reference process sanctioned by the management. However, we also noted that con-
textualisation may depend on the organisational goals. In the second experiment, where
the participants where seeking to develop a desired process, the produced process
stories did not contain contextual details. However, in the third experiment, where the
participants were engaged in describing an existing process, the generated stories
contained significant contextual information.

Finally, another relevant question about process stories is if they contribute or not
to generate better process models. This question addresses matters of quality in general
and effectiveness in particular. Ascertaining the quality of a business process is a
complex endeavour, as it involves a large set of criteria like understandability, utility,
efficiency, completeness, and correctness [42, 43], to name a few. In the specific
context of modelling sensible processes, we argue that quality assessment should
primarily concern matters related to model richness and human control. This suggests
that aspects such as understandability and utility should prevail over more technical
characteristics such as correctness and efficiency. Regarding the results from our
experiments from this point of view, we note that in the second experiment, process
stories helped teams agreeing on a process model that was more balanced than the
individual stories. In the third experiment, the produced process stories simultaneously
added to and contradicted the reference story, which suggests that process stories
contributed to both comprehensibility and utility.

The concept of sensible business process opens up interesting avenues for future
research. One interesting possibility is the transformation of process stories in tradi-
tional process models and subsequent integration in enterprise systems. In particular,
process stories provide contextual information that may be relevant during process
execution, for instance when handling exceptions. Another possibility, which is related
to generative design, is the automated generation of a large number of alternative
process models from a single process story, so that process participants and eventually
enterprise systems could select a particular model depending on the specific conditions
at hand. This would certainly contribute to increase the flexibility of enterprise systems.
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Abstract. Business services arguably play a central role in service-based
information systems as they would fill in the gap between the technical-
ity of Service-Oriented Architecture and the business aspects captured
in Enterprise Architecture. Business services have distinctive features
that are not typically observed in Web services, e.g. significant portions
of the functionality of business services might be executed in a human-
mediated fashion. The representation of business services requires that
we view human activity and human-mediated functionality through the
lens of computing and systems engineering.

Given the specification of a relatively complex business service, prac-
titioners can deal with its complexity either by breaking it down into
constituent services through common practices such as outsourcing or
delegation, or by picking up an existing group of services (e.g. from a
service catalog) that best realize that functionality. To address these
challenges, we devise a formal machinery to (a) verify if a group of ser-
vices contractually match the specification of the larger service in ques-
tion; (b) to assess the contractual proximity of service groups relative to
a contractual service specification to help decide which combination of
services from a catalog best realize the desired functionality.

Keywords: Service engineering · Goal modeling · Service contract ·
Quality of service · Service composition · Serviceability · Outsourcing

1 Introduction

In the last few years, service-oriented computing has become an emerging
research topic in response to the shift from product-oriented economy to service-
oriented economy. On the one hand, we now live in a growing services-based
economy in which every product today has virtually a service component to it
[1]. In this context, services are increasingly provided in different ways in order to
meet growing customer demands. Business domains involving large and complex
collection of loosely coupled services provided by autonomous enterprises are
becoming increasingly prevalent [2,3]. On the other hand, Information Technol-
ogy (IT) has now been thoroughly integrated into our daily life [4] and gradually
gives rise to the paradigm of ubiquitous computing. As such, business services
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are essentially IT-enabled making the border between business services1 and
IT-enabled services blurred. At the high-level operationalization of a business
service, we see business activities happening between service stakeholders. We
may or may not witness IT operations at this representational level. At lower
levels, the operationalization of these services are eventually translated into IT
operations as we have seen in the cases of banking services, recruitment services,
library services, auctioning services, etc.

From an IT perspective, there is a proliferation of methods and languages for
Web services. Unfortunately, there has not been much work in modeling high-
level services from a business perspective. The operationalization of business
services has distinctive features that are not typically observed in plain Web
services. Most notably, business services occur for a noticeable period of time,
not spontaneously as Web services do. Their occurrences feature incremental
human-mediated developments. As such, the representation of business services
requires that we view human activity and human-mediated functionality through
the lens of computing and systems engineering. Business services are typically
operationalized by means of outsourcing or subcontracting, through which the
provider of a relatively complex business service breaks it down into constituent
services and subcontracts some of them to other service providers. Our study
of real-life business services and collaboration with our industry partners reveal
that, alternatively, the provider may pick up an existing set of services (e.g.
from a service catalog) that best match it. The challenges here are to (i) verify
if a group of services contractually match the specification of the big service in
question; (ii) determine the preference in choosing a set of services from a service
catalog in order to operationalize the big service in question.

In this paper, we devise a formal machinery to enable that verification and
assessment as a continuation of our previous work on the representation of busi-
ness services [5,6]. This work sheds light on the following research problems.

– (a) Given a certain set of service models, is a contract serviceable? We define
serviceability as follows: a contract is serviceable using a set of services if and
only the set of services represent a valid decomposition of the contract in
question (which itself is viewed as a service)

– (b) Given a contract, what is the optimal service-level resourcing of the con-
tract? This requires decomposing the given contract, which may be informally
defined as generating from the contract in question a set of sub-contracts that
cumulatively entail the obligations, commitments and schedules set forth by
the contract. This contract decomposition should be guided by the available
set of services.

Paper Structure. To make the paper self-contained, Sect. 2 briefly presents
part of our previous work - a language for the contractual specification of busi-
ness services. Sections 3 and 4 focus on the contribution of this work. Section 5
1 By calling them business services, we mean services happening between people or

business entities. They are enabled by IT in one way or another. For the sake of
simplicity, we shall use the term “business service” or simply “service” to refer to
these IT-enabled business services throughout this paper.
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surveys related work and ends the paper by drawing some concluding remarks
and outlining our future work.

2 Business Services Representation

Representing business services requires that we view human activity and human-
mediated functionality through the lens of computing and systems engineering
(and building a framework that is general enough to include both notions of
services within its ambit). We are in need of an enhanced set of constructs that
go beyond those that have been used for Web services. In the course of our
research, we have found a close correlation between the notions of services and
contracts (although the two notions are by no means identical). Our study of real-
life business service descriptions, in domains as diverse as government services,
IT services and consulting services, suggests that some contractual concerns
appear routinely in the description of business services, and are part of the
discourse on service design and re-design. In our view, business services should
be contractually represented by taking into consideration the perspectives of
both the service provider and service consumer(s) [6].

Table 1 summarizes service descriptors of a contract-oriented language2 we
specifically defined for business services. Figure 1 conceptualizes this language
by means of meta-modeling.

Fig. 1. Meta-model of a contract-oriented language for business services

2 We have a full report of this work in a separate publication [5].



186 L.-S. Lê

Table 1. Service descriptors of a contract-oriented language specifically defined for the
representation of business services.

Descriptor Definition

Goal Intended effects or achievements of the service being represented

Precondition Conditions that must hold to enable the occurrence of the service being

represented

Postcondition Effects or achievements of a service. They must hold upon the completion of the

service being represented.

Assumption Conditions on whose validity the occurrence of the service is contingent, but

whose validity might not be verifiable when the service is invoked or during

its execution

Input Tangible or perceivable items that are usually fed by service consumers during

the occurrence of the service being represented

Output Tangible or perceivable items that are created or exchanged during the

occurrence of the service being represented

QoS factor Non-functional properties of the service being represented. Each

Quality-of-Service (QoS) factor can be described in terms of the upper and

lower bounds with quantitative evaluations.

Delivery Incremental functionality during the occurrence of the service being represented.

It may be described as a schedule in the form 〈functionality, deadline〉.
Payment Incremental payment during the occurrence of the service being represented. It

may be described as a schedule in the form 〈amount, deadline〉.
Penalty A penalty is given when a functionality is not delivered as scheduled. It is

usually associated with a delivery schedule.

3 Service Decomposition

We devise a formal machinery to verify if a service decomposition is valid as
a solution to problem (a) mentioned in the introduction. Intuitively, the com-
bination of constituent services can substitute for the decomposed one without
affecting the existing business that the service consumers engage in. In other
words, the constituent services altogether deliver at least the same whilst they
expect no more than what the decomposed service does. We elaborate this propo-
sition with respect to the service descriptors of our language (see Table 1) using
the following running example.

Running Example. Let us consider a (passenger) car rental as a service
denoted as S1. The provider of this service may break it down into three con-
stituent services: (s11) identity check & deposit; (s12) vehicle pickup & return;
(s13) vehicle maintenance. The question is, given the contractual specifications
of these services, is the decomposition S1 = {s11, s12, s13} valid? In other words,
is the contractual specification of S1 is serviceable by s11, s12 and s13?
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Table 2. Informal and formal representation of service goals. Note that s11, s12 and s13
refer to services identity check & deposit, vehicle pickup & return and vehicle maintenance,
respectively.

3.1 Goal

Following [7], assuming that a set of goals refers to the conjunction of its ele-
ments, we define goal refinement in Definition 1.

Definition 1. Goal G is refined into a set of sub-goals {g1, g2, . . . , gn} to be
valid if and only if:

– g1 ∧ g2 ∧ . . . ∧ gn �|=⊥
– g1 ∧ g2 ∧ . . . ∧ gn |= G
– G′ �|= G for any G′ ⊂ {g1, g2, . . . , gn}
Example 1. Table 2 lists goals of service car rental in its leftmost two columns.
Corresponding goals of services identity check & deposit, vehicle pickup &

return and vehicle maintenance are given in the rightmost two columns. Note
that all goals are described both informally (in natural language) and formally
(by means of first-order logic). Given Car ⊂ V ehicle and a few deduction rules in
first-order logic [8], we can straightforwardly prove that the constituent services’
goals actually refine car rental’s goals according to Definition 1.

3.2 Precondition/Postcondition

The constituent services altogether require same or weaker preconditions while
producing same or stronger postconditions as the decomposed service does. This
proposition could formally be interpreted as follows.
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– The pre-condition of the decomposed service entails those of its constituent
services, formally preS |= pre1 ∧ pre2 ∧ . . . ∧ pren where pre1, pre2, . . . , pren

denote preconditions of constituent services; preS denotes the precondition of
the decomposed service.

– The post-conditions of constituent services entail that of the decomposed ser-
vice, formally post1 ∧ pre2 ∧ . . .∧ postn |= postS where post1, post2, . . . , postn
denote postconditions of constituent services; postS denotes the postcondition
of the decomposed service.

3.3 Assumption

The standpoint on service assumption is similar to that on service precondition.
Intuitively, the constituent services altogether should make same or weaker as the
decomposed service does. This proposition could be formalized as follows. The
assumption of the decomposed service entails those of its constituent services,
formally asmpS |= asmp1∧asmp2∧. . .∧asmpn where asmp1, asmp2, . . . , asmpn

denote assumptions made for constituent services; asmpS denotes the assump-
tion made for the decomposed service.

Example 2. One of the assumptions of service car rental is about the customer’s
responsibility: tenants must check (and top up if necessary) engine oil and other fluids of their

rental car especially during long drives and will be held liable for any breakdown caused by the

insufficiency of oil and/or fluid. If the constituent service vehicle maintenance ensures
that all vehicles are equipped with appropriate level sensors, it can bear on the
following weaker assumption without affecting the serviceability of the contrac-
tual spec of service car rental: tenants must top up engine oil and other fluids of their rental

car whenever oil/fluid level warnings are given on their car dashboard.

3.4 Input/Output

The constituent services altogether require same or less input while produce
same or more output as the decomposed service does. The intuitive meaning of
“less input” can be explained as (i) constituent services take a subset of input
objects taken by the decomposed service; or (ii) constituent services take the
same number of input objects but some of their input objects subsume input
objects of the decomposed services. Similarly, “more output” actually means
(i) constituent services produce a superset of output objects produced by the
decomposed service; or (ii) constituent services produce the same number of
output objects but some of their output objects can be substituted for output
objects of the decomposed services.

The notion of substitutability was made popular in object-oriented program-
ming and later extended to the context of object-oriented conceptual modeling
[9]. An object can substitute for another if the former can be safely used in a
context where the latter is expected. This proposition is formulated in Defini-
tion 2. As an example, a passenger car can substitute for an vehicle. The type
that describes all vehicles subsumes the type describing passenger cars.
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Fig. 2. The contractual spec of service car rental is serviceable by services identity check

& deposit, vehicle pickup & return and vehicle maintenance in terms of input/output because
the input and output objects of the constituent services subsume those specified for
the decomposed service.

Definition 2. Object s can substitute for object q, denoted as Type(s) <:
Type(q), if object s belongs to a subtype of or the same type as what object q

belongs to. The type of q is said to subsume the type of s.

Whether a set of constituent services match a decomposed service in terms
of input/output can be formulated as follows. Example 3 illustrates this formu-
lation.

– An input object taken by the constituent services is either passed by the
decomposed service or substitutable for by a corresponding input object taken
by the decomposed service. Formally, we have ∀x : x ∈ ⋃n

i=1 inputi →
Pass(S, x) ∨ (∃x′ : x′ ∈ inputS ∧ ¬Pass(S, x′) ∧ Type(x′) <: Type(x)) where
Pass(serv, o) implies that service serv produces object o and passes it as an
input object to another service; inputS denotes the set of input objects of the
decomposed service and inputi the set of input objects of the ith constituent
service.

– For every output object produced by the decomposed service, there is a cor-
responding output object produced by one of the constituent services that
it can substitute for. Formally, we have ∀x : x ∈ outputS → ∃x′ : x′ ∈⋃n

i=1 outputi ∧ Type(x) <: Type(x′) where inputS denotes the set of input
objects of the decomposed service and inputi the set of input objects of the
ith constituent service. Note that some output objects produced by the con-
stituent services may be consumed by the decomposed service.

Example 3. The constituent services s11, s12, s13 may accept input objects and
produce the output objects of different types than the main service S1 does.
Specifically, s11 can accept not only credit card but also debit card (e.g. Mae-
stro) whilst s12, s13 can deal with not only passenger cars but also utility cars
(e.g. 4× 4, pickup). In addition, s13 produces more output objects (i.e. Service
History) than S1 does. This service decomposition is still valid in terms of input
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and output despite the difference of input/output types between the constituent
services and the main one.

Figure 2 depicts the input and output objects of these services. We use dashed
lines to draw the main service car rental and its input/output objects. The
constituent services and their input/output objects are drawn under solid lines.
Double line arrows show input or output (depending on the direction of the
arrows) of services. Triangle-headed arrows diagrammatically illustrate the sub-
typing relation between input/output objects.

3.5 QoS Factor

The QoS factors of the decomposed service must be satisfied by those of the
constituent services. This proposition will be formally elaborated in light of the
semiring-based representation of QoS factors. Definition 3 defines semiring [10]
that will be used to express QoS factors.

Definition 3. A semiring is a tuple 〈A,⊕,⊗, 0, 1〉 such that

– A is a set and 0, 1 ∈ A
– ⊕, called the additive operation, is a commutative, associative operation having

0 as its unit element (i.e. a ⊕ 0 = a = 0 ⊕ a)
– ⊗, called the multiplicative operation, is an associative operation such that 1

is its unit element and 0 is its absorbing element (i.e. a ⊗ 0 = 0 = 0 ⊗ a)
– ⊗ distributes over ⊕ (i.e. ∀a, b, c ∈ A → a ⊗ (b ⊕ c) = a ⊗ b ⊕ a ⊗ c)

An idempotent semiring is a semiring whose additive operation is idempotent
(i.e. a⊕a = a). To make an idempotent semiring applicable for the representation
of QoS, we endow it with a canonical order defined as a � b iff a ⊕ b = b.
A semiring is used to express the domain and the order between values that
feature a QoS. To represent QoS factors, we may use the notion of bounded
lattice. Each bounded lattice has a greatest element (denoted as �) and a least
element (denoted as ⊥) and features two operations: meet (denoted as ∧) and
join (denoted as ∨) [11].

Example 4. Service S1 (car rental) and its constituent service s12 (vehicle
pickup & return) has a QoS factor in common, which is about the likelihood
that the customers will be handed a car of the specific type they have booked.
S1 aims to satisfy their customers’ bookings at the rate of 85 % or more while
service s12 features a booking satisfaction rate of at least 95 %. The domain of
these two QoS factors is represented using an idempotent semiring denoted as
〈[0, 1],max,×, 0, 1〉. This semiring takes the max function as its additive opera-
tion and the classical multiplication as its multiplicative operation. Intuitively,
the max function of this semiring can be used to express a canonical order and
the × operator is useful for reasoning over probability. Note that [0, 1] denotes
an interval of real numbers that represents the probability domain. This semiring
is endowed with the classical comparison as its canonical order.
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Table 3. An example of how QoS factors can be expressed using semirings and lattices

Service QoS Semiring 〈A, ⊕,⊗, 0, 1〉 Canonical order Lattice 〈⊥,�,∧,∨〉
s12: satisfaction

rate of 95%
〈[0, 1], max, ×, 0, 1〉 Real numbers comparison 〈0.95, 1, min, max〉

S1: satisfaction
rate of 85%

〈[0, 1], max, ×, 0, 1〉 Real numbers comparison 〈0.85, 1, min, max〉

To this end, comparing the two QoS factors of these two services would boil
down to checking if the lattice that represents the QoS factor of one service is
a sublattice of the lattice that represents the corresponding QoS factor of the
other service. As illustrated in Table 3, the QoS factor of s12 entails that of S1

because the lattice created for s12 is in fact a sublattice of the lattice created
for S1.

Example 4 motivates us to define whether a set of constituent services fulfill
the decomposed service in terms of QoS factors as follows. A set of constituent
services fulfill the decomposed service in terms of QoS factors iff for each QoS
factor of the decomposed service S, the following two clauses hold

– there is a corresponding QoS factor that is specified for the constituent service
si of which the domain is represented using the same semiring

– the lattice that characterizes the QoS factor of S is a sublattice of the corre-
sponding lattice for si

3.6 Delivery

We come up with a notion of functionality entailment. At any given time, the
combined functionality delivered by the constituent services must entail the func-
tionality specified for the decomposed service. Formally, we have ∀t ∈ Time :
acc({f1(t), f2(t), . . . fn(t)}) |= fS(t) where fi(t) denotes the functionality deliv-
ered by the ith constituent service at the moment t and fS(t) signifies the func-
tionality tentatively delivered at the moment t by the decomposed service. The
function acc yields cumulative effects of the functionalities of all constituent
services. This accumulation of service functionalities can be reasoned in an anal-
ogous way to how tasks and activities are put together in a business process
model [12].

3.7 Penalty

Penalties are given if a service functionality is not delivered as scheduled. Penal-
ties can be applied to constituent services as well as the decomposed service.
Basically, if a penalty is given because the functionality of the decomposed ser-
vice is not delivered as scheduled, the provider of this service will do root-cause
analysis to find out what service providers of constituent services should be given
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a derived penalty. To avoid being overly charged, the provider of the decom-
posed service will give other service providers appropriate penalties. There are
two basic approaches for monitoring the penalties. In the first approach, at every
critical moment (that is usually called check point in the realm project manage-
ment [13]), derived penalties given to service providers of constituent services
must surpass the penalty given to the main service provider. Formally, we have
∀t ∈ Time :

∑n
i=1 pnlt(fi(t)) > pnlt(fS(t)) where pnlt is a function that defines

a penalty given based on the functionality delivered. We call this the linear
approach.

In the second approach, the main service provider may accept a deficit in
terms of penalties during the occurrence of the service being decomposed. How-
ever, the accumulated penalties given to providers of constituent services must
surpass the penalty that is given to the decomposed service. Formally, we have∑n

i=1 acc(pnlty(fi)) > acc(pnlt(fS)). We call this the accumulative approach.

3.8 Payment

The service provider will ultimately take profit in outsourcing constituent ser-
vices. In other words, the total payments the provider makes for outsourced ser-
vices should be less than the payment received from the service consumers of the
main service. The two monitoring approaches discussed in Subsect. 3.7 also apply
to payments. In the linear approach, we have ∀t ∈ Time :

∑n
i=1 pay(fi(t)) >

pay(fS(t)) where pay denotes the payment for a given functionality delivered.
In the cumulative approach, the main service provider may accept a deficit in
terms of payments during the occurrence of the service being decomposed. This
can be formulated as

∑n
i=1 acc(pay(fi)) > acc(pay(fS)).

4 Towards Operationalization Preference and Contractual
Proximity of Business Services

In this section, we address problem (b) that is articulated in the introduction.
We define partial orders among service groups that fully meet a given contrac-
tual specification (Subsect. 4.1) and between those that do not (Subsect. 4.2).
These definitions will potentially lead to selection criteria to assist the service
provider in deciding which service group to be selected among those that are
available from a service catalog in order to operationalize the given contractual
specification.

4.1 Operationalization Preference

Suppose that we have multiple choices in picking up an existing set of services
to match a given contractual service specification. In order to decide how to
operationalize this contractual specification, the potential service provider for
this contractual specification needs to know which service group is the best. We
investigate the preference among groups of services that all satisfy a contractual
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Table 4. A set of services SS1 = {s11, s12, . . . , s1n} is preferred over another set
SS2 = {s21, s22, . . . , s2m} that both satisfy a contractual service specification S.

specification. The preference is defined with respect to an individual service
descriptor.

Table 4 gives formal definitions for this preference. A set of service SS1 is
preferred over another set SS2 can be interpreted as if SS1 satisfies an imaginary
contractual specification represented by SS2, in pretty much the same manner
we define how SS1 meets a contractual specification S in Sect. 3. Note that the
preference between two sets of services with respect to input/output is defined
based on Theorem 1 that is stated and proved as follows.

Theorem 1. Substitutability as defined in Definition 2 is reflexive and transitive.

Proof. For any object s, we obviously have Type(s) <: Type(s). So s can substitute
for itself. Suppose object s can substitute for object p, which can in turn substitute
for object q. According to Definition 2, we have Type(s) <: Type(p) and Type(p) <:
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Type(q) meaning that any proposition that holds for object q’s type will hold for
object p’s type and then for object s’s type too. So Type(s) <: Type(q) meaning s can
substitute for q.

Each preference relationship defined in Table 4 features a partial order
between sets of services in the sense that, between two sets of services that
both satisfy a contractual specification, we may or may not firmly determine
that one is preferred over the other.

4.2 Contractual Proximity

Given two sets of services that do not satisfy the contractual service specification
S, we need to measure how far away they are different from S to determine which
one is preferred over the other. We call this measure the contractual proximity.

Table 5 formally defines the contractual proximity of a set of business services
with respect to a certain contractual service specification for individual service
descriptors. The rationale behind this formal definitions is to determine smallest
sets (for input and output), weakest conditions (for goal, precondition, postcon-
dition and assumption) or minimal values (for payment and penalty) that make
a set of services satisfy the given contractual service specification.

We now proceed in defining the preference between two sets of business ser-
vices that do not satisfy a contractual service specification. Table 6 gives formal
definitions of whether a set of services CS1 = {s11, s12, . . . , s1n} is preferred over
another set of service CS2 = {s21, s22, . . . , s2m} with respect to a contractual
service specification S. This preference is defined based on the definitions of
contractual proximity given in Table 5. Intuitively speaking, between two sets of
services that do not meet a contractual specification, the one that is closer to
this specification will be preferred over the other.

5 Related Work and Conclusion

In our group, we do research in the modeling, formal representation and the
strategic alignment of IT-enabled business services. In our view, contractual
concerns appear routinely in the description of business services, and are part of
the discourse on service design and re-design. We have defined a representational
language dedicatedly for business services in a contract-oriented perspective [5].
We are interested in the serviceability of contractual service specifications and
motivated by the following two problems (i) to verify a set of services against
a certain contractual specification; (ii) to determine the preference in choosing
a set of services from a service catalog in order to operationalize the contrac-
tual specification. In this paper, we present a formal machinery to verify the
decomposition of services and assess the contractual proximity of business ser-
vices against a contractual specification. The originality of our work is that we
take into account the incremental nature of business services (i.e. delivery sched-
ules, payment schedules, penalties) as well as human-mediated factors (i.e. QoS,
assumption, goals) of business services in addition to service descriptors that
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Table 5. Definition of contractual proximity of a set of services CS = {s1, s2, . . . , sn}
with respect to a contractual service specification S.

have been commonly addressed in the field of service-oriented computing such
as input/output, pre/post conditions.

To the best of our understanding, service contracts have been studied in
the context of Web service evolution [14] and the integration of heterogeneous
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Table 6. A set of services CS1 = {s11, s12, . . . , s1n} is preferred over another
CS2 = {s21, s22, . . . , s2m} with respect to a service specification S for individual service
descriptors.

Descriptor Denotation Definition

Goal CS1 �goal CS2 CS2ΔgoalS |= CS1ΔgoalS

Precondition CS1 �pre CS2 CS2ΔpreS |= CS1ΔpreS

Postcondition CS1 �post CS2 CS2ΔpostS |= CS1ΔpostS

Assumption CS1 �asmp CS2 CS2ΔasmpS |= CS1ΔasmpS

Input CS1 �input CS2 CS1ΔinputS ⊆ CS2ΔinputS

Output CS1 �output CS2 CS1ΔoutputS ⊆ CS2ΔoutputS

QoS CS1 �qos CS2 CS1ΔqosS ⊆ CS2ΔqosS

Delivery CS1 �delivery CS2 CS2ΔdeliveryS |= CS1ΔdeliveryS

Payment CS1 �payment CS2 CS1ΔpaymentS ≤ CS2ΔpaymentS

Penalty CS1 �penalty CS2 CS1ΔpenaltyS ≤ CS2ΔpenaltyS

services [15]. Our work differs from theirs primarily in ways IT-enabled busi-
ness services are contractually represented. We stress that human-mediated ser-
vices should contractually be specified as opposed to being programmatically
described like Web services. Our research also differs from work on integrat-
ing human activities to business processes like BPEL4People. We take a rather
declarative approach while BPEL4People is essentially imperative. In terms of
QoS representation, we note that semiring has been exploited in expressing QoS
factors [16,17]. In our approach, we propose to determine a lattice of semiring
that best represents a given QoS factor, in order to make the comparison of QoS
factors technically possible.

Work is currently underway to map our formal definitions to Alloy - a light-
weight formal, declarative modeling language [18]. The goal is to develop a
computer-interpretable engine that computerize our formal machinery. This will
open the door for the implementation of a toolkit that manages a service repos-
itory and permits reasoning on service contracts (e.g. verifying a set of services
against a contract, ranking alternative sets of services based on their serviceabil-
ity on a specific contract).

Acknowledgment. I would like to thank my former colleague, Aditya Ghose, for his
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QoS. I am also thankful to the other members of his research group for their comments
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Abstract. This paper investigates the energy-aware virtual machine
(VM) scheduling problems in IaaS clouds. Each VM requires multi-
ple resources in fixed time interval and non-preemption. Many previous
researches proposed to use a minimum number of physical machines;
however, this is not necessarily a good solution to minimize total energy
consumption in the VM scheduling with multiple resources, fixed start-
ing time and duration time. We observe that minimizing total energy
consumption of physical machines in the scheduling problems is equiv-
alent to minimizing the sum of total busy time of all active physical
machines that are homogeneous. Based on these observations, we pro-
posed ETRE algorithm to solve the scheduling problems. The ETRE
algorithm’s swapping step swaps an allocating VM with a suitable over-
lapped VM, which is of the same VM type and is allocated on the same
physical machine, to minimize total busy time of all physical machines.
The ETRE uses resource utilization during executing time period of a
physical machine as the evaluation metric, and will then choose a host
that minimizes the metric to allocate a new VM. In addition, this work
studies some heuristics for sorting the list of virtual machines (e.g., sort-
ing by the earliest starting time, or the longest duration time first, etc.)
to allocate VM. Using log-traces in the Feitelson’s Parallel Workloads
Archive, our simulation results show that the ETRE algorithm could
reduce total energy consumption average by 48 % compared to power-
aware best-fit decreasing (PABFD [6]) and 49% respectively to vector
bin-packing norm-based greedy algorithms (VBP-Norm-L1/L2 [15]).

Keywords: IaaS cloud · Virtual machine scheduling · Energy effi-
ciency · Cloud computing · Total busy time · Fixed interval

1 Introduction

Cloud computing, which enables Infrastructure-as-a-Service (IaaS), provides
users with computing resources in terms of virtual machines (VMs) to run their
applications [4,5,10,14,18]. Infrastructure of cloud systems are built from vir-
tualized data centers with thousands of high-performance computing servers
c© Springer International Publishing Switzerland 2015
T.K. Dang et al. (Eds.): FDSE 2015, LNCS 9446, pp. 198–210, 2015.
DOI: 10.1007/978-3-319-26135-5 15
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[4,5,18]. Power consumption in these large-scale data centers requires multiple
megawatts [9,14]. Le et al. [14] estimate the energy cost of a single data center is
more than $15M per year. As these data centers scale, they will consume more
energy. Therefore, advanced scheduling techniques for reducing energy consump-
tion of these cloud systems are highly concerned for any cloud providers to reduce
energy cost. Increasing energy cost and the need to environmental sustainability
address energy efficiency is a hot research topic in cloud systems. Energy-aware
scheduling of VMs in IaaS cloud is still challenging [10,14,17,19,20].

Much previous work [5,6,15] showed that the virtual machine allocation is
NP-Hard. There are several studies that have been proposed to address the
problem of energy-efficient scheduling of VMs in cloud data centers. A number
of [5,6,15] current techniques for consolidating virtual machines in cloud data
centers use bin-packing heuristics (such as First-Fit Decreasing [15], and/or Best-
Fit Decreasing [6]). They attempt to minimize the number of running physical
machines and to turn off as many idle physical machines as possible. Consider
a d-dimensional resource allocation where each user requests a set of virtual
machines (VMs). Each VM requires multiple resources (such as CPU, memory,
and IO) and a fixed quantity of each resource at a certain time interval. Under
this scenario, using a minimum of physical machines may not be a good solu-
tion. Our observations show that using a minimum number of physical machines
is not necessarily a good solution to minimize total energy consumption. In a
homogeneous environment where all physical servers are identical, the power
consumption of each physical server is linear to its CPU utilization, i.e., a sched-
ule with longer working time (i.e. total busy time) will consume more energy
than another schedule with shorter working time (i.e. total busy time).

Table 1. Example of given six virtual machines (VMs) with their normalized (*)
resource demands

VM ID CPU* RAM* Network* Start-time Duration (hour)

VM1 0.5 0.1 0.2 0 10

VM2 0.5 0.5 0.2 0 2

VM3 0.2 0.4 0.2 0 1

VM4 0.2 0.4 0.2 0 1

VM5 0.1 0.1 0.1 0 1

VM6 0.5 0.5 0.2 1 9

To the best of our knowledge, our work is the first work that studies increas-
ing time and resource efficiency-based approach to allocate VMs onto physical
machines in order that it minimizes the total energy consumption of all physical
machines. Each VM requests resource allocation in a fixed starting time and non-
preemption for the duration time. We present here an example to demonstrate
our ideas to minimize total energy consumption of all physical machines in the
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VM placement with fixed starting time and duration time. For example, given six
virtual machines (VMs) with their normalized resource demands (CPU*, RAM*
and Network* are normalized demand resources to physical server’s maximum
total capacity resources) described in Table 1. In the example, a bin-packing-
based algorithm could result in a schedule S1 in which two physical machines
are used: one for allocating VM1, VM3, VM4, and VM5; and another one for
allocating VM2 and VM6. The schedule S1 has total busy time of the six VMs
is (10+9) = 19 hours. However, in another schedule S2 in which VMs are placed
on three physical machines, VM1 and VM6 on the first physical machine, VM3,
VM4 and VM5 on the second physical machine, and VM2 on the third physi-
cal machine, then the schedule S2 has total busy time of the six VMs is only
(10 + 1 + 2) = 13 hours.

In this paper, we propose a heuristic, namely, ETRE. ETRE heuristic
places VMs that request multiple resources in the fixed interval time and non-
preemption into physical machines to minimize total energy consumption of
physical machines while meeting all resource requirements. Using numerical sim-
ulations, we compare the ETRE with the popular modified best-fit decreasing
(PABFD) [6], two vector bin-packing norm-based greedy (VBP-Norm-L1/L2)
[15], and our previous algorithms (e.g. EPOBF-ST/FT [17], and MinDFT-
ST/FT [16]). Using real log-trace (i.e., [1]) in the Feitelson’s Parallel Workloads
Archive, our simulation results show that the ETRE heuristic with its config-
urations could reduce total energy consumption average by 48 % compared to
power-aware best-fit decreasing (PABFD) [6]) and 49 % respectively to vector
bin-packing norm-based greedy algorithms (VBP-Norm-L1/L2 [15]). Addition-
ally, ETRE-ST/LFT/LDTF have also less total energy consumption than our
previous heuristics (e.g. MinDFT-ST/FT and EPOBF-ST/FT) in the simula-
tions.

The remainder of the paper is organized as follows. Section 2 describes the
energy-aware VM allocation problem with multiple requested resources, fixed
starting and duration time. We also formulate the objective of scheduling. The
proposed ETRE algorithm is presented in Sect. 3. In Sect. 4 we discuss our per-
formance evaluation using simulations. In Sect. 5 we review the related work. In
Sect. 6 we conclude this paper and introduce future work.

2 Problem Description

2.1 Notations

We use the following notations in this paper:
vmi: The ith virtual machine to be scheduled.
Mj : The jth physical server.
S: A feasible schedule.
P idle
j : Idle power consumption of the Mj .

Pmax
j : Maximum power consumption of the Mj .

Pj(t): Power consumption of the (Mj) at a time point t.
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tsi: Fixed starting time of vmi.
duri: Duration time of vmi.
T : Maximum schedule length, which is the time that the last virtual machine

will be finished.
nj(t): Set of indexes of all virtual machines that are assigned to the Mj at

time t.
Tj : Total busy time (working time) of the Mj .
ei: Energy consumption for running the vmi in the physical machine that

the vmi is allocated.

2.2 Power Consumption Model

In this paper, we use the following energy consumption model proposed in [9]
for a physical machine. The power consumption of the Mj , denoted as Pj(.), is
formulated as follow:

Pj(t) = P idle
j + (Pmax

j − P idle
j )Uj(t) (1)

The CPU utilization of the physical server at time t, denoted as Uj(t), is
defined as the average percentage of total of allocated computing powers of nj(t)
VMs that is allocated to the Mj . We assume that all cores in CPU are homo-
geneous, i.e. ∀c = 1, 2, . . . , PEj : MIPSj,c = MIPSj,1 , The CPU utilization is
formulated as follow:

Uj(t) = (
1

PEj × MIPSj,1
)
PEj∑

c=1

∑

i∈nj(t)

mipsi,c (2)

The energy consumption of the server in a period of [t1, t2] is formulated as
follow:

Ej =
∫ t2

t1

Pj(Uj(t))dt (3)

where:
Uj(t): CPU utilization of the Mj at time t and 0 ≤ Uj(t) ≤ 1.
PEj : Number of processing elements (i.e. cores) of the Mj .
mipsi,c: Allocated MIPS of the cth processing element to the vmi by the Mj .
MIPSj,c: Maximum capacity computing power (Unit: MIPS) of the cth process-
ing element on the Mj .

2.3 Problem Formulation

Given a set of virtual machines vmi (i = 1, 2, . . . , n) to be scheduled on a
set of physical servers Mj (j = 1, 2, . . . ,m). Each VM is represented as a
d-dimensional vector of demand resources, i.e. vmi = (xi,1, xi,2, . . . , xi,d). Sim-
ilarly, each physical machine is denoted as a d-dimensional vector of capacity
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resources, i.e. Mj = (yj,1, yj,2, . . . , yj,d). We consider types of resources such as
processing element (core), computing power (Million instruction per seconds-
MIPS), physical memory (RAM), network bandwidth (BW), and storage. Each
vmi is started at a fixed starting time (tsi) and is non-preemptive during its
duration time (duri).

We assume that the power consumption model is linear to CPU utiliza-
tion. Even if all physical servers are identical and all VMs are identical too, the
scheduling is still NP-hard with d ≥ 1 [15]. With the problem considered in this
paper, all physical servers are identical and their power consumption models are
linear to their CPU utilization as can be seen in the two Eqs. (1) and (3). The
energy consumption of a physical server in a time unit is denoted as E0 and is
the same for all physical servers since the servers are identical. The objective is
to find out a feasible schedule S that minimizes the total energy consumption
in the Eq. (4) with i ∈ {1, 2, . . . , n}, j ∈ {1, 2, . . . ,m}, t ∈ [0;T ] as following:

Minimize (E0 ×
m∑

j=1

Tj +
n∑

i=1

ei) (4)

Minimize (E0 ×
m∑

j=1

Tj +
n∑

i=1

ei) ∼ Minimize (
m∑

j=1

Tj) (5)

where the total busy time (working time) of a physical server, denoted as Tj ,
is defined as union of interval times of all VMs that are allocated to a physical
machine Mj at time T .

The scheduling problem has the following hard constraints that are described
in our previous work [16].

3 Heuristic Based Scheduling Algorithm

In this section, we present our energy-aware scheduling algorithm, namely,
ETRE (Energy-aware using increasing Time and Resource Efficiency metric).
ETRE presents a performance metric to unify the increasing time and esti-
mated resource efficiency when mapping a new VM onto a physical machine.
Then, ETRE will choose a host that has the minimum of the metric. Our
previous MinDFT-ST/FT [16] only focused on minimizing the increasing time
when mapping a new VM onto a physical machine. The ETRE additionally
considers resource efficiency during an execution period of a physical machine
in order to fully utilize resources in a physical machine. Furthermore, the
core ETRE algorithm can swap an overlapped VM, which has already been
assigned to an active physical machine before, with a new VM to minimize total
busy time of the physical machine. In this paper, two VMs are overlapped if
ts1 < ts2 < (ts1 + dur1) < (ts2 + dur2), where ts1, ts2, dur1, dur2 are starting
times and duration times of two VMs. The core ETRE algorithm will swap a new
VM and its overlapped VM together if two VMs meet these conditions: (i) both
VMs are of the same VM type (i.e. the same amount of requested resources such
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as number of CPU core, physical memory, network bandwidth, storage, etc.);
(ii) the new VM has duration time longer than its overlapped VM. Neither our
previous MinDFT-ST/FT [16] and the EPOBF-ST/FT [17] have these swapping
steps.

Based on Eq. 2, the utilization of a resource r (resource r can be CPU, phys-
ical memory, network bandwidth, storage, etc.) of a PM j-th, denoted as Uj,r,
is formulated as follow:

Uj,r =
∑

s∈nj

Vs,r

Hj,r
. (6)

where nj is the list of VMs that are assigned to the physical machine j, Vs,r is
the amount of the requested resource r of the virtual machine s (note that in our
study the value of Vs,r is fixed for each user request), and Hj,r is the maximum
capacity of the resource r in the physical machine j.

Inspired by the work from Microsoft research team [8,15], resource efficiency
of a physical machine j-th, denoted by REj , is Norm-based distant [15] of two
vectors: normalized resource utilization vector and unit vector 1, the resource
efficiency is formulated as follow:

REj =
∑

r∈R
((1 − Uj,r) × wr)2 (7)

where R={cpu, ram, netbw, io, storage}: set of resource types in a host, wr is
the weight of resource r in a physical machine.

In this paper, we propose a unified metric for increasing time and resource
efficiency that is calculated as:

TRE = (tdiff × wr=time)2 +
∑

r∈R
((1 − Uj,r) × wr)2 (8)

where: tdiff is the increasing time (Unit: hours) of total busy time of all physical
machines before and after allocating a new VM to this host; and wr=time is
weight of time in the TRE metric.

ETRE chooses a physical host that has a minimum value of the TRE metric
to allocate a VM. The ETRE can sort the list of VMs by earliest starting time
first, or earliest finishing time first, or longest duration time first, etc. The ETRE
solves the scheduling problem in the time complexity of O(n×m× q) where n is
the number of VMs to be scheduled, m is the number of physical machines, and
q is the maximum number of allocated VMs in the physical machines Mj ,∀j =
1, 2, . . . ,m.

4 Performance Evaluation

4.1 Algorithms

In this section, we study the following VM allocation algorithms:
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– PABFD, a power-aware and modified best-fit decreasing heuristic [5,6]. The
PABFD sorts the list of VMi (i=1, 2, . . . , n) by their total requested CPU
utilization and assigns new VM to any host that has a minimum increase in
power consumption.

– VBP-Norm-LX, a family of vector packing heuristics that is presented as
Norm-based Greedy with degree X= 1, 2 [15]. Weights of these Norm-based
Greedy heuristics use FFDAvgSum which are exp(x), which is the value of
the exponential function at the point x, where x is the average sum of demand
resources (e.g. CPU, memory, storage, network bandwidth, etc.). VBP-Norm-
LX assigns a new VM to any host that has minimum of these norm values.

– EPOBF-ST and EPOBF-FT, which is presented in [17], sort the list of VMi

(i = 1, 2, . . . , n) by their starting time (tsi) and respectively by their finished
time (tsi + duri). Both EPOBF-ST and EPOBF-FT choose a host that has
the maximum performance-per-watt to assign a new VM. The performance-
per-watt is the ratio of the total maximum capacity MIPS and the maximum
host’s power consumption.

– MinDFT-ST and MinDFT-FT, which is presented in [16], sort the list of
VMi (i = 1, 2, . . . , n) by their starting time (tsi) and respectively by their
finished time (tsi + duri). Both MinDFT-ST and MinDFT-FT allocate each
VM (in a given set of VMs) to a host that has a minimum increase in the
total completion time of hosts.

– ETRE, our proposed algorithm discussed in Sect. 3. We evaluate the ETRE
with some of its configurations: The ETRE-ST sorts the list of virtual
machines by VM’s earliest starting time first and host’s allocated VMs by
its finishing times. The finishing time of a virtual machine, which is sum of its
starting time and its duration time, is calculated by (tsi + duri). The ETRE-
LDTF sorts the list of virtual machines by VM’s longest duration time first
and host’s allocated VMs by its finishing time. The ETRE-LFT sorts the list
of virtual machines by VM’s latest finishing time first and host’s allocated
VMs by its finishing time.

4.2 Simulated Simulations

We evaluate these algorithms by simulations using the CloudSim [7] to create
a simulated cloud data center system that has identical physical machines, het-
erogeneous VMs, and with thousands of CloudSim’s cloudlets [7] (we assume
that each HPC job’s task is modeled as a cloudlet that is run on a single VM).
The information of VMs (and also cloudlets) in these simulated workloads is
extracted from a real log-trace ( HPC2N Seth log-trace [1]) in Feitelson’s Paral-
lel Workloads Archive (PWA) [2] to model HPC jobs. When converted from the
log-trace, each cloudlet’s length is a product of the system’s processing time and
CPU rating (we set the CPU rating which is equal to included VM’s MIPS). We
convert job’s submission time, job’s start time (if the start time is missing, then
the start time is equal to the sum of job’s submission time and job’s waiting
time), job’s request run-time, and job’s number of processors in job data from
the log-trace in the PWA to VM’s submission time, starting time and duration
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Table 2. Eight (08) VM types in simulations

VM Type MIPS Cores Memory Net. Bw Storage

(MBytes) (Mbits/s) (GBytes)

Type 1 2500 8 6800 100 1000

Type 2 2500 2 1700 100 422.5

Type 3 3250 8 68400 100 1000

Type 4 3250 4 34200 100 845

Type 5 3250 2 17100 100 422.5

Type 6 2000 4 15000 100 1690

Type 7 2000 2 7500 100 845

Type 8 1000 1 1875 100 211.25

time, and the number of VMs (each VM is created in a round-robin manner with
the 8 types of VMs, which can be seen in Table 2 on the number of VMs). Eight
types of VMs as presented in the Table 2 are similar to categories in Amazon
EC2’s VM instances: high-CPU VM, high-memory VM, etc. Fig. 1 shows the
chart of starting times and finishing times of the VMs in a simulation (the sim-
ulations have the same starting times and duration times of VMs). All physical
machines are identical machines. Each physical machine has system information
and its power consumption as in Table 3. In the simulations, we use weights as
following: (i) the weight of increasing time of mapping a VM to a host: {0.001,
0.01, 1, 100, 3600}; (ii) weights of computing resources such as the number of
MIPS per CPU core, physical memory (RAM), network bandwidth, and storage
are 940, 24414, 1, 0.0001 respectively. We simulate on the combination of these
weights. The total energy consumption of ETRE-ST, ETRE-LFT and ETRE-
LDTF are the average of five times simulation with various weights of increasing
time (e.g. 0.001, 0.01, 1, 100, or 3600) (Fig. 2).

Table 3. System information of a typical physical machine and its maximum and idle
power consumption (Pmax and P idle) (ratio of P idle and Pmax is 0.7).

Host Type MIPS Cores Memory (MB) Network (Mb/s) Storage (GB) Pmax P idle

M1 3250 16 140084 10000 10000 600 420

We choose PABFD [6] as the baseline algorithm because the PABFD is a
famous power-aware best-fit decreasing in the energy-aware scheduling research
community. We also compare our proposed VM allocation algorithms with two
vector bin-packing algorithms (VBP-Norm-L1/L2) to show the importance of
with/without considering VM’s starting time and finish time in reducing the
total energy consumption of VM placement problem.
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Table 4. Result of simulations using the first 400 jobs of the HPC2N Seth log-trace [1].
The normalized energy (Nor. Energy) column is the normalized energy. The energy sav-
ing is percentage of energy consumption of an algorithm which reduces in comparison
with the energy consumption of PABFD.

Algorithm #Hosts #VMs Energy (KWh) Nor. Energy Saving (%)

PABFD 5000 7495 7071.50 1.00 0%

VBP-Norm-L1 5000 7495 7114.74 1.01 −1 %

VBP-Norm-L2 5000 7495 7114.74 1.01 −1 %

EPOBF-ST 5000 7495 4454.77 0.63 37%

EPOBF-FT 5000 7495 4409.15 0.62 38%

MinDFT-ST 5000 7495 4534.36 0.64 36%

MinDFT-FT 5000 7495 4409.15 0.62 38%

ETRE-ST 5000 7495 4070.07 0.58 42%

ETRE-LFT 5000 7495 3418.07 0.48 52%

ETRE-LDTF 5000 7495 3451.53 0.49 51%

Fig. 1. Starting time (blue line) and finishing time (dotted red line) of VMs in simu-
lations with HPC2N Seth log-trace [1] (Color figure online).

4.3 Results and Discussions

Table 4 shows simulation results of scheduling algorithms solving scheduling
problems with 7,495 VMs and 5,000 physical machines (hosts), in which VM’s
data is converted from the first 400 jobs in the HPC2N Seth log-trace [1]. None of
the algorithms use VM migration techniques, and all of them satisfy the Quality
of Service (i.e. allocates all resources that user VM requested on-time). We use
total energy consumption as the performance metrics for evaluating these VM
allocation algorithms. The energy saving shown in both Table 4 is the reduction
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Fig. 2. Normalized energy. Result of simulations with HPC2N Seth log-trace.

of total energy consumption of the corresponding algorithm compared to the
baseline PABFD [6] algorithm.

Table 4 shows that our ETRE-ST/LFT/LDTF compared to PABFD [6], can
reduce the total energy consumption on the average by 48 %, and 49 % respec-
tively compared to norm-based vector bin-packing algorithms (VBP-Norm-
L1/L2) in simulations with the first 400 jobs of the HPC2N Seth log-trace.

The PABFD generates a schedule that uses higher energy consumption than
the ETRE-ST/LFT/LDTF because of the following main reasons. First, our
hypothesis in this paper is that each VM consumes the same amount of energy
in any physical server (ei) and all physical servers are identical. As a consequence,
the PABFD will choose a random physical server to map a new VM. The PABFD
sorts the list of VMs by decreasing the requested computing power (e.g. MIPS),
therefore the PABFD allocates VMs that firstly have the most requested com-
puting power. In Table 2, all type-3 VMs have the highest requested computing
power in the list, the next is a type-1 VM, etc. Instead, our proposed ETRE-
ST/LFT/LDTF algorithms assign a new VM to a physical server in such a way
that has minimum increase of total busy time of all physical machines and use
fully all resources in physical machines.

These ETRE-ST, ETRE-LFT and ETRE-LDTF algorithms perform bet-
ter than our previous algorithms such as MinDFT-ST/FT and EPOBF-ST/FT
in the simulations. Compared to EPOBF-ST and EPOBF-FT, the ETRE-ST,
ETRE-LFT and ETRE-LDTF have less total energy consumption on the average
by 18 % and 17 % respectively. The ETRE-ST, ETRE-LFT and ETRE-LDTF
have also less total energy consumption than the MinDFT-ST and MinDFT-
FT on the average by 20 % and 17 %, respectively. In the simulations, swapping
between a new VM and its overlapped VM that is allocated to a host reduce
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total busy time on the host. For input as in Table 1, the VM2 is removed from
the first host, the VM6 will be allocated to the first host.

5 Related Work

Many previous researches [5,6,8,12,19] proposed algorithms that consolidate
VMs onto a small set of physical machines (PMs) in virtualized datacenters to
minimize energy/power consumption of PMs. Much work has considered the
VM placement problem as a bin-packing problem, and have used bin-packing
heuristics to place VMs onto a minimum number of PMs to minimize the energy
consumption [5,6]. Beloglazov et al. [5,6] have proposed VM allocation problem
as bin-packing problem and presented a power-aware best-fit decreasing (denoted
as PABFD) heuristic. PABFD sorts all VMs in a decreasing order of CPU uti-
lization and tends to allocate a VM to an active physical server that would take
the minimum increase of power consumption. A group in Microsoft Research [15]
has studied first-fit decreasing (FFD) based heuristics for vector bin-packing to
minimize number of physical servers in the VM allocation problem. Some other
work also proposed meta-heuristic algorithms to minimize the number of physi-
cal machines. A hill-climbing based allocation of each independent VM is studied
in [11]. In the VM allocation problem, however, minimizing the number of used
physical machines is not equal to minimizing the total energy consumption of
all physical machines.

Takouna et al. [19] presented power-aware multicore scheduling and their VM
allocation algorithm selects a host which has the minimum increasing power
consumption to assign a new VM. The VM allocation algorithm, however, is
similar to the PABFDs [6] except that it concerns memory usage in a period of
estimated runtime for estimating the host’s energy. The work also presented a
method to select optimal operating frequency for a (DVFS-enabled) host and
configure the number of virtual cores for VMs. Our proposed ETRE algorithm
that is different from these previous work. Our ETRE algorithm uses the VM’s
fixed starting time and duration time to minimize the total working time on
physical servers, and consequently minimize the total energy consumption in all
physical servers.

In 2007, Kovalyov et al. [13] presented a work to describe characteristics of a
fixed interval scheduling problem in which each job has fixed starting time, fixed
processing time, and is only processed in the fixed duration time on a available
machine. The scheduling problem can be applied in other domains. Angelelli
et al. [3] considered interval scheduling with a resource constraint in parallel
identical machines. The authors proved the decision problem is NP-complete if
the number of constraint resources in each parallel machine is a fixed number
greater than two.

6 Conclusions and Future Work

In this paper, we formulated an energy-aware VM allocation problem with fixed
starting time and non-preemption. We also discussed our two key observations
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in the VM allocation problem. First, minimizing total energy consumption is
equivalent to minimizing the sum of total busy time of all physical machines
(PMs). For some possible schedules, which have same ETRE-ST/LFT/LDTF of
all PMs, the TRE metric decides a schedule that has higher resource efficiency.
Second, swapping between an unallocated VM and its overlapped VM, which
has already been allocated to a PM, can reduce the ETRE-ST/LFT/LDTF of
all PMs. Based on these observations, we proposed ETRE algorithm to solve the
energy-aware VM allocation with fixed starting time and duration time.

Our proposed ETRE can reduce the total energy consumption of the physical
servers compared with that of other algorithms in simulation results on the
HPC2N Seth [1] in the Feitelson’s PWA [2]. The combination of ETRE with its
sorting list of virtual machines by latest finishing time first(ETRE-LFT) has the
least total energy consumption in these simulations.

In future, we are developing ETRE into a cloud resource management soft-
ware (e.g. OpenStack Nova Scheduler). We are also working on IaaS cloud sys-
tems with heterogeneous physical servers and job requests consisting of multiple
VMs. Moreover, we will study how to choose the right weights of time and
resources (e.g. computing power, physical memory, network bandwidth, etc.) in
another paper.
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Abstract. Modeling Enterprise Architecture (EA) requires the repre-
sentation of multiple views for an enterprise. This could be done by a
team of stakeholders having different backgrounds. The enterprise model
built by the team consists of a large number of model elements captur-
ing various aspects of the enterprise. To deal with this high complexity,
each stakeholder of the team may want to view only a certain aspect of
the enterprise model of her interest. Essentially, the stakeholders need
a modeling framework for their EA modeling. We devise a visual mod-
eling language and develop a supporting tool called SeamCAD. Instead
of managing a list of ill-related diagrams, the tool manages a coherent
enterprise model and generates diagrams on demand, i.e. based on the
stakeholders’ modeling scope and interests. The notation of the Seam-
CAD language was based on the Unified Modeling Language and comes
with distinctive layout for the purposes of visually and explicitly show-
ing hierarchical containment in the diagrams. We also report industrial
applications of our tool and language in this paper. We position our work
at the intersection of information visualization and enterprise informa-
tion management.

Keywords: Visual languages · Enterprise modeling · Information visu-
alization · Enterprise architecture · Enterprise information manage-
ment · UML

1 Introduction

Enterprise Architecture (EA) captures the whole vision of an enterprise in vari-
ous aspects regarding both business and information technology (IT) resources
[1]. In EA, the goal is to align the business resources and IT resources to main-
tain or improve the competitiveness of the enterprise. EA is a discipline that
studies the services offered by an enterprise and its partners to the customer,
the services offered by the enterprise to its partners and the organization of the
enterprise itself and of its IT. Making an EA project can, for example, help the
enterprise gain more customers, reduce the operation costs or increase its agility.
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-26135-5 16
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During an EA project, an EA multidisciplinary team of stakeholders having dif-
ferent backgrounds (e.g. marketers, process designers, IT designers, architects)
develops an enterprise model that represents the enterprise, its environment and
its internals. As illustrated in Fig. 1, the representation of the enterprise include
various aspects such as the services offered by the enterprise, the IT systems, as
well as their implementation in terms of business processes and IT applications.

Fig. 1. Stakeholders work with a single, coherent enterprise model to communicate a
shared understanding, i.e. the universe of discourse, of the enterprise being modeled.

Modeling is crucial to the success of the EA project as it allows the stakehold-
ers to share their understanding of the enterprise and to document the project.
To model the enterprise project, the team develops an agreed and shared rep-
resentation of the enterprise, its environment and its internals, which all make
up an enterprise model. Essentially, the teams need a visual modeling language
and a supporting tool that assist them in modeling their enterprise.

Our view on EA is that we can effectively represent an enterprise in terms of
hierarchy. Naturally, hierarchical levels represent the enterprise organizational
structure. Hierarchical levels also express the granularity of the enterprise model
(i.e., going from a coarse-grained description to fine-grained ones). We developed
a toolkit and eventually came up with a visual language for modeling EA in a
hierarchy-oriented manner. We called this framework SeamCAD. This work was
part of (and actually consolidates) an EA methodology called Systemic Enter-
prise Architecture Methodology (SEAM) [2] that has an established pedigree
in the literature and the consulting sector. We discussed the semantics and the
modeling constructs of our framework in our previous publications [3,4]. In this
paper, we focus on diagramming techniques, including a cross-discipline nota-
tion and tailored layouts, for the purposes of diagrammatically capturing the
hierarchical containment in EA.
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The rest of this paper is structured as follows. Section 2 discusses the motiva-
tion for our work on modeling EA. Section 3 presents the building blocks of Seam-
CAD and comes up with a meta-model for these building blocks. In Sect. 4 – the
core of this paper, we discusses the notation of SeamCAD and its diagramming
techniques. Section 5 presents the applicability of SeamCAD. Section 6 surveys
related work. Section 7 concludes the paper and points out our future work.

2 Running Example and Motivation

In this section, we argue identify the requirements of visually modeling hierar-
chical EA by walking through an EA example that requires hierarchical rep-
resentation and analytically formulating a list of requirements that we need to
fulfill.

2.1 Example

Let us consider an example of a bookstore whose management decides to provide
the company’s services via the Internet. The management has a goal to specify
the services that the bookstore can provide its customers with and to describe
how to implement them using business and IT resources. A book-selling mar-
ket contains a BookValueNetwork and a Customer. The value network consists of
three companies: a bookstore company named BookCo (responsible for the ser-
vice of processing the orders placed by the customer), a shipping company called
ShipCo (responsible for shipping the books ordered) and a publishing company
PubCo (responsible for supplying the books that were ordered but not yet avail-
able in the inventory of the bookstore company). The departmental structure
of the bookstore company shows two departments: one for coping with the pur-
chasing data (PurchasingDep) and the other for managing an inventory of books
(WarehouseDep). We could have an additional level capturing the IT infrastruc-
ture of these departments.

Fig. 2. Initial representation of the enterprise model of the Bookstore example
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Figure 2 gives a simplified representation1 of the organizational structure and
services in the enterprise context of the bookstore. In this project, the EA team
needs to model the business entities, the IT applications (drawn under regular
rectangles in Fig. 2) and their environment, the services offered to the customer
by these entities, the company to company (and department to department)
business processes, information flow and interaction between the IT system and a
clerk who operates it and possibly the system architecture of the IT applications.

2.2 Diagramming Hierarchical EA is Challenging

As exemplified in the Bookstore example presented in Subsect. 2.1, modeling EA
involves presenting multiple views of an enterprise that show multiple business
entities, IT systems and the services they offer. In our view, we could do this by
structuring the model into hierarchical levels (e.g. market level, value network
level, company level) each of which can be of interest of particular stakeholders.

Table 1. Four requirements in visually modeling hierarchical EA

Requirement Brief description

Hierarchy-Oriented Maintain an explicit organizational level hierarchy and another hier-
archy capturing the granularity of the model.

Cross-Discipline Notation Implement a notation which is systemic, discipline-specific, under-
standable both by business and UML practitioners;

Coherence & Consistency Manage a common, coherent enterprise model from which diagrams
can be generated based on the stakeholder’ modeling scope and inter-
ests. These diagrams must be consistent with one another.

Uniformness To have a uniform diagramming technique for capturing the speci-
fication and the implementation of services provided by all business
entities and IT systems across hierarchical levels showing the orga-
nization of the enterprise.

Developing a visual modeling framework for modeling EA hierarchically that
can be used by all stakeholders is challenging. First, hierarchical levels must be
made explicit (e.g. from BookstoreMarket down to PurchasingDep and below).
Secondly, the framework should come with a notation that is welcome by stake-
holders working with different hierarchical levels (e.g. the market level as well as
the IT level) offered by business entities and IT systems and for describing their
implementation across hierarchical levels. Thirdly, the modeling framework must

1 We use an ad-hoc, self-explanatory notation in this initial representation. A regular
rectangle represents either a business entity or an IT system. A rounded rectangle
can be attached to a regular rectangle to represent the main service offered by the
business entity or the IT system drawn under the regular rectangle. The smile symbol
stands for individuals. The lines connecting these entities and individuals denote the
containment hierarchy. Later on in the paper, we present the UML-based notation
of our visual language.
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maintain a well-formed enterprise model and the consistency between different
diagrams opened by different stakeholders of the team (e.g. BookCo appears in
multiple views of which one shows the value network level and another shows the
company level). Fourthly, the modeling should be done systematically through-
out the enterprise model although there might be notational differences from
(hierarchical) levels to levels (e.g. modeling techniques used for the value net-
work level, the company level, the department level and the other levels should
be the same). We come up with a total of four requirements in Table 1.

3 Definition and Meta-modeling

The SeamCAD visual modeling language was defined following the principles
of the SEAM and the modeling concepts of the RM-ODP (Reference Model of
Open Distributed Processing) [5]. SEAM is a family of methods for seamless
integration between disciplines. SEAM for Enterprise Architecture is an enter-
prise architecture method that belongs to the change management category [6].
One of the key principles of SEAM is that EA modeling should be done in
a systematic way across all hierarchical levels that are created by perceiving
enterprises as hierarchical [2]. In SEAM, all entities are systematically treated
either as a whole or as a composite, depending on the view [4]. According to
SEAM, an enterprise model has two different hierarchies [2]: organizational level
hierarchy (i.e., the organizational structure of the enterprise being represented)
and functional level hierarchy (i.e., the granularity of enterprise processes and
services). RM-ODP is a standardization effort that defines essential concepts
for modeling distributed systems in enterprise context [5]. The standard comes
along with a few international standards/recommendations – most notably the
recommendation on enterprise languages [7].

The building blocks and meta-modeling of SeamCAD are presented in Sub-
sects. 3.1 and 3.2, respectively.

3.1 Building Blocks and Relations

Table 2 list the building blocks and relations of SeamCAD. The building blocks
are defined [3] by systematically applying the SEAM principles and the RM-
ODP modeling concepts. The relations explicitly or implicitly put the building
blocks in relation in a meaningful way.

Note that the building blocks listed in Table 2 can systematically viewed as
a whole or a composite. The building blocks and relation are also systematically
used across all hierarchical levels. Our modeling technique directly addresses the
fourth requirement in Table 1. An exception does to the human working objects,
which are only viewed as a whole2. Some blocks are defined with an explicit
view (e.g. information objects matter in a working object as a whole, business

2 We are of course not interested in representing the internals of human being while
modeling EA.
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Table 2. Building blocks and relation between them in SeamCAD

Building Block Definition

Business/IT Working Object Represents any business unit, IT/software component of the enter-
prise. We call them business/IT working objects for short and we
differentiate them from human working objects (see the next row).

Human Working Object Represents a human party (could be a single person or a group) of
the enterprise. The human working objects differentiated from the
business/IT working objects (see the previous row).

Parameter Working Object Business objects exchanged between business/IT/human working
objects during a business collaboration.

Business Collaboration Interaction between multiple business/IT working objects and/or
human working objects. A business collaboration take places
within another business/IT working object seen as a composite.
This working object is the parent (i.e. belongs to a higher hierar-
chical level) of the participating working objects.

Information Object Captures a piece of information that is processed or produced by a
business/IT working object (seen as a whole) that is participating
in a business collaboration.

Localized Action Captures an externally-observable action performed by a busi-
ness/IT working object seen as a whole. It also represents a service
offered by the given working object.

Association UML-like association between two information objects of the same
working object.

Generalization Is-a relation between two information objects or two working
objects.

Transition Captures the order between something happening. The could be (i)
relation between two localized actions that are parented by another
localized action; (ii) relation between two business collaboration
that are parented by another business collaboration.

Start/Stop Transition Relation coming to (or going from) a localized action (or a business
collaboration).

Participation Relation between a working object and a business collaboration in
which it participates.

Composition∇ Relation between a model element and its parent model element of
the same kind. The model element could be of any building block
listed above.

Goal-binding∇ Binding of an information object or a localized action to a business
collaboration.

Means-binding∇ Binding of a business collaboration to a localized action that it
implements. The two must be hosted by the same working object.

collaboration appears in a working object as a composite). In Table 2, relations
that comes with ∇ are intrinsic relations (i.e., they are needed to make enterprise
models meaningful but are not diagrammatically expressed). The ones without
this symbol are expressive relations (i.e., they are diagrammatically expressed).

3.2 Meta-model of SeamCAD

Figure 3 depicts SeamCAD enterprise models at a meta level. The building blocks
defined in Subsect. 3.1 are represented as UML classes. Note that we introduce
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Fig. 3. A UML diagram that describes SeamCAD building blocks and relation between
them at a meta level.

abstract classes such as HierarchicalElement and Action to this meta-model.
Although they are not instantiated in SeamCAD enterprise models, they exist
in the meta-model to make the meta-model succinct. For the sake of simplicity,
we choose not to describe the as-a-whole and as-a-composite views in this meta-
model.

4 Notation and Diagramming

The SeamCAD visual language and computer-aided modeling tool were designed
to address the requirements identified in Subsect. 2.2. In this section, we present
how the notation and diagramming techniques, including layout and aesthetics
of SeamCAD explicitly fulfill3 the first three requirements.

4.1 Notation

As a visual language, SeamCAD has its own notation (hence, we call it the
SeamCAD notation) that defines pictograms for building blocks and relation.
3 In Sect. 4.3, we present how the last requirement is met.
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The notation also has rules that mandate the way these pictograms are put
together in a diagram. To meet the first requirement, namely the hierarchy-
oriented requirement, pictograms are nested to visually show the containment
in the diagrams. More specifically, to visually show that a model element is
a component element of another, the pictogram of the latter encloses that of
the former. There exists at least an alternative solution to this requirement
that is to connect the pictogram of a component model element to that of the
parent element using a line. But this way has less expressive power when it
comes to visually capturing containment hierarchy in the diagrams. The nested
pictograms are employed to diagrammatically represent both the organizational
level hierarchy and the functional level hierarchy.

Table 3. Notation of the SeamCAD visual language

Building Block Pictogram

Business Working Object

IT Working Object

Human Working Object

Parameter Working Object Same as business or IT working object

Business Collaboration

Information Object

Localized Action

Association

Generalization

Transition

Start/Stop Transition

Composition Pictogram of the child element is nested in that of the
parent element – a distinctive layout of SeamCAD

Goal-binding None – not diagrammatically represented

Means-binding None – not diagrammatically represented

To fulfill the second requirement, namely the cross-discipline requirement,
most of the SeamCAD pictograms are taken from Unified Modeling Language
(UML) – a widely–practiced modeling language for software and system devel-
opment. Exception goes to the business working objects. Specifically, IT working
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objects (i.e., those stand for IT systems or software components), we choose the
UML subsystem pictogram as this pictogram conveys two meanings: as a classi-
fier and as a package (in the UML meta-model, the subsystem inherits from both
the classifier and the package). As a classifier, it represents something that has
both structural and behavioral features. As a package, it can group other model
elements, including subsystems, just like a container. For the business working
objects, we use a block arrow pictogram that was made popular by Porter in
value chain modeling management [8]. In SeamCAD, human working objects
are diagrammatically represented under the UML actor pictogram. As such, the
SeamCAD visual language has a notation that is understandable to a EA team
of cross-discipline stakeholders. The information objects in the SeamCAD visual
language takes the UML class pictogram. The localized action in the Seam-
CAD visual language takes the action pictogram (UML activity diagram). The
business collaboration is visually represented under the collaboration pictogram
(UML composite structure diagram).

The SeamCAD notation is depicted in Table 3. Note that the depicted pic-
tograms come with exemplary text that describe the names of the model element
being represented.

4.2 Layout

In SeamCAD, hierarchical containment (i.e., the composition relationship) is
diagrammatically represented by means of diagrammatic layout. As discussed in
Subsect. 4.1 (Table 3), the pictogram of the child element is nested in the pic-
togram of the parent element. Model elements of the enterprise model (which are
instantiated from the building blocks of SeamCAD) can be viewed either as a
whole or as a composite. The SeamCAD layout is defined as follows. Pictogram
for the as-a-composite view fully encloses those of the child elements, which in
turn could be viewed either as a whole or as a composite. If model elements of
multiple hierarchical levels (could be of the organizational hierarchy, the func-
tional hierarchy or a mixture of both) appear in a diagram, we have multi-level
visual containment of pictograms that are rendered in a recursive way.

We use different drawing patterns for the as-a-whole view and the as-a-
composite view. Pictograms that represent the as-a-whole view are rendered
using solid lines. Exception goes to the pictogram of the business collaboration,
which is rendered using dashed lines according to the UML notation. Dotted
lines are used for rendering pictograms that represent the as-a-composite view
of information objects, business collaboration and localized actions. Together
with the visual containment, this difference in terms of drawing patterns would
create a sharp contrast between the two views in a diagram. Table 4 illustrates
the layout of SeamCAD.

4.3 Generating Diagrams

The third requirement, namely the coherence & consistency requirement, is met
by the way diagrams are generated. The SeamCAD tool manages a coherent
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Table 4. Visual containment in SeamCAD diagrams

Building Block and View Pictogram

Business Working Object as a Whole

Business Working Object as a Composite

Business Collaboration as a Composite

Information Object as a Composite

Localized Action as a Composite

enterprise model. The tool does not explicitly manage a list of diagrams. Instead,
it generates diagrammatic representations as a views for a certain portion of the
enterprise model being edited. This design explains how we address the challenge
of Well-formedness by maintaining the consistency between views. The tool
provides the user with GUI widgets to specify which portion to be viewed by
selecting a business working object from the model. The tool also permits the
user to specify the viewing modes (i.e. as-a-whole or as-a-composite) of the
selected working object and of relevant business collaborations. Algorithms 1, 2,
3 and 4 define the procedures needed for generating such a view.

The process of generating views starts with an invocation to Algorithm 1 on
the main business working object of a view. The procedure will walk through
component working objects and business collaborations if the working object is
viewed as a composite. If the viewing mode is as-a-whole, it will walk through
localized actions and information objects of the selected working object. For
each walk-through, depending on the type of the model element being visited,
the procedure either recursively calls itself or another procedure.

Algorithms 2, 3 and 4 all have the same patterns: recursively traversing
component elements of the same building block to create pictograms according
to the SeamCAD notation. Recursive invocations stop when reaching an element
that is viewed as a whole.

Viewing modes for component elements can be fetched from the viewing
mode of the parent element. This requires a data structure for Vbwc, Vbc,
Vla and Vio that mimics the model hierarchies. The third input parameter of
Algorithms 3 and 4 stands for the viewing of a collaboration to which the given
localized action or information object is connected via a goal binding. This view-
ing mode may override the viewing mode that is represented by the second input
parameter of these two algorithms.
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Algorithm 1. buildWorkingObjectGraph
Input: business working object bwo; viewing mode Vbwo for bwo;
Data: A list of pictograms Lpict;

1 if Vbwo stands for as-a-composite mode then
2 p ← create a pictogram for working object bwo seen as a composite;
3 Lpict ← Lpict + p;
4 foreach business collaboration bc of bwo do
5 vbc ← viewing mode for bc, from Vbwo;
6 buildCollaborationGraph(Lpict, bc, vbc);

7 end
8 foreach component working object wc of bwo do
9 vwc ← viewing mode for wc, from Vbwo;

10 buildWorkingObjectGraph(Lpict, wc, vwc);

11 end

12 else
13 p ← create a pictogram for business working object bwo seen as a whole;
14 Lpict ← Lpict + p;
15 foreach localized action la of bwo do
16 vla ← viewing mode for la, from Vbwo;
17 vgoal ← viewing mode of some collaboration to which la is connected

via a goal binding;
18 buildLocalizedActionGraph(Lpict, la, vla, vgoal);

19 end
20 foreach information object io of bwo do
21 vio ← viewing mode for io, from Vbwo;
22 vgoal ← viewing mode of some collaboration to which io is connected

via a goal binding;
23 buildInformationObjectGraph(Lpict, io, vio, vgoal);

24 end

25 end

All these algorithms are specified as procedures having side effect - adding
pictograms into a list (declared in Data sections) while visiting model elements.
Upon completion, the list is populated with pictograms needed for generating a
view according to user’s preferences. As such, the life-cycle of this list is beyond
the scope of the algorithms (i.e. it should be constructed before calling the
algorithms and maintained so long as the view exists). The view is rendered
by simply drawing all pictograms in this list. Handlers that respond to user’s
commands (e.g. selecting/dragging a pictogram by using computer mouse) could
straightforwardly be implemented by iterating through this list checking which
pictogram is hit by a given mouse event.
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Algorithm 2. buildCollaborationGraph
Input: business collaboration bc; viewing mode Vbc for bc;
Data: A list of pictograms Lpict;

1 if Vbc stands for as-a-composite mode then
2 p ← create a pictogram for business collaboration bc seen as a composite;
3 Lpict ← Lpict + p;
4 foreach component business collaboration cbc of bc do
5 vcbc ← viewing mode for cbc, from Vbc;
6 buildCollaborationGraph(Lpict, cbc, vcbc);

7 end

8 else
9 p ← create a pictogram for business collaboration bc seen as a whole;

10 Lpict ← Lpict + p;

11 end

Algorithm 3. buildLocalizedActionGraph
Input: information object la; viewing mode Vla for la; viewing mode Vgoal;
Data: A list of pictograms Lpict;

1 if Vgoal �= null then
2 foreach component element cla of la do
3 vcla ← viewing mode for cla, from Vla;
4 vcg ← viewing mode for some collaboration to which cla is connected to

via a goal binding, from Vgoal;
5 buildLocalizedActionGraph(Lpict, cla, vcla, vcg);

6 end

7 else
8 if Vla stands for as-a-composite mode then
9 foreach component information object cla of la do

10 vcla ← viewing mode for cla, from Vla;
11 buildLocalizedActionGraph(Lpict, cio, vcla, null);

12 end

13 end

14 end
15 p ← create a pictogram for localized action la seen as a whole;
16 Lpict ← Lpict + p;

5 Applications

5.1 A Case-Study in a Master’s Course on EA and SOA

At the I&C school of the EPFL, Switzerland, a problem-based subject was given
to master’s students to teach them how to start a manufacturing-and-sale com-
pany following a game case-study. Students were asked to make an enterprise
model for their imaginary company. They were divided into groups of four to
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Algorithm 4. buildInformationObjectGraph
Input: information object io; viewing mode Vio for io; viewing mode Vgoal;
Data: A list of pictograms Lpict;

1 if Vgoal �= null then
2 foreach component element cio of io do
3 vcio ← viewing mode for cbc, from Vio;
4 vcg ← viewing mode for some collaboration to which cbc is connected to

via a goal binding, from Vgoal;
5 buildInformationObjectGraph(Lpict, cio, vcio, vcg);

6 end

7 else
8 if Vio stands for as-a-composite mode then
9 foreach component information object cio of io do

10 vcio ← viewing mode for cbc, from Vio;
11 buildInformationObjectGraph(Lpict, cio, vcio, null);

12 end

13 end

14 end
15 p ← create a pictogram for information object io seen as a whole;
16 Lpict ← Lpict + p;

six. Each group represented a company that was to manufacture and sell diesel-
powered engines for lightweight aircrafts [9]. An enterprise model of this company
was built in a hierarchical manner. All model elements in this enterprise model
were expressed using the SeamCAD building blocks and entered in the Seam-
CAD toolkit. This enterprise model served as a sample model for our students.
It has a total of 3 organizational levels and the second level was represented
at four different functional levels. The students could refer to it as one of the
solutions after having created an enterprise model of their own company.

5.2 Enterprise Model for an ERP-Seeking Company in a Market of
Watch Parts Manufacturing

This application was in the context of a Swiss company that is active in the
development of ERP (Enterprise Resource Planning) solutions and the research
of a new ERP-based method for representing customers’ needs in the market
of watch manufacturing. A project was set up between this company and our
group to develop an enterprise model for organizing, presenting information and
doing “savoir-faire” ERP, which is systematically elaborated in the integration
and deployment phase of an ERP system by customer companies. In addition,
this model should allow the company to analyze the needs of current and future
customers, with a goal to manage the technological evolution of the company.

This project led to a master’s thesis we supervised [10]. Our master’s student
developed a SEAM model developed in the project and it was initially made
on pieces of paper. This model was partially entered in the SeamCAD tool
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resulting in a total of 4 organizational levels of which the third and the fourth
were represented at two different functional levels. We entered the most typical
portion of their paper-based model in SeamCAD (we did not enter the entire
paper-based model due to limited time - the company agreed that the other
portions of their model could be entered in similar ways and this labor thus
might not bring any additional benefits).

5.3 Designing EA with SEAM and SeamCAD

A project was launched to apply the SEAM method and the SeamCAD toolkit
in designing an enterprise model for a project of a new building on the campus of
the EPFL, Switzerland. This project led to a master’s thesis we supervised [11].
The enterprise model built in this project was useful to specify how the building
should be equipped and what IT systems should be installed in the building. It
features a total of 3 organizational levels spanning the management of university,
the school where the elements of IT equipment were to be installed and the
operation of these elements by the school staff/students. In this enterprise model,
the second and the third organizational levels were represented at two different
functional levels. The model was built using the very first version of SeamCAD
has proved its usefulness when showing multiple views that would be of interest
to different partners in the project.

6 Related Work

Enterprise-wise information management is becoming increasingly crucial to the
success and competitiveness of enterprises. To make the management of infor-
mation in enterprises more cognitively effective, we need to visually model the
enterprise architectures. When it comes to commercial tools for enterprise infor-
mation modeling, Enterprise Architect4 and Mega5 are among the most success-
ful products. ArchiMate6 is a widely adopted standard for EA modeling [12].
This framework defines three layers in EA – namely, the business layer, the
application layer and the technology layer. Each of these layers can further be
divided into sub layers. Tools for Archimate are numerous, most notably Archi7.
Our approach differs primarily in ways notational elements are nested, which
truly reflects our view of hierarchical EA.

7 Conclusion

This paper presents our work on modeling EA hierarchically where information
visualization meets enterprise information management. An enterprise model

4 www.sparxsystems.com/products/ea.
5 www.mega.com/en/solution/enterprise-architecture.
6 Homepage of Archimate www.archimate.nl.
7 www.archimatetool.com.

www.sparxsystems.com/products/ea
www.mega.com/en/solution/enterprise-architecture
www.archimate.nl
www.archimatetool.com
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that represents the enterprise and its environment might include various aspects
such as the internal structure of the enterprise and the services provided by
the enterprise in question, the business processes and data flow between busi-
ness entities, the IT components and their interaction. We developed a visual
modeling language and its associated tool that are together called SeamCAD.

Future work includes getting more information visualized in the EA models.
Work is currently underway to visualize the flow of information objects in EA
models. Additionally, in the future versions of SeamCAD, users may express the
semantics of business collaboration and localized actions diagrammatically.
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Abstract. Diagnostic imaging has contributed significantly to improving the
accuracy, timeliness and efficiency of healthcare. Most of medical images have
blur combined with noise because of many reasons. This problem will give
difficulties to health professionals because each of small details is very useful for
the treatment process of doctors. In this paper, we proposed a new method to
improve the quality of medical images. The proposed method includes two
steps: denoising by Bayesian thresholding in bandelet domain and using the
Kernels set for deblurring. We undervested the proposed method by calculating
the PSNR and MSE values. This method gives the result better than the other
recent methods available in literature.

Keywords: Deblurring � Denoising � Bandelet domain � Bayesian threshold-
ing � Kernels � Medical image

1 Introduction

Modern medicine is based on the diagnosis of clinical diagnosis and subclinical
diagnosis. In clinical diagnostics, the diagnostic approach based on images obtained
from equipment of which medical machine (diagnostic imaging) plays an important
role. Especially, today with the help of the equipment, modern medical machinery and
high-tech computer software support make the image clearer and more precise.

The diagnostic imaging is very popular such as X-ray images, ultrasound images,
ultrasound - color Doppler, endoscopic image (digestive endoscopy, endoscopic
urology, etc.), images computerized tomography Scanner (CT image), magnetic res-
onance imaging (MRI), etc.

Diagnostic imaging has contributed significantly to improving the accuracy,
timeliness and efficiency of diagnosis. As based on ultrasound images, the doctor can
accurately measure the relative size of the intra-abdominal solid organs (liver, spleen,
kidneys, pancreas, etc.) and detect abnormal masses, if any.

From echocardiography image, the doctor can determine the structure, size of heart
chambers, heart valves and major blood vessels. In obstetrics, ultrasound helps
determine and monitor the development of the fetus in the womb, CT scanner images
help the doctors identify brain pathologies.
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Most of medical images have blur combined with noise. There are many reasons to
create blur combined with noise in medical images such as the environment, capture
device, technician’s skills, etc. The medical images which have blur combined with
noise will give health professionals difficulties because each of small details is very
useful for the treatment process of doctors. The goal of denoising and deblurring is to
extrude noise and blur details from the low quality images, but keep edge features.

The images, which have blur or noise, are the difficult problems for image pro-
cessing. In the past, there were many methods for denoising images, such as: wavelet
transform [5–7], contourlet transform [9], nonsubsampled contourlet transform [10, 11],
ridgelet transform [12], curvelet transform [13–15], Bayesian framework [19], etc. Most
of these methods use the thresholdings [8]: stationary, cycle-spinning, shiftable, steer-
able wavelet, bayesian thresholding, etc. In case images have blur combined with noise,
most of the methods use multilevel thresholdings to remove blur and noise appeared in
medical images [22, 24, 27, 28]. Although these methods gave good results and
improved the quality of medical images, especially, which is curvelet transform for
denoising, the deblurring must depend on the value of point-spread function (PSF).

In this paper, we proposed a method to improve the quality of medical images. The
proposed method includes two steps: denoising step by Bayesian thresholding in
bandelet domain and using Kernels set for deblurring step. For demonstrating the
superiority of the proposed method, we compared the results with the other recent
methods available in literature such as: augmented lagrangian [17], Wiener filter. For
performance measure, we have used Peak Signal to Noise Ratio (PSNR) and Mean
Square Error (MSE) and it has shown that the results of the present method are better
than the other methods. The rest of this paper is included: in Sect. 2, we give the basic
of bandelet domain, Bayesian thresholding and deblurring image; the proposed method
is given clearly in Sect. 3; the experimental and results are presented in Sects. 4 and 5
is our conclusions.

2 Background

2.1 Bandelet Basis

The bandelets [1, 3] have brought optimal approximation results for geometrically
regular functions. Bandelets are adapted to geometric boundaries as an orthonormal
basis. The bandelets are to perform a transform on functions defined as smooth
functions on smoothly bounded domains [1]. The bandelet is an orthogonal, multiscale
transform [1, 2, 4]. The bandelet decomposition is applied on orthogonal wavelet
coefficients. It is computed with a geometric orthogonal transform. We consider a
wavelet transform at a fixed scale 2j. The wavelet coefficients <f, ψjn> are samples of an
underlying regularized function:

f;wjn

� � ¼ f � wj 2
jn� �

where wj xð Þ ¼ 1
2 j wð�2�jxÞ.
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The coefficients ψv[n] are the coordinates of the bandelet function bv € L2([0,1]2) in
the wavelet basis. A bandelet function [2, 4] is defined by

bvðxÞ ¼
X

n

wv½n�wjnðxÞ

Bandelets are as regular as the underlying wavelets. The support of bandelets
overlaps in the same way as the support of wavelets overlaps [2]. This is particularly
important for reconstructing image approximations with no artifacts. Figure 1 presents
a combination of wavelets along a band and its support is thus also along a band.

On an orthogonal wavelet basis with an orthogonal transformation, we are obtained
from bandelets. Apply this transformation to each scale 2j, an orthogonal basis of
L2([0,1])2 defined as [2, 4]:

BðTÞ ¼ U
j� 0

def fbvjwv 2 BðTjÞg; where T ¼ U
j� 0

def
Tj

2.2 Bayesian Thresholding

Images are matrixes of numbers which show vital information. Noise appeared in
images which is the details are added a noise level. Gaussian noise is popular in noisy
image, this is the description for Gaussian noise:

w x; yð Þ ¼ s x; yð Þþ n x; yð Þ

where, (x, y) is image coordinates, w(x, y) is noisy image, s(x, y) is original image and
n(x, y) is noise levels.

With denoising images, we can use many algorithms to remove noise detail from
noisy image such as: curvelet transforms give good results, or combine transforms with
thresholdings in [12]. But if we use these, we will waste many times for the process.

Fig. 1. (a) Localization on the wavelet domain of the squares Si on which each alpert wavelet
vector is defined. (b)–(d) Discrete alpert vectors ψli for various scales 2l. (b’) – (d’)
Corresponding bandelet functions (source: [2])
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Most of the existing thresholding procedures are essentially minimax. They do not take
into account some specific properties of a concrete object in which we are interested.

If we use many thresholdings, the result image will be over smooth and get the
sharpness reduced. The cause of this is that the image must adapt to the value of
thresholdings. The idea of wavelet thresholding is devided into hard (Thard) and soft
thresold (Tsoft):

Thard d
^

jk
; k

� �
¼ d

^

jk
I d

^

jk

����

����[ k

� �
and

Tsoft d
^

jk
; k

� �
¼ signðd

^

jk
Þmax 0; d

^

jk

����

����� k

� �

where k� 0 is wavelet coefficients, I is normal coefficients.
Abramovich [14] proposed a Bayesian formalism which gives rise to a type of

wavelet threshold estimation in nonparametric regression. They established a rela-
tionship between the hyper parameters of the prior model and the parameters of those
Besov spaces within which realizations from the prior will fall. The Bayesian threshold
solved the standard nonparametric regression problem [18]:

yi ¼ gðtiÞþ2i; i ¼ 1; � � � ; n

where ti = i/n and 2i are independent identically distributed normal variables with zero
mean and variance d2, and they will recover the unknown function g from the noised
data without assuming any particular parametric forms.

Bayesian thresholdings based on discrete wavelet transforms. The discrete wavelet
coefficients are defined by the vector of function values. Based on this vector, we apply
them to hard and soft thresholding. In the hard thresholding, the important coefficients
remain unchanged while the important coefficients are reduced by the absolute
threshold value in the soft thresholding. Meanwhile, the new thresholds are given by
equation:

dnewjk ¼ Thard d
^

jk

; k

� �
and

dnewjk ¼ Tsoft d
^

jk

; k

� �

Based on DWT, the result image after used Bayesian thresholdings is restored by

the reverse DWT: g
^ ¼ WTdnew.

2.3 Deblurring Images

Most algorithms deblurring based on the value of point-spread function (PSF), then we
calculated the approximate value to restore the image. The blur image is described by
equation:
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g ¼ H:fþ n

where g is blur image, H is the PSF value, f is the original image and n is the noise
value.

So the blur image has noise value. Therefore, the deblurring process and denoising
process are always parallel.

The deblurring is the process which searches approximation value bases on PSF
value. This process is tautologized, again and again, and only stops when the quality of
the restoration image reaches close to the original image. Because of the repeatition of
deblurring image, the time processing is very slow. Most of the deblurring methods
based on PSF value, such as: Wiener Filtering and Richardson-Lucy [25], augmented
lagrangian method [17].

3 Enhancing the Quality of Medical Image Database

In this section, we propose a method to improve the quality of medical images. As
mentioned above, the idea of the proposed method is divided into two steps: denoising
and deblurring. In here, we use bayesian thresholding based on bandelet domain to
remove noise details, and apply Kernels to removing the blur details of denoising
images. The proposed method is used as Fig. 2.

3.1 Denoising of Medical Images in Bandelet Domain

In denoising medical image step, the threshold is used. The proposed threshold is
complex adaptive in nature. Estimating variance of noise from medical image can use
computed threshold. The process of bayesian thresholding based on bandelet domain
can be achieved as follows:

(i) Defining the type of bandelet (filter bank) and the number of scales in the bandelet
domain.

Period 1: Denoising

Bandelet domain

Period 2: Deblurring

Deblurring 
by Kernels 
with image 
denoising in 

period 1

Result 
images

Reconstruction 
by Bayesian 
thresholding

Medical 
images 

consist of 
blur com-
bined with 

noise in 
images

Fig. 2. The processing of proposed method.
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(ii) Doing the bandelet decomposition and calculating sigmahat. The proposed
method uses “db2” for bandelet decomposition.
The estimate noise variance r and signal variance rs can be obtained by equation:

r¼ median wi;j

�� ��� �

0:6745

� �2

rs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max r2

w � r2; 0
� �q

with r2
w ¼ 1

n2
Xn

i;j¼1
w2 i; jð Þ

where wi,j is the lowest frequency coefficient after performing transformations.
(iii) Calculating the thresholds based on sigmahat.

ThresholdBayes ¼
r2

rs
;r2\r2

s

max Amj jf g;r2 �r2
s

(

(iv) Reconstructing the image based on the Bayesian thresholded bandelet coefficients.
If the value of pixel detail coefficients is less than thresholding then the result is 0.
Else the result is array Y, where each element of Y is 1 if the corresponding
element of pixel is greater than zero, 0 if the corresponding element of pixel
equals zero, -1 if the corresponding element of pixel is less than zero.

3.2 Deblurring of Denoised Medical Images Based on a Novel Kernels Set

As mentioned above, most of the recent method depended on the PSF values for
deblurring images. With the new novel Kernels set [25, 29], deblurring medical image
does not require to determine the PSF.

Novel Kernels set is a mathematical operation by equation [25]:

R ¼ D� K

where D is the degraded image, the Kernel is K, the convolution process is �, and R is
the restored image.

In here, we use 20 levels of Kernels, and each of the level is the matrix 3 × 3. Using
Kernel level depends on blur levels to appear in the medical images. Specially, this
method does not depend on the PSF value. We calculate kernel initialization, Kernel
estimate and sharp edge gradient map. Depending on this map and the PSF value, we
remove blur detail from the blur medical images. In fact, this is a processing to use
Laplacian filter, such as Gaussian filter or convolution filter. The old kernels are matrix:
{0-1 0, -1 4 -1, 0-1 0) or {-1-1 -1, -1 8 -1, -1-1 -1}.
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The result images of denoising step will be the input of deblurring step. In this step,
we use the new Kernels set to remove blur out of denoising image by apply matrix
3 × 3: {0-1 0, -1 5 -1, 0-1 0}. With this idea, we only use filter, but do not calculate the
estimation, initialization and approximation values based on PSF values. So, the time
deblurring process is not much. This matrix is similar to masking that deblur.

The output images of this step are removed noise and blur. Then, we undervest the
results by the PSNR and MSE values and compare these values with the values from
other recent methods which are given clearly in next section.

4 Experiments and Results

We have given clearly our method in Sect. 3, and our results are presented in this
section. For performance evaluation, we compare the results of the proposed method
with the methods: augmented lagrangian method (ALM) [17], Wiener filter. Our
dataset is medical images which are collected in many hospitals. This dataset includes
more than 1000 medical images of different sizes: 256 × 256, 512 × 512. All of the
above methods are done on our program and the same images on the similar scale. Our
proposed method is compared with ALM, Wiener filter based on the value of Peak
Signal to Noise Ratio (PSNR) and Mean Square Error (MSE). The higher the value of
PSNR is, the better it is. The smaller the value of MSE is, the better it is. The equation
of PSNR defined as:

PSNR = 20log10ð
MAX1

MSE
Þ

where MAX1 is the maximum pixel value of the image; and MSE is defined as:

MSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

NxN

XN

i¼1

XN

j¼1

ðxi;j - yi;jÞ2
vuut

where x is the image which has blur and noise, y is the image result and N × N is the
size of image.

We test with pairs: motion blur combined with Gaussian noise, Gaussian blur
combined with Gaussian noise. The results are given very clearly. In here, we show
some test cases in appendix.

Figures 3 and 4 show the denoising and deblurring of blur and noise image which
has Gaussian blur combined with Gaussian noise and motion blur combined with
Gaussian noise by our proposed method.

From Figs. 3 and 4, we see that the result of the proposed method – figure (d) is
better than the other methods – figure (b) and (c). Because the PSNR value of figure
(d) is higher than the PSNR value of ALM in figure (b) and Wiener filter in figure (c).
That is, the quality of result image by the proposed method is the best.
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We show the plot of PSNR, MSE values of different methods in denoising
and deblurring corrupted in case Gaussian blur combined with Gaussian noise in
Figs. 5 and 6, in case motion blur combined with Gaussian noise in Figs. 7 and 8.

 (a) (b) (c)   (d)

Fig. 3. Denoising and deblurring images in case Gaussian blur combined with Gaussian noise
by different methods.

(a)  (b) (c) (d)

Fig. 4. Denoising and deblurring images in case motion blur combined with Gaussian noise by
different methods.

Fig. 5. Plot of PSNR values of denoised and deblurred images in case of Gaussian blur
combined with Gaussian noise using different methods.
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Fig. 6. Plot of MSE values of denoised and deblurred images in case of Gaussian blur combined
with Gaussian noise using different methods.

Fig. 7. Plot of PSNR values of denoised and deblurred images in case of motion blur combined
with Gaussian noise using different methods.
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With Figs. 5 and 7, the PSNR values of the proposed method are the highest. In
Figs. 6 and 8, the MSE values of the proposed method are the smallest. That means the
results of the proposed method improve the quality of medical images which have blur
combined with noise. So, the proposed method performs better than augmented lara-
gian method and Wiener filter.

5 Conclusions

Improving the quality of medical image sometimes must sacrifice time processing
because we need to keep many details. In this paper, we proposed a new method to
remove noise and blur in medical images. We divided into two steps: denoising and
deblurring. In denoising step, we apply Bayesian thresholding in bandelet domain to
remove noise in medical images. Then, we use Kernel matrix to remove blur in medical
images. We test the proposed method in cases: motion blur combined with Gaussian
noise, Gaussian blur combined with Gaussian noise. The result images compare with
ALM [17] and Wiener filter method. Then, we conclude that the proposed method give
the better than these methods because we chance the dependence on the PSF value of
the other deblurring methods.

Fig. 8. Plot of MSE values of denoised and deblurred images in case of motion blur combined
with Gaussian noise using different methods.
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Appendix

See Tables A1, A2, A3, A4.

Table A1. PSNR values (dB) of different denoised and deblured images with Gaussian blur
combined with Gaussian noise.

Test image Image size Blur and noise image ALM [17] Wiener filter Proposed method

1 256 × 256 19.4320 20.0429 21.6625 21.9052
2 20.5555 20.6731 19.7980 25.8660
3 16.8967 16.8830 19.2017 19.6073
4 20.8832 20.9617 21.0556 26.5889
5 25.6886 26.5646 27.4985 28.0068
6 15.7464 15.7501 16.4946 16.3568
7 20.1199 20.6297 22.0556 22.7812
8 18.8080 19.7501 19.6144 20.5688
9 14.4418 14.6896 15.6200 17.5749
10 21.5807 22.0469 24.5747 25.0719
11 16.2778 17.0291 18.2547 18.3963
12 18.1851 18.7373 19.8721 20.2392
13 15.4203 15.8124 16.9446 17.8252
14 16.4584 16.9531 18.5726 19.0510
15 19.0011 19.4428 21.4829 21.8312
16 512 × 512 21.4479 22.3282 23.0952 23.4989
17 17.8381 18.2437 20.4516 21.0281
18 20.5284 20.6024 23.7115 27.7112
19 21.3950 21.6169 24.7290 27.3587
20 18.4380 18.9251 21.3331 21.5409
21 19.0620 19.5623 21.9663 22.0273
22 30.4161 31.8667 29.1467 31.5594
23 27.4409 28.2649 29.0251 31.5534
24 16.8760 17.2792 18.8454 20.3023
25 18.5067 18.9255 21.4484 21.7973
26 21.7903 22.6140 24.6977 24.8622
27 21.0730 21.6139 24.4481 25.3050
28 22.5920 23.0126 25.8479 26.7079
29 29.0854 30.7627 27.5917 30.7804
30 28.9909 30.3595 27.8331 31.5188
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Table A2. PSNR values (dB) of different denoised and deblured images with motion blur
combined with Gaussian noise.

Test image Image size Blur and noise image ALM [17] Wiener filter Proposed method

1 256 × 256 16.3033 15.5631 18.0751 17.8975
2 19.8417 17.1131 19.4210 24.5685
3 15.8459 13.2243 17.7172 16.4075
4 19.8586 17.2307 20.1619 24.4456
5 23.2612 23.0414 24.6911 24.8990
6 14.9063 12.4351 16.9841 15.5296
7 17.9669 17.0400 19.5306 19.9939
8 16.9989 16.6669 17.9536 18.3213
9 13.0685 11.1615 14.2849 15.7781
10 19.8910 18.5752 21.7273 22.5824
11 14.4930 13.6713 16.2057 16.3461
12 16.7851 15.3062 18.1975 18.3296
13 14.1962 12.6277 15.6702 16.1290
14 15.3476 13.6305 17.2653 17.3234
15 17.3174 16.1215 19.0947 19.5468
16 512 × 512 19.4334 19.0244 20.6742 20.8923
17 16.0584 13.8915 17.9751 18.4226
18 19.5586 16.7795 21.7706 24.9529
19 20.5329 17.8098 22.0391 25.3056
20 16.5036 15.3094 18.4826 18.8012
21 16.9550 15.9760 18.8860 19.0818
22 28.2117 29.0145 22.4264 28.9309
23 25.8576 24.4650 23.8144 28.7099
24 15.7208 12.9596 17.3331 18.4679
25 17.2849 15.4768 19.4397 19.7994
26 19.8152 18.7848 20.9692 22.0582
27 19.2844 17.8256 21.1117 22.1372
28 20.9622 19.3241 22.5494 23.8660
29 25.7837 27.1080 20.8749 26.6815
30 26.6909 26.6897 21.3499 28.2882
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Table A3. MSE values of different denoised and deblured images with Gaussian blur combined
with Gaussian noise.

Test image Image size Blur and noise image ALM [17] Wiener filter Proposed method

1 256 × 256 741.0995 643.8544 443.4402 419.3358
2 572.1754 556.8936 681.2099 168.4550
3 1328.6000 1332.9000 781.4644 711.7848
4 530.5941 521.0904 509.9457 142.6231
5 175.4774 143.4222 115.6727 102.8954
6 1731.6000 1730.1000 1430.5000 1504.5000
7 632.5472 562.4807 405.0578 342.7366
8 855.6279 688.7637 710.6176 570.4279
9 2338.3000 2208.6000 1782.7000 1136.6000
10 451.8681 405.8739 226.7841 202.2485
11 1532.2000 1288.7000 971.8781 940.7066
12 987.5644 869.6642 669.6812 615.4046
13 1866.6000 1705.5000 1314.1000 1072.9000
14 1469.8000 1311.5000 903.2673 809.0611
15 818.4069 739.2639 462.1618 426.5397
16 512 × 512 465.8955 380.4200 318.8281 290.5313
17 1069.7000 974.3488 586.0243 513.1752
18 575.7565 566.0359 276.6525 110.1430
19 471.6105 448.1151 218.8666 119.4560
20 931.7088 832.8506 478.3740 456.0246
21 807.0095 719.1955 413.4747 407.7061
22 59.0844 42.3066 79.1420 45.4091
23 117.2175 96.9591 81.3897 45.4721
24 1335.0000 1216.6000 848.2835 606.5284
25 917.0951 832.7709 465.8422 429.8810
26 430.5747 356.1926 220.4483 212.2564
27 507.9037 448.4289 233.4889 191.6820
28 357.9970 324.9559 169.1575 138.7695
29 80.2682 54.5525 113.2164 54.3303
30 82.0341 59.8588 107.0941 45.8355
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Table A4. MSE values of different denoised and deblured images with motion blur combined
with Gaussian noise.

Test image image size Blur and noise image ALM [17] Wiener filter Proposed method

1 256 × 256 1523.2000 1806.2000 1012.9000 1055.2000
2 674.3944 1264.1000 742.9857 227.1044
3 1692.3000 3094.9000 1099.9000 1487.1000
4 671.7651 1230.3000 626.4577 233.6272
5 306.8774 322.8034 220.7860 210.4660
6 2101.1000 3711.7000 1302.2000 1820.2000
7 1038.5000 1285.5000 724.4724 651.1574
8 1297.7000 1400.9000 1041.7000 957.0936
9 3208.0000 4976.6000 2424.3000 1719.0000
10 666.7816 902.7437 436.8633 358.7930
11 2310.9000 2792.2000 1557.8000 1508.3000
12 1363.2000 1916.3000 984.7548 955.2639
13 2474.3000 3550.6000 1762.2000 1585.6000
14 1898.1000 2818.6000 1220.5000 1204.3000
15 1206.0000 1588.3000 800.9537 721.7664
16 512 × 512 740.8588 814.0390 556.7563 529.4784
17 1611.6000 2654.2000 1036.5000 935.0110
18 719.8113 1365.0000 432.5293 207.8678
19 575.1671 1076.7000 406.5991 191.6535
20 1454.5000 1914.9000 922.1815 856.9684
21 1310.9000 1642.4000 840.3929 803.3384
22 98.1545 81.5890 371.9132 83.1751
23 168.7790 232.5855 270.1693 87.5172
24 1741.8000 3289.4000 1201.6000 925.3195
25 1215.0000 1842.5000 739.7900 680.9901
26 678.5092 860.2080 520.1918 404.8147
27 766.7257 1072.8000 503.3950 397.5231
28 521.0300 759.7551 361.5281 266.9789
29 171.6744 126.5560 531.6018 139.6147
30 139.3142 139.3523 476.5247 96.4408
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Abstract. Information systems (IS) success is a significant topic of interest, not
only for scholars and practitioners but also for managers. This paper reviews the
IS success research with a multidimensional approach. Various articles in aca-
demic journals and international conference on the same theme and between
1992 and 2015 were investigated. The finding indicates that (i) methodological,
empirical studies are dominant, (ii) the notion “success” is chiefly represented
through individual (e.g., users/customers) benefits, and (iii) DeLone & McLean
model is heavily employed during the time. Some research avenues are dis-
cussed. Besides, the research gaps will be opportunities for adding development
and research trends.

Keywords: Delone & McLean � Information systems success � Literature
review

1 Introduction

The worldwide development of information technology (IT) is becoming ever more
powerful. However, the majority of the information systems (IS) projects is not suc-
cessful. According to statistics, in the USA, only about 62 % of IS projects were
considered successful [79]. Simultaneously, the Vietnam Government sets two targets
which there are having approximately 1 million human resources and increasing the
ratio of Internet users in the population up to 55 %–60 % by the year of 20201. In the
past ten years, the growth rate of IT industry increased by 20 %–25 % on average and is
also expected to rise to 30 % by the year of 2020 [9]. Moreover, IT is also the shortest
path for developing country. Nevertheless, the projects related to IS are typical more
failure that compared with other projects. There are several IS projects that have not
achieved the desired objectives in many organizations (e.g., computerising government
administrative project – scheme 112; ERP implementation projects of these companies
such as Tan Hiep Phat group, Hoang Anh Gia Lai group, Coca-Cola Vietnam; Saigon

1 Putting Vietnam to become a strong country in ITC project (755/2010 QĐ–TTg), and national
telecommunications development plan by the year of 2020 (32/2012 QĐ–TTg) of Vietnam
Government.
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bank’s core banking project). Currently, there are not any statistical evaluation about
the main reasons for the failures. The measurement of IS success remains a top concern
for researchers, practitioners, and managers [7]. Consequently, the studies on the IS
success are essential, it is evidenced by different researches that several models have
been proposed to determine and measure the IS success (e.g., [13–15, 20, 47, 71]).

The objective of this study is to present and review the research on the IS success.
Specifically, the study answers these research questions: (i) which approaches to
appraise the IS success are found in the literature review, (ii) which approaches on IS
success are applied in related works, and (iii) what the aggregate results of IS success
are in related research.

The study conducts a literature review from the scientific articles which have
been published concerning the IS success, by a structured literature review approach.
Accordingly, this study analyzes and synthesizes the papers from the international
scientific journals and international conferences to provide a comprehensive overview
of related research in IS success. Besides, a literature review creates a firm foundation
for advancing knowledge, abolishing areas where there is a superfluity of existing
literature, and outspreading places where research is needed. The research results will
help not only to obtain an overview of the IS success, but also to update the latest
publications on IS success. This study has four content items: (1) the research problem
is introduced. (2) Literature review, the theoretical foundation for the literature review
by defining the terms is implemented, as well as previous researches and widely
accepted contributions in IS success are presented. The approach for examining and
analyzing the relevant studies on the IS success are outlined. (3) The literature review is
presented in the research results. (4) The results, the main contributions, the limitations,
and the future works are concluded.

2 Literature Review

2.1 Theoretical Foundation

In 1980, Keen [37] referred to the lack of the scientific basis in IS research and argued
that mandatory variables (e.g., user satisfaction, usage) would continue to mislead
researchers and dodge the information theory issue. In searching for the IS success,
there are many studies have been shown. This is understandable when considers as
“information”, an output of information systems or a message in communication
systems, can be viewed at different levels (technical level, semantic level, and effec-
tiveness level) [13]. In communication context, Shannon & Weaver [72] defined
technical level as the propriety and efficiency of the system that effectiveness the
information; semantic level as the intended the information in promulgate the intended
meaning; and effectiveness level as the effect of the information to the receiver. Based
on this basis, Mason [44] considered “effectiveness” as “influence” and defined infor-
mation influence level as “hierarchy of events which take place at the receiving end of
an information system which may be used to identify the various approaches that might
be used to measure output at the influence level” [44, p. 227]. According to DeLone &
McLean [13], the influence events include the receipt of the information, and the
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application of the information, leading to a change in recipient behavior and a change
in system performance.

The IS review shows the variety of definitions of IS success, Table 1 provides some
representative definitions of IS success. Accordingly, there are not ultimate IS success
definitions. Each kind of stakeholders review the IS success in an organization has a
different definition [31]. For example, from the developer’s perspective, the IS success
is completed on time, under budget, functions correctly. Moreover, customers/users can
find an IS successful if it improves user satisfaction or performance [32]. Other side,
from the organizational perspective, IS success contributes to the company’s profits or
creates the competitive advantage. In addition, IS success also depends on the system
type to be evaluated [69].

Generally, “IS success is an IS theory that seeks to provide a comprehensive
understanding of IS success by identifying, describing, explaining the relationships
among the most critical dimensions of success along which IS are commonly evalu-
ated”. Initial development of the theory was undertaken by DeLone & McLean [13],
and was further updated by the original authors a decade later in response to feedback
received from other scholars working in IS [14, 15]. Currently, the IS success model
has been cited in thousands of scientific papers, and is considered as the most
influential theories in contemporary IS research.

DeLone & McLean [13] shows 3 levels of Shannon and Weaver [72]’s information,
together with Mason [44]’s expansion of the effectiveness or influence level, 6 IS

Table 1. Some representative definitions of IS success

Authors Definition

Bailey & Pearson
[3, p. 530]

“Measuring and analyzing computer user satisfaction is
motivated by management’s desire to improve”

Byrd et al.
[8, p. 448]

“… the effects of IS along a path can lead to better organizational
performance, in this case, lower overall costs”

Gatian
[24, p. 119]

“If an effective system is defined as one that adds value to the
firm, any measure of system effectiveness should reflect some
positive change in user behavior, e.g., improved productivity,
fewer errors or better decision making”

Goodhue & Thompson
[29, p. 213]

“… MIS success ultimately corresponds to what DeLone &
McLean label individual impact or organizational impact. For
our purposes, the paper focuses on individual performance
impacts as the dependent variable of interest”

Lucas
[41, p. 29]

“Because of the extreme difficulty of measuring implementation
success through cost/benefit studies, some other indicator of
success is needed. The most appealing indicator for this
purpose from a measurement standpoint is system use”

Rainer & Watson
[61, p. 84]

“An EIS should be developed in response to a specific business
need, such as a need to be more responsive to changing
customer desires, to improve product quality, or to improve
organizational communications. Systems that do not support
business objectives are unlikely to succeed”
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categories (Fig. 1). They are system quality, information quality, use, user satisfaction,
individual impact, organizational impact. In which, technical level, IS researchers focus
on the desired characteristics of the IS itself which produces as system quality. In
semantic level, researchers choose the information product for desired characteristics as
information quality. In influence level, researchers analyze the information product
interaction with its recipients, by measuring use and user satisfaction. Researchers are
interested in the influence which the information product has on management decisions
as individual impact. Some researchers and practitioners concern with the information
product effect on organizational performance as organizational impact [13]. The
multidimensional approach with the interdependence among different levels have been
regarded as the standard study of the IS success.

After the publication of the first IS success model (D&M) [13], some scholars
claimed that the D&M is incomplete and suggested that more dimensions should be
included in the model or proposed the other models. For example, Seddon and Kiew
[68]; Seddon [66] argued that the D&M model gaps comprehensiveness and further
re-specified the original D&M model by differentiating actual and expected impacts, as
well as by incorporating the additional perceived usefulness in Davis’s TAM [12].
Then, Rai et al. [60] showed that both original D&M model and Seddon [66]’s model
are adequately explained IS success. Therefore, DeLone & McLean [14, 15] added
service quality in an updated D&M model. After that, several authors tried to test this
model empirically. For example, Gable et al. [20] re-conceptualized the D&M success
model and suggested new IS success model. Additionally, Sabherwal et al. [64] con-
ducted a comprehensive analysis to validate the D&M model and highlighted the
importance of contextual attributes in IS success. However, this study has been
instrumental in synthesizing the quantitative IS success research, it was extended
through an inclusive review and analysis of both qualitative and quantitative related
studies from 1992 to 2007 by Petter et al. [55]. Further, Petter et al. [57] reviewed
research published for the period 1992–2007 and identified the variables that poten-
tially can influence on IS success. Interestingly, Fig. 1 shows 4 approaches as the IS
foundational theories, including Shannon & Weaver [72], Mason [44], DeLone &
McLean [13], and DeLone & McLean [15].

The literature review shows that some authors use IS effectiveness synony-
mously with IS success. Others use IS effectiveness to subsume in individual impact;

Technical      Semantic                         Effectiveness Influence
Level         Level               Level  

Influence       Influence
Production        Product     Receipt on           on    

Receipt      System  

System  Information Service  Use Intention   User        Net  
(Use)        Satisfaction Benefits      

Shannon &        
Weaver [72]

Mason [44]

DeLone & 
McLean [13]        

DeLone & 
McLean [15]

System          Information      Use    User           Individual Organizational
Satisfaction     Impact     Impact

Fig. 1. The categories of IS success
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organizational impact [13], net benefits [14, 15]. In this article, the term the IS success
is used in the sense of DeLone and McLean’s comprehensive understanding to cover
explicitly the whole range of suggested measures. On the other hand, Keen [37]
suggests that there are serious gaps in the scientific basis in IS and raises the issue of
the dependent variable in IS study. Thus, the scholars have tried to identify additional
factors contributing to the IS success. For example, there are many studies on the
concept of user satisfaction or usage would continue to evade the information theory
problem. Nevertheless, according to Urbach et al. [76], different researchers address the
integration aspects of IS success, as well as the integration of different related concepts
from the D&M model [13–15]. Although D&M models are still some weaknesses, this
model has been become the standard prevail framework in the study of MIS and
regularly quoted in the published scientific articles in the top scientific journal [34].
Besides, some authors claim that the D&M model is incomplete, it should add more
dimensions, or propose alternative success models [67]. Others focus on the application
and accreditation of IS success model [60]. In addition, other domains have been tested
using the D&M model that integrated with technology adoption model, including
enterprise systems [20, 71], health information systems [84], web-based systems [23],
cloud computing [51, 52], social network [50], e-learning [45], e-banking [48, 49], etc.

Ten years after the publication of the D&M model [13], DeLone & McLean
[14, 15] proposed an updated IS success model (Fig. 2). The differences between the
original and the updated model: (1) adding service quality to reflect the service and
support importance in e-commerce systems success (e.g., [16, 25, 46]); (2) adding
intention to use to measure user attitude as a measure of use (e.g., [66, 75]); (3) col-
lapsing individual impact and organizational impact into a parsimonious net benefits
(e.g., [66]). According to Fig. 2, the updated D&M model consists of 6 IS success
factors: 3 quality factors (information, system, and service), intention to to use/use, user
satisfaction, and net benefits [14, 15]. Additionally, the updated D&M model can be
explained as a system can be evaluated in information terms, system, service quality;
these characteristics affect on use intention/use and user satisfaction. Benefits will be
achieved by using the IS. Net benefits influence user satisfaction and use of IS.

Intention
to use Use

Information
quality

System
quality

Service
quality

Net
benefits

User
satisfaction

Fig. 2. The updated IS success model (Source: DeLone & McLean [14, 15])
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2.2 IS Success Approach

Methodological Review. The literature review is a selection the articles on the
scholars research topic, which are presented in a perspective to depict the research
problems. Theoretical overview helps share other study results that are closely
well-founded about the research being undertaken, appropriating the article continuity,
finding the gaps or the widening of previous studies [11, 43]. Besides, the literature
review brings research ideas to the scientific outlook, avoid the repetition of the pre-
vious study results and conceptual and procedural problems, and gives further problem
solving recommendations [18]. Thus, a literature review process is regarded as the
scientific procedure that should be guided by the appropriate research methods [43].
A review article is a material evaluation has already been published. Furthermore,
evaluating previously published material, the author of a review article searches pro-
gress toward clarifying a problem of current research [76].

The basis of this literature review is the relevant articles on the IS success to be
researched. Searching scientific resource in a systematic way ensures a number of
relatively complete articles related to the topic [42], the IS success in this study.

Identifying a scientific material list that was as comprehensive as possible,
specifically, the journals published the conceptual research of the IS success (e.g.,
[13–15, 66]). According to Webster & Watson [80], the major contributions are likely
to be in the top journals, so the top MIS journals are considered. Scopus [65] points out
the top journals in the MIS journal rankings. For example, Australasian Journal of
Information Systems (AJIS), Decision Support Systems (DSS), Information Systems
Journal (ISJ), Information Systems Research (ISR), Information & Management
(I&M), Journal of Association for Information Systems (JAIS), Journal of Management
Information Systems (JMIS), MIS Quarterly (MISQ), Omega… Moreover, the pro-
ceedings of the great international conferences on MIS viewed important are also
considered [28]. For instance, Americas Conference on Information Systems (ACIS),
Hawaii International Conference on System Sciences (HICSS), International Confer-
ence on Information Systems (ICIS)... In addition, some conceptual definitions of the IS
success are shown in Table 1.

For the original D&M model – DeLone & McLean [13] reviewed papers that
appeared from 1981 to 1988, and the updated D&M model of IS success – DeLone &
McLean [14, 15] literature papers was published between 1992 and 2002. In this study,
with the research on IS success after the publication of the original D&M model, the
period from 1992 to 2015 (current date) was considered an appropriate period frame
selection. However, the literature review relating to the theoretical background in
communications or information will be searched at random from the starting point of
that theory (e.g., [44, 72]).

Related IS success papers from the scientific resources that have time in defining the
period time (1992–2015). In this study, the papers are searched in Google Scholar
scientific databases with the specific journals and conferences to select articles in the
literature review. An initial article list is searched by using the keywords such as “in-
formation systems success”, “IS success”, “IS effectiveness”, and “DeLone & McLean”
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to search for paper titles. To complete the selection process, the paper resulting list is
manually reviewed, selecting only the most relevant IS success.

Review Concept and Research Approach. Totally, there are roughly 61 papers have
been searched by Google Scholar scientific database (scholar.google.com). In this
study, the selected literature review is defined an analysis to systematically distribute
and describe. The paper consequently examined the classification schemes of similar
studies – IS success (e.g., [1, 14, 53, 81]), and adapted evaluation categories that were
considered suitable for the literature review. The resulting framework includes some
categories: literature review concept (e.g., theoretical foundation), research approach
including empirical study (e.g., evaluation perspective, analysis object and unit, data
collection and analysis), and non-empirical study (e.g., methodological).

Foundational Theory. Firstly, the list included of the theories on the communications
of Shannon & Weaver [72] and information Mason [44] have been considered. Then,
the IS success model – D&M model of DeLone & McLean [13], the updated D&M
model of DeLone & McLean [14, 15], the technology acceptance model – TAM of
Davis [12], and the IS success model of Seddon [66, 67]. Next, others IS success model
(e.g., [20, 21, 60]) have also been reviewed. Most of these models are accepted as
standard frameworks for IS success measurement.

Research Approach. In this study, the literature review includes conceptual/
non-empirical study and empirical study. The conceptual studies are primarily based
on ideas rather than on systematic observation (e.g., framework, speculation). They can
accommodate some empirical data, but these will be in a secondary role only [76]. On
the contrary, the studies are regarded as an empirical study if they apply empirical
methods [1] (e.g., survey, interview). In addition, observation of a sampling bias
towards empirical studies analyzed in the literature review, also framework/conceptual
models, speculation articles were taken into consideration [38]. The research approach
of IS success is presented in Table 2.

Table 2. The research approach of IS success

Conceptual study Empirical study
Methodological Evaluation

perspective
Analysis object

and unit
Data collection
and analysis

– Framework model
– Conceptual model
– Speculation
– Commentary
– Library research
– Others

– Users
– Top management
– IT/IS
management

– IT/IS team member
– External entities
– Stakeholders
– Others

– IT/IS usage aspect
– IT/IS application
– IT/IS type
– Organizational
application

– System development
methodology aspect

– Organizational
function

– Individual level
– Team level
– Organizational level
– Others

– Survey
– Interview
– Case study
– Experiment
– Structural equation
modeling (SEM)

– Regression analysis
– Factor analysis
– Variance analysis
– Cluster analysis
– Others
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Methodological. The conceptual studies are classified according to the method. There
are three methodological types: framework/conceptual models are researches that
intends to classify the framework or conceptual model [84], speculation/commentary
are research that is not based on any evidence but glint the author’s knowledge or
experience [6], and the library are researches that is based on the existing literature
review [53, 76]. Others describe other methodological types.

Evaluation Perspective. The evaluation perspective specifies the individual or team in
whose interest the IS success evaluation is determined [31]. There are four levels of
evaluation perspective, such as users, top management, IT/IS team member, and
external entities (e.g., suppliers, customers). Besides, there are two items, called IT/IS
executives and stakeholders have been added to evaluation perspective [76]. Different
stakeholders in an organization can validly come to different conclusions about the
same IS success [69].

Analysis Object and Unit. The analysis object is used to arrange the system type is
being examined. According to Seddon et al. [69], analysis object apprehends the fol-
lowing 6 components: IT/IS usage aspect (e.g., user interface), IT/IS application (e.g.,
core banking), IT/IS type (e.g., management information systems), Organizational or
sub-organizational applications, system development methodology aspect, and orga-
nizational or sub-organizational IT function.

IS success evaluation should be organized from both a micro and a macro view to
build a complete sketch as an analysis unit [31, 76]. Therefore, the IS success should be
considered in the multi-level (e.g., individual, team, organization).

Data Collection and Analysis. The data collection contemplates to the research
methodology that the scholars exert to pick empirical data [76]. A research method-
ology analysis offers insights into the study result reliability and generalizability [17].
The research methodology applied to data collection in the empirical papers. For
example, survey (e.g., [20, 38]), interview (e.g., [43, 54]), case study (e.g., [18, 27]),
experiment (e.g., [23]), etc.

Data analysis techniques consider most commonly used in IS success research,
such as structural equation modeling (SEM) (e.g., [5, 82]), regression analysis (e.g.,
[2]), variance analysis, factor analysis (EFA and CFA) (e.g., [8, 10]). Others used for
research using qualitative analysis methods (e.g., [54]).

3 Research Results

There are 56 papers have been searched in the first step, which are considered in journal
and conference papers. This literature review is comprehensively estimated the IS
success through multidimensional and single dimensional approaches. Therefore, 45
articles remained, the relevant publications that have been analyzed in detail. The
research results of the detail analysis show that 14 conceptual/non-empirical or review
studies (e.g., [13, 15, 20]) and 26 empirical articles (e.g., [8, 19, 27]). The
conceptual/non-empirical and empirical studies of IS success is indicated in Table 3.
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Table 3. The conceptual/non–empirical and empirical studies of IS success

Authors Type IS success elements
SYQ INQ SEQ USI USE USS INI ORI NEB

DeLone & McLean 1992 [13] C x x x x x x
Seddon & Kiew 1994 [68] C x x x
Pitt et al. 1995 [59] E x x x x x x
Seddon 1997 [66] C x x x x
DeLone & McLean 2002 [14] C x x x x x x
Rai et al. 2002 [60] C x x x x x
Briggs et al. 2003 [6] C
DeLone & McLean 2003 [15] C x x x x x x x
Gable et al. 2003 [20] E x x x x x
Bharati &Chaudhury 2004 [4] E x x
DeLone & McLean 2004 [16] E x x x x x x
Garrity et al. 2005 [23] E x x x x
Sedera et al. 2005 [71] E x x x x x
Wixom & Todd 2005 [81] E x x x x
Bradley 2006 [5] E x x x x
Byrd et al. 2006 [8] E x x
Ghandour et al. 2006 [24] E x x
Sedera 2006 [70] E x x x x
Yusof et al. 2006 [84] C
Gable et al. 2008 [21] C x x x x
Petter et al. 2008 [55] R x x x x x x x x x
Petter & McLean 2009 [58] E x x x x x x x
Urbach et al. 2009 [76] R x x x x x x x x x
Floropoulos et al. 2010 [19] E x x x x
Gorla et al. 2010 [30] R x x x x
Urbach et al. 2010 [77] E x x x x x x x
Petter et al. 2012 [56] R x x x x x x x x x
Urbach & Muller 2012 [78] E x x x x x x x
Dorr et al. 2013 [17] R x x x x x x x
Koo et al. 2013 [39] R x x x
Petter et al. 2013 [57] R x x x x x x x
Gao & Bai 2014 [22] E x x x
Ghobakhloo et al. 2014 [26] E x x x x x x
Hsu et al. 2014 [33] E x x
Kecmanovic et al. 2014 [36] E x x
Lai 2014 [40] E x x x x
Tate et al. 2014 [74] R x
Chen et al. 2015 [10] E x x x x
Isaias & Issa 2015 [35] R x x x x x x x x x

(Continued)
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3.1 Conceptual/Non-empirical Article Results

According to Table 3, the review of all conceptual/non-empirical or review studies
paraded are categorized as the type of “C”, including framework/conceptual model,
speculation/commentary, and literature review. In which, 16 studies in this review, they
are arranged 5 papers as framework/conceptual (e.g., [6, 13, 15, 66]), and 5 papers as
speculation/commentary (e.g., [6, 20, 21, 60]). Besides, the literature review studies
mustered are categorized as the type of “R”, which have 6 articles (e.g., [35, 56, 57, 76]).

3.2 Empirical Article Results

According to Table 3, the literature review of all empirical studies reviewed are cat-
egorized as the type of “E”. In 29 empirical papers, the dominant research analyzes
with 19 papers of individual impact (e.g., [20, 21, 45, 59, 62, 77]), and 7 papers of
organizational impact (e.g., [20, 21, 23, 77]). Besides, the tested studies as theoretical
basis are 9 papers of the original D&M model (e.g., [20, 21, 63, 73, 77]), and 15 papers
of the updated D&M model (e.g., [26, 40, 58, 63, 81, 83]).

On the other hand, the analysis object review is used to digest the IS type being
evaluated. The empirical studies show 14 papers of the IT/IS application (e.g., [5, 8, 21,
49, 54, 71]). In which, there are 10 papers of IT application is determined, 4 studies
evaluate the success of organizational IT/IS application and organizational IT/IS
function. Some empirical research validating the framework/conceptual models with
group interviews as qualitative method were categorized as others (e.g., [4, 43, 54]).
Generally, the research results are presented in Fig. 3.

3.3 Result Discussions

The research results have the circumstantial these findings: (i) several domains are
evaluated using the IS success model, enterprise systems or knowledge management
systems, have been proposed on the basis of framework/conceptual models. (ii) In 29

Table 3. (Continued)

Authors Type IS success elements
SYQ INQ SEQ USI USE USS INI ORI NEB

Ghobakhloo & Tang 2015 [27] E x x x x x x
Mohammadi 2015 [45] E x x x x x x x
Rana et al. 2015 [62] E x x x
Renzel et al. 2015 [63] E x x x x x
Snead et al. 2015 [73] E x x
Xinli 2015 [82] E x x x x x

C: Conceptual/non-empirical study; E: Empirical study; R: Review study.
SYQ: System quality; INQ: Information quality; SEQ: Service quality: USI: Use intention; USE:
Use; USS: User satisfaction; INI: Individual impact; ORI: Organizational impact; NEB: Net benefits.
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empirical studies, some studies test the original IS success (D&M) model. Also, most of
the studies validate the updated D&M model, integrate with other theoretical as a
background for proposing the research models. (iii) The research results show
that quantitative analysis is the primary methodology to measure the IS success.
The majority of the dominant empirical research is evaluated by users/customers via
surveys with the analysis of structural equation modeling (SEM). (iv) Most of the
empirical studies appraise IS success at the individual level (19 papers). Only 5 out of 29
empirical papers consider both the individual level and the organizational level of the IS
success, these are the gaps for scholars that continue to build more comprehensive
research of IS success.

4 Conclusions and Future Work

This study synthesized the IS success and IS success research as a literature review
using multidimensional approaches, and classified of articles published between 1992
and 2015 to explore the IS success research. Besides, this research investigated 45
papers in academic journals (e.g., AJIS, DSS, ISJ, ISR, I&M, JAIS, MISQ, Omega…),
and international conferences (e.g., ACIS, HICSS, ICIS…) to analyze the theoretical
foundation and to research approaches on IS success. In which, the original [13] and
the updated [14, 15] IS success models, DeLone & McLean (D&M) model, are the
primary theoretical basis of the reviewed empirical studies. This study also provided a
comprehensive review of IS success research. Nevertheless, the research gaps will
create opportunities for adding development and research trends. This work is still
limited in that scientific material sources are not confined all numbers of academic
journals and international conferences. Another limitation comprehensively results
from the scientific database approach, only Google Scholar.

Based on the researched results, the future works have been suggested to extend the
material sources. The more meta-analysis of the articles in the literature review will
focus on the research classification of IS success. Furthermore, the database-driven
approach will be complemented by the manual investigation of content papers.

5 5 6

19

7
9

15
12

4

CF SC LR II OI DM UD IT OT

Conceptual studies     Empirical studies

CF: 
SC: 
LR: 

Conceptual/framework
Speculation/commentary
Literature review

II:    
OI: 
DM: 
UD: 
IT: 
OT:

Individual impact
Organizational impact
Original D&M model
Updated D&M model
IT/IS application
Others…

Fig. 3. The summary of research approach of IS success
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Abstract. Web-based geographic applications are continuously evolv-
ing and are becoming increasingly widespread. Actually, many Web-
based geographic applications have been developed in various domains,
such as tourism, education, surveillance and military. However, designing
these applications is still a cumbersome task because it requires multi-
ple and high-level technical skills related not only to recent Web tech-
nologies but also to technologies dedicated to geographic information
systems (GIS). For instance, it requires several components (e.g. maps,
multimedia contents, indexing services, databases) that have to be assem-
bled together. Hence, developers have to deal with different technologies
and application behaviour models. In order to take the designers out of
this complexity and thus facilitate the design/evaluation of Web-based
geographic applications, we propose a framework that focuses on both
designers’ creativity and model executability. This framework has been
implemented in a prototype named WINDMash, a Web mashup envi-
ronment that designers can use both to create and to assess interactive
Web-based applications that handle geographical information.

Keywords: Web application generation · Geographical data · Author-
ing tool · Mashups · Short lifecycle

1 Introduction

Cartography on the Internet has caused a revolution not only in the uses of maps
but also in the way to design applications presenting geolocalized data. First
research work on geographic information system (GIS) concerned geolocalized
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data gathering and visualization. A lot of geolocalized data is now available
in free geographic databases (geonames.org for example) and new geolocalized
data can be easily gathered with a simple smartphone integrating a GPS chip.
Moreover, simple tools like Google Maps allow any geolocalized data to be dis-
played in various formats and on several kinds of maps. Consequently, a fair
amount of research and development has been conducted on Web-based appli-
cation generation thanks to Web 2.0 technologies. Particularly in the domain
of geographic information system, specific terms appeared in order to desig-
nate Internet Geographic Applications [1]: “GeoWeb”, “Geospatial Web” and
“Web Mapping 2.0”. Indeed, many Web-based geographic applications have been
developed in different application domains (e.g. tourism, education, surveillance,
military) and are using online mapping services (e.g. Google Maps, MapQuest,
MultiMap, OpenLayers, Yahoo! Maps or French IGN Geoportail).

However, developing such applications is a cumbersome task. The reasons
are twofold:
1. they mix several components (e.g. maps, multimedia contents, indexing ser-

vices, databases) which have to interact together;
2. developers have to deal with several technologies and different data structures

as well as application models.

Hence, design difficulties do not deal anymore with gathering or displaying
geolocalized data. Real difficulties now concern the way to design rich applica-
tions allowing end-users to interact with this kind of data. Recent research papers
[2,3] highlight this problem and the need to improve design methodologies and
tools in order to integrate more interactivity in such a type of application.

In this paper, we aim at overcoming these difficulties by proposing a frame-
work that facilitates the design/evaluation of Web-based geographic applica-
tions. This framework is composed of three complementary tasks:
1. identifying the desired data that have to be handled by the system;
2. specifying the graphical layout of the application;
3. defining potential end-user interactions.

According to this framework, we have specified a unified model allowing
designers to carry out the three tasks mentioned above. In order to assess our
proposal, we have integrated this model in a design environment named WIND-
Mash. WINDMash proposes visual tools allowing designers to graphically specify
the features of the geographic application they want to elaborate. This design
task relies on the unified model that we have proposed: each designer’s choice
lead to a model part instantiation and is finally translated into source code.
Therefore, the operational nature of the unified model allows designers to quickly
execute and assess the designed application on any web browser.

The remainder of the paper is structured as follows. In Sect. 2, we present a
Web-based geographic application example. Thereafter, in Sect. 3, we describe
some related existing systems that allow generating such an example. In Sect. 4,
we specify our framework for designing Web-based geographic applications and
detail in Sect. 5 its corresponding unified model. Section 6 presents the WIND-
Mash design environment. Finally, we conclude in Sect. 7.

http://geonames.org
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2 Motivation: A Use-Case Example

In order to illustrate our approach, we encountered a French school cycling
association manager who wanted to organize holidays stages dedicated to its
young members coming from elementary school and especially 5th grade classes
(9–10 year old children). The manager wanted to share each day into two parts:
one dedicated to cycling and one dedicated to school reviews. For this last part,
the manager wanted to use references to the famous Tour de France 2012. He
decided to rely on a geographic application using a text describing the race and
displaying the stages on a map and the corresponding dates on a timeline1. This
application has two main goals. It must first introduce children to the notion of
“département” and improve their geographic abilities concerning the main towns
and “départements” visited on the race.

We have used the following French text in our use-case example: “Pendant
l’été 2012, le Tour de France débute en Belgique le 30 juin 2012 et passe par les
Vosges et le Jura. Il fait la part belle à la moyenne montagne et aux contre-la-
montre, avant l’arrivée à Paris le 22 juillet 2012. Il comporte trois arrivées en
montagne et deux contre-la-montre avec une étape de Arc-et-Senans Besançon
(38 km) et une autre plus longue de Bonneval à Chartres (52 km)”. This text is
interesting because it mixes spatial and temporal references. Moreover spatial
references both refer to cities and to regions. This text is in French because
the design environment used to build the geographic application exploits data
extraction services able to identify spatial and temporal references inside French
texts (see Sect. 6). This text may be translated as follows: “During summer 2012,
the Tour de France sets off from Belgium on 2012, 30th of June, and cross the
Vosges and the Jura. It favours medium mountain stages and time-trial stages
before finishing in Paris on 2012, 22nd of July. There are three summit finish
stages and two time-trial stages with a stage from Arc-et-Senans to Besançon
(38 km) and a longer stage from Bonneval to Chartres (52 km)”.

This application is thus based on textual data and on maps that might be
presented into five displayers (Fig. 1):

1. A left-top-side text displayer for the initial text;
2. A main right-part map displayer to both present (highlight) the regions and

to zoom-in on the cities’ regions;
3. A centre-top list displayer to highlight the regions either quoted in the text

or calculated from the quoted cities;
4. A centre map displayer to zoom-in the cities quoted in the text, and
5. A left-down timeline to display the dates and period quoted in the text.

The application behaviour may be described as follows. When users click on a
city in the text, then the system must automatically highlight its corresponding
region in the list displayer and in the main map displayer. The system must also
zoom-in into this city in the centre map displayer. When users click on a region
in the text, this region must be highlighted into the list displayer. When users
1 http://erozate.iutbayonne.univ-pau.fr/Nhan/windmash/demo/tourdefrance/.

http://erozate.iutbayonne.univ-pau.fr/Nhan/windmash/demo/tourdefrance/
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Fig. 1. A Web-based geographic application example presenting the Tour de France
2012

click on a region into the list displayer, this region must be zoomed-in into the
main map displayer. When users click on a temporal reference (date or period)
in the text, the system must centre on this reference into the timeline displayer.

Developing the interactive Web-based geographic application illustrated in
Fig. 1 with the behaviours described above is not a trivial task. It requires:

– Some programming skills, e.g. using JavaScript or AJAX, in order to create
an interactive Web application;

– Knowledge about several databases schemas, and especially geographical
databases in order to query and get spatial data, such as geolocations on
a map;

– Manipulation of Web services (e.g. text indexing services), particularly their
inputs/outputs. Naturally, data structures have to be homogenized in order
to confront and/or aggregate different services outputs.

Consequently, there is a need of a general framework which contains models
and supports some tools for designing Web-based geographic applications.

3 Related Work

End-user mashup programming environments are a new generation of online
visual tools enabling users to quickly create, for example, Web-based applications
[4]. They rely on metaphors that are easy to grasp by non-professional coders.
They may bind together spreadsheets, the flow of linked processing blocks and
the visual selection of GUI actions. In [5,6] several types of mashup environments
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have been summarized, some examples are: Yahoo! Pipes2, Microsoft Popfly3,
Google Mashup Editor4, IBM Mashup Center5, MashMaker [7], Marmite [8],
Vegemite [9], Exhibit [10] and Bill Organiser Portal [11].

However, developing the geographic application example presented in Sect. 2
with these mashup environments is still difficult, while impossible with some of
these systems. In fact, many of them do not take into account the specifica-
tion of end-user interactions and especially the system reactions on the different
application components. Furthermore, these systems are not designed to exclu-
sively build geographic applications, hence they do not propose a framework for
building such kind of applications.

Some recent works on Web Engineering, especially focusing on geographic
applications, proposed architectures based on mapping services. For instance,
Mashlight [12] is a Web framework for creating and executing mashup appli-
cations by building data processing chains. The generated applications contain
by default one mapping component with geolocation information. Besides, Dash-
Mash [13] offers to end-users more flexibility for creating geographic applications.
Through a set of displayers, they can specify a graphical layout and visualize
specific data inside them. Nevertheless, these systems do not allow to design
end-user interactions.

SPARQLMotion6 is a visual scripting language and an engine for semantic
data processing. Scripts implementing sophisticated data services and process-
ing, such as queries, data transformations and mashups, can be quickly assembled
with user-friendly graphical tools. However, as the previous systems, it does not
provide solutions to specify end-user interactions and a general framework for
constructing geographic application.

PhotoMap [14] offers graphical interfaces for navigation and query over some
photo collections of users. Especially, with the map-based interface, itineraries
followed by users are illustrated and photos with information are linked to spe-
cific places. Hence, end-users are able to retrieve where some photos have been
taken either by clicking on specific places or by selecting a group of photos. This
environment is another use-case for illustrating Web-based geographic applica-
tions. Nevertheless, this environment has been hard-coded by an expert and no
design framework has been proposed by the authors.

In the next section, we propose an adapted design/evaluation process allow-
ing an author to design and to evaluate by him/herself his/her new Web-based
geographic applications. This lightweight and flexible process is based on an
adapted model presented in Sect. 5. Our framework called WINDMash allows
to easily (visually) instantiate this model in order to automatically generated
the corresponding Web-based geographic applications. It should be considered
to overcome the limits of the tools presented above.

2 http://pipes.yahoo.com/pipes/.
3 http://www.deitel.com/Popfly/.
4 http://googlemashupeditor.blogspot.com/.
5 http://www-01.ibm.com/software/info/mashup-center/.
6 http://www.topquadrant.com/products/SPARQLMotion.html.

http://pipes.yahoo.com/pipes/
http://www.deitel.com/Popfly/
http://googlemashupeditor.blogspot.com/
http://www-01.ibm.com/software/info/mashup-center/
http://www.topquadrant.com/products/SPARQLMotion.html
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4 Design/Evaluation Process

We designed a process fitted to the development, by novice developers, of Web-
based geographic application. The framework depicted in Fig. 2 is composed of
three complementary tasks:

1. Identifying the desired data that have to be handled by the geographic appli-
cation. The data could refer to multimedia contents (e.g., the text written in
French in Sect. 2), some extracted information (e.g. in Fig. 1, the list of places
automatically identified from the text) and some computed information (e.g.
in Fig. 1, the list of “Départements” which corresponds to the list of towns).

2. Specifying the graphical layout of the geographic application. This layout
may be composed of several displayers, such as textual displayers, list dis-
players or map displayers. Thanks to the data that have been defined during
the previous step, displayers might display some data sets. For instance, if
some data about towns are determined, these towns will be displayed on a
specific map viewer.

3. Defining potential end-user interactions on the data that are contained inside
displayers. For instance, if a user clicks on a specific place listed in Fig. 1,
this place will be highlighted in the text written in French and the map will
be focused on this place.

As illustrated in Fig. 2, even if we have ordered the three tasks, it is possible to
go backward and forward during the design process. Concretely, at any time the
application designer may add, modify and/or remove some data, some displayers
or some interactions. Furthermore, it is also possible to design a geographic
application without interactions.

As soon as a graphic interface has been elaborated (task 2), designers are able
to generate a preview of the application, even if the interface is not completely
defined. Obviously, it is possible to update the generated application by repeating
our proposed framework.

Fig. 2. The Design/Evaluation process [15]
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5 Geographic Application Model

Figure 3 defines the main key concepts allowing designers to specify the features
of the application that must be elaborated.

As seen in Sect. 4, the design task consists in defining the set of geographic
data that must be integrated in the application, the way to display these data
on the screen and finally the way users will interact with these data. Therefore,
geographic data represent the central concept of our design approach. These data
are defined by designers through an annotation activity that consists in select-
ing/combining data from an existing raw data source (a text with geographic
references for example) or a structured data source (a geographic database for
example). Hence, all data specified by designers are defined as annotations. As
presented in Sect. 6, the annotation activity can be carried out manually or
automatically with dedicated tools.

Each annotation defines geographic information. When geographic informa-
tion is extracted from a text, the corresponding annotation keeps a link between
this information and the text paragraph(s) that provides it. Subsequently, design-
ers can exploit this link to emphasize geographic information if the source text
is for example displayed on the screen. This link can also be exploited to define

Fig. 3. The Web-based geographic application mode [16]
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interactions between several representations of a same geographic data (e.g. dis-
playing on a map specific geographic information selected in a text).

As defined in [17], geographic information can be described from a spatial,
temporal and/or thematic point of view. Of course, designers may exploit each
of these representations in order to display differently the same geographic infor-
mation (on a text, on a map, on a calendar, etc.). In this context, elaborating the
GUI of a geographic application consists in combining several GUI components
allowing geographic information to be displayed according to several ways.

Defining interactions in such context deals with specifying what users can
do with the geographic information displayed on the screen. As proposed by
[18,19], the vocabulary used for designing interactions is based on user action
and system reaction: An interaction is defined as a user action triggering a
system reaction. A user action corresponds to a selection event (e.g. click, mouse-
over, etc.) on a geographic information in order to select this information or an
input event aiming at inputting new geographic information in the system (e.g.
defining a marker on a map or writing a set of places in a text component).
Each geographic data provided by the user is also considered as an annotation
and, according to the way the data is input, the system will define one or more
possible representations (e.g. spatial representation if data is input via a map
and perhaps a thematic representation if the system can identify the nature of
the input data thanks to a geographic database).

System reactions are the system feedbacks resulting from a user action. As
suggested in [20], we define two kinds of reactions: An external reaction is char-
acterized by visual modifications of geographic information displayed on the
screen. These modifications are carried out by the system and consist in apply-
ing visual effects (e.g. show, hide, highlight, zoom, etc.) on specific geographic
data. An internal reaction is an operation carried out by the system in order to
move or copy a data from a GUI component to another, in order to compute
new geographic data or to identify a data selected by the user on the screen

6 The WINDMash Environment

WINDMash is a design environment integrating our unified design model. It
proposes dedicated tools allowing designers to handle graphically each part of
the model in order to create a specific geographic application. Figure 4 (based
on the use-case scenario presented in Sect. 2) illustrates these tools:

1. A pipes editor which allows to combine different services and to filter the
data handled by the application;

2. A graphical layout editor which is used to arrange, for instance, mapping
components or multimedia contents;

3. A UML-like sequence diagram builder which allows to specify potential
end-user interactions on the application.
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Fig. 4. The WINDMash prototype specifying the example presented in Fig. 1
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6.1 A Pipes Editor

In order to manage the data (i.e., contents and annotations) that should be
handled by the Web-based geographic application, we have developed a pipes
editor allowing designers to create a processing chain containing different services
(Fig. 4 on top). While constructing the processing chain, it is possible to visualize
at any time the computed data (presented as an oval form) by selecting them
with a double click. Each time a dataset is computed, such as the list of extracted
places (Places), it generates a RDF/XML description, which corresponds to the
data part of the model presented in Sect. 5. These descriptions are also accessible
in the menu at the bottom left.

We show in the next section, that these descriptions will be used in the
graphical layout editor in order to display the data inside displayers.

6.2 A Graphical Layout Editor

The graphical layout editor enables a designer to specify the graphical user inter-
face of his/her Web-based geographic application. Indeed, the designer decides
which type of viewer he/she wanted in his/her application (e.g. TextDisplayer,
MapDisplayer, ListDisplayer, TimelineDisplayer) and how these displayers are
organized inside the graphical layout (Fig. 4 in the middle). The menu on the
left hand-side indicates the type of displayers that may be used by the designer,
the available dataset that have been computed with our pipes editor (Sect. 6.1)
and the displayers that are currently used. In Fig. 4, five displayers have been
specified: a text displayer, a list displayer, two map displayers and a timeline
displayer.

Initially, when the designer drags and drops a viewer inside the graphical
layout, this viewer is empty, except the map viewer, which contains a map.
If the designer wants to display some information inside displayers, from the
menu, he/she has to drag the computed datasets and to drop them inside a
specific viewer. Of course, it is possible to customize each viewer. For instance,
the style of a text inside a text viewer may be modified, such as its font, its size,
etc. Furthermore, the type of the lists may also be changed, e.g. with or without
different kinds of bullets. Finally, different types of maps may be used, such as
Google Maps, Yahoo! Maps, IGN Maps. In the next section, we present how it
is now possible to specify potential end-user interactions on these components

6.3 A “Sequence Diagram” Builder for Specifying End-User
Interactions

In order to specify end-user interactions, we have implemented a UML-like
sequence diagram builder which is illustrated in Fig. 4 (bottom). On the left
hand-side, the menu is composed of the list of displayers that have been specified
in Sect. 6.2 and the list of datasets that have been defined in Sect. 6.1. A designer
can create several interactions for an application. For example, he/she may create
three interactions for the application presented in Sect. 2. The sequence diagram
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example illustrated in Fig. 4 describes the following interaction: When a user
selects, through a click (see the right arrow with the term click), a town con-
tained in the displayer named Text ; this town is localized (see the right arrow
labelled with the term projection) in the displayer named Town Map and this
displayer zooms in on this town (see the left arrow labelled with the term zoom).
Then, the system computes the department of the selected town (see the curved
arrow labelled with the term department of town); the computed department
will be highlighted in the displayer named Departments and also in the displayer
named Global Map (see the left arrow labelled with the term highlight).

When the designer has finished building the sequence diagram, the WIND-
Mash prototype handles a global RDF/XML description, which complies with
the unified model presented in Sect. 5. Consequently, from this description and
our code generator module, the designer could preview the Web-based geographic
application by selecting the Preview button. If the generated application suits
his/her needs, the designer may save the application and/or deploy it on a spe-
cific client. Otherwise, the designer may come back to the three WINDMash
tools presented in this section in order to add, to modify or to remove some
application elements.

7 Conclusion

In this paper, we have presented a framework dedicated to the design of Web-
based geographic applications. This framework addresses three complementary
tasks which concern the data handled by the application, the graphical layout
and the user interactions. We have shown through our unified model for describ-
ing such kind of applications that annotations are central in the design process.
Indeed, they can be used to describe entities, to display information inside dis-
players and to specify application behaviours. Furthermore, our proposed frame-
work has been implemented in an online prototype named WINDMash. This
prototype contains different visual tools that facilitate the instantiation of our
unified model and automatically generates an executable Web-based geographic
application.

Currently, our prototype only deals with textual contents. However, the uni-
fied model presented in this paper is sufficiently generic to be extended in order
to deal with multimedia contents, such as videos, audios and images. Further-
more, the geographic information handled by our WINDMash prototype can be
imported from other repositories, for example from the LinkedGeoData7 which
exploits the spatial information collected by OpenStreetMap8. Hence, a future
work would consist in developing a mediator between the imported LinkedGeo-
Data datasets and our unified model. Moreover, we plan to extend our model
in order to import non-geographic information, such as specific manual annota-
tions.

7 http://linkedgeodata.org.
8 http://www.openstreetmap.org.

http://linkedgeodata.org
http://www.openstreetmap.org
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In the application design process by our prototype WINDMash, the descrip-
tions of three phases (data, layout and interactions) are stored with RDF. Then,
they are merged and transformed to HTML + JavaScript codes that can be exe-
cuted on a Web browser. The originality and the strong point of our approach is
to describe the application logic with an RDF format. This choice facilitates the
data merging of three phases as well as the code generation. However, to date,
WINDMash is not able to detect if a user has described inconsistent behaviour.
Our work will be extended to support two points:

– Capacity to verify the consistency of many interactions initialled by a user.
– Capacity to ensure that the generated codes are conformed to a specification

designed by a user while they are using the WINDMash visual tools.
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WINDMash: a visual mashup environment dedicated to the design of web interac-
tive applications. In: 3rd Workshop on Mash-Up Personal Learning Environments,
Barcelona, Spain, September 2010

16. Etcheverry, P., Laborie, S., Marquesuzaà, C., Nodenot, T., Luong, T.N.: Con-
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Abstract. The explosion of world-wide-web has offered people a large number
of online courses, e-classes and e-schools. Such e-learning applications contain a
wide variety of learning materials which make learners confused to select. In
order to address this problem, in this paper we propose a context-aware rec-
ommendation framework to suggest a number of suitable learning materials for
learners. In the proposed approach, firstly we present a method to determine
contextual information implicitly. We then describe a technique to gain ratings
from the study results data of learners. Finally, we propose two methods to
predict and recommend potential items to active users. The first one is STI-GB
for context-aware collaborative filtering (CACF) with contextual modeling
approach combined from graph-based clustering technique and matrix factor-
ization (MF). The second one is AVG which predicts ratings based on average
calculation method. Experimental results reveal that the proposed consistently
outperforms ISMF (combination of Item Splitting and MF), context-aware
matrix factorization (CAMF) in terms of prediction accuracy.

Keywords: E-learning � Context � Recommender systems

1 Introduction

E-learning applications play a very important role in online learning support in recent
decades. These are network-based applications which provide internet users a flexible
environment to learn actively, every time and everywhere with an internet connection.
As in the majority of applications in e-commerce, e-learning applications contain the
plentiful learning materials namely courses, lessons, references and exercises. As a
result, learners face the problem in selecting learning materials which are suitable for
their learning levels from the potentially overwhelming number of alternatives.

In order to address this problem, the recommender system (RS) is one of the
effective solutions. RSs indicate software tools having techniques to generate sugges-
tions which are suitable items users might prefer [1]. In e-learning, RSs suggest
appropriate learning materials (items) for learners (users). Yet RSs do not take into
consideration additional information such as time, place, companion and others which
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can influence preferences or tastes of users. This additional information is called con-
textual information or context briefly (more details in Sect. 2). The RSs which deal with
contextual information are called context-aware recommender systems (CARSs) [1].

In this paper, we propose a context-aware recommendation framework that uses
one of techniques from CARSs to suggest suitable learning materials for learners. It is
undeniable that each learner has different competence to study. For instance, an
exercise could be easy for a learner, however it might be difficult for others to do. Thus,
we are motivated to consider the learning level to make recommendations. We first
identify the learning level for each user in the system. This information is determined
automatically and considered as context. We then acquire ratings, the rating for a
learner (a user) and a question (an item) indicates the probability this learner is able to
answer this question correctly. Finally, a method from CARSs and a method from
average calculation are applied to recommend learning materials for learners.

In the rest of this paper, the structure is organized as follow: Sect. 2 presents the
related work about CARSs and prior work which applies RSs in e-learning environ-
ment. We propose a context-aware recommendation framework in Sect. 3. Section 4 is
experimental setup to compare my proposal with some algorithms. Finally, Sect. 5 is
conclusion and future works.

2 Related Works

Context is any information that can be used to characterize the situation of an entity. An
entity is a person, place, or object that is considered relevant to the interaction between
a user and an application [2]. Entity is often a user, an item and the rating from a user
over an item in terms of RSs.

There are three ways [3] to obtain contextual information include:

– Explicitly from the relevant objects by asking direct questions or eliciting through
other means.

– Implicitly from the data or the environment such as the change in location auto-
matically detected by devices or the time stamp of a transaction.

– Inferring the context using statistical or data mining methods.

CARSs indicates RSs which incorporate contextual information into recommen-
dation process to model and predicting tastes of users. As in RSs, collaborative filtering
(CF) [1, 4] is often used in CARSs to make recommendations. Recall that CF uses a
2-dimensions matrix (the rating matrix U × I) made up by a list of users (U) and a list
of items (I). The rating matrix represents preferences’ users which are explicit ratings
with scale 1–5 or implicit indications such purchasing frequencies or click-throughs
[4]. Because of the appearance of context, the rating matrix is extended as a
multi-dimensional matrix (denoted U × I × C) with contexts. There are missing values
in the matrix where users did not give their preferences for certain items (in certain
contexts) and CF has to predict them. CF is extended to deal with contextual infor-
mation called context-aware collaborative filtering (CACF).

The prior work of CARSs are implemented in e-commerce [5], entertainment
(music [6], tourism [7], movie [3, 8]) and food [9] domains).
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Regarding e-learning domain, recommendation task is implemented with methods
in RSs without the using of context. In particular, in [10], neighborhood-based CF is
applied to recommend suitable learning materials. Additionally, [11] maps educational
data into U x I matrix [4] and applies matrix factorization technique to predict student
performances. Furthermore, recommendation processes use hybrid methods as well.
Specially, [12] applies both user-based and rule-based methods to suggest relevant
courses for learners. A scientific paper recommendation engine using model-based CF
and hybrid techniques is built in [13]. The work in [14] proposes equations to adapt CF
into e-learning meanwhile [15] combines RS with ubiquitous computing to enhance
learning with memory-based CF and association mining techniques in botanic subject.
In [16], a recommender system with ApiroriAll and memory-based CF methods is
constructed to suggest java lessons. E-learning RSs also use item’s attributes to gen-
erate suggestions. The work in [17, 18] propose hybrid attribute-based methods with
CF and content-based techniques to recommend books for learners, attributes consist of
subjects, education levels, prices and authors or implicit attributes from history ratings
of learners. The work in [23] proposes an approach based on community detection
which divides users into several groups with similar interest, study ability and others
contextual information and then provides appropriate recommendations made based on
students belonging to their group. The work in [24] develops a trust-aware collabo-
rative filtering scheme based on learning styles, knowledge levels and trustworthiness
of learners in recommendation process to ensure that recommended resources are
suggested by trustworthy learners. The work in [26] proposes a framework that
employs the k-means clustering technique to identify groups of similar students and
tasks based on the corresponding skill profiles then imposes the locality preserving
constraints into the weighted regularized nonnegative matrix factorization for pre-
dicting student performance.

In relation to context-aware e-learning systems, [19] analyzes the user’s knowledge
gap (context) to filter suitable learning contents instead of using a recommendation
technique. [25] proposes a graph-based framework to model and incorporate contextual
information into the recommendation process. Prior works mentioned above do not use
any CACF technique. Therefore, the main contribution of this paper is to build a
context-aware recommendation framework in e-learning environment with a CACF
technique and average calculation method to recommend learning materials for
learners.

3 Proposed Context-Aware Recommendation Framework

The proposed context-aware recommendation framework first of all infers context and
collects ratings extracted from study results data and questions data. A rating prediction
method is applied with the rating matrix obtained from the step above to build rec-
ommender model. The model is retrieved to predict ratings and to produce recom-
mendations. We propose two rating prediction methods are Average calculation
method and Context-aware collaborative filtering (CACF) algorithm with contextual
modeling approach combined from a clustering technique and matrix factorization
method.
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First Through user’s interfaces, learners take examinations or do practice tests and
study results data is then recorded. The study results data contains information about
the timestamp, answers, score, correct answers, incorrect answers, related-lessons,
users and others (Fig. 1).

Second At server side with offline mode, the study results data is regularly processed
with three main steps executed consecutively.

– Context Inferring: The study results data and questions data of system are used to
infer context. As a result, the C component of the rating matrix is identified.

– Rating Acquisition: The main purpose of this step is to collect ratings extracted from
the study results data. This step aims to find out the U, I and ratings components of
the rating matrix.

– Modeling: An algorithm is applied with the rating matrix obtained from two steps
above to build the recommender model which is stored/updated in the system
database.

Finally Recommendation is processed. The model is retrieved to predict ratings and to
produce recommendations. The recommendation list is normally a list of lessons or a
list of questions displayed in the user’s interface. The users continue taking exami-
nations and doing practice tests to enrich the study results data for the next modeling
processes.

3.1 Context Inferring

Context in system is the learning level which depicts the academic performance of a
learner in the fixed period of time. We define the learning level (context) with 7 values:
beginner, elementary, pre-intermediate, intermediate, upper-intermediate, advanced and
fluent with the corresponding indexes {0, 1, 2, 3, 4, 5, 6}. The learning level of a new

Learner

User-Interface Off-line Modeling

Recommendation Engine

Practice Tests
Examinations

Recommendation List

Study Result Data

Rating Acquisition

Context Inferring

Questions Data

ParametersRecommendation

Lessons
Questions

Modeling

Fig. 1. The recommendation process
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learner in the system is marked as 0 and it is then modified when this learner does
practice tests or examinations.

We propose a method to determine automatically the learning level for each learner
in the system. To infer context, the hard level attribute of questions and the study
results data are examined. The hard level of a question is manually pre-defined by
teachers and it has value range [1, h], h = 3 in our application. For each the uth learner, a
score vector when the context inferring step is occurred, su ¼ z1; z2; . . .;ð
zj; . . .zhÞ; j ¼ 1. . .h, is constructed. The value of zj is computed as the number of times
the uth learner answers correctly questions with the hard level j, divided by the total
number of times this learner answers these questions. Note that zj ¼ �1 when the uth

learner does not answer any question with the hard level j. Then the value of Scoreu is
calculated as follow:

Scoreu ¼

Ph

j¼1;zj 6¼�1
jzj

Ph

j¼1;zj 6¼�1
j

ð1Þ

The value of Scoreu indicates the study result of the uth user from doing exercises
until the context inferring step is occurred. Having the value of Scoreu, we use Table 1
to decide the context of the uth user. This table is based on the marking scale (0–10) and
ranking in our university, we transform it to scale (0–1) to identify the learning level.

3.2 Ratings Acquisition

As in the vast majority of RSs, the rating 1–5 or like-dislike scale is the most com-
monly used and it often shows the preference of a user to an item (in a certain context).
However, giving the rating for each question (item) in a long practice test or an
examination seems to be unreasonable. Moreover, a question learners might like could
be very easy and vice versa. Thus, to obtain the ratings, we propose the following
expression:

Table 1. The Scoreu value table for context inferring

Range of Scoreu Context value

[0, 0.3) 0
[0.3, 0.5) 1
[0.5, 0.6) 2
[0.6, 0.7) 3
[0.7, 0.8) 4
[0.8, 0.9) 5
[0.9, 1] 6
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ruic ¼ puic
suic

ð2Þ

Where ruic is the probability the uth learner answers correctly the ith question in context
c, suic indicates the total number of times the uth learner answers the ith question in
context c and puic is the number of times this user gives the correct answers in context
c.

3.3 Modeling

A rating prediction method is applied to predict ratings for unrated items. The rating
matrix gained is used to build the recommender model. The recommender model is
periodically re-built and stored/updated in a database. Modeling is an off-line mode
process; therefore, it does not affect the speed of real-time response to the user’s
interface. We propose two ratings method to gain the rating matrix are Rating pre-
diction based on graph-based clustering technique and Rating prediction based on
average calculation method.

Rating Prediction Based on Graph-Based Clustering Technique (STI-GB). The
algorithm is basically based on clustering technique and matrix factorization in RSs.
This algorithm with main idea “similar pairs (item, context) are clustered and converted
to new products to reduce contextual dimensions. After that, matrix factorization is
applied combined with analyzing the effect of contextual information to predict and
recommend potential items to the active users” consists of 5 main steps.

Step 1. Building item profiles
Each ItemProfile(i,c) in the item profiles is a representation vector for the ith item and
context c, such vector contains ratings for all users pertaining to this item and context.
ItemProfile i; cð Þ ¼ r1ic; r2ic; . . .; ruic; . . .; rnicð Þ; u ¼ 1. . .n, ruic is the rating from the uth

user for the ith item in context c and ruic ¼ �1 if there is no rating. Notice that, c is the
combination value of contexts. For instance, we have two contexts X and Y with
numbers of values in X and Y are 2 and 3 respectively. Therefore, we have 2 × 3=6
combinations of contextual information and with 20 items, there are 6 × 20 = 120 item
profiles.

Step 2. Clustering
The main purpose of this step is to identify similar trends in giving the preferences or
ratings to items in different contexts. It is handled by applying a clustering technique
to obtain k clusters from item profiles (step 1).

There is a number of clustering methods such as k-Means, G-Means, DBScan,
Clara and others using Manhattan, Euclidean and other distances to find clusters.
However, neighborhoods in RSs are frequently identified through similarity values
between users or items, which normally calculated by ratings of co-rated items.
Therefore, we present the graph-based clustering technique adapting collaborative
filtering.
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Item Profiles set (D) contains N numeric vectors. The D set is considered as an
undirected graph D ¼ V ;Ef g;V ¼ V1;V2; . . .;VNf g is a set of N vertices or nodes
corresponding to N numeric vectors and E is a set of edges or lines between to vertices.
The weight value between Vi ¼ vi1; vi2; . . .; vinð Þ and Vj ¼ vj1; vj2; . . .; vjn

� �
, denoted

weight(Vi, Vj) is cosine value computed by following formula:

weightðVi;VjÞ ¼
Pn

k¼1
vikvjk

ffiffiffiffiffiffiffiffiffiffiffiffi
Pn

k¼1
v2ik

s ffiffiffiffiffiffiffiffiffiffiffiffi
Pn

k¼1
v2jk

s ; i 6¼ j ð3Þ

Where n is the dimension of vectors Vi and Vj (or the number of users). It is noticeable
that weight(Vi, Vj) is computed with values vik and vjk; k ¼ 1. . .n larger than –1 from
vector Vi and Vj respectively. The value of weight(Vi, Vj) indicates the similarity
between item profiles Vi and Vj which means that users intend to give the similar ratings
for the item profiles Vi and Vj.

For each vertex Vi; i ¼ 1. . .N, let wj ¼ weight Vi;Vj
� �

; j 6¼ i. We build an edge
from vertex Vi to vertex Vk if there is only one j = k and max{wj} = wk. In case there is
more than one vertex Vk and max{wj} = wk, we will choose the vertex Vk with lowest
index k.

In order to cluster data input D into k clusters, one of the graph methods such as
Warshall, DFS (Depth First Search) or BFS (Breadth First Search) is applied to find out
connected components of undirected graph D. As the result of this stage, the k con-
nected components are obtained and it also means k clusters. In particular, BFS
algorithm is used to find k clusters in this paper.

Step 3. Building 2-dimensional matrix
This step aims to reduce contextual information dimension so that the sparsity
problem [20] can be partially tackled. After clustering (step 2), a new products set
P ¼ p1; p2; . . .; pj; . . .; pk

� �
including k new products corresponding to k clusters is

constructed. The rating value for a new product pj for each user is the average rating
of this user in the jth cluster (notice that we only consider rating values larger than –1
to compute average rating for each user). The matrix U × I×C (User × Item × Context)
is transformed into the 2-dimensional matrix U × P (User × Product) in this stage.
Regarding testing phase, the predictive rating value for the ith item in context c is
replaced by the predicting value for a new product pj with the jth cluster contains
ItemProfile(i,c). Figure 2 illustrates an example of STI-GB algorithm from step 1 to
step 3.
Step 4. Analyzing the effect of contextual information
The value of ContextEffect(c,u) indicates the effect value from context c to the uth

user. The value of ContextEffect(c,u) is computed as the average rating value of the uth

user in context c (symbolized avg(u,c)) subtracts the overall average rating value of
the uth user (symbolized avg(u)).
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ContextEffect c; uð Þ ¼ avg u; cð Þ�avg uð Þ ð4Þ

Step 5. Predicting
In order to predict the rating value for the uth user, the ith item in context c, applying
first matrix factorization (SVD) [1] technique with 2-dimensional matrix U × P from
step 3 with result MF(u,pj) depicts the predictive rating value for the uth user and the
jth product pj (the jth cluster contains ItemProfile(i,c)).

Then, the predictive rating value for the uth user, the ith item in context c is
computed as following expression:

r̂uic ¼ MFðu; pjÞþContextEffectðc; uÞ ð5Þ

The predictive rating values are adjusted in range rating scale [min, max]. The value
of r̂uic is min (max) whenMF(u,pj) + ContextEffect(c,u) smaller (larger) than min (max).

Rating Prediction Based on Average Calculation Method (AVG) User u’s rating of
item i in c contextual, which denoted by r̂uic is estimated to be approximately user
u rating average in c contextual.

r̂uic ¼ avgðu; cÞ ð6Þ

If user u don’t have any rating in c contextual, user u’s rating of item i is estimated
to be approximately user u’s rating average.

Fig. 2. An example of STI-GB algorithm from step 1 to step 3
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r̂uic ¼ avgðuÞ ð7Þ

New user u’s rating of item i in c contextual is estimated to be approximately all
users’ rating average of item i in c contextual.

r̂uic ¼ avgði; cÞ ð8Þ

New user u’s rating of new item i in c contextual is estimated to be approximately
all users’ rating average of all items in c contextual

r̂uic ¼ avgðcÞ ð9Þ

In the remaining cases, user u’s rating of item i is estimated to be approximately all
users’ rating average of all items in all contexts.

3.4 Recommendation

As usual in RSs (CARSs), an algorithm is applied to predict ratings for unrated items
and then items with high predicted ratings are recommended for the active user.
However, in learning environment, there are some questions/lessons that learners need
to do/study several times to help learners consolidate their knowledge. Therefore,
recommendation in learning environment have to focus on learning resources, we
proposed two recommendation tasks include: (1) Lessons recommendation and
(2) questions recommendation.

Lessons Recommendation. It is true to say that if a lesson is extremely hard to
understand and the probability a learner gives the answer for a question is high. Thus,
this task is to make learners pay attention to important lessons which they need to
understand clearly. Lessons are recommended immediately when a learner finishes an
examination and it offers a list of lessons which this learner should review.

Given L ¼ l0; l1; . . .; lj; . . .; lk
� �

; j ¼ 0. . .k contains lessons whose questions
appear in the examination. For each lesson lj, find Qj set, which includes questions
belong to this lesson and predict ratings for questions in Qj. The predicted rating for lj is
the average rating of questions in Qj. Then such ratings are ranked in ascending order.
Lessons with ratings smaller than a threshold τq are recommended to the active learner.

The rating for a lesson in this case reveals the probability a learner can answers
correctly all questions belong to this lesson, that is the reason why the lessons with the
smallest ratings would be on top in the recommendation list and the learner should
make them priorities to review.

Questions Recommendation. Unlike RSs (CARSs) normally recommend items
which users do not give their assessments, we consider all questions to recommend.
This is because, an extremely difficult question could be recommended many times
although there are ratings for this question.
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Although we consider all questions include questions done by learners, we just
recommend done questions if their predicted rating values are smaller than a threshold
τq. For instance, a learner answers correctly an easy question 3 times, and the predicted
value is approximately 0.82 which is larger than the threshold τq = 0.6, then we do not
recommend this question.

We propose two options for questions recommendation:

1. The first one is overall practice test which has the same structure as a real exami-
nation with questions related many lessons included. Learner is required to provide
the number of questions.

2. The second one is the personalized practice test which learners can choose lessons
they want to practice and how many questions belongs to the each chosen lesson.

Learners can provide duration and the hard level to obtain the suitable practice test.
There are two types of hard level: ascending (default) and descending. The system
predicts ratings for all questions related to the learner’s configuration and recommends
questions with highest predicted ratings in case the ascending hard level is selected and
vice versa.

4 Experiments and Results

We compare the AVG with Item Splitting [21], Context-Aware Matrix Factorization
(CAMF) [22] and STI-GB methods. In particular, the Item Splitting method which
reduces contextual dimensions and applies matrix factorization to predict unknown
ratings is called ISMF. ISMF, CAMF and STI-GB algorithms are based on Matrix
Factorization technique (SVD) [1] and these algorithms are configured same
parameters.

We use five real-world datasets for comparisons and evaluations. The datasets are
used to evaluate the efficiency of algorithms in CARS in general. Additionally, three
lasts datasets related to learning are used to examine the suitability of algorithms in
e-learning environment. The first one is AIST context-aware food preference dataset
called Food in [9], this dataset after pre-processing duplicated records contains 5,300
ratings from 212 real users over 20 food menus in the real and imaginary level of
hungry situations. Therefore, we use these situations along with the levels of hungry as
contextual information. The second one is LDOS-Comoda dataset called Comoda
which is used in [8]. Comoda includes 2,248 ratings from 82 users in 1,225 movies,
rating values are judged along with 12 different contextual information. The third one is
Spoj collected from the online judge system www.spoj.com. This dataset after pre-
processing includes 899,694 submissions with the results are true or false from 16,783
registered users in 2,968 public problems along with learning level as contextual
information. Learning level is deduced based on users’ submission process, after each
10 problems that users solved, learning level is changed. The fourth one is UIT_cqui.
This is the learning dataset of the University of Information Technology’s regular
program from 2006 to 2013. The dataset contains 6,145 students, 342 subjects and
214,905 scores range from 0 to 10. The status of courses and level of students are
contexts. Level contextual of students is deduced based on students’ learning process,
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after each semester that students completed, level contextual is changed. The last one is
UIT_txqm. This is the learning dataset of the University of Information Technology’s
distance learning program. The dataset contains 22,015 students, 92 subjects and
971,886 scores range from 0 to 10. The dataset’s contexts is the same as UIT_cqui
dataset’s contexts (Table 2).

Datasets are partitioned into 5 disjoint sets and we apply 5-fold cross validation
with the most common evaluation metrics such as Mean Absolute Error (MAE) and
Root Mean Square Error (RMSE) [1] to estimate algorithms (Table 3).

Results of using rating prediction based on average calculation method is better in
most cases. With Food and UIT_txqm datasets, compare to ISMF, CAMF, STI-GB
algorithms, average calculation method decreases MAE 20.89 %, 17.79 % and
18.75 %, RMSE 12.5 %, 9.3 % and 13.06 % in Food dataset, decreases MAE 26.39 %,
19.88 % and 35.46 %, RMSE 33.37 %, 28.46 % and 34.49 % in UIT_txqm dataset.
With Comoda, Spoj and UIT_cqui datasets, RMSE results are lowest when using
average calculation method. Compare to ISMF, CAMF and STI-GB, this method
decreases RMSE 2.81 %, 11.52 % and 1.71 % in Comoda dataset, 13.2 %, 10.47 % and
13.42 % in Spoj dataset, 5.2 %, 4 % and 5.3 % in UIT_cqui. Using average calculation
method, MAE in Comoda dataset is greater than STI-GB 2.23 %% but lower than

Table 2. The parameters of datasets

Dataset User
number

Product
number

Rating
number

Context
number

Rating
value

Sparsity

Food 212 20 5,300 2 {1,2,3,4,5} 79.17 %
Comoda 82 1225 2,248 12 {1,2,3,4,5} 99.99 %
Spoj 16,783 2,968 899,694 1 {0,1} 99.74 %
UIT_cqui 6,145 342 214,905 2 [0,10] 99.76 %
UIT_txqm 22,015 92 971,886 2 [0,10] 98.86 %

Table 3. The result of evaluation

Dataset Metric ISMF CAMF STI-GB AVG

Food MAE 0.876 0.843 0.853 0.693
RMSE 1.104 1.065 1.118 0.966

Comoda MAE 0.841 0.884 0.809 0.827
RMSE 1.067 1.172 1.055 1.037

Spoj MAE 0.155 0.155 0.157 0.230
RMSE 0.394 0.382 0.395 0.342

UIT_cqui MAE 1.443 1.278 2.159 1.356
RMSE 2.092 1.878 2.553 1.819

UIT_txqm MAE 1.402 1.288 1.599 1.032
RMSE 2.101 1.957 2.137 1.400
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ISMF, CAMF 1.67 % and 6.45 %, MAE in UIT_cqui is greater than CAMF 6.1 % but
lower than ISMF, STI-GB 6.03 % and 37.19 %.

Furthermore, this method has much lower cost implementation than the imple-
mentations of using algorithms based on matrix factorization ISMF, CAMF, STI-GB.

5 Conclusion and Future Works

In this paper, we propose a context-aware recommendation framework which recom-
mends learning materials for learners. We first present the method to determine con-
textual information implicitly. We then describe the technique to gain ratings from the
study results data of learners. Finally, we propose two methods to predict and rec-
ommend potential items to the active users. The first one is STI-GB for CACF with
contextual modeling approach. This method clusters similar pairs (item, context) to
convert the multi-dimensional matrix User × Item × Context into the 2-dimensional
matrix User × Product to reduce sparsity problem. The second one is AVG which
predicts ratings based on average calculation method. We also compare the STI-GB
and the AVG with different clustering techniques on particular datasets.

In the future, we intend to incorporate the forecasting techniques into CARS to
improve the quality of recommendations.
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Abstract. Ontology plays an important role in the recent years. Its applications
now are more popular and variety. Ontologies are used in the different areas
related to Information Technology, Biology, and Medicine, especially in
Information Retrieval, Information Extraction, and Question Answering.
Ontologies capture background knowledge by providing relevant terms and the
formal relations between them, so that they can be used in a machine-
processable way. Depending on the different applications, the structure of
ontologies has been built and designed with different models. Good ontologies
lead directly to a higher degree of reuse and a better cooperation over the
boundaries of applications and domains. However, there are a number of
challenges that must be faced when evaluating ontologies. In this paper, we
propose a novel approach based on data-driven and information extraction
system for evaluating the lexicon/vocabulary and consistency of a domain
specific ontology. Furthermore, we evaluate the ontological structure and the
relations of some terms of the ontology.

Keywords: Ontological evaluation � Domain specific ontology � Information
extraction

1 Introduction

The methodological approaches for evaluating ontologies have become an active field
of research in recent years. Depending on different applications and the structure of
ontologies, ontology evaluation can be applied in many ways. There are a lot of
researches which are relevant to this field. Pérez [1] proposed a method to evaluate
ontology which consists of two steps. The first one is to describe a set of initial and
general ideas that guide the evaluation of ontologies. The second one is to apply
empirically some of these ideas in the evaluation of the Bibliographic-Data ontology.
Fahad et al. [2] proposed a framework for evaluating ontology. His proposal presented
the ontological errors based on design principles for evaluation of ontologies. It pro-
vided the overview of ontological errors and design anomalies that reduces reasoning
power and creates ambiguity while inferring errors from concepts. Velardi [3] proposed
an approach for evaluation of an actual ontology-learning system. His approach con-
sists of twofold: first, he provided a detailed quantitative analysis of the ontology
learning algorithms. Second, he automatically generated natural language descriptions
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of formal concept specifications in order to facilitate per concept qualitative analysis by
domain specialists. In general, there are a number of researches related to evaluating
ontology. However, these researches evaluate the ontologies based on either the design
principles or the vocabulary of ontology. They do not combine all of them in order to
evaluate ontology more accurately. In this paper, we introduce an approach for onto-
logical evaluation based on the structure, axioms of the ontology and semantics among
concepts.

Our key contributions are as follows: (i) the lexicon/vocabulary and consistency of
a domain specific ontology are evaluated, which based on the data-driven related to
computing domain; (ii) we build an information extraction system to evaluate the
lexicon/vocabulary and consistency of the ontology; (iii) we also evaluate the onto-
logical structure and the relations of terms based on data constraints.

The rest of this paper is organized as follows: Sect. 2 examines related work and
overviews a sample of approaches; Sect. 3 introduces the proposed methodology;
Sect. 4 illustrates the experimental results; Sect. 5 discusses the conclusions and future
works.

2 Related Work

There are a number of frameworks for ontology evaluation, such as OntoClean [4],
OntoManager [5], OntoMetric [6], etc. Each framework has its own advantages and
disadvantages depending on the complexities of ontologies. As outline from Netzer
et al. [7] proposed a new method to evaluate a search ontology, which relied on
mapping ontology instances to textual documents. On the basis of this mapping, he
evaluated the adequacy of ontology relations by measuring their classification potential
over the textual documents. This data-driven method provided concrete feedback to
ontology maintainers and a quantitative estimation of the functional adequacy of the
ontology relations towards search experience improvement. He specifically evaluated
whether an ontology relation can help a semantic search engine support exploratory
search. Soysal et al. [8] built the domain specific ontology focusing on movie domain.
He used three measures, namely Precision, Recall, and F-measure for ontology
evaluation.

The above-mentioned researches and frameworks lack in a general approach for
evaluating the ontologies by combining the features of the ontologies, such as, the
structure of the ontologies, the concepts and axioms in the ontologies. According to
Obrst et al. [9], he suggests that there are a number of methods to evaluate the
ontologies. They are:

• The evaluation of the use of an ontology in an application.
• The comparison against a source of domain data.
• Assessment by humans against a set of criteria.
• Natural language evaluation techniques. Natural language processing tasks such as

information extraction, question answering and abstracting are knowledge-hungry
tasks. It is, therefore, natural to consider evaluation of ontologies in terms of their
impact on these tasks.
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• Using reality as a benchmark. Here the notion of a “portion of reality” is introduced,
to which the ontology elements are compared.

In order to evaluate a more effective one for the ontology, in this paper, we will
propose an approach combining the data-driven and data constraints related to com-
puting domain. Moreover, we build an information extraction system based on this
ontology for evaluating the accuracy of concepts in the ontology.

3 Automatic Evaluation of the Computing Domain Ontology

3.1 Overview of the Computing Domain Ontology

Ontology is a formal and explicit specification of a shared conceptualization of a
domain of interest. Their classes, relationships, constraints and axioms define a com-
mon vocabulary to share knowledge. Conceptualization refers to an abstract model of
some phenomenon in the world. Explicit specification means that the type of concepts
used and the limitations of their use are explicitly defined. Formal specification refers to
the fact that the ontology should be machine-readable. Shared knowledge reflects the
notion that ontology captures consensual knowledge, which is not private to some
individual but accepted by a group.

Formally, an ontology can be defined as the tuple [10]:

O ¼ C; I; S;N;H;Y;B;Rð Þ

Where,

C, is set to consist of classes. In this ontology, C represents categories of computing
domain (for example, “Artificial Intelligent, hardware devices, NLP” 2 C)
I is set of instances belong to categories. In this ontology, set I consists of com-
puting vocabulary (for example, “robotic, Random Access Memory” 2 I)
S = NS [ HH [ YH is the set of synonyms, hyponyms and hypernyms of instances
of set I.
N = NS is set of synonyms of instances of set I.
H = HH is set of hyponyms of instances of set I.
Y = YH is set of hypernyms of instances of set I. (e.g., “ADT”, “data structure”,
“ADT is a kind of data structure that is defined by programmer” are synonymous,
hyponymous and hypernymous of “Abstract data type”)
B = {belong_to (i, c) | i 2 I, c 2 C} is set of semantic relationships between
concepts of set C and instances of set I and are denoted by {belong_to (i, c) | i 2 I, c
2 C} mean that i belongs to category c. (e.g., belong_to (“robotic”, “Artificial
Intelligent”)
R = {rel (s, i) | s 2 S, i 2 I} is the set of relationships between terms of set S and
instances of set I and are denoted by hierarchy and are denoted by {rel (s, i) | s 2 S, i
2 I} mean that s is relationship with i. The relationships can be synonymous,
hyponymous or hypernymous. (e.g., synonym (“ADT”, “Abstract data type”),
hyponym (“data structure”, “Abstract data type”), hypernym (“ADT is a kind of
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data structure that is defined by programmer”, “Abstract data type”). According to
Fig. 1, the following sets can be identified as below:

C = {Software, Software programming, Software technology, Object oriented
programming, data structure, Sequence language}
I = {Abstract data type, Random access memory, Read only memory}
N = {ADT, RAM, ROM}
H = {Data structure, database, memory}
Y = {EPROM, EEPROM, DDRAM, DDRAM2, DDRAM3}

In addition, all concepts and instances of this ontology focus on computing domain;
therefore this ontology is known as Computing Domain Ontology (CDO).
We separate CDO into four layers:

The first layer is known as the topic layer. In order to build it, we extract terms from
ACM Categories [11]. We obtain over 170 different categories from this site and
rearrange them in this layer.
Next layer is known as the ingredient layer. In this layer, there are many different
instances, which are defined as nouns or compound nouns from vocabulary about
Computing domain, e.g., “robot”, “Super vector machine”, “Local Area network”,
“wireless”, “UML”, etc. In order to setup this layer, we use Wikipedia to focus on
English language and computing domain.
The third layer of CDO is known as the Synset layer. To set up this layer, we use
the WordNet ontology. Similar to Wikipedia, we only focus on computing domain.
This layer encloses a set of synset. A synset includes synonyms, hyponyms, and
hypernyms of instances of the ingredient layer.
The last layer of CDO is known as the sentence layer. Instances of this layer are
sentences that represent syntactic relations extracted from preprocessing stage.
Hence, these sentences are linked to one or many terms of the ingredient layer. This
layer also includes sentences that represent semantic relations between terms of

Fig. 1. CDO hierarchy is presented by Protégé
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ingredient layer, such as, IS-A, PART-OF, MADE-OF, RESULT-OF, etc. The
overall hierarchy of CDO is shown in Fig. 1.

3.2 The CDO Evaluation

Many techniques are being used for ontology evaluation in the life sciences and more
generally. In this section, we look at a number of the techniques: evaluation with
respect to the use of this ontology in an information extraction system, with respect to
data-driven and the use of data constraints.

Evaluating the Lexicon/Vocabulary and Consistency based on the Data-Driven

Definition 1. Axioms are the smallest unit of knowledge within an ontology. It can be
either TERMINOLOGICAL AXIOM, a FACT or an ANNOTATION. Terminological
axioms are either CLASS AXIOMS or PROPERTIES AXIOMS. An Axiom defines the
formal relation between ontology entities and their name.

Definition 2. Literals are the names that are mapped to concrete data values, i.e.
instead of using URI to identify an external entity, literals can be directly interpreted.

All of axioms, entities in the Computing Domain Ontology are literals.

To evaluate the lexicon/vocabulary or axioms, in the first method, we use three
measures: Precision (P), Recall (R) and F-measure (F). They are calculated as follows

P Cið Þ ¼ Correct Cið Þ
Correct Cið ÞþWrong Cið Þ ð1Þ

RðCiÞ ¼ Correct Cið Þ
Correct Cið ÞþMissing Cið Þ ð2Þ

F�measureðCiÞ ¼ 2
Precision Cið Þ � Recall Cið Þ
Precision Cið ÞþRecall Cið Þ ð3Þ

Where Ci represents a category in CDO and correct, wrong, missing represent the
number of terms, which are correct, wrong, missing, respectively.

The evaluation of a number of terms, which are wrong or missing in CDO, can only
be carried out by validation with respect to other publicity available computing sources.
We therefore manually verify the knowledge base with respect to benchmark infor-
mation provided by the three computing dictionaries as follows:

• Networking dictionary [12] for evaluating the categories related to the network.
• Dictionary of IBM and Computing Terminology [13] for evaluating the categories

related to hardware and devices
• Microsoft Computer Dictionary (Microsoft corporation [14]) for evaluating the

categories related to software, programming language, etc.
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Definition 3. Given an ontology T and a dictionary D, a term I belongs to category C
with C � T, I is called “Wrong” iff there exists a term I′ belongs to category C′ � D
such as I′ ≡ I with C′ ≠ C.

Definition 4. Given an ontology T and a dictionary D, a term I belonging to category
C’ with C′ � D, I is called “Missing” iff there exists no term I belonging to T.

We propose the evaluated algorithm for calculating three measures: Precision,
Recall, and F-measure as follows
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Evaluating the Lexicon/Vocabulary and Consistency based on the Application.
Once again, consistency and vocabulary of CDO are evaluated based on the applica-
tion. Application-based evaluation offers a useful framework for measuring practical
aspects of ontology deployment. The accuracy of responses provided by the system
will show the accuracy of the ontology. In case, the application is an information
extraction system, which is built based on CDO. The model of this system is shown as
Fig. 2.

According to Fig. 2, the results, which reply to user’s queries are filtered and
extracted from the different layers of CDO. The accuracy of the results will reflect the
accuracy of the terms of CDO and the results will be shown in the next section.

Evaluation of the CDO’s Structure and the Relations of Terms. This is primarily of
interest in manually constructed ontologies. The structural ontology concerns involve
the organization of the ontology and its suitability for application development. There
are some of the approaches for evaluating the structure of ontologies. They are:

• Using anti-pattern and heuristic to discover structure errors in ontologies [15].
According to Lam [15], the structure of ontologies is an error because of these
anti-patterns.

• Constraint validations in ontologies [4]

Definition 5. Data constraint is a limitation that was placed on data when it is
inserted into ontology.

In this case, we define some of the data constrains in CDO as follows

Fig. 2. Model of the information extraction system
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• Instance constraint. Given a term I belonging to Ingredient or Synset layers,
ontology T, set of category C, I 2 T ⇒ 9Ci 2 C | I 2 Ci

• Transitive constraint. Given a term I belonging to Ingredient and Synset layers,
ontology T, set of category C with C1 � C, C2 � C1, C3 � C2, I 2 C3 ⇒ I 2 C2, I 2
C1, I 2 C

• Relational constraint. Given a relationship R(I1, I2,…, In), set of category C,
Ci � C, 9Ii 2 R | Ii 2 Ci with i = 1…n

The data constraint validations are implemented by Structured Query Language
(SQL) since we use Relational Database System (RDBS) for ontological representa-
tion. The experiment results will be shown in the next section.

4 Experiment

4.1 Evaluating the Lexicon/Vocabulary and Consistency of CDO Based
on Data-Driven

Figure 3 respectively shows the results through three above measures when applying
Algorithm 3.1. We choose five categories, which are Hardware, Computer communi-
cation network, Network architecture and design, Software engineering, and Pro-
gramming language for illustration.

The scores reported in Fig. 3 reveal that the ontological evaluation based on
data-driven yields a performance respectably. The Precision measure has a high value.
It means that the lexicon/vocabulary of CDO reflects substantially more relevant
instances than irrelevant while high recall means that the lexicon/vocabulary of CDO
reflects most of the relevant instances.

Fig. 3. Evaluation on the lexicon/vocabulary and consistency of CDO based on data-driven
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4.2 Evaluating the Lexicon/Vocabulary and Consistency of CDO Based
on Application

As mentioned above, the user’s queries, which are inputted directly into the applica-
tion, are used for application-based evaluation. We also pick the same five categories as
first method of illustration. Furthermore, the queries consist of four types of sentences,
as follows.

• 80 queries are only noun phrases, e.g., “Java language”, “CPU Pentium”, “Open
system internetworking”, etc.

• 80 queries are simple sentences that consist of simple subjects and simple predicates
[16]. A simple subject is a noun or noun phrase and the simple predicate is always a
verb, verb string or compound verb, e.g., “Java language does”, “CPU Pentium
makes”, “Transmission control protocol does”, etc.

• 80 queries are simple sentences that consist of subject and complex predicate [16].
The complex predicate consists of the verb and all accompanying modifiers and
other words that receive the action of a transitive verb or complete its meaning, e.g.,
“Java is programming language”, “What is transmission control protocol”,
“Transport layer provides services to the Network layer”, etc.

• 80 queries consist of complex sentences, wrong grammar sentences, and unfinished
sentences, i.e. they do not contain a complete idea, e.g., “control transmission
protocol”, “table routing”, “Mac Address is a unit address for a computer belongs to
Data Link layer”, etc.

Figure 4 respectively shows the results.

The scores reported in Fig. 4 reveal that the accuracy rates of the results are
returned from the information extraction system when the system extracts information

Fig. 4. Evaluation on the lexicon/vocabulary and consistency based on the application
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related to the different queries (96 % for hardware category and 87 % for programming
category).

4.3 Evaluating the CDO’s Structure and the Relations of Terms

As mentioned above, we use SQL for data constraint validations. Some of the SQL
scripts are written for validations. We also pick five categories as previous sections for
illustration. Figure 5 respectively shows the results.

As the above-mentioned definitions, the scores reported in Fig. 5 reveal that the
minimum of the instance constraint reaches about 91 %; it means that all instances of
the synset layer have a relationship with at least an instance of ingredient layer.
Moreover, the transitive constraint reaches 100 %; it means that the structure of CDO is
reasonable while the minimum of relational constraint reaches about 82 %.

5 Conclusions

In this paper, we dealt with the problem of the ontological evaluation. This ontology
focuses only on computing domain and it has the complex structure. In order to
evaluate the lexicon/vocabulary or axioms and consistency of the ontology, we pro-
posed two methods; (i) based on data-driven; (ii) based on information extraction
system. We also used the data constrains for validation of the ontological structure and
the relations of terms. Results generated by such experiments show that the terms and
axioms belonging to different layers of the ontology have a high accuracy rate and the
ontology can be used for many different applications, such as, Information Retrieval
applications, Information Extraction applications. Comparing to other frameworks for

Fig. 5. Evaluation on the ontological structure and the relations of terms
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evaluating the ontologies, such as, OntoClean, OntoManager, OntoMetric, our pro-
posed approach evaluates the lexicon/vocabulary of CDO based on not only the
data-driven, but also the application and data constraint in order to check the accuracy
of instances of CDO.

In the future work, we will focus particularly on automatically ontological
enriching, but the accuracy rate in terms of the ontology is still high. Besides, the data
constraint validations are also satisfied.
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Abstract. Comics is rapidly developing and attracting a lot of people around
the world. The problem is how a reader can find a translated version of a comics
in his or her favorite language when he or she sees a certain comics page in
another language. Therefore, in this paper, we propose a comics instance search
based on Bag of Visual Words so that readers can find in a collection of
translated versions of various comics with a single instance as a comics page in
an arbitrary language. Our method is based on visual information and does not
rely on textual information of comics. Our proposed system uses Apache
Lucene to handle inverted index process to find comics pages with visual words
and spatial verification using RANSAC to eliminate bad results. Experimental
results on our dataset with 20 comics containing more than 270,000 images
achieve the accuracy up to 77.5 %. This system can be improved for building a
commercial system that allows a reader easily search a multi-language collection
of comics with a comics page as an input query.

Keywords: Visual instance search � Comics � Bag of visual words � Lucene

1 Introduction

Nowadays, comics is developing rapidly and strongly all around the world. It is
attracting the attention of a lot of people at many places and in various ages. This is
proven by the growth of the comics book industry. In some countries, such as Japan or
US, comics has become a part associated with its culture and social. In these countries,
comics is separated to special types with the special name indicated for the comics at
there. In particular, Manga is used for comics of Japanese or American Comics is used
for comics of US. DC and Marvel are the biggest comics publishers that many film is
adapted from their products. In the end of 2014, One Piece, a famous Manga, has
320,866,000 printed copies worldwide [1].

With the rapid developing of comics worldwide, a comics can be translated to
different languages. For example, One Piece has already officially published in over
30 countries [1]. When someone sees a comics page on a website or on a shared post
from social network, she might want to know that where she can read it or if it has a
translated version in her favorite language. In this case, if using textual information, she
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will easily find out the name of the comics. However, it is really difficult to find where a
specified page exactly come from in that comics.

Furthermore, it also not easy to find a translated version of a given page in an
arbitrary language even if we can know the original name of the chapter containing the
considered page. Actually, the translated chapter name is usually different due to given
by idea only. For example, a name of One Piece chapter in English is “Romance
Dawn” but in Vietnamese is “Bình minh của cuộc phiêu lưu”, means dawn of
adventure. Besides, some translated comics come with different number of chapters in a
volume, even number of pages in a chapter. Some electronic versions of a specified
comics can contain different structure from the corresponding printed versions. So,
some versions have no correspondence to the original one. Besides, the text in comics
do not always appear separately from the figures, the text is usually mixed into figures
and can be in different fonts and sizes, even appears with decoration in a figure. So,
understanding the content of a comics from text only is not an easy task. Therefore, it
motivates us to use the visual information of image to solve this problem.

Using the visual information also encounters some problems. Each comics is
translated into different languages with different versions and different variants.
A specified language can produce many translated versions of a comics (Fig. 1a)
because a comics when is translated into a given language can be made by many
groups of translators: it can be translated by some groups of volunteers or by some
official publishers. Therefore, this makes variety of translated versions. Besides, vari-
ants of a comics are also created because of some reasons. First, it is depending on the
reading style. Particularly, Japanese reading style is back to front and right to left from
a book and verbose for reading style of Vietnamese and others, it makes a variant type
that flipping images vertically (Fig. 1b). Next type of variant is some part of the comics
might be modified to adapt with the culture, law, or social view point. (Fig. 1c).
Another variant of comics can be produced after translation when texts appear as
decoration of page and provide signification differences in visual perception. They can
see easily by human eyes but in computer eyes, they are completely different features
(Fig. 1d). With all reasons mentioned above, they make some difficulties to find some
other versions of the specified image in a large dataset of pages in different translated
versions and variants of them.

In this paper, we propose a system to search for translated versions and variants of a
specified comics page based on a visual instance of that comics page. The input data of
this system is a comics page in an arbitrary language, the system finds the corre-
sponding pages in different translated versions and variants of the input query. By this
way, readers can easily find a translated version corresponding to a given page or a
chapter that she wants to read in her mother language. Our proposed solution is based
on visual instance search framework with Bag of Visual Words [10].

Main Contribution First, we conduct an experiment to find the type of features
suitable to represent the characteristic of comics images, and we find that ORB [5] is a
solution that has better performance than SIFT [3] and SURF [4] and achieves com-
petitive accuracy against SIFT and SURF. Second, we propose and implement an
instance search system for comics based on Lucene, a strong search engine used widely
in software industry. We also apply RANSAC as the post processing step for spatial
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verification in order to push the list of results and eliminate bad matching candidates.
Figure 2 demonstrates a query and produced results of system. Last, we also conduct an
experiment for evaluating the number of visual words that is the best for using in this
system. The system is evaluated with more than 270,000 pages of 20 different comics
in different languages and the result of 750 test queries achieves the accuracy up to
77.5 %.

The content of this paper is as follows. In Sect. 2, we briefly review different
methods for visual instance search. Our proposed method for comics instance search is
presented in Sect. 3. Section 4 is for experiments and evaluation. The conclusion and
discussion for future work are in Sect. 5.

Fig. 1. Some significant problems of finding corresponding images using visual information:
(a) original page and its different language version; (b) original page and its modified version
with flipping vertically; (c) original page and its modified version with omitted or modified parts;
(d) original page and its modified version with different decorative texts.

Fig. 2. A sample of query input and search results
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2 Background

The original Bag of visual words (BOW) model, introduced by Sivic for video retrieval
[10], is a foundation for most of the state-of-the-art image retrieval systems. This model
bases on the sharing significant number of local patches, called the key assumption, of
two similar images. Sparse feature detectors, such as DoG [11], Hessian-Affine [12] or
MSER [13], is very efficient to detect interesting regions of rich-textured objects such
as buildings, paintings, advertising posters.

Many techniques, such as RootSIFT feature [14], large vocabulary [15], soft
assignment [16], multiple detectors and features combination at late fusion [17] or
query-adaptive asymmetrical dissimilarities [18], have been proposed to improve the
performance of retrieval systems. Among these methods, spatial verification is one of
the most effective approaches, and is also used as a preprocessing step for other
advanced techniques. Spatial verification can be classified into two classes: spatial
reranking and spatial ranking.

Spatial reranking checks the geometric consistency of visual words on a short list of
about 200 to 1000 results given by the BOW model. An effective solution for this
problem is using RANSAC and exploiting the local shape of the affine covariant region
for rigid affine consistency checking, which was first applied by Philbin et al. [15].
Hough Pyramid Matching approach for spatial reranking uses a hierarchical structure to
group matches, thus resulting in an algorithm which is only linear in the number of
putative correspondences [19]. Also, an elastic spatial checking technique was pro-
posed to emphasize the topology layouts of the matching points [20].

Spatial ranking incorporates the spatial information at the original ranking stage to
improve the efficacy of the search system. Jegou et al. [21] introduced a method using a
Houghlike voting scheme in the space of similarity transformation between the query
and training images, but this is just a weak geometric consistency checking (WGC).
Cao et al. proposed to use spatial-bag-of-features which capture the spatial ordering of
visual words under various linear and circular projections [22]. Shen et al. proposed to
transform the query ROI by the predefined scales and rotations [23]. However, this
method is much more expensive in cost of computation than other approaches such as
BOW or WGC.

3 Proposed Comics Instance Search System

Our proposed system includes two stages: training and search. The training stage is
responsible for providing the data indices of training images used to search similar
images from a query on search stage. Illustrated by Fig. 3, the training stage of this
system comes with four main steps:

• Step 1: Comics images in database are extracted features with ORB algorithm [5].
This step produces rBRIEF descriptors and key points.

• Step 2: We will pick randomly n descriptors for training the k-means [2] model. As
a result of this step, we have a collection of k-means vectors that each of them is the
center point of k clusters.
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• Step 3: All rBRIEF descriptors are quantized using k-means vectors. This step
produces quantized vectors and BOW vectors.

• Step 4: The quantized vectors will be indexed using Apache Lucene search engine
library.

The final results of this training stage are k-means vectors, BOW vectors and data
indices used for search stage.

As the name of the stage, search stage is a procedure for searching a query image.
The result of this stage should be a ranked list of similar trained images. Figure 4
demonstrates the five main steps of system for searching a query image:

• Step 1: The query image also will be extracted features with ORB algorithm.
• Step 2: The rBRIEF descriptors of this image is used to calculate labels string with

k-means vector obtained from training stage.

Fig. 3. Proposed training system

Fig. 4. Proposed search system

Comics Instance Search with Bag of Visual Words 303



• Step 3: This labels string is used as a query input for Apache Lucene search engine.
As a result of this step, we obtains a list of found items with their features.

• Step 4: We rank the results by comparing the distance from the BOW vector of
query image to BOW vectors of found items. Finally, the ranked list of results is
obtained.

• Step 5: As the post processing step, we apply the spatial verification using RAN-
SAC. This step produces a high quality results after eliminating bad results.

In this system, consider to persistent information storage, we need store 3 addition
type of data beside comics dataset. They are k-means vectors, BOW vectors, search
engine indices. Following parts will describe modules of system in detail.

3.1 Image Feature Extraction with ORB

Feature extraction used in both training and search stage of this system is a important
module in this system. Because the output data of this module are used in all others
modules and they are foundation of performance, efficiency and accuracy of the entire
system. In this system, we use ORB (Oriented FAST and Rotated BRIEF) algorithm.

ORB is a robust feature extracting algorithm introduced by Ethan Rublee, et al. at
ICCV 2011 [5]. As the title of proposed paper, this algorithm is considered as a good
alternative to SIFT (Scale-Invariant Feature Transform) [3] and SURF (Speeded-Up
Robust Features) [4] in computation cost and matching performance. Besides, it is a
child of “OpenCV Lab” so it is strongly and fully supported from OpenCV library.
ORB is a combination of FAST (Features from Accelerated Segment Test) key point
detector [6] and BRIEF (Binary Robust Independent Elementary Features) descriptor
[8] with many modifications to enhance the performance.

In detail of ORB, first it find keypoints using FAST algorithm, then find top result
using Harris corner measure and apply pyramid to produce multiscale features.
However FAST doesn’t compute the key point orientation, so it considers a patch of
pixels with key point as the center and computes the intensity weighted centroid of the
patch. The direction of the vector from the center point to intensity centroid provides
the orientation of the key point. Second, ORB uses BRIEF for feature descriptors.
But BRIEF is not good for describing rotation, so ORB performs some modifications to
solve this problem. The result is called Rotated BRIEF or rBRIEF. For matching
rBRIEF descriptors, ORB uses multi-probe LSH, an improvement of the traditional
LSH. In conclusion, the paper says ORB is faster than SURF and SIFT on extracting
and ORB is better than SURF on matching.

We choose ORB because of four reasons: comics image characteristic, storage size
efficiency, processing performance and matching accuracy. About characteristic of
image, comics images contain a lot of strokes, this makes SIFT and SURF really slow
because they must process too many key points (Fig. 5 gives a sample for this). Instead,
in our practice, ORB handles well this problem with high performance and acceptable
accuracy. About storage size efficiency, rBRIEF uses only 32 bytes for a descriptor
while SIFT uses 512 bytes for a 128-dim vector descriptor and SURF uses 256 bytes
for a 64-dim vector descriptor. In our experiment, ORB is 24.65 times faster than SIFT
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and 4.987 times faster than SURF in the average processing time of feature extracting.
As a result, ORB completely wins SIFT and SURF on processing performance. Also in
our experiment, the accuracy on matching of ORB competes to SHIFT and SURF with
passing more than 90 % of tests. Put all reasons in place, ORB is a reasonable choice
for feature extraction.

3.2 Train K-means Model by RBRIEF Descriptor Vectors

K-means [2] is one of the simplest algorithms of unsupervised machine learning for
solving the clustering problem. This algorithm is an iterative process to partition n
vectors into k clusters.

In our system, k-means is used to cluster the rBRIEF descriptor vectors obtained
from ORB feature extraction. This clustering results, a very important data, will be used
for indexing image features and searching similar images. Therefore, they decide the
accuracy of system. In this step, we pick randomly a collection of 1 million vectors in
all descriptors extracted from comics image dataset and train k-means model to obtain
k cluster center vectors. In our experiment, we find out k = 30,000 gives the best result
for searching step.

3.3 Descriptor Vector Quantization

This module is responsible for applying quantization to feature descriptors of an image
and producing a quantized vector and BOW vector of the specified image. A quantized
vector is a vector that each element is the index of cluster that a corresponding
descriptor belong to. A BOW vector is a histogram of the cluster frequency of
descriptor quantization. This histogram has k bins where k is the number of k-means
clusters. This histogram can be built in hard assignment way that means for each visual
word we just vote only one for the best cluster. However, in order to improve the

SURF SIFT ORB

Fig. 5. Feature extraction in a comics page using SURF, SIFT, ORB features
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accuracy of our system, we apply the soft assignment. Each feature can vote to different
relevant clusters according the distance from that feature to the centroid of clusters. In
our experiment, we choose the number of relevant clusters used for soft assignment is
three.

With each of feature descriptor in rBRIEF descriptors set of image, we find the
cluster of k-means clusters to which this descriptor belongs by calculating the nearest
Euclidean distance of considering descriptor vector and k-means center vectors.
Actually for soft assignment, we will find 3 nearest clusters for a description. Index of
the best cluster will be assign to corresponding element of quantized vector. Then, we
vote 0.6 for bin of best cluster in BOW vector and 0.2 for bins of remaining clusters.
This process is called as vector quantization. The results of this step are quantized
vector and BOW vector of the specified image.

3.4 Pattern Indexing and Searching with Apache Lucene

The objective of this step is finding a set of images in dataset which related to the query
image. An image is considered to be related if it has at least one the visual keyword
contained in the query image. A common solution is using the invert index tree that the
key of map is a visual word and the value of a key is a linked list of image containing
the corresponding visual word as mapping key. Instead of building this invert index
tree manually, we use a professional tool, Apache Lucene, to handle this.

Because Lucene is a text search engine, we must convert the quantized vector to a
string of base 16 words converted from each element of quantized vector. This label
string will be used for indexing and searching images using a text search engine that
each token for indexing corresponds to a label of each feature descriptor.

Apache Lucene is a very strong library for text search that widely used in many
large systems. As an example, Apple, Disney Twitter websites are using Lucene for
their real time search [25], and Elasticsearch server is based on Lucene. [24].

Apache Lucene is a free open source text search engine library [25] written first in
Java by Doug Cutting. It is a technology suitable for application that requires full text
indexing and searching capability with high-performance and full-featured. Doug
Cutting originally wrote it in 1999. Then, it joined to Apache Software Foundation’s
Jakarta family of open source Java products in 2001 and became top-level Apache
project in February 2005. The latest version of Lucene is 5.2.0 which released on June
7, 2015. It also has been ported to many programming languages as Delphi, Perl, C#,
C++, Python, Ruby, and PHP [24].

Apache Lucene includes five main modules as Document, Analyzing, Storing,
Indexing and Searching. First, at the core of logical architecture is idea of a Document
containing Fields, whose values may be strings or instances of content. Second,
Analyzing module provides analyzers used for converting raw text to tokens that will
be actually indexed. There are some build-in analyzers included in library such as
Standard Analyzer for grammar based analysis and Whitespace Analyzer for whites-
pace based separation. Third, Storing module defines location for storing persistent data
that include indices and associate data. Forth, Indexing module is used to create and
add documents to indices and to read indices from stored places. For these features,
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Index writer and Index reader are two main components in this module. Last, Searching
module provides data structures to represent queries and finds out top documents in
indexed data. Index Searcher is the major component in this module.

In order to create indices, Documents, which should consist of at least one Field of
content, are analyzed and converted to tokens by an Analyzer. After that, the Index
Writer coordinates things to get a meaningful index and creates indices. These indices
will be stored in a Directory which is a component of storing module. Directory may be
a real directory in file system or a virtual place in memory. Put these things in place and
we have the Lucene Index procedure.

In order to search an index, the same analyzer used in indexing procedure is reused
to analyze the query document to query tokens. Then, a Query is built from these
analyzed tokens and an Index Searcher is used to run query on the indices stored in the
Directory. The result of this execution is a list of documents found for the searching
terms. Each result in list includes the corresponding document identifier and the score
that indicates how good matching it is. Put all of them together, we have the Lucene
Search procedure.

In case of our system, we must ensure that each clustering label of image descriptor
should be indexed by search engine. Therefore, the most suitable analyzer is Whites-
pace Analyzer. Beyond this note, all of procedures for indexing or searching of our
system are the same as Lucene workflow.

3.5 Ranking the Results Using BOW Vectors

The previous step gives us a collection of related image corresponding to the query. As
the final step of this system, a ranking process is applied to find the most similar images
as the final results.

The objective of this module is ranking the results given by searching the relevant
images in dataset. We rank the results according to the similarities of these candidates
with the given query. In particular, we calculate the Euclidean distance of the BOW
vectors of candidates and BOW vector of the query image and select top N nearest
items as the result.

In the future, they can be different formulas and methods in order to rank the
results. But currently we just use the Euclidean distance to estimate the difference
between the BOW vectors for this ranking task.

3.6 Spatial Verification Using RANSAC

This step is used for eliminating bad results. This module is an acceptant test for
selecting eligible results. A verifying image should be accept only if it matches the
query image. This step will improve the quality of results.

The key idea of matching decision is that a pair of images will be matched only if
there are at least T matched keypoint pairs which pass an homogaphy test. In other
words, if we can find a perspective transformation matrix that has ability to transform T
points from the query image to the verifying image so that each transformed point
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approximately matches the corresponding point of verifying image in the considering
keypoint pair, we can decide that two images are matched.

For calculating the homography matrix, we use the RANSAC (Random Sample
Consensus) algorithm [9]. It provides an estimation for a mathematical model with
input as a set of outliers containing data. The objective of this algorithm is producing a
reasonable result only with a certain probability that more iterations should increase
this probability.

By this way, we will eliminate candidates unsatisfying the spatial verification
step. This processing pushes the accuracy of final results. As the characteristic of
comics images, they only can be changed by 2D transformations but not 3D projec-
tions, so applying spatial verification using RANSAC is a logical approach.

Going into detail, in this step, we have a list of image results from search
step. Now, each result image given will be applied these steps for verify if it should be
accept:

• Step 1: Find matched keypoint pairs between verifying image and query image
using Brute-Force matching.

• Step 2: Pick top N best score pairs and apply RANSAC to calculate perspective
transformation matrix for these pairs. In experiment, we choose N = 100 and call the
transformation matrix as M.

• Step 3: Transform one by one matched points from query image to verifying image
using M perspective matrix and verify the transformed point if its distance to
corresponding matched point of verifying image is less than a threshold D pixels. In
experiment, we choose D = 10.

• Step 4: Count passing results of previous step. If number of them is greater than a
threshold T, the system decide that two images match together. Otherwise, they are
unmatched. In practice, we find out T = 30 gives the best decisions.

In practice, our experiment applies this method to features extracted from test
comics images by SIFT, SURF and ORB. The results of all algorithms are good with
more than 90 % tests passing. In conclusion, this method is suitable for verify if a pair
of comics images are matched.

4 Experiments

We conduct two experiments. First, we do an experiment to verify performance and
accuracy of the chosen feature extraction algorithm, ORB, compared to SIFT and
SURF algorithms in both two phases of features extracting and matching. Second, an
experiment evaluates the best value of k used in k-means clustering step. This
experiment is executed on full-feature of proposed system using vary values of k and
measures the accuracy of search stage to evaluate the best k. The first experiment will
proof the reasonability of chosen algorithm for features extraction, and the second one
will provide the best parameters for proposed system as well as the accuracy of entire
system.
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4.1 Ability of ORB Compared to SIFT and SURF

This experiment is used to test the performance and accuracy of three feature detector
algorithm: SIFT, SURF and ORB in the dataset of comics images that each image
contains almost strokes.

Test Environment and Dataset For the test environment, we execute this experiment
on a system with hardware configuration: Intel Core i3 2.53 GHz CPU and 4 GB of
RAM.

The objective of this experiment is measuring to find out an algorithm with fast
speed and high accuracy. So we build and ground truth a test dataset to benchmark the
performance and accuracy of test algorithms. Particularly, the dataset of this experi-
ment includes 2000 pairs of comics images and it grounded truth. In detail, the dataset
has 750 matched pairs and 1250 mismatched pairs. In these mismatched pairs, there are
50 % pairs of the same comics that they have the same style and 50 % pairs of different
comics that they have completely different styles. Because of our requirement that this
system can be make some wrong rejects but should not be make wrong accepts as a
requirement, we uses a test dataset that mismatched test cases (62.5 %) are more than
matched test cases (37.5 %).

Experiment With each test algorithm, we execute two phases: feature extracting and
matching. The matching phase is introduced in part F of Sect. 3.

Before running this experiment, we apply some modify parameters to tested
algorithms. First, because of the characteristic of comics images that contains almost
stroke, SURF will find and process too many detected keypoints with default settings
of OpenCV. It make SURF very slow, even slower than SIFT. For solving this, we use
15000 as the Hessian threshold for SURF. In practice we find that this parameter is
good for SURF handling comics images with high performance and accuracy. Second,
for ORB, we use 1000 as the threshold of top features. We also find that this parameter
is really good for ORB processing comics images.

As a result, the performance comparison is introduced by Table 1. About speed, the
average features extraction speed of ORB is 24.65 times faster than SIFT and 4.987
times faster than SURF. Besides, the average matching speed of ORB is also faster than
both SIFT and SURF with 25.9 times and 1.516 times. In the comparison of speed,
ORB is the best of all.

In big dataset, the size of storing data will seriously affect to the system. Table 1
provides the average storage size of three algorithm. In particular, SIFT is 118.5 times

Table 1. Performance comparison between SIFT, SURF and ORB

Average
SIFT SURF ORB

Extracting speed (in seconds) 2.161 0.437 0.088
Matching speed (in seconds) 3.605 0.211 0.139
Storage size (in KB) 3702.14 520.05 31.25
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bigger than ORB and SURF is 16.64 times bigger than ORB. So, we can see that ORB
is the best choice for storage size efficiency.

Finally, Table 2 describes the accuracy of three algorithms. As a result, all three
algorithms are competing on accuracy with over 98 % correct results in 2000 test image
pairs. It’s a high accuracy. In detail, ORB has 13 failed tests (99.35 %), SURF has 12
failed tests (99.4 %) and SIFT has 23 failed tests (98.85 %).

Put all in place, with high processing performance, storage size efficiency and
competitive accuracy, ORB is a reasonable choice for feature extraction.

4.2 Determine the Number of Visual Words

This experiment is used to estimate the number of clusters or visual words. In other
words, the objective of this experiment is evaluating the best value of k for k-means
clustering.

Dataset The dataset of this experiment includes 136,506 images of 20 different comics
in different languages. Each image in dataset includes original version and its flip
version for handling the case of flip pages, so dataset actually has 271,512 images total.

About test queries, we build and ground truth 750 tests. Each test includes a pair of
images: query image and expect image. All query images are not in training dataset and
corresponding expect image is contained in the dataset. A test will pass if the expect
image is in top ten search results of the associated query image. Query images and
expect images are in different languages and in different visual perceptions.

Experiment First, we extract features of all images in dataset using ORB. Them we
pick randomly 1,000,000 features among them for training k-means clustering model.
In the query procedure, we apply the spatial verification using RANSAC as the post
processing step to push the quality of results. We execute the experiment with values of
k from 100 to 30,000 and run the test queries. The accuracy is evaluated by checking if
the expect image of a specified query is in top ten results of search system. Figure 6
provides the charts of the accuracy and the processing time of search process with vary
values k from 100 to 30,000. And Table 3 introduces full results of this experiment.

In conclusion based on experiment results, for accuracy of search system, we find
out the k value = 30,000 giving the best result for searching step and the accuracy can
be increase if we increase value of k. However, increasing the value of k will affect to
the performance of system. We can see that the accuracy doesn’t increase so much with
high values of k but the processing time increases quite a lot. For the balance between

Table 2. Accuracy comparison between SIFT, SURF and ORB

Total
SIFT SURF ORB

Number of unsuccessful cases 23 12 13
Accuracy (%) 98.85 99.40 99.35
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accuracy and performance, in this system, we choose the 30,000 as value of k with the
average search speed about 5 s, an acceptable speed for an image search system.

Fig. 6. Accuracy in percent and average processing time in seconds corresponding to numbers
of visual words

Table 3. Experiment results by values of k

K Accuracy in percent Average Search Speed

100 21.20 % 2.9617
300 25.20 % 2.8953
500 31.20 % 2.6762
800 40.40 % 2.6673
1000 43.07 % 2.5538
3000 59.47 % 2.7145
5000 62.80 % 2.7570
8000 67.33 % 3.2253
10000 67.33 % 3.3503
12000 69.87 % 3.2969
15000 72.13 % 3.3445
18000 73.20 % 3.8375
20000 74.13 % 3.9070
25000 76.53 % 4.3969
30000 77.47 % 5.1703
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5 Conclusion

We propose a search system to find comics based on visual information. Using this
system, comics readers can easily find a translation of a comics page in their desired
language and even they can find different versions of translation in a certain language
just based on the visual information. The proposed method can overcome the diffi-
culties to recognize the textual information from the pictures in each page of the comics
because of the decoration of the texts and the mixture of pictures and texts. We has
already implemented the prototype of system using Lucene to build inverted index of
comics pages by visual words, Bag of visual word to rank the results given by Lucene
with dataset of over 270,000 images and the spatial verification using RANSAC to
eliminate bad results as the post processing step. As the result of experiment, the
system takes average about 5 s for a search query and reaches about 75 % of accuracy.
This appropriates for a real application with further optimizations. In addition, we are
continuing to try different methods to effectively build and compare histogram vectors.
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Abstract. In this paper, we focus study the characteristics of fuzzy attributes,
object/class, class/superclass basing on approximate semantic approach to hegde
algebras (HA). On this basis, we present methods of determining the mem-
bership degree on the fuzzy characteristics this.

Keywords: OODB � FOODB � HA

1 Introduction

Fuzzy relational database model, fuzzy object-oriented database model and related
problems have been widely researched by many authors in recent years [1–9]. To
represent fuzzy information in the data model, there are many basic approaches: the
model based on similarity relation and the model based on possibility distribution, etc.
All these approaches aim to achieve and handle the fuzzy values to the satisfaction of
the incomplete, imprecise and uncertain information.

Depending on advantages of HA structure [4, 5], the authors study a relational
database model [6–9] and fuzzy object-oriented [2, 3] based on the approach of HA, in
which linguistic semantics is expressed by values of semantically quantifying map-
pings of HA. According to the approach of HA, linguistic semantics can be expressed
in a neighborhood of intervals determined by the fuzzy measure of the linguistic value
of an attribute as a linguistic variable.

Similar to traditional object oriented database model, in the fuzzy object oriented
database models exist the relationships as relation between the class with objects,
between subclasses with superclass, association relationship. The problem is how to
determine degree membership the relationships. On that basis, we build degree measure
the semantic approximation of the two fuzzy data to define degree membership of
relationships this in the fuzzy OODB model.

This paper is presented as follows: Sect. 2 presents some fundamental concepts
related to hedge algebraic as the basis for the next section. Section 3 presents the
method of determining the degree of membership in the fuzzy OODB model, and
Sect. 4 concludes the paper.
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2 Hegde Algebra

Consider a complete hedge algebra (Comp-HA) AX = (X, G, H, Φ, Σ, ≤), where G is a
set of generators which are designed as primary terms denoted by c− and c+, and
specific constants 0, W and 1 (zero, neutral and unit elements, respectively),
H = H + [H- and two artificial hedges Σ, Φ, the meaning of which is, respectively,
taking in the poset X the supremum (sup, for short) or infimum (inf, for short) of the set
H(x) - the set generated from x by using operations in H. The word “complete” means
that certain elements are added to usual hedge algebras in order for the operations Σ and
Φ will be defined for all x 2 X. Set Lim(X) = X\H(G), the set of the so-called limit
elements of AX.

Proposition 2.1. Fuzziness measures fm and fuzziness measures of μ(h), 8h 2 H, the
following statements hold:

(1) fm(hx) = μ(h)fm(x), 8x 2 X.
(2) fm(c−) + fm(c +) = 1.
(3)

P
�q� i� p;i6¼0 fmðhicÞ ¼ fmðcÞ, where c 2 {c−, c+}.

(4)
P

�q� i� p;i6¼0 fmðhixÞ ¼ fmðxÞ, x 2 X.
(5)

P
lðhiÞ : �q� i� � 1f g ¼ a and

P
lðhiÞ : 1� i� pf g ¼ b., where α, β > 0 và

α + β = 1.

In HA, each term x 2 X always have negative sign or positive sign, is calles
PN-sign and is defined recursively as below:

Definition 2.1. (Sign function). Sgn: X → {−1, 0, 1} is a function which is defined
recursively as follows, where h, h’ 2 H, and c 2 {c−, c+}:

(1) Sgn(c−) = −1, Sgn(c+) = + 1.
(2) Sgn(h’hx) = 0, nếu h’hx = hx, otherwise

Sgn(h’hx) = -Sgn(hx), if h’hx ≠ hx và h’ is negative with h (or c, if h = I and x = c)
Sgn(h’hx) = + Sgn(hx), if h’hx ≠ hx và h’ is positive with h (or c, if h = I and x = c).

Proposition 2.2. with 8x 2 X, we have: 8h 2 H, if Sgn(hx) = + 1 then hx > x, if Sgn
(hx) = −1 then hx < x and if Sgn(hx) = 0 then hx = x.

From properties of fuzziness and sign function, semantically quantifying mapping
of HA is defined as below:

Definition 2.2. Let AX = (X, G, H, Σ, Φ, ≤) be a free linear complete HA, fm(x) and
μ(h) are, respectively, the fuzziness measures of linguistic and the hedge h satisfying
properties in proposition 2.1. Then, υ is a induced mapping by fuzziness measure fm of
the linguistic if it is determined as follows:

(1) tðWÞ ¼ j ¼ fm(c�Þ; tðc�Þ ¼ j� afm(c�Þ ¼ bfm(c�Þ; tðcþÞ ¼ jþ afm(cþÞ:

Defining Membership Functions 315



(2) vðhjxÞ ¼ vðxÞþ SgnðhjxÞf
P j

i¼SgnðjÞ lðhiÞfmðxÞ � xðhjxÞlðhjÞfmðxÞg; where xðhjxÞ ¼
1
2 ½1þ SgnðhjxÞSgnðhphjxÞðb� aÞ� 2 fa; bg, for all j, −q ≤ j ≤ p and j ≠ 0

(3) tðUc�Þ ¼ 0; tðRc�Þ ¼ j ¼ tðUcþÞ; tðRcþÞ ¼ 1, for all j, −q ≤ j ≤ p and
j ≠ 0,

We have: vðhjxÞ ¼ vðxÞþ SgnðhjxÞf
Pj�1

i¼SgnðjÞ lðhiÞfmðxÞg and vðhjxÞ ¼ vðxÞþ
SgnðhjxÞf

P j
i¼SgnðjÞ lðhiÞfmðxÞg.

Example 1. Let HA AX = (X, C, H, ≤), Where H+ = {More, Very} with More < Very
and H− = {Little, Possibly} with Little > Possibly. C = {Small, Large}with Small is
negative term, Large is positive term. Assuming let W = 0.5, fm(Little) = 0.4, fm
(Possibly) = 0.1, fm(More) = 0.1, fm(Very) = 0.4. Meantime, we have Table 1 of
values function v as follow.

3 Fuzzy Object-Oriented Database Model

FOODB model is proposed data model similarity based. In FOODB model, regarding
the representation of imprecise information, uncertainty is handled at three levels:
attribute level, class/superclass level and object/class level.

3.1 Attribute Level Uncertainty

3.1.1 Attribute Uncertainty
FOODB deals with 3 types of uncertainty at the attribute level.

(a) The first type being incomplete type when the value of the attribute is specified as
a range value (e.g. 100–200). This type is called “incompleteness.”

(b) The second type of uncertainty occurs when the value of the attribute is unknown,
does not exist or there is no information on whether a value exists or not. This
type of uncertainty is called “null”.

Table 1. values function ν

Linguistic value Function ν Linguistic value Function ν

Very very small 0.04 Very very large 0.96
Very small 0.10 Very large 0.90
Possibly very small 0.11 Possibly very large 0.89
Little very small 0.16 Little very large 0.84
Small 0.25 Large 0.75
Very possibly small 0.26 Very possibly large 0.74
Little small 0.40 Little large 0.60
More little small 0.41 More little small 0.59
Very little small 0.46 Very little large 0.54
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(c) The third type of uncertainty occurs when the value of the attribute is vaguely
specified. This type of uncertainty is called “fuzzy”.

A similar relationship or the fuzzy equivalence relationship, is represented by a
similarity matrix, is basis for FOODB model the based on similarity. The similarity
matrix shows the similarity of each element of other elements in fuzzy domain. The
next section, we present an method similar matrix construction based on semantic
approximation of HA.

3.1.2 Similarity Matrix

Definition 3.1. To evaluate the semantic approximation of resemblance between each
pair term in fuzzy domain of a attribute, we construct function SP (Semantic Proximity)
as follows:

SP(x; yÞ ¼ 1� jvðxÞ � vðyÞj

where, v(x) and v(y) respectively is quantitative semantics value of the linguistic x and
y.

Function SP have the following:

1. 0 ≤ SP(x,y) ≤ 1
2. SP(x,x) = 1
3. SP(x,y) = SP(y, x)

Example 2. Build quantitative semantics for attribute in the case where attribute
values are linguistic values. Consider HA of linguistic variable age, where Dage = [0,
100], generating elements {0, young, W, old, 1}, the set of hedges are {little, possibly,
more, very} (L, P, M, V correspond), FDage = Hage(old) [ Hage(young). Choose fm
(old) = 0.5, fm(young) = 0.5, µ(P) = 0.2, µ(L) = 0.3, µ(M) = 0.1 and µ(V) = 0.4.

Based on the definition 2.2 we calculate quantitative values of linguitics term for
attribute age, results as follows: v(V yuong) = 0.1; v(M young) = 0.225; v
(young) = 0.25; v(P young) = 0.45; v(L young) = 0.325; v(L old) = 0.575; v(P
old) = 0.7; v(old) = 0.75; v(M old) = 0.775; v(V old) = 0.9. Since, based on the
definition 3.1, we have similarity matrix between each pair of elements in the domain
fuzzy of age attribute (Table 2).

The Fuzzy Object-Oriented database model can have multivalued attribute values,
and these values may be connected by AND, OR, or XOR semantics. The attributes can
have a set of values (leading to multivalued attributes) connected with a logical
operator AND/OR/XOR. The attribute value sets are differentiated according to their
semantics. The following syntax is used to indicate AND, OR or XOR multivalued
attributes: indicate AND is < …>; indicate OR is {…}; indicate XOR […].
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3.2 Object/Class Level Uncertainty

Uncertainty at the object/class level refers to the existence of a partial membership of an
object to its class. In FOODBmodel, the boundaries of a class might be uncertain since it
has fuzzy attributes. Range of a fuzzy attribute indicates ideal values for that attribute.

Since a fuzzy attribute may take any value from its domain regardless of its range
definition, some objects are full members of their classes with a membership degree of
1 whereas some objects are member of their classes with a membership degree
changing between 0 and 1. The values of fuzzy attributes of an object determine the
membership degree of that object to its class. The closer the value of fuzzy attributes of
an object to range definitions, the higher the object membership degree. Relevance of
the fuzzy attributes and the similarity between the fuzzy attributes’ values and their
range definitions determine the membership degree of an object to its class.

Based on the considerations of relevance and inclusion of attribute values, the
membership degree of object oj in class C has been defined as:

lCðojÞ ¼
P

INCðrngCðaiÞ=ojðaiÞÞ � RLVðai;CÞP
RLVðai;CÞ

Where:

– INC(rngC(ai)/oj(ai)) denotes the degree of inclusion of the attribute values of oj in
the formal range ai in the class C.

– RLV(ai,C) indicates the relevance of the attribute ai to the class C. Degree of
inclusion of this represents the relevance of the attribute ai to the definition of the
class C. This degree inclusion is determined based on the concept of affinity
attribute by Hoffer and Severance proposed, and cosin measure.

In addition, the weighted average is used to calculate the membership degree of
objects. All attributes, therefore, affect the membership degree proportionally to their
relevance.

Table 2. Similarity matrix for attribute age

Age V
young

M
young

Young P
young

L
young

L old P old Old M
old

V old

V young 1 0.875 0.85 0.65 0.775 0.525 0.4 0.35 0.325 0.2
M
young

0.875 1 0.975 0.775 0.9 0.65 0.525 0.475 0.45 0.325

young 0.85 0.975 1 0.8 0.925 0.675 0.55 0.5 0.475 0.35
P young 0.65 0.775 0.8 1 0.875 0.875 0.75 0.7 0.675 0.55
L young 0.775 0.9 0.925 0.875 1 0.75 0.625 0.575 0.55 0.425
L old 0.525 0.65 0.675 0.875 0.75 1 0.875 0.825 0.8 0.675
P old 0.4 0.525 0.55 0.75 0.625 0.875 1 0.95 0.925 0.8
old 0.35 0.475 0.5 0.7 0.575 0.825 0.95 1 0.975 0.85
M old 0.325 0.45 0.475 0.675 0.55 0.8 0.925 0.975 1 0.875
V old 0.2 0.325 0.35 0.55 0.425 0.675 0.8 0.85 0.875 1
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Calculation the degree of inclusion for the different semantics are explained below:
AND semantics: Under AND semantics, an attribute takes more than one value and

all values exist simultaneously (are true). AND semantics arise when data is nested, the
INC formulation for AND semantics as follows

INCðrngCðaiÞ=ojðaiÞÞ ¼ Min½Min½MaxðSPðx; yÞÞ�;Min½MaxðSPðz;wÞÞ��;

8x 2 rngCðaiÞ; 8y 2 ojðaiÞ; 8z 2 ojðaiÞ; 8w 2 rngCðaiÞ:

Note that the basis of comparison is the range definition, comparing all of the
elements in the object attribute to each of the entries in the range definition. Then the
order is reversed. That is, the attribute definition is the reference point.

OR semantics: Under OR semantics an attribute takes more than one value, all or
some of which may exist simultaneously (are true). The original similarity-based model
is weak when applying OR and XOR semantics. Reformulation is required since the
model treats both the connectives the same way ignoring the semantic difference
between them. So here we find the value of to be

INCðrngCðaiÞ=ojðaiÞÞ ¼ Min½MaxðSPðx; zÞÞ; ThresholdðojðaiÞÞ�;

8x 2 ojðaiÞ; 8z 2 rngCðaiÞ

In here, the threshold indicates the minimum level of similarity between the ele-
ments of the object attribute value, threshold is determined as follows

ThresholdðojðaiÞÞ ¼ Min½SPðx; zÞ�; 8x; 8z 2 ojðaiÞ

XOR semantics: XOR semantics forces only one of the entries in the tuple be true
at a time. We can assume equal probabilities for the entries in the list. The INC for-
mulation for XOR semantics as follows

INCðrngCðaiÞ=ojðaiÞÞ ¼ Avg½MaxðSPðx; yÞÞ�; 8x 2 ojðaiÞ; 8y 2 rngCðaiÞ

3.3 Class/Subclass Level Uncertainty

Uncertainty at the class/subclass level refers to the existence of a partial membership of
a class to its superclass. This type of uncertainty indicates that the fuzziness occurs at
the class inheritance hierarchy since a class hierarchy might not be constructed pre-
cisely in some cases. The membership degree of the class C to the class Ci of its and is
determined using the formulation:

lCi
ðCÞ ¼

P
INCðrngCiðaiÞ=rngCðaiÞÞ � RLVðai;CiÞP

RLVðai;CiÞ

where: INC = Min(Max[SP(x, y)]), 8x 2 rngCiðaiÞ, 8y 2 rngcðaiÞ.
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Example 3 Consider class hierarchies as follows (Fig. 1).

Build quantitative semantics for attribute in the case where attribute values are
linguistic values. Consider HA of linguistic variable Temperature, where DTempera-

ture = [0, 100], generating elements are {0, cold, W, hold, 1}, the set of hedge are {little, possibly, more, very}

(L, P, M, V correspond), FDTemperature = HTemperature(hold) [ HTemperature(cold). Chosse fm
(hold) = 0.5, fm(cold) = 0.5, µ(P) = 0.2, µ(L) = 0.3, µ(M) = 0.2 and µ(V) = 0.3.

Based on the definition 2.2 we can calculate quantitative values of linguistic term
for attribute Temperature, results as follows: v(V cold) = 0.075; v(M cold) = 0.2; v
(cold) = 0.25; v(P cold) = 0.3; v(L cold) = 0.425; v(L hold) = 0.575; v(P hold) = 0.7; v
(hold) = 0.75; v(M hold) = 0.8; v(V hold) = 0.925.

Based on the definition 3.1, we have been the similarity values: SP(possibly cold,
little hold) = 0.725, SP(possibly cold, hold) = 0.55, SP(hold, little hold) = 0.825

We have range values and degree of inclusion for attributes as follows:

rngSites(Temperature) = {little hold, hold}
RLV(Temperature, Sites) = 0.5
rngForest(Temperature) = {possibly cold, little hold}

We calculate the degree of inclusion for attributes as follows:
INC(rngSites(Temperature)/rngForest(Temperate)) = Min[Max(1,0.725),Max(0.55,

0.825)] = 0.825
Applying formula calculating membership degree of class Forest to the class Sites,

we have:
µSites(Forest) = [INC(rngSites(Temperature)/rngForest(Temperature)) * RLV(Tem-

perature,Sites)]/[RLV(Temperature,Sites)] = (0.825 * 0.5)/0.5 = 0.825.
In some applications we may face a problem of multiple inheritance when multiple

superclasses for an object have different values for a field. This problem is not specific
to the FOODB model, but in all hierarchical representational systems. In literature it is
pointed out that there is no common solution to adequately resolve all cases of multiple
inheritance conflicts.

Ambiguity arises when more than one of the superclasses have common attributes
and the subclass does not declare explicitly the class from which the attribute was
inherited (see Fig. 2).

Clearly the attributes of the ClassD are attribl, attrib2, attrib3, attrib4, and attrib5,
Attrib4, and attrib5 are defined in the class and the others inherited from the super-
classes. Ambiguity exists for attribl and attrib2. We propose that there is no need to

Sites
Temperature

Forest
Location

Fig. 1. Inherited relationship for class forest and class sites
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consider the superclass from which an attribute is not inherited, if it has no such
attribute at the class/subclass membership degree calculations.

With this consideration it is possible to reflect changes from the superclass range
definitions. Principally, each class is forced to make its range declaration for all its
fuzzy attributes. This ensures a declared range definition for a conflicting attribute such
as attrib l and attrib2 be available in the class definition. The rest is handled by the new
formulation for calculating the membership degree of the ClassD to ClassA, ClassB
and ClassC. For example, consider the following lattice formed by imaginary chemical
substances (Fig. 3). All of the superclasses have the same attribute color. The range
definitions are shown. With rngcolor(A) = < dark_gray >, rngcolor(B) = < yehllow,
brown > and rngcolor(C) = < gray, black >.

The color attribute of the class ClassC appears to be inherited from ClassA. When
applying the INC formula on each superclass to determine the class/subclass mem-
bership, this fact is reflected by the results. The inclusion value for the range of ClassC
color in ClassA color will result in an INC value of one, as expected. However the
results for the ClassB class are much less

INC = min(max[SP(yellow, gray), SP(yellow, black)], max(SP(brown, gray), SP
(brown, black)])

showing that the bond between ClassA and ClassC is stronger than ClassB and ClassC
for attribute color. Of course, another key point are the relevance rules defined in the
classes. If the RLV value for color of ClassA or ClassB is high, the effect of any
deviation will be higher.

ClassB
attrib1
attrib3

ClassD
attrib4
attrib5

ClassC
attrib 2

ClassA
attrib1
attrib2

Fig. 2. Ambiguity in multiple inheritance

ClassC
smell

ClassB
color

ClassA
color
taste

Fig. 3. Lattice of chemical substances
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4 Conclusion

The paper focus on describing the main aspects of the FOODB model the based on the
HA. In this model, the fuzzy appeared in three levels: attribute, object/class and
class/superclass. In attribute level, there are three types of uncertainty in the value of
the attribute. Object/class level refers to the existence of a partial membership of a
object to class. Class/superclass level refers to the existence of a partial membership of
a class to its. In this paper, we focus on building membership function for the attribute
level, object/class and class/superclass and multiple inheritance. On the basis definition
the membership function of this, we will present methods the fuzzy query object in the
next paper.
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