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Preface

The present book includes extended and revised versions of a set of selected papers
from the 7th International Joint Conference on Biomedical Engineering Systems and
Technologies (BIOSTEC 2014), held in Angers, Loire Valley, France, during March
3–6, 2014.

Co-organized by the ESEO Group, BIOSTEC was sponsored by the Institute for
Systems and Technologies of Information, Control and Communication (INSTICC), in
cooperation with the Special Interest Group on Artificial Intelligence (ACM Sigart), the
Special Interest Group on Bioinformatics, Computational Biology, and Biomedical
Informatics (ACM SIGBio), the Association for the Advancement of Artificial Intel-
ligence (AAAI), EUROMICRO, and the International Society for Telemedicine &
eHealth (ISfTeH). BIODEVICES was also technically co-sponsored by the European
Society for Engineering and Medicine (ESEM), the Biomedical Engineering Society
(BMES), and IEEE Engineering in Medicine and Biology Society (IEEE EMBS).

The main objective of the International Joint Conference on Biomedical Engineering
Systems and Technologies is to provide a point of contact for researchers and practi-
tioners interested in both theoretical advances and applications of information systems,
artificial intelligence, signal processing, electronics, and other engineering tools in
knowledge areas related to biology and medicine.

BIOSTEC is composed of five complementary and co-located conferences, each
specialized in at least one of the aforementioned main knowledge areas, namely:

– International Conference on Biomedical Electronics and Devices – BIODEVICES
– International Conference on Bioimaging - BIOIMAGING
– International Conference on Bioinformatics Models, Methods, and Algorithms –

BIOINFORMATICS
– International Conference on Bio-inspired Systems and Signal Processing –

BIOSIGNALS
– International Conference on Health Informatics – HEALTHINF

The purpose of the International Conference on Biomedical Electronics and Devices
(BIODEVICES) is to bring together professionals from electronics and mechanical
engineering interested in studying and using models, equipment, and materials inspired
from biological systems and/or addressing biological requirements. Monitoring devi-
ces, instrumentation sensors and systems, biorobotics, micro-nanotechnologies, and
biomaterials are some of the technologies addressed at this conference.

The International Conference on Bioimaging (BIOIMAGING) encourages authors
to submit papers to one of the main conference topics, describing original work,
including methods, techniques, advanced prototypes, applications, systems, tools, or
survey papers, reporting research results and/or indicating future directions.

The International Conference on Bioinformatics Models, Methods, and Algorithms
(BIOINFORMATICS) intends to provide a forum for discussion to researchers and



practitioners interested in the application of computational systems and information
technologies to the field of molecular biology, including, for example, the use of
statistics and algorithms to understand biological processes and systems, with a focus
on new developments in genome bioinformatics and computational biology. Areas of
interest for this community include sequence analysis, biostatistics, image analysis,
scientific data management and data mining, machine learning, pattern recognition,
computational evolutionary biology, computational genomics, and other related fields.

The goal of the International Conference on Bio-inspired Systems and Signal
Processing (BIOSIGNALS) is to bring together researchers and practitioners from
multiple areas of knowledge, including biology, medicine, engineering, and other
physical sciences, interested in studying and using models and techniques inspired
from or applied to biological systems. A diversity of signal types can be found in this
area, including image, audio, and other biological sources of information. The analysis
and use of these signals is a multidisciplinary area including signal processing, pattern
recognition, and computational intelligence techniques, among others.

The International Conference on Health Informatics (HEALTHINF) aims to be a
major meeting point for those interested in understanding the human and social
implications of technology, not only in health-care systems but in other aspects of
human–machine interaction such as accessibility issues and the specialized support to
persons with special needs.

The joint conference, BIOSTEC, received 362 paper submissions from 59 countries,
which demonstrates the success and global dimension of this conference. From these,
51 papers were published as full papers, 86 were accepted for short presentation, and
another 93 for poster presentation. These numbers, leading to a “full-paper” acceptance
ratio of about 14 % and an oral paper acceptance ratio close to 38 %, show the intention
of preserving a high-quality forum for the next editions of this conference.

We would like to thank all participants. First of all the authors, whose quality work
is the essence of the conference, and the members of the Program Committee, who
helped us with their expertise and diligence in reviewing the conference papers. Last
but not least, we would like to express our gratitude to the INSTICC staff for their
excellent organizational support. Without their help, this conference would not happen.
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Managing Systems in Cardiac Remote Monitoring:
A Complex Challenge Turned into an Important

Clinical Tool

Mario Oliveira(✉), Pedro S. Cunha, and Nogueira da Silva

Laboratory of Pacing and Electrophysiology, Cardiology Departement,
Santa Marta Hospital, Lisbon, Portugal
m.martinsoliveira@gmail.com

1 Introduction

With the increasing awareness of indications for cardiac devices, especially related to
the clinical benefits of implantable cardioverter-defibrillators (ICD) and cardiac
resynchronization therapy (CRT), the number of patients with implanted electronic
devices (CIED) has been growing steadily [1–3]. Recent data from the country members
of the European Heart Rhythm Association (EHRA) have shown a general trend to
increase in the number of centers implanting CIED, and, despite great differences in
implanting rates among EHRA members, a steadily increase in the number of implants
in almost all countries [4]. Consequently, more patients require regular follow-up to
ascertain technical integrity. In 2007, over 1.6 million CIED were implanted in the
United States and Europe, which would translate to over 5.5 million patient-encounters
per year [5]. In view of these numbers, facilitated methods for follow-up are required.
This growth, primarily resulting from more complex devices, in a population that most
of the times present heart failure (HF) symptoms with significant underlying comor‐
bidities, has led to difficulties in providing the specialized follow-up. Current sugges‐
tions regarding in-office visits for patients with an ICD or a CRT recommend a minimum
frequency of 2 to 4 scheduled appointments per year [6, 7]. In fact, considerable human
and logistical resources are needed to provide appropriate care, particularly for regular
interrogation of the technical parameters of different CIED, detection and resolution of
problems, identification and treatment of arrhythmias via the ICD, ensuring biventricular
stimulation to optimize CRT, and specialized clinical care. These services can only be
provided by hospital teams that are trained and able to perform tasks that are complex
and challenging. Therefore, remoe monitoring (RM) has gained significant attention
regarding the potential impact on CIED management, particularly in order to perform
face-to-face visits less frequently, while maintaining safety and effectiveness, allowing
health team to check the device between follow-ups in a more comprehensive care for
heart health.
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The advent of RM systems for CIED, which provides an access to complete infor‐
mation on device performance, as an alternative to the traditional outpatient visits, offers
many options and, at the same time, raises many questions with regard to its implemen‐
tation, organization of the obtained wealth of data, safety, legal issues and reimburse‐
ment [8].

In the last ten years, telemedicine systems for RM of these devices have become a
reality and are increasingly used in clinical practice, enabling changes in the specialized
follow-up of this population, with well documented benefits and levels of safety [9–11].
Today, the broad application of RM systems supports the capability to improve the care of
CIED recipients, contributing to the optimization of healthcare resources. The ability of the
device follow-up clinic personnel to review data has expanded and has challenged the
traditional model of patient care after CIED implantation. Undoubtedly, this technology is
becoming an integral part of the future treatment for many of these patients.

2 Remote Monitoring of Cardiac Electronic Implantable Devices

CIED require long-term regular follow-up interrogation in dedicated clinics. However,
due to the increasing population referred for implantation and the resources required,
routine in-clinic follow-up contribute with a significant burden to the already over-
strained electrophysiology teams and hospital services. Also, time spent in patient’s
travelling to the hospital and waiting time in the outpatient clinic may be an important
issue in optimal care.

RM is expanding rapidly for chronic follow-up. Therefore, issues ranging from clin‐
ical and technological aspects (particularly concerning the long-term performance of
the devices) to implementation, management and organization, legal questions, data
protection, and funding still a matter of debate. All major CIED manufacturers have
developed systems to allow patients to have their devices interrogated remotely, using
standard phone lines but also wireless cellular technology to extend telemetry links into
the patient’s location.

How does RM work? RM allows you to send comprehensive device information
over a standard phone line or a mobile phone (GSM) network to a central computer
(server), which can be reviewed by your hospital team on a secure website, allowing
routine device follow-up or a special situation to be reviewed quickly and effi‐
ciently. It may represent a safe and effective alternative to conventional follow-up
programmes, and contribute to cost savings in health care. This technology has been
proven to be reliable, allowing early identification of device malfunction and mini‐
mizing the risk of underreporting. All RM systems are slightly different and use
slightly different technology. The different cardiac implantable devices currently
available are listed in Table 1 and Fig. 1.

The device can be interrogated manually using a wand linked to the monitor in
the patient’s home (usually by the patient’s bedside), or automatically using wire‐
less systems, in which data are sent regularly without the patient’s involvement at
intervals set by the hospital team. All systems allow data to be sent when scheduled
and according to clinical circumstances, as agreed between the patient and the team.

4 M. Oliveira et al.



Data are transmitted to a central (internet-based) data repository. The information is
formatted and transmitted to a central information service, through the internet fixed
telephone lines at standard call cost in the CareLinkTM, LatitudeTM and MerlinTM

systems, and through the GSM cell network for the Home MonitoringTM and Smart‐
ViewTM systems (Table 1). Each center has access limited to its patient’s using a
password code in a web page in order to analyze the dynamic parameters of various

Fig. 1. Remote Monitoring Systems for follow-up of cardiac implantable devices. A –
SmartView (Sorin, Italy); B – CareLink (Medtronic, USA); C – Home Monitoring (Biotronik,
Germany); D – Merlin (S. Jude Medical, USA); E – Latitude (Boston Scientifgic, USA).
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devices, including stored and measured information about the lead(s), sensor(s),
battery and the implanted pulse generator function, as well as data collected about
the patient’s heart rhythm, detection of arrhythmia episodes recorded on intracavi‐
tary electrograms, therapies delivered by the device, the percentage of different
pacing modes and tachyarrhythmias treated. These parameters can be configured
individually to define alert levels according to the potential clinical impact of the
alterations detected.

Table 1. Remote monitoring systems for cardiac implantable electronic devices.

Home 
MonitoringTM

(Biotronik, 
Germany)

CareLink 
NetworkTM

(Medtronic Inc., 
USA)

Latitude SystemTM

(Boston Scientific, 
USA)

Merlin.netTM      
(St. Jude 

Medical, USA

Smartview 
SolutionTM

(Sorin, Italy)

FDA approval 2001 2005 2006 2007 2013
Characteristics portable stationary stationary stationary stationary
Telemetry wireless wireless/antenna wireless/antenna wireless wireless
Communication 
to server

mobile/analog 
line

analog line analog line analog line
mobile/analog 

line

Transmission
daily + events 

(automatic)

scheduled + events 
(initiated by the 

patient)

scheduled + events 
(initiated by the 

patient)

initiated by the 
patient

Active 
notification of 
events

fax, internet, e-
mail, text 
message

e-mail, text 
message

fax, phone fax, internet, EMR
fax, internet, e-

mail, text 
message

Events detection <24 hours <24 hours <24 hours - <24 hours
Data storage long-term long-term long-term long-term long-term
EMR interphase HL7 HL7 HL7 HL7 PDF, XML
Holter 
transmission

>45 sec 10 sec 10 sec 30 sec
real-time + 
episodes

Sensor IC monitor
Optivol, Cardiac 

compass
weight, blood 

pressure
- SonR

Repercussion on 
battery longevity

low high high - very low

Yellow alerts may be remotely selected and re-configured according to each patient’s
clinical indications through the secure website without bringing the patient into the
hospital, while red alerts (clinical event notification) will always appear on the secure
website (Table 2). Thus, not all yellow alerts are enabled for all patients. Patients may
trigger more than one alert simultaneously and may also trigger the same type of alert
several times.

Who deal with the telemonitoring information? The patient’s healthcare team, that
has access to the clinical and device status. The device managing team, while working
in a multidisciplinary approach, may communicate these data to the health following
team in a collaborative patient management. This can be very important in clinical
conditions, such as arrhythmic events or HF (Fig. 2).
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Table 2. Remote yellow alert configuration (A) and red alert notifications (B) A - Yellow alert
configuration B -Red alert notifications

A - Yellow alert configuration 

B -Red alert notifications 

Receive all the diagnostic data remotely that we would normally get with the patient
in front of us has a role in the surveillance of the device function, but has also the potential
to improve quality of care and improve patient outcome, and, in addition, to reduce the
number of out-patient clinic visits and healthcare costs [11–13].

Managing Systems in Cardiac Remote Monitoring 7



Fig. 2. Device based monitoring features in heart failure. BIV = biventricular pacing;
CRT = cardiac resynchronization therapy; RV = right ventricle; ICD = implantable cardioverter-
defibrillator; VT = ventricular tachycardia; VF = ventricular fibrillation; NSVT = non-sustained
ventricular tachycardia; AF = atrial fibrillation; AT = atrial tachycardia.

3 Advantages of Remote Monitoring Systems

Telemedicine, in general, is recognized by governmental and medical agencies as an
innovation for improving the access to healthcare services, with a potential reduction in
patient hospital stays related to cardiac events [2].

One of the main functions of systems for monitoring CIED is to detect malfunctions
as early as possible. Failure to apply therapies when required and problems of lead and/
or generator malfunction may only occur between scheduled hospital visits. Therefore,
a rapid detection of technical failures followed by a fast response to alerts by the cardi‐
ologist or allied professional can prevent potential harm to the device patient. Electronic
malfunctions in these devices are unpredictable, with ICD leads representing the most
common cause of complications, with an incidence ranging between 2 % and 15 % at
five years [14]. Recalls, although uncommon, are an important factor in decisions
concerning the frequency of consultations, clinical management and inappropriate
detections. RM systems provide regular assessment of the function of the various
components of implanted devices, as well as detection and characterization of arrhyth‐
mias, therapies applied, and even identification of factors that could indicate risk of
hospitalization for decompensated HF [11].

RM capabilities are associated with patient’s convenience, better device surveil‐
lance, clinic efficiency, and a potential improvement in monitoring arrhythmias and HF.
Scheduled remote CIED follow-up can save the time and efforts of the cardiologist and
allied professional, and of the patient and the accompanying family by avoiding in-
hospital visits for CIED follow-up. It has been suggested that RM can substantially
reduce the number of hospital visits, freeing up hospital staff to attend other patients and
to perform other tasks [2].
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If RM is applied, accessibility increases due to the networking of patient data, but
also because patient-initiated interrogations (non scheduled follow-ups initiated
manually by the patient as a result of a clinical event) allow information analysis
avoiding unnecessary in-clinic visits. By using RM with an individualized approach, the
team’s decision is based on better health care, with a positive impact in quality of life,
less time spent by the patient and caregivers, quicker follow-ups, with more efficient use
of hospital resources contributing to costs savings [2, 15]. Finally, it is expected that
RM can counteract the pending imbalance between the annually increasing load of CIED
population.

4 Cardiac Implantable Device Based Monitoring in Heart Failure

Patients with chronic HF are prone to frequent exacerbation of symptoms that can
substantially increase hospital admissions carrying a heavy economic burden. The
current guidelines for the management of chronic HF include the use of ICDs and
CRT-Ds as the standard care in selected patients [16]. A multidisciplinary approach,
which requires specialized knowledge as well as frequent monitoring, may
contribute to improve clinical outcome and keep HF patients in an optimized health‐
care program.

The use of RM has emerged as a possible way to improve the management of these
patients by providing more frequent assessment of the function of the various components
of CIED, as well as detection and characterization of arrhythmias, therapies applied, and
even identification of factors that could indicate risk of hospitalization for decompensated
HF [9]. The ability of CIED to continuously monitor variables such as mean heart rate (and
heart rate variability), episodes of arrhythmias, patient’s daily activity, changes in intra‐
thoracic impedance (for the detection of fluid accumulation), and the integrity of the CIED
system appears very attractive and may provide early warning of changes in cardiac status
or of safety issues, and allow adequate clinical management. It has been suggested that
blood pressure, atrial fibrillation episodes, intrathoracic impedance (a surrogate marker of
pulmonary congestion), heart rate variability (giving information about autonomic nervous
system activity), percentage of time in biventricular pacing and appropriate ICD shocks can
predict HF events and change outcomes [17, 18]. This important subject remains under
active investigation. Until now, and despite the potential impact on the healthcare system
of different follow-up RM strategies for HF management, published data are conflicting.
In the ALTITUDE study, patients followed remotely showed higher survival rates than
those followed in-clinic [19]. Also, survival outcomes were better than those observed
previously in clinical trials, suggesting that closer management with RM allows to clini‐
cians to intervene more effectively with impact on survival.

Management adapted in response to monitoring intrathoracic impedance presented
low sensivity and low positive predictive values, and, in previous studies, has not been
shown to improve outcomes [20–22]. However, recent findings indicate that the sensi‐
tivity of intrathoracic impedance monitoring is superior to daily weight monitoring for
predicting worsening HF events [23]. Also, device-based RM has been shown to identify
patients in increased risk of HF hospitalization and improve prognosis by allowing
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timely detection of HF decompensation and therapeutic intervention, while reducing the
number of total clinical visits and visits for HF [17, 24, 25]. More recently, early physical
activity levels, measured by an accelerometer on implanted CRT and ICD devices,
showed a strong value in the prediction of outcome in patients with chronic HF [26].
Newly unpublished studies showed that at one-year, significantly more patients with an
ICD or a CRT and chronic HF with reduced left ventricular ejection fraction, randomized
to home monitoring scored better on a composite endpoint that included all-cause
mortality and specific cardiac measures [27], and that patients with high adherence to
RM, measured as weekly transmission of data at least 75 % of the time, had a 58 %
reduced likelihood of mortality, compared to patients not using RM, and a 35 % reduced
likelihood of mortality, compared to those with low adherence to RM [28].

These studies reflect the importance of a potential role for the use of RM device–
based diagnostics in the ever-growing population of HF patients with an implanted
CIED. Further data are required to validate the use of device-based algorithms in HF.
Current investigation efforts are ongoing in this area in order to provide physicians with
technology support to improve management of cardiac status. Meanwhile, the general
applicability of this RM approach is uncertain and a guideline recommendation about
the positive impact of CIED algorithms in chronic HF patients is not yet possible.

5 Cost-Benefit Ratio of Remote Monitoring

The increasing number of patients referred for CIED implantation and the resources
required for routine in-clinic CIED follow-up causes a significant burden to the elec‐
trophysiology departments and hospital services contributing to increasing health care
costs. In-person hospital visits usually entail transportation to the hospital, time spent
waiting and loss of productivity, which represent additional costs for patients and for
the health system.

RM is a safe technology, widely accepted by patients and physicians, for its conven‐
ience, reassurance, and diagnostic potential. It has been associated with a significant
reduction of hospital visits while maintaining levels of safety, but also with a reduction
of the number of patients lost to follow-up, and a shorter interval between detection of
actionable events and a clinical decision when compared with conventional follow-up
[29, 30]. In the CONNECT trial, the mean length of hospital stays were significantly
shorter in the RM group, representing a potential advantage in cost-saving for both
hospital care and patients [30].

Analysis of quality of life showed that 93–97 % of patients were satisfied with the
convenience and feasibility of RM, with high levels of satisfaction among both ICD or
CRT-D patients and physicians [31, 32].

Prospective health-economic studies are important to determine the clinical and
economic benefits of systematic RM in patients with ICD and CRT-D. In the EVOLVO
study, the authors aimed to measure the benefits and economic evaluation of RM in
chronic HF patients with an ICD or a CRT-D. The results showed cost savings of €888.10
per patient over the 16-month follow-up period [12]. In a recent meta-analysis, regarding
the economic impact of RM in patients with HF, there was a significantly lower number
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of hospitalizations for HF (p < 0.001) and for any cause (p = 0.003) compared to
conventional follow-up [33]. The difference in costs between RM and usual care ranged
from €300 to €1000, favouring a RM strategy. A recent single-center prospective
randomized study showed that the time spent by the hospital staff was significantly
reduced in the RM group, with costs savings for both patients and the hospital [34]. The
ECOST trial, designed to compare prospectively the safety and the costs of remote ICD
monitoring with standard ambulatory follow-up, showed that the direct non-hospital-
related costs of RM were 26 % lower than the costs of ambulatory follow-up over a
period of 27 months after ICD implantation [35]. The savings observed in this study
were particularly significant in view of the greater efficacy of RM (fewer shocks deliv‐
ered) with equivalent safety (no increase in major adverse events) when compared with
ambulatory visits. Increasing the time interval between in-office follow-up visits may
be safe if adequate RM is performed.

These cost savings, combined with a quality-adjusted life years gain, suggest that
adoption of a RM program will be a progressive dominant technology over existing
standard care, particularly in centers performing a large amount of CIED implants.

Overall, the cost–benefit analysis seems to be clearly in favor of RM. A RM network
enabling technology and medical information, promptly providing physicians with data
comparable to an in-clinic follow-up visit, and offering patients a reduction in the time
spent during routine follow-up, may contribute to a closer monitoring of CIED functions,
with a favourable impact in costs, irrespective of the patient location, while offering
practitioners ability to proactively respond to changes in the device status.

6 Legal Aspects and Data Protection

Despite its potential to reduce the number of visits, RM cannot replace direct contact
with the physician, which is important to many patients. The consensus document of the
Heart Rhythm Society and the European Heart Rhythm Association on the follow-up of
CIED recommends an in-person visit at least once a year and that RM should take place
every 3–6 months [9]. When RM is proposed, the patient must be told clearly how this
complex system works, its potential benefits and limitations, and that it cannot replace
the emergency department since the data transmitted are not analyzed immediately.

Regarding medico legal implications, questions related to the use of RM have been
raised. A recent review of publications on RM of CIED revealed that 38 % of the studies
included legal and technical issues among the disadvantages of remote follow-up [36].
Standardization and consensus are essential concerning the requirement and ability of
the follow-up team to respond to alerts, to deal with information arriving outside the
hospital’s normal working hours, to manage the human resources required and to allo‐
cate responsibility. Data obtained by RM should be reviewed within reasonable time
and frequency during office hours and immediate action should be undertaken when
problems are identified.

The informed consent must cover the authorization for transmission of data,
recording, and its use for clinical and scientific purposes, respecting privacy and confi‐
dentiality. There is also the question of whether to inform all patients of the option of

Managing Systems in Cardiac Remote Monitoring 11



RM. These and other issues must be discussed thoroughly from a multidisciplinary
perspective, taking into account that active communication between the treating physi‐
cians provide comprehensive information about the findings.

The implementation of a RM program will require a reorganization of the duties of
the health team, who will require access to the servers hosting the data repository and
will need to manage the large quantity of data transmitted. Clinical decisions will need
to be taken regarding the management of alerts, telephone contact with patients and type
of information provided, requests for unscheduled visits, measures to increase moni‐
toring if necessary, and reprogramming and maintenance of equipment.

The involvement of data protection commissions is also of considerable importance
to ensure that all the components of the system respect legal requirements and confi‐
dentiality. Although there have been no reports of security breaches by software attacks
to date, the servers that contain patient data are potentially vulnerable to hackers. There‐
fore, powerful security software must be installed and constant vigilance is required to
ensure that the systems are able to resist possible intrusions.

Legal and safety aspects and cost-effectiveness are subject of much debate justifying
further studies focusing on how to best allocate this new technology in clinical practice,
regarding the use of RM as the new standard of care for follow-up of patients with CIED.

7 Future Directions in Remote Monitoring Technologies

As RM becomes accepted by patients, physicians, and health systems, it may play an
increased role in the care of patients with CIED. Integration of the growing amount of
RM information in a multidisciplinary approach, the increase of complex workload and
compatibility of the relevant data with hospital electronic medical records represent a
challenge in optimizing the clinical management of this population. Also, reimburse‐
ment issues still need to be addressed in several countries.

The proliferation of CIED and the expanding of HF population raise the question of
HF monitoring. This complex task, combining multiple features that provide additional
information to HF specialists, requires a well trained team, a detailed analysis and inte‐
gration of all data received, and an adequate strategy to allow early intervention. This
will certainly involve new dedicated devices to monitor cardiac rhythm and hemody‐
namic parameters to improve patients management. Additional studies in this area are
needed to evaluate whether advances in HF monitoring will result in outcomes improve‐
ment and reduction in health care costs to justify the widespread indications for these
technologies.
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Abstract. A simple and easy fabrication method of micro-fluidic devices using
only single lithography processes was proposed. Thick resist patterns printed
using a simple and handmade contact-lithography tool were directly used as flow-
path patterns. Because pattern widths were as large as 50–200 μm, low-cost film
reticles were applicable. Accordingly, various flow-path shapes were designed
arbitrarily using a versatile computer aided design tool, and easily obtained in
very quick turn-around times at very low costs. The sidewalls of flow paths were
controlled almost vertical using long-wavelength exposure light. The flow paths
formed on a silicon wafer chip were easily capped by sandwiching them between
a vessel and lid plates using bolts and nuts. Even when two colored waters were
simultaneously injected from the two inlet ports of a swirl-type micro-mixer, they
did not leak at all in spite of such simple assemblies. The new fabrication method
of micro-fluidic devices using thick resist patterning will be useful for various
applications.

Keywords: Micro-fluidic device · Lithography · Contact exposure · Thick resist ·
Blue filter · Vertical sidewall · Computer aided design

1 Introduction

Recently, according to increase of old age peoples, various medical, pharmaceutical,
and biochemical devices for monitoring health or disease are frequently used. In such
devices, micro-fluidic devices are typical and valuable ones [1–4]. Using small devices,
it becomes possible to reduce quantities of specimen fluids, medicines, and regents. In
addition, because it becomes easier to keep and change temperatures of testing samples,
effective and efficient tests are executed.

However, it is necessary to fabricate devices with low-costs in short turn-around
times easily. Because biochemical materials are flown, the devices should be disposable,
and fabricated at low-costs. In addition, because flow path shapes should be varied
matching to requirements, they should be fabricated or remade in short turn-around times
flexibly and easily. For these reasons, a new simple and easy fabrication method of
micro-fluidic devices is developed here.

Various methods have been proposed for fabricating micro-fluidic devices. As
materials for fabricating flow paths, glass, silicon, poly-dimethyl-siloxane (PDMS),
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poly-methyl-methacrylate (PMMA), and others are used. To fabricate flow path grooves
in glass or silicon substrates, they are masked by resist patterns, and etched using deep
reactive ion etching (RIE) or wet etching [5, 6]. On the other hand, soft PDMS and PMMA
flow paths are generally fabricated by replicating convex patterns of metal dies [7–9]. Hot
emboss stamping, nano-imprint, injection mold, and others are used as the replication
methods [10, 11]. However, it takes considerably long times to prepare necessary flow
paths by these methods. In addition, if glass or silicon substrates are etched, it needs
advanced and expensive lithography and etching systems. On the other hand, in the case
of replicating molds, expensive molds should be prepared in advance. Accordingly, it is
difficult to change designs and prepare various molds. It is the aim of this research to clear
these inconveniences.

In the proposed new method [12, 13], micro-fluidic devices with arbitrarily and freely
designed flow paths are easily fabricated at low costs and without preparing expensive
systems or tools for short turn-around times. As a material for flow paths, negative resist
SU-8 (MicroChem) is directly used [12–15], and flow paths are fabricated easily by
single lithography processes. Because the main component of SU-8 is an epoxy resin,
the material is inert to various body fluids such as blood and sputum [16].

2 Total Process for Fabricating Micro-Fluidic Devices

In the new method, flow paths are fabricated as groove patterns printed in thick SU-8
coated on silicon wafers. Film masks are used as original pictures with flow path patterns.
Because precise alignment is not required between masks and wafers, patterns can be
printed without using mask aligners, if only a short-wavelength visible or near ultra-violet
light source is prepared, as shown in Fig. 1. In general, required device numbers are very
small comparing with semiconductor mass-production devices. Therefore, strong light
sources with high powers are not necessary. Costs of film masks are very cheap, and turn-
around times are as short as 3–4 working days including checks of flow path patterns
without using the express orders. Accordingly, masks with new or modified flow-path
patterns are easily and quickly prepared without much caring costs and loss times.

Flow-path patterns can be designed using two dimensional versatile computer aided
design (CAD) tools (Auto desk, AutoCAD 2012). Because a standard film mask has a
large size corresponding to an A3 paper (420 × 297 mm2), and the patterning field size
is 400 × 277 mm2, various similar flow paths with parametrical sizes are simultaneously
delineated in the large area, if necessary. The large film mask can be cut in free-size
small sheets using scissors, cutters, or knives. Although customers or researchers of
micro-fluidic devices have to learn the CAD software to design flow paths, it is very
easy to delineate lines, circles and rectangles. In addition, flow-path patterns are very
simple and not generally complicated as mechanical design drawings. Therefore,
everyone can use the software soon, and design the necessary flow paths freely. CAD
data of flow paths required from film-mask maker is DXF files expressed using a file‐
name extension of “.dxf” that are used as de facto standards of intermediate files, and
almost all the CAD software can convert the designed data and the DXF file data recip‐
rocally.
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Fig. 1. Simple exposure system used for this research. (Source: BIODEVICES 2014, p. 6).

Because a lot of masks with different flow paths can be simultaneously fabricated,
various experiments can be done using them. If the flow-path sizes are small, several
tens working masks are simultaneously delineated on one standard film-mask sheet with
drawing sizes of 277 × 400. Figure 2 shows an example of sheet design of a film mask
containing 35 flow-path masks with a size of 50 mm square. Because the fabrication
costs of a standard film sheet is approximately 20,000 yen (€140), costs for an individual
working mask is only less than 600 yen (€4.2), for example.

Figure 3 shows the total processes for fabricating micro-fluidic devices. To print
flow-path patterns on silicon wafers, negative resist SU-8 100 (MicroChem) was coated
approximately in 100 μm, softly baked for 1 h at 95°C in an oven, and cooled down to
room temperature, as shown in Fig. 3(a). After a film mask was put on a wafer for
contacting them, they are exposed to the light, as shown in Fig. 3(b). Next, the mask

(b) Reticle patterns designed on CAD Screen.              (a)Example of fluidic device patterns.

Fig. 2. Example of film-reticle patterns designed using versatile CAD software for printing fluidic
paths.

Simple Fabrication Method of Micro-Fluidic Devices 21



was removed from the wafer, and the wafer was developed by dipping it in a developer,
as shown in Fig. 3(c).

Fig. 3. Fabrication method of micro-mixer. (Source: BIODEVICES 2014, p. 9).

In conventional methods, how to seal and cap the flow paths was also a very important
subject. For this reason, a very simple and easy seal measure for fabricating micro-fluidic
devices with resist flow paths was contrived in the new method. Thick resist films of
SU-8 had appropriate elasticity for sealing the flowing liquids by pressing the films
adding relevant forces. So, a silicon wafer chip with resist flow-paths was put in a
concave of acrylic vessel plate, and it was pressed by putting an acrylic lid on them and
binding the lid with the vessel plate using four pairs of small screw and nut, as shown
in Fig. 3(d). Using only a screw driver, the flow paths were successfully sealed, if the
stick-out height h shown in the figure was controlled in an appropriate range, as
explained in chapter 4.

Some ports for injecting and ejecting fluids were also fabricated on the lids and fine
tubes are adhered to the ports. Thus, micro-fluidic devices are very simply fabricated.
Because the lids are easily removed off, flow-paths after use can be observed or inves‐
tigated in detail. In addition, residual materials attached on the sidewalls, bottoms and
lids can be collected, if necessary.
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3 Fabrication of Flow Paths with Vertical Sidewalls

It was considered that the sidewalls of flow paths should be vertical and perpendicular to the
silicon substrates. If the cross sections of flow paths are almost rectangular, the areas of them
are easily calculated, and it becomes easy to measure or guess the flow velocities and
volumes. In addition, irregularity or peculiarity of the flow will not be occurred. For this
reason, how to make sidewalls of thick SU-8 vertical was investigated.

In the case of contact exposure lithography, all the diffracted light from the mask
patterns reach to resist films, including the 0th-order transparent light through the clear
parts of the mask This is a very important point different from projection exposure using
lens or mirror optics. In the case of such projection lithography, diffraction light rays with
large angles from the optical axis are blocked by the lens or mirror apertures and frames.
Accordingly, the light ray angles are limited corresponding to the aperture sizes or the
numerical apertures (NAs).

However, pattern widths required for micro-fluidic devices are as wide as 50–200 μm.
For this reason, diffraction angles from the flow-path patterns become very small. The first
order diffraction angle θ from lines-and-spaces (L&S) patterns with a pitch of p is shown
by Eq. (1).

(1)

Here, λ is the wavelength of exposure light. Accordingly, when λ equals to 405 nm, and p
equals to 100 μm, sin θ becomes 0.00405 rad, and θ becomes 0.25°.

Therefore, if the exposure light rays were controlled to illuminate the mask films
in almost perpendicular to them, spreads of light rays caused by defocuses from the
masks were suppressed in small ranges. Accordingly, distribution profiles of light
intensity in the pattern width direction slightly degrade at the bottom of the resist
layer. On the other hand, absolute light intensity largely decreases caused by the
light absorption while the rays are passing through the resist. As a result, if the light
intensity is almost the same and the absolute intensity is much reduced, sensitized
widths differ between at the surface and bottom of the resist, as shown in Fig. 4(a).
Therefore, it is necessary to suppress the light absorption in the resist as small as
possible for printing patterns with the same widths at the surface and bottom, that is,
with vertical sidewalls.

Figure 5 shows spectral transmittance of a SU-8 resist film with a thickness of
100 μm. Although the recommended wavelength for exposing SU-8 was 365 nm, meas‐
ured transmittance at the wavelength of 365 nm was approximately 60 %, and this meant
that the absorption ratio was 40 %. The wavelength of 365 nm is the one appropriate for
obtaining high sensitivity, and the absorption is too high to obtain almost the same light
intensity at the surface and bottom. However, it is also known from Fig. 5, in the wave‐
length ranges longer than 400 nm, light transmittances for 100-μm thick SU-8 are more
than 90 %, that is, the absorption ratios are less than 10 %. Accordingly, light intensity
curve differences between the resist surface and the bottom became small, as schemat‐
ically shown in Fig. 4(b). Therefore, it was supposed that if a slice level for exposing
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the resist was set at the intensity shown in Fig. 4(b), width differences of space patterns
between the surface and bottom became very small.

(a) Exposure wavelength of 365 nm                          (b) Wavelength longer than 400 nm

Fig. 4. Light intensity curve differences between the resist surface and bottom.

Fig. 5. Spectral transmittance of 100-μm thick SU-8. (Source: BIODEVICES 2014, p. 7).

For this reason, longer wavelengths were selected to suppress the absorption of the
light in the resist using filters. Referring to Fig. 5, a blue filter cutting the light with
wavelengths of shorter than 380 nm and a band-pass filter of 405 nm were individually
inserted, and the effects were experimentally certified.
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As an exposure source, a ultra-violet lamp with a spectral intensity shown in Fig. 6
was used. When the lamp was used as it was, a strong spectral line was observed at the
wavelength of 365 nm. At first, this spectral line was removed by inserting a blue filter
with a spectral transmittance shown in Fig. 7. The spectral intensity of the exposure light
was improved, as shown in Fig. 8. It is known from Fig. 8 that light rays with wavelengths
of less than 380 nm were almost completely removed. Profiles of flow-path patterns are
compared, as shown in Fig. 9. When the exposure light was used as it was without the
blue filter, although the parts near the top surface are strongly sensitized, parts near the
bottom are not sufficiently sensitized. For this reason, surface parts hanged down like
eaves, as shown in Fig. 9(a). On the other hand, when the blue filter was inserted, because
parts near the bottom were sensitized similarly with the surface parts, patterns with
almost vertical sidewalls were obtained, as shown in Fig. 9(b).

Fig. 6. Spectral light intensity of exposure source. (Source: BIODEVICES 2014, p. 6).

Fig. 7. Spectral transmittance of blue filter. (Source: BIODEVICES 2014, p. 7).
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Furthermore, results for inserting a 405-nm band path filter were also investigated.
Full width half maximum of the filter was 10 nm. Figure 10 compares the line pattern
widths of L&S patterns printed using the blue and 405-nm filters. The widths were
measured both at the surface and the bottom. Pattern-width differences between the
surface and the bottom were very small for both filters. However, the width differences
were much smaller for the blue filter. For this reason, it was decided that the blue filter
should be inserted.

Fig. 8. Spectral intensity of exposure source when the blue filter is inserted. (Source:
BIODEVICES 2014, p. 7).

(a) T-top pattern with eaves obtained by exposing 

without using the blue filter.

(b) Trench pattern with perpendicular sidewalls 

obtained by exposing with using the blue filter.

Fig. 9. Comparison of patterns obtained with and without using the blue filter. (Source:
BIODEVICES 2014, p. 7).
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Fig. 10. Evaluation results of sidewall perpendicularity. (Source: BIODEVICES 2014, p. 8).

Thus, the method to fabricate resist flow-paths with vertical sidewalls was estab‐
lished. It was demonstrated that various flow paths were easily fabricated, as shown in
Fig. 11. Not only simple flow paths, but also flow paths with various obstacles were
successfully fabricated.

Fig. 11. Printed various flow-path patterns.

Next, pattern-width homogeneity in the 15-mm square exposure field was investi‐
gated using 100-μm lines-and-spaces patterns. Figure 12 shows the results. Line-width
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fluctuation was approximately within 106 ± 6 μm, and sufficiently small for using the
exposure tool for fabricating micro-fluidic devices.

Fig. 12. Homogeneity of line pattern width in the exposure field. Line-and-space patterns of 100-
μm were used for the evaluation. (Source: BIODEVICES 2014, p. 8).

Pattern-width homogeneity was also checked using a typical micro-mixer pattern
shown in Fig. 13. Closely measured flow path widths were 100 ± 6 μm, and they were
almost homogeneous, as shown in Fig. 14.

1mm

Fig. 13. Flow-path patterns used for width evaluation. (Source: BIODEVICES 2014, p. 8).
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Fig. 14. Width homogeneity of flow-path patterns. (Source: BIODEVICES 2014, p. 8).

4 Assemblies of Micro-Fluidic Devices

Methods to seal the resist flow-paths by pressing the cap lids were investigated. Since
the main component of the resist SU-8 is an epoxy resin, the resist has considerably
large elasticity. Accordingly, it was considered that seals to prevent leaks of liquids
flown in the flow paths would be capable if flat lids were appropriately pressed on the
resist flow paths. For this reason, the resist film with flow-paths on a silicon wafer chip
was sandwiched by an acrylic vessel and lid plates. To prevent side slips of wafer chips
in the direction parallel to the wafer surface, concaves for placing the wafer chips were
fabricated on the surfaces of vessel plates. If the lids were bound with the vessels using
bolts and nuts, flat parts of the resist surfaces worked as sealing surfaces for capping the
flow paths by the lid plates. Therefore, if the stick-out height h of the resist surface from
the vessel surface, shown in Fig. 3, was appropriately controlled, flow paths were capped
without leaking the liquids. Under the condition of 100-μm thick SU-8, the best stick-
out height h was 30–40 μm.

The concaves of the vessel plates were fabricated using a three dimensional cutting
machine. Giving three dimensional shape data to the machine, designed vessel plates
were automatically machined out. Next, fine tubes were attached to the lid using adhe‐
sive. Figure 15 shows an example of assembled micro-mixer. A silicon chip with flow
paths shown in Fig. 13 was enclosed between the lid and the vessel. If the lids and vessel
plates were not sufficiently thick, they were curved, and the resist surfaces were not
pressed uniformly. As a result, the fluids sometimes leaked out through the clearances
between the resist surfaces and lids. The thicknesses of the lid and vessel were decided
to 5 mm finally.
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10 mm

Fig. 15. Outside View of the fabricated micro-mixer. (Source: BIODEVICES 2014, p. 9).

5 Flow Tests and Consideration

Fabricated micro-fluidic devices were tested whether liquids are flown without leaks.
As a result, colored water injected from the inlets were ejected from the outlet without
leaking through the only simply contacted seals between the lid and the resist film.

On the other hand, it was clarified that if two colored waters were injected from the
Y-shape inlets, they flew as two parallel flows, and not mixed at all, as shown in Fig. 16.
Because the injection volume rate was 10 μℓ/h, and the main flow path has a cross section
of 100-μm width and 100-μm depth, the flow velocity was calculated to be 2.6 mm/s.
Therefore, Reynold’s number Re was calculated as

(2)

This Re value means that the flow is a typical laminar flow. Accordingly, the phenomena
that two colored waters were not mixed probably depended on the low Re flow condi‐
tions. However, because widths and depths of flow paths of micro-fluidic devices are
generally very small, it is difficult to make the Re value large enough for changing the
flow to the turbulent one using ordinary flow paths.

Therefore, it will be necessary to give some seeds of turbulence to flows for mixing
fluids in such small mixers. In the past research, it was demonstrated that waters colored
in red and blue using paints were successfully mixed, as shown in Fig. 17. In this case,
pattern widths of Y-shape inlets were 73 μm, and widths of main swirl flow paths were
135 μm, and the depth was 380 μm. Accordingly, the aspect ratios were 5.2 and 2.8 at
the inlet parts and swirl parts, respectively. These aspect ratios were considerably larger
than those of the flow shown in Fig. 16. On the other hand, red and blue flows were
mixed by passing through right-angle corners. For this reason, making such corners and
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giving flow-path differences between in-course and out-course tracks may be a measure
to mix flows.

100 µm

Separated

Mixed

Fig. 17. Example of mixed liquids (Source: BIODEVICES 2014, p. 10).

On the other hand, as another mixing principle besides making turbulences in flows,
diffusion is considered. If two statistic fluids are contacted, they are gradually mixed
together by diffusion according to the diffusion coefficients and process times. For this
reason, long flow paths and long-time mixing may be effective.

200 µm

Yellow water
Blue water

Fig. 16. Non-mixing flow of two colored waters. Blue and yellow waters flew without being
mixed. (Source: BIODEVICES 2014, p. 9).
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How to clarify the factors deciding the mixing characteristics and how to certainly
mix the flowing fluids are very important research subjects to be investigated hereafter.
Considering reported results [17, 18], vigorous efforts should be endeavored.

6 Conclusion

A new fabrication method of micro-fluidic devices was proposed. In the method, flow
paths designed arbitrarily by customers or researchers are easily fabricated by single
lithography processes. Flow-paths designed using versatile CAD tools are transferred
to film reticles in quick turn-around times, and precisely replicated to thick resist films
coated on silicon wafers. Because the wavelengths of exposure light rays are appropri‐
ately selected to reduce the light absorption in the resist film, flow paths with almost
vertical sidewalls are formed. Thus, space patterns with flow-path shapes are directly
used as flow-path grooves of micro-fluidic devices.

Wafer chips with flow-path patterns were sandwiched by vessel and lid plates and
bound together using 4 couples of small screws and nuts. In spite of such easy and simple
assembly, flow paths were successfully sealed depending on the elasticity of the thick
resist film with the flow paths.

Using a device with simple flow paths including two inlet ports, a meandering mixing
root, and an outlet port, it was investigated whether two fluids simultaneously injected
from the two inlets were mixed or not. As a result, yellow and blue waters were not
mixed. It is the next subjects to clarify the factors deciding the mixing of flows and to
control the injected flows mixable.
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Abstract. In this text we present the design of a wearable health moni-
toring device capable of remotely monitoring health parameters of
neonates for the first few weeks after birth. The device is primarily aimed
at continuously tracking the skin temperature to indicate the onset of
hypothermia in newborns. A medical grade thermistor is responsible for
temperature measurement and is directly interfaced to a microcontroller
with an integrated bluetooth low energy radio. An inertial sensor is also
present in the device to facilitate breathing rate measurement which has
been discussed briefly. Sensed data is transferred securely over bluetooth
low energy radio to a nearby gateway, which relays the information to a
central database for real time monitoring. Low power optimizations at
both the circuit and software levels ensure a prolonged battery life. The
device is packaged in a baby friendly, water proof housing and is easily
sterilizable and reusable.

Keywords: Neonatal monitoring · Wearable sensors · Telemedicine ·
Body sensor network · Temperature measurement · Temperature
sensors · Skin temperature · Noninvasive wearable wireless monitoring
system · Biomedical measurements

1 Introduction

Neonatal Mortality Rate (NMR) [3] is defined as number of newborn deaths
(that is within the first 28 days of life) per thousand births. The global neonatal
deaths today account for more than 40% of all child deaths before the age of five
c© Springer International Publishing Switzerland 2015
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and is estimated to be more than 8 million [20]. More than 95% of these deaths
occur in developing nations like regions of Africa and South Asia. Reports [11]
have shown that India has about 10 times higher NMR compared to the western
world. NMR in India was 31 as of 2011, a 33% decrease in NMR since 1990, yet
taking into account its burgeoning population, approximately 1 million newborn
died in 2010, nearly 30% of the global neonatal deaths [2].

Recent research indicates that hypothermia is increasingly considered as a
major cause of neonatal morbidity and mortality, especially in rural resource con-
strained settings [16,17]. Hypothermia for neonates is defined as an aberrant ther-
mal state of diminution of their body’s temperature below36.5◦C.Further decrease
in body temperature causes respiratory depression, acidosis, decreases the cardiac
output, decreases the platelet function, increases the risk of infection and may even
lead to fatality without preemption [18]. WHO has classified hypothermia into
following three categories depending on the body temperature [1].

– Mild hypothermia: 36.0 to 36.4◦C
– Moderate hypothermia: 32.0 to 35.9◦C
– Severe hypothermia: < 32◦C

In newborns, hypothermia can be caused by loss of body heat to surroundings
through conduction, convection, radiation or evaporation. Premature newborns
are even more susceptible to these factors because of their low weight at the time
of birth, they have a large ‘surface area to weight ratio’ with minimal subcuta-
neous fat. They have poorly developed shivering, sweating and vasoconstriction
mechanisms and they are unable to retain their body’s heat [18]. Hypothermia
has a wider spread in the developing nations. In the rural context thermal care
of newborn is often overlooked and hypothermia goes undetected. The most
prevalent technique in rural settings on which caregivers rely is human touch,
which is less sensitive and is not a reliable method. Commonly used mercury
thermometers are often fragile and require some degree of training. Hence there
is a need for an automated and robust way of measuring the neonate’s temper-
ature on a continuous basis, and be able to initiate intervention in a prompt
manner as required. This has been the main motivation towards developing the
temperature monitoring device and system.

The ever increasing cost for state-of-the-art medical facilities like NICU
(Neonatal Intensive Care Unit) impedes the user from accessing it in rural areas.
The problem is exacerbated in rural parts as India’s population is still largely
rural, with limited or no access to modern health care infrastructure. Moth-
ers are often discharged earlier and infants are taken home right after delivery.
In some cases delivery is even carried out at their residence without any med-
ical professional or facilities at their disposal. We would like to capitalise the
technical advancements of 21st century to perform remote neonatal healthcare
monitoring in an economical manner.

In this paper, we propose a novel wearable monitoring device, designed and
developed for the neonates in remote, rural and resource constraint settings.
Our objective is to develop an ultra low power wireless skin temperature sensor,
capable of monitoring newborns’ body temperature unobtrusively and in real
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time over a span of the first few days to weeks. Sensed temperature data will be
securely uploaded via a gateway device to a centralised database. Analytics on
the temperature data will be run to determine the intervention needed in case of
temperature excursions beyond normal levels. This system will be given to new
mothers to take home after delivery.

However this will require solutions to a number of significant challenges like
ultra low power sensing, device integration and packaging, ultra low power short
haul communication and baby friendly design.

1.1 Requirements and Challenges

We conducted a user study in the NICU of St. John’s Medical College Hospital
in Bangalore, India. The study involved understanding the current techniques
and equipment used in NICU to monitor the health of the neonates. This led to
understandings in how the neonates are handled and how their vital parameters
such as body temperature are measured. It also revealed concerns of the doctors
regarding current equipment and the feasibility of use of such equipment in a
remote rural setting. Issues like placement of the sensor on the body, ability of
the device to be sterilised and other aspects which will be highlighted in the
coming sections, were dealt with through brainstorming sessions and concept
generation. Feedback from the doctors/neonatologists was taken time and again
on the concepts generated which led to a more concrete list of requirements.

Safety. In an NICU setting neonates are kept under radiant warmers to reg-
ulate their body temperature. To achieve this, neonates’ body temperature is
constantly monitored by employing conventional temperature probes, attached
to their skin with adhesive tape as shown in Fig. 1.

Fig. 1. Neonate kept under radiant warmer in NICU at St. John’s Medical College
Hospital.

The skin of neonates is extremely delicate and vulnerable to environmental
stress. Research [24] has shown that increase in microbial growth under tem-
perature probe can be harmful. Medical tape causes irritation and when it is
removed it causes skin abrasion and damage [21]. Risk of the damage of internal
organs involved with the tympanic and rectal temperature measurement limits
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their use for continuous monitoring. Thus the primary concern and requirement
is their protection, safety and non-invasive monitoring.

For continuous measurement of body temperature the safest potential loca-
tion for the sensor is over the right upper quadrant of the abdomen just below
the rib-cage.

High Accuracy. For monitoring hypothermia or hyperthermia, temperature
measurement accuracy should be same as that of medical grade NICU temper-
ature probes. Thus an high accuracy of 0.1◦C should be achieved in a remote
rural setting.

Longer Battery Life. Once the device is installed and given to the user,
neonates should be continuously monitored for the duration of first 2 to 3 weeks,
with a sampling period of once every 15 min. Battery should last long enough
without any need for charging or replacement. This calls for an ultra low power
design to meet the requirement of longer battery life.

Robustness. The device needs to unobtrusively operate for several days. During
the operation in remote regions, manual intervention for maintenance or repair
is difficult to provide. Hence the device should be robust enough to cater to
challenges like shock, vibration, and should not get reset accidentally. It should
be hermetically sealed to protect the electronics from getting damaged in case
liquids seep in during sterilisation or due to contact with body fluids (e.g. sweat,
urine, faeces, etc.). Moreover, the device should be adjustable so that it can used
on neonates of different abdominal girths, it should be aesthetically pleasant and
should be baby friendly.

Detailed description of the solution to these requirements and challenges is
provided in Sect. 2.3.

1.2 Related Works

In India, remote rural health monitoring is being enabled by many companies and
government agencies. For instance, in [19], the company has developed a health
kiosk and system called ReMeDi, which is deployed at the primary health center.
The Kiosk allows a number of basic health tests to be conducted, the results of
which are communicated over the cellular network to a central repository which
keeps track of patient health data. This system is in use in a number of rural
districts in Bihar and parts of Karnataka. Many other similar systems are being
developed and deployed by various NGOs and startups across India.

Studies indicate that monitoring certain basic parameters, like temperature,
could help indicate impending problems and hence with timely intervention,
perhaps the mortality can be reduced. In this regard, an innovative product, for
keeping babies warm, has been developed by a startup called Embrace [10].
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In a related work, authors in [9] describe some sensors and packaging which
has been developed for monitoring new borns. The sensors are embedded in a
smart jacket, with careful attention paid to the baby friendliness of the design.

Another device [15] addresses a similar application where temperature of
body can be measured and transmitted wirelessly to an android platform based
device.The device has a battery life of only 48 hours and a relatively larger size
as compared to our design.

The authors in [14], report an internet based health monitoring system for
newborns. The parents fill up an online form with some data about their babies
regularly. These include: Weight, body temperature, sleeping patterns, skin color,
feeding etc. The remote nursing staff monitor these parameters and provide
timely advice. The authors conducted a clinical research study for the efficacy of
this system and found that it helped reduce the number of visits to the hospital
by a factor of 3 for the babies being monitored via this system, as compared
to a control group, which did not use it. This study encourages us to develop
automated monitoring techniques like in [9] which will be more reliable and
efficient than manually entering the data.

2 System Design

This section describes the design decisions involved in developing the hardware
platform and the prototype device

2.1 Wireless Communication

There are many low-power wireless technologies like Bluetooth low-energy (BLE),
Bluetooth classic, ANT, ZigBee, Wi-Fi, Nike+, IrDA, and the near-field commu-
nications (NFC) standards currently being employed in the field of healthcare.

For our application, the following critical key parameters drove the selection
of the wireless interface: ultra-low-power, low cost, small physical size, applica-
tion’s network topology requirements and security of communication.

The authors in [5] do a power consumption analysis of BLE, ZigBee and ANT
sensor nodes in a cyclic sleep scenario and find BLE to be the most energy effi-
cient. We believe that in the next few years, millions of mobiles and computers
will support BLE, thus enabling BLE based sensors to utilize these as gateways
to the internet [4,12]. We already see commercial products with BLE like Fit-
Bit [13], Pebble Watch and Hot Watch, and hence it encourages us to leverage
the advantages of employing BLE as the short-range wireless communication
technology for connecting the sensor to the gateway.

2.2 Hardware Platform

Sensor Platform. A monolithic design of sensor platform is required to mini-
mize the form factor, facilitate ease of manufacturing and to reduce the overall
cost of the product. Hence a custom made platform has been developed using a
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Fig. 2. Block diagram of the temperature sensor.

multilayer Printed Circuit Board. The assembled sensor platform has a dimen-
sion of 28 mm x 25 mm x 8 mm.

The sensor hardware platform as shown in Fig. 2a and consists of a Microcon-
troller(MCU) with integrated Bluetooth 4.0(BLE) and a 12-bit ADC (CC2540
from Texas Instruments), the NICU grade temperature sensor with its analog
front end circuit, status LEDs, power supply and RF balun filter and antenna
for wireless communication over 2.4 GHz ISM band. The microcontroller system
has 256 KB programmable flash memory and 8-KB RAM and supports very low-
power sleep modes, with sleep current as low as only 0.4 μA. There is built-in
128-bit hardware AES support for secure communication.

Sensor hardware can be programmed wirelessly and application programs can
be downloaded on MCU’s flash over the air via mobile or a gateway device. This
feature enables us to dynamically control the sensor platform without having to
disassemble the module and remove it from the package.

High precision MF51E NTC thermistors [8] are used for extremely accurate
temperature measurements. These are especially designed and calibrated for
medical equipment. The extremely small size of thermistor allows it to respond
very quickly to small variations in temperature.

The temperature profile running on sensor meets the universal standard of
body temperature profile defined by Bluetooth SIG [6]. Hence our sensor device
can communicate to any authenticated host independent of the gateway platform
being used.

Antenna Selection and Performance. The antenna for the sensor device
has to balance between small size and efficiency. High efficiency antenna enables
larger separation between the sensor device and the gateway - thus simplifying
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Fig. 3. Hardware platforms.

the usage scenario. On the other hand, larger size impacts the overall device
size which is not desirable for a wearable device. A chip antenna offers a very
small footprint solution but leads to a compromise of some critical parameters,
such as, reduced efficiency, shorter range, smaller useful bandwidth, more critical
and difficult tuning, increased sensitivity to components and PCB and increased
sensitivity to external factors.

Detuning of chip antenna happens due to its proximity with ground plane,
power source, plastic enclosure and the condition whether it is worn by the
user or not. Our experiments with the chip antenna indicated an effective range
of about 5 m. To overcome these issues, we have used an embedded Inverted
F-antenna (IFA). Performance and characteristics of both the antennas are tab-
ulated below Tables 1 and 3.

Table 1. Comparison of chip antenna and Inverted-F Antenna.

Parameters Chip antenna IFA

Rangea (m) 3-5 10-12

Bandwidthb (MHz) 100 300

Efficiencyb 50 % 90 %

Reflection lossb > 50 % < 10 %

Cost Low Nil

Size (mm) 8 x 6 25.7 x 7.5

a: Measured in closed indoor enviroment
b: Obtained from dataheet [25]

The Inverted-F Antenna has higher efficiency, longer range and a wider band-
width than a chip antenna, though larger in size. For our device, the coin cell
was another size limiting factor and hence we found this to be a good choice
which provides high performance at a very low cost.

Low Power Analog Front End. Conventional thermistor interfacing tech-
niques [7] use a linearization circuitry followed by a gain stage(G) and finally a
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ADC(A) as shown in Fig. 4(b). We could eliminate most of these components
in our approach shown in Fig. 4(a), by using the high precision thermistor, a
high precision low tolerance low temperature coefficient resistor R1 and the high
resolution 12 bit ADC in the CC2540. Thanks to the well defined Temperature -
Resistance characteristics of the thermistor the non-linearity can be taken care
of by solving following log-polynomial Steinhart-Hart equation in software.

1
T

= A + B ln (RTh) + C (ln (RTh))3 (1)

A, B, and C are the Steinhart-Hart coefficients which are provided by the
manufacturer [8]. This non linearity correction can be done either in the gateway
or the sensor, thus incurring no power penalty on the sensor device itself.

The minimum voltage resolution for the 12 bit ADC operating at full range of
0−3 V is 0.732 mV. For the use case in which the sensor module will be employed,
the temperature range lies from 25◦C−40◦C. The minimum accuracy require-
ment within this temperature range is 0.1◦C which corresponds to a minimum
change of 2.743 mV for the sensor module, well above the LSB of the ADC and
hence eliminates the need for a separate gain stage.

As per the circuit shown in Fig. 4(a) analog voltage reference for 12 bit ADC
(M = 12) is also supplied from digital I/O. Therefore the voltage at the input
of ADC is given by

VADC =
NADC

2M
VREF =

RTh

RTh + R1
VREF (2)

From above equation RTh can be calculated independent of the voltage sup-
plied by digital I/O.

RTh =
NADC

2M − NADC
R1 (3)

(a) new (b) conventional

Fig. 4. Thermistor interfacing technique.



42 H. Rao et al.

For the change in RTh due to ±1 LSB variation of ADC and tolerance of R1,

ΔRTh =
RTH

(
2M

)
ΔNADC

(2M − NADC) NADC
+

(NADC) ΔR1

(2M − NADC)
(4)

The proposed approach uses a single resistor R1 with a low temperature
coefficient of ±10ppm/◦C and a tolerance of 0.1%. For R1 = 10KΩ, ΔR1 is
±10Ω due to tolerance and ±2Ω due to temperature change of 20◦C. Therefore,
total ΔR1 ≈ ±11Ω. ΔRTh due the change in ±1 LSB of ADC is calculated to
be ±10Ω at 25◦C and ±5Ω at 42◦C.

From Eq. 4 the total ΔRTh due to ±1 LSB variation of ADC and tolerance
of R1 is found to be ±15Ω at 25◦C and ±12Ω at 42◦C. This corresponds to an
error margin of ±0.03◦C at 25◦C and ±0.08◦C at 42◦C. Error margin is within
our accuracy requirement. The thermal noise from the resistors are negligible.

The conventional approach suffers from increased errors due to the number
of resistors used because each has its own temperature dependence and tolerance
values. Another drawback of the earlier technique is that current is constantly
consumed by the wheat-stone bridge and the gain stage, irrespective of the micro-
controller being in sleep mode. In the proposed design, since the sensor interface

Fig. 5. Current consumption during active and sleep mode.

Fig. 6. Prototyped temperature sensor with belts



Design of a Wearable Remote Neonatal Health Monitoring 43

is powered from the micocontroller’s GPIO, the current consumption can be sig-
nificantly reduced by suitably programming the GPIO output during the sleep
mode. This is illustrated in the measurements of both the conventional and the
proposed approach in Fig. 5.

The use of well calibrated thermistor and a very low tolerance resistor elim-
inates the need for any other calibrations saving the cost and effort.

Gateway Platform. The sensor communicates with the gateway and the tem-
perature data is stored on a centralized database over a secured internet back-
bone provided by GPRS/Wi-fi. We have developed the gateway using both a
smartphone (Google Nexus 4) as well as a low cost platform “Raspberry pi” as
shown in Fig. 3(b). Raspberry pi has a 700 MHz ARM core as an application
processor and 512 MB RAM. Dual USB connectors are used for BLE and Wi-Fi
dongles. A Linux based operating system is booted on it to run the application
program. In the case of the smartphone an android application connects to the
sensor and relays the information to the server.

2.3 Prototype and Implementation

Temperature Sensing Interface. The thermistor has a dimension of 1.6 mm
x 4 mm and is required to be in thermal contact with the test surface to measure
its temperature. However due to the requirements of the device to be robust
and safe for the neonate (without any sharp/pointy objects sticking out of the
device) the sensor was placed in contact with a thermal interface which would
touch the body of the neonate on one side and house the sensor on the other
side as depicted in Fig. 7.

Fig. 7. Vertical cross-section of the enclosure.

The interface consists of an aluminium cup made by cold-working of an alu-
minium sheet. Aluminium was chosen for its easy formability as well as ability to
retain its shape once it is cold-worked. Aluminium also has a very high thermal
conductivity ranging from 200−250 W/m.K, which enables our thermal inter-
face design to attain thermal equilibrium with the body of the patient in a short
span of time. The aluminium cold-worked cup is only 0.1 mm thick to minimize
the heat loss. To ensure complete thermal contact,the thermistor is glued on the
inner side of the aluminium cup with a highly thermally conductive copper tape
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Fig. 8. Disassembled prototype.

which ensures efficient and quick conduction of heat from the aluminium surface
to the sensing element. The cup is securely housed inside the casing while ensur-
ing that it protrudes slightly from the bottom surface of the casing to enable
reliable thermal contact with the body of the patient.

Power Switch. The device is designed to stay in deep sleep by default when
not operational. To initiate connection establishment with a BLE gateway, we
have provided a power switch, which needs to be pressed and held for 5 s or
more. However since the same switch is also used to reset the device it is placed
at a short depth inside the casing to minimise the chance of accidental reset.
A silicone membrane is flushed with the top surface of the enclosure such that
only if the membrane is pressed to a depth of 3 mm or more will the switch
get activated. This requires concentrated force on the center of the membrane.
Experiments were conducted to check if any sort of accidental pressing could
lead to such a situation and it was concluded that only intentional pressing
could achieve such a result. The silicone membrane also ensures that the casing
is water tight.

Enclosure. The enclosure is required to be water tight to protect the electronics
from liquids used for sterilization as well as from urine. Moreover the casing
needs to be made with minimum number of parts for ease of production and
low cost. The methods for making the casing water tight are either to make
a simple lip interface in the design where the top and bottom parts can be
pasted, or to go for a more complicated design which involves either snap fits
or screw fittings and requires rubber gaskets to make the device water tight.
The former method although cheaper to manufacture has the disadvantage that
the casing can only be used one time. However since the device does not need
battery replacement for several months, the former method seems more feasible
given the fact that even an openable casing will be prone to damage since it will
move from patient to patient and might eventually be required to be replaced.
The custom designed enclosure as shown in the Fig. 6 is rapid-prototyped with
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the latest and higher resolution 3-D printing technology [23]. The 3-D printed
prototype was drop tested from a height of 2 m without any damage to the
prototype and enclosed circuitry. The actual production model however would
be even more robust due to higher strength of commonly used injection molding
materials like Polypropylene or Acrylonitrile butadiene styrene(ABS).

Belt Design. Respiration rate for newborns varies from 30−60 breaths per
minute and during a respiration cycle the abdomen region expands and contracts.
An increase in the height of the sternum of around 1/2 cm is considered as a
normal expansion [22]. Hence the belt has to be designed with the requirements
of being

– soft and elastic to accommodate the changes in abdominal circumference dur-
ing breathing

– able to accommodate different sizes of neonates
– washable for sterilization and reuse

All the above requirements were met through a design where the belt is made
out of a soft fabric. The belt has a thin elastic band inside the fabric which can
be elongate upto 3 cms, hence it dynamically allows for expansion of the belt
during breathing. The belt also has small loops in which fastening velcro can be
attached. The fastening velcro is placed at the ends of the belt and when the belt
folds on itself, the velcro hooks come in contact with the loops thereby fastening
the belt. This allows for accommodation of different sizes of neonates. The fabric
is completely washable and the belt can be washed and dried for reuse. Multiple
belts can be assigned for a patient and these belts can be replaced daily to
maintain hygiene.

Baby Friendly Design. The industrial design of the device reflects the face of
a friendly abstract toy, where form follows function. All features of the face have
functional relevance. To keep the number of parts to a minimum, light gates
have been avoided by making the sections under which the LEDs are housed
thinner than the overall casing (Figs. 8, 9 and 13).

The thin sections allow light from the LEDs to be seen well. These sections
also give the appearance of eyes for the face. The membrane for the switch forms
the mouth and the cavities through which the belt passes give an appearance of
ears. This friendly face appearance of the design could help enforce confidence
in parents that the device is friendly and is safe for their child. This design was
arrived at after multiple iterations and discussions with the Neonatologists at
SJRI. Initial prototypes were improved through feedback from the Neonatology
team and features like exposed edges, sharp corners and crevices as well as
exposed buttons were removed and the final design was presented which has
been accepted by the Neonatology team.
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Fig. 9. Baby friendly enclosure.

3 Evaluation

This section describes the evaluation method employed for testing our sensor plat-
form. Experimental results indicate that the device has the required accuracy.
Later in the section power calculation is performed to estimate the battery life.

3.1 Experimental Setup

As described in the Sect. 2.3 temperature sensing element is thermally interfaced
with aluminium.To determine the response time and accuracy of the packaged
module, experimental setup shown in the Fig. 10 is used.

A glass beaker filled with 300 ml of water is placed on a hot plate. An accurate
RTD based temperature sensor is placed in the beaker. The temperature of water
is controlled by giving a closed loop feedback to hot plate’s heating element. The
sensor device is immersed in water bath along with a bare thermistor. A precision
digital thermometer is employed for setting reference temperature. Packaged
devices were kept immersed in the water bath for 10 h of continuous operation

Fig. 10. Experimental setup.
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Fig. 11. Responsiveness and accuracy measurement of the sensor.

and the temperature measurements were logged wirelessly. Temperature readings
from all the sensors were periodically sampled once every two minutes.

3.2 Results

Responsiveness. Figures 11(a) and (b) show the temperature measurements
during the experiment. A periodic oscillation of the temperature waveform was
observed, indicating the action of the servo control loop of the hot plate. The
period of the oscillations is approximately 40 min and is within ±0.3◦C of the
temperature configuration being used.

By definition, responsiveness is the time taken by the system to respond to
an event or a change, hence these small changes in temperature provides an ideal
environment to determine the response time.

Table 2. Response time and sensivity comparison.

Parameter Bare Reference Packaged

Response < 4 s ≈ 3 min ≈ 4 min

The bare thermistor is fastest in responsiveness followed by the reference
thermometer and finally the packaged device. The observed response times are
shown in Table 2, indicating that the packaged sensor would take approximately
3−4 min to attain thermal equilibrium with the surroundings. In our actual
application scenario, we are required to take continuous temperature readings
once every 15 min, hence the responsiveness is well within our requirement limits.
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Fig. 12. Oscilloscope plot showing current measured using precision current probe for
different modes of operation.

Table 3. Current consumption for different mode of operation.

Mode Imax Iave On Time Energy(3 V@ 90 %η)

Sleep 1 μA 1 μA 899 s 1.1 mJ

Data transmission 30 mA 17 mA 1 s 56.6 mJ

Initial advertisement 30 mA 4.5 mA 180 s 2700 mJ

Accuracy. Using the same configuration for measuring the accuracy, water was
heated upto 40◦C and then was allowed to cool down to room temperature.
Figure 11(c) shows the logged temperature reading. The variance (error bar) in
the reading from the sensor device is ±0.04◦C. By comparing the data obtained
from the sensor with a high precision digital thermometer it was calculated that
the error was within 0.1◦C for the temperature range of 25◦C to 40◦C.

3.3 Power Consumption

The sensor device establishes a connection with the near by gateway device
through initial advertisement. After a successful connection event, the sensor is
configured for periodic sleep and data transmission. Figure 12 and Table 3 shows
the measured current and energy consumed by the device during these modes of
operation.

The profile in Fig. 12(b) shows typical power consumption over a sensing
cycle. Sleep current is measured using 6.5 digit 34411A Agilent multimeter and
transient current is measured using hall effect current probe with TDS5104 Tek-
tronix oscilloscope. The initial advertisement is the most energy expensive -
however this action is expected to happen very rarely. The data transmission
energy is also significant compared to sleep energy and hence needs to be min-
imised to ensure long battery life.
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Fig. 13. New prototype with inertial and temperature sensor.

Battery Life Estimation. The sensor device is configured to send temperature
measurements once every 15 min. Thus there will be 96 data transmission cycles
in a day. The device is powered by a 3 V CR2032 coin cell of 225 mAh given
capacity. Considering the derated capacity to be 200 mAh, the total energy it
can deliver is estimated to be 2160 Joules. Total energy consumed by the device
during one full day of operation is estimated to be 5.54 Joules which results in a
battery lifetime of 388 days (about a year).

4 Recent Developments

After continuous feedback from the doctors and parents of newborns, we realised
that the size of the device was still a concern for the users and needed to be
reduced. In an effort to make the device smaller, we have developed the new
design shown in the figure. The designed pcb uses a chip antenna instead of the
inverted-F antenna used in the previous design to reduce the antenna footprint.
This helped in reducing the device size immensely with some loss in transmitting
range which can be compensated by increasing the transmitting power if needed.
An inertial sensor along with an op-amp has been added on board to facilitate the
measurement of breathing rate. The new design has been developed bearing in
mind that the baby friendly appeal of the product should not be lost. The casing
design derives its inspiration from a soft pebble and the pcb has been designed
to securely fit inside the casing. Other attributes such as water tightness and
ability to be sterilized are maintained in the device.

5 Conclusions

Continuous, automated monitoring of vital parameters of neonates in remote
rural areas has the potential of saving many lives each year. The current methods
are not reliable and the technological intervention enabled by the proposed device
can play a major role in getting these vital parameters to the doctors in real
time. Critical requirements like reliability and robustness of the device are met
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through a methodical design approach using state-of-the-art technology like the
integrated blue tooth low energy microcontroller, along with optimised sensor
electronics and software, to ensure good performance and battery life. Human
interface aspects have been incorporated into the device to allow for a friendly
yet robust device which fulfils all the physical requirements for the device to
be used comfortably on neonates in rural settings while addressing maintenance
and sterilisation issues. The design also aims to connect emotionally with the
stakeholders like parents of the neonates and health care providers to enforce
confidence and a feeling of security. The current design is modular and can
be extended beyond temperature measurement.
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Abstract. The demand for novel wireless system solutions is increasing
exponentially in today’s world. Wireless systems are extremely beneficial and
applied in a wide spectrum of fields such as: personal communication, medicine,
military, firefighting, entertainment, aeronautics, and Radio Frequency Identi-
fication (RFID). In this chapter, the design and analysis of two compact antennas
aimed for telemedicine and Body Area Networks (BAN) are presented. The first
design is based on a MIMO antenna array utilizing µ-negative metamaterial
(MNG) structures that lead to low correlation between antennas when placed
closely on a user’s body. The antenna array resonates at 5.2 GHz. The second
design is a mechanically flexible directional Yagi-Uda antenna resonating at
2.5 GHz for on-body communication. Both designs have the merits of light
weight, low profile, mechanical robustness, compactness, and high efficiency.
Such properties suggest that the proposed designs would be reasonable candi-
dates for telemedicine and BAN applications that are constrained by limited
physical space.

Keywords: Telemedicine � Antenna array � Metamaterial � Multiple input
multiple output � Wireless body area networks

1 Introduction

Telemedicine has evolved rapidly over the past decade due to the increasing demand
for remote health monitoring of post-surgery patients, recovery tracking, seniors,
athletes, fire fighters and astronauts [1]. In telemedicine systems, important health
parameters such as body temperature, blood pressure, and heart rate are transmitted
wirelessly to remote monitoring stations (clinics, hospitals, etc.…) [2].

Obviously, a reliable wireless scheme which is enabled by a use of antenna(s) is
required for optimal performance of such systems. In this specific case, antennas are
required to be small in size, lightweight, and robust with desired radiation character-
istics. They also need to be comfortable and conformal to the shape of the body.
Microstrip antennas offer a favorable advantage since they have a hemispherical
radiation pattern, i.e. radiates away from the users body, which minimizes the exposure
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to harmful electromagnetic radiation. Furthermore, they offer a low profile solution,
low cost, and ease of fabrication [3]. However, this class of antennas suffers from a very
narrow bandwidth, hence, a low profile antenna with a directional radiation pattern and
a wide bandwidth is essential in telemedicine applications. Several techniques have
been proposed to achieve directional radiation pattern by adding a cavity or a shielding
plane underneath the antenna, or using absorbers [4]. However these techniques lead to
either an unacceptable increase in the antenna’s height, or a more complicated man-
ufacturing process. In [5], a PEC reflector was inserted between a human head and a
folded loop antenna. This approach increases the return loss and decreases the anten-
na’s efficiency. In [8], a Single Negative Metamaterial (SNG) is utilized to reduce the
electromagnetic exposure, though efficient, it leads to a high profile system. Flexible
Artificial Magnetic Conductor (AMC) based antenna is proposed in [9] for tele-
medicine application. A polyimide based printed antenna is integrated with an AMC
ground plane which is utilized to minimize the Specific Absorption Rate (SAR) and the
impedance mismatch caused by the human tissues proximity. Although the proposed
design offers a low profile solution, it is relatively large in some applications.

On the other hand, there has been an increasing interest into on-body communi-
cation as part of WBAN research. On body mode is as important as off-body since it is
essential for communication between sensors and devices located on or within the users
body.

The gain from Multiple-Input Multiple-Output (MIMO) techniques in wireless
sensor networks equipped with miniaturized sensor nodes cannot be fully exploited due
to the difficulty encountered when placing traditional multiple antennas with
sub-wavelength physical separation.

In this chapter, two antenna designs are proposed for telemedicine and body area
networks applications. The first design is based on an antenna array utilizing µ-negative
metamaterial (MNG) structures that lead to reduced mutual coupling between the
antenna radiating elements. It is worth mentioning that mutual coupling reduction is
essential to achieve optimal performance in Multiple-Input Multiple-Output (MIMO)
communication schemes. The antenna array resonates at 5.2 GHz. The obtained cor-
relation coefficient of 0.04 is low enough for realizing full diversity gain from using
such an antenna array on sensor nodes in a telemedicine WLAN environment. Fur-
thermore, Bit Error Rate (BER) simulation result for a 2 × 2 Alamouti diversity scheme
in an IEEE 802.11a system is also presented. The second design presented is a highly
directive, slot fed, vinyl based printed Yagi-Uda antenna operating at ISM band
(2.4-2.483 GHz). Antennas with high directivity are often preferred for on-body
communication in BAN systems.

Design and simulations are conducted using CST Microwave Studio which is based
on the Finite Integration Technique. Results suggest that the proposed design would be
a suitable candidate for telemedicine and BAN applications that are constrained by
limited space.
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2 Proposed Antenna Designs

2.1 Miniaturized MIMO Antenna Array with Reduced Correlation

2.1.1 Introduction
MIMO techniques employing multiple antennas at one or both ends of a wireless com-
munication link have shown the potential to reach higher spectral efficiencies [11, 12]. By
combining signals at transmit antennas and receive antennas, MIMO substantially
improves either data rate using Spatial Multiplexing (SM) or reliability using diversity
techniques. Space-Time Block Code (STBC), known as Alamouti scheme [13] for two
transmit antennas, is the simplest technique with linear receiver complexity to improve
the reliability of a wireless communication system. The capacity and reliability of MIMO
systems depend on the Signal-to-Noise Ratio (SNR) and the correlation properties among
the channel transfer functions of different pairs of transmit and receive antennas [14]. One
of the basic requirements to realize the gains fromMIMOsystems is low correlation in the
effective channel. The correlation comes from three sources, namely, the correlated
fading channel, correlation among the transmit antennas, and correlation among the
receive antennas. The correlation between two antennas depends on the coupling and
isolation between them [17]. The coupling in turn is dependent on the physical separation
between antennas and the matching network.

Several papers including [18] have previously presented analysis and simulation of
the effect of correlation between antennas on the performance of Alamouti STBC
scheme. The Alamouti scheme starts losing performance as the separation between the
two antennas reaches somewhere between 0.1λ to 0.3λ. The size of traditional antenna
is a major concern in placing multiple antennas on a miniaturized sensor node. The free
space wavelength for the frequency band at 5.2 GHz, used in WLAN, is 5.77 cm. To
obtain low correlation for WLAN applications with physical separation between
antennas to be � λ/2 = 2.88 cm is not difficult. However, application of MIMO in
wireless sensor networks, especially in medical applications, requires multiple antennas
to be placed on tiny sensor nodes. To place multiple antennas with physical separation
of � λ/2 on a sensor node is very challenging using traditional antenna technologies.

This section presents a unique antenna design and antenna array based on meta-
material that leads to correlation coefficient of 0.42 without an isolation structure and
0.04 with proper isolation between the antennas. We present the design, and radiation
pattern of antennas, and BER performance of using them in a WLAN system.

2.1.2 System Model with Antenna Correlation
We considered a MIMO system with 2 transmit and 2 receive antennas having
Alamouti STBC [11] encoder that maps the two consecutive symbols x1 and x2 to two
antennas over two symbol periods at the transmitter. The correlation coefficient
between the two transmit antennas Tx1 and Tx2 is α. The transmitted signals pass
through a Rayleigh flat-fading wireless channel with a (2 × 2) channel matrix H with
element hij = αij exp (jθij) representing the gain between transmit antenna j, receive
antenna i, and additive white Gaussian noise (AWGN). The correlation coefficient
between the two receive antennas Rx1 and Rx2 is β. The decoding is based on linear
combining of signals received at the two antennas over two symbol periods. This
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scheme performs maximum likelihood detection of x1 and x2 using simple linear
combining. The discrete channel model for a (2 × 2) MIMO system is given below in
(1)-(3).

Y ¼ CRHCTX þN;X ¼ x1
x2

� �
; Y ¼ y1

y2

� �
ð1Þ

H ¼ h11 h12
h21 h22

� �
;N ¼ n1

n2

� �
ð2Þ

CT ¼ 1 a
a 1

� �
;CR ¼ 1 b

b 1

� �
ð3Þ

The correlation matrices between antennas at the transmitter and receiver are given
by CT and CR, respectively in (3). The simple implementation of linear combiner at the
receiver would lead to a minimal increase in the complexity of receiver at a sensor
node. The performance gain from using Alamouti scheme has a direct relationship with
the coupling between the two antennas. The coupling depends on the physical sepa-
ration between the antennas. When we consider a two transmit antenna scenario, the
correlation coefficient for a uniform distribution of sources is given by (4). The
assumption of uniform distribution holds quite well in an indoor environment. In (4),
S11, S12, S21, S22, are scattering S-parameters for the antenna system. The
S-parameters takes into account the relationship between voltage and current at the
input and output terminals of the antenna, the loading, and matching network
employed. The analytical derivation of S-parameters is quite involved and requires
several approximations. The terms S12 and S21 contain the effect of mutual coupling
between antennas. The correlation coefficient can be computed either using (4) after
obtaining the S-parameters from full-wave 3-D electromagnetic simulation of antennas
or through measurement of antenna prototypes or using (5) from the three-dimensional
far-field radiation pattern.

q12 ¼
s�11s12 þ s�21s22
�� ��2

1� s11j j2 þ s21j j2
� �� �

1� s12j j2 þ s22j j2
� �� � ð4Þ

q12 ¼
RR

4pG1G
�
2dXffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiRR

4pG1G
�
1dX

q RR
4pG2G

�
2dX

ð5Þ
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2.1.3 Antenna Design
As mentioned previously, the reduction of mutual coupling between closely-spaced
antenna elements is essential to the performance of MIMO systems due to the fact that
the mutual coupling affects the phase and distribution of the current, input impedance
and radiation pattern in each antenna element which significantly reduces the capacity
of the MIMO systems. Several techniques have been reported to reduce the mutual
coupling between radiating elements in MIMO systems. Some of these techniques are
based on the use of Electromagnetic Band Gap (EBG) structures [19], defected ground
plane [20], and the use of µ-Negative (MNG) structures. In [21], MNG structures have
been used to reduce the mutual coupling between two high profile monopoles, where
the achieved reduction in mutual coupling was 20 dB. In this chapter, we utilize MNG
to reduce the mutual coupling between two conformal micro strip radiating elements
sharing a common substrate intended for applications that require compact space, i.e.,
wearable medical devices and miniaturized sensor nodes. When MNG structures are
excited with a specific polarization, an electric current is induced through the loops of
split ring resonators, as a consequence, the structures act as magnetic dipoles and an
effective medium with a negative permeability over a certain frequency range is gen-
erated. As a result, the existence of real propagating modes is prevented within this
medium [22]. This behavior is utilized to block the mutual coupling between the
radiating elements of the proposed antenna. The proposed design consists of two
elliptical shaped patch elements with a major axis of 14 mm and a minor axis of 4 mm
placed on a 19 mm × 14.5 mm × 0.85 mm RO3006 substrate with a dielectric constant
of 6.15 backed by a ground plane. Two identical elliptical radiating elements were
designed to resonate at 5.2 GHz. The inter-element separation distance is 10.6 mm
(0.18 λ), where λ is the free space wavelength. Parametric study was performed for the
two coaxial feed locations to achieve optimal impedance matching. The optimized
locations are 8 mm along the major axis and 3 mm along the minor axis for the first
element, and 6 mm and 2.5 mm for the second element. The return loss is -20 dB with a
-10 dB bandwidth of 50 MHz. A unit cell of a square ring resonator is designed to
provide an effective negative permeability of -8 at 5.2 GHz, which provides a rea-
sonable isolation between the two elements. Next, a set of 8 unit cells is arranged
horizontally between the radiating elements, separated by 1.5 mm from each other. The
unit cell consists of two square metal strip inclusions with opposite orientation printed
on both sides of a 4.4 mm × 4.4 mm × 0.8 mm RO3006 sub strate. The gap in each ring
is 0.3 mm. The height of the antenna along with the metamaterial structures does not
exceed 6 mm which categorizes the design under low profile antennas. The front view
and side view of the proposed antenna design along with corresponding dimensions are
depicted in Fig. 1 and Table 1, respectively.

The antenna and MNG unit cell were designed and simulated using both
time-domain and frequency-domain solvers of CST Microwave Studio which is based
on the Finite Integration Technique (FIT). The simulated S-parameters for the proposed
antenna are shown in Fig. 2.

From the transmission coefficient S12, we observe a large reduction in mutual
coupling (-26 dB) at 5.2 GHz for the design with MNG structures compared to -4 dB
for the design without MNG. We also notice a slight shift in the resonance frequency
for the MNG case (around 20 MHz), which can be compensated for by slightly
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adjusting the patch length in order to keep the patch resonance frequency identical in
both cases. Moreover, we simulated the correlation coefficient for both cases (with and
without MNG structures). The correlation coefficient for the MNG case is 0.04 versus
0.42 for the case without MNG. It is also worth mentioning that the simulated corre-
lation coefficient has been extracted from the far-field analysis which is more accurate
than the S-parameter method [24]. According to the S-parameters and correlation
coefficient analysis, the design with MNG provides significant isolation between the
radiating elements compared to the design without MNG with the same element
spacing. The simulated E-plane and H-plane combined far-field radiation patterns at
5.2 GHz for the MNG case is presented in Fig. 3.

2.1.4 Error Performance Simulation
The setup for testing the performance of 2 × 2 Alamouti STBC scheme using the
antenna array proposed in Sect. 3 is based on WLAN IEEE 802.11 a system with

Fig. 1. Two-element antenna array based on elliptical patch radiating elements with MNG. Top
view (top) and side view (bottom).

Table 1. Dimensions (mm) of the proposed antenna system.

L 14.5 Wm 4.4
W 19 Lm 4.4
Lr 14 T 0.85
Wr 4 Lp 3.5
S 1.5 Wp 0.6

Tm 0.45 G 0.3
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5.2 GHz carrier frequency, QPSK modulation scheme and simulation is performed
under flat-fading channel with Rayleigh Fading coefficients. We used two transmit
antennas on one substrate at the transmitter and two receive antennas on another
substrate at the receiver. The BER which is an essential parameter in telecommuni-
cation systems, is the percentage of transmitted bits that have errors relative to the total
number of bits received in a specific transmission process.

The BER performance for (a) uncorrelated antennas at the transmitter (TX) as well
as at the receiver (RX), (b) antenna array designed using MNG structure (correlation
coefficient at both TX and RX is 0.04), and (c) antenna array designed without MNG
structure (correlation coefficient at both TX and RX is 0.42), proposed in Sect. 3, is
shown in Fig. 4.

We notice negligible performance loss for antenna array from MNG structure as
compared to the performance for uncorrelated antennas.

2.2 Slot Fed Flexible Yagi-Uda Antenna

2.2.1 Introduction
Flexible and wearable devices are becoming increasingly popular for modern electronic
devices. Body, personal, and local body area networks need antennas robust to inter-
ference caused by bending, flexing, and stand up to the abuse of everyday wear. One
proposed way to overcome this is to use durable and flexible substrates such as vinyl or
polyimide. Polyimide based antennas have been demonstrated [26] and simulations of

Fig. 2. Simulated S-parameter for both cases (with and without MNG).
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Fig. 3. simulated (a) E-plane (YZ), (b) H-plane (XZ) and (c) 3D radiation patterns for the
proposed antenna design at 5.2 GHz.
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two-dimensional flexible yagi-uda type antennas have been presented in [25]. In this
section a flexible ISM band (2.4 GHz) Yagi-Uda antenna is presented.

2.2.2 Antenna Design and Simulation

Antenna Geometry. The antenna design presented is a uniplanar structure. The feed is
a slot type coplanar waveguide, and the radiating element is structured as a dipole.
There is a reflecting element and three parasitic elements that act as directors.

The dimensions, in millimeters, are as follows: L1 = 100, W1 = 80, W2 = 26.5,
W3 = 51.5, W4 = W5 = 46, L2 = 6, L3 = 13, L4 = L6 = L8 = L10 = 2, L5 = L7 = L9 = 19,
G = 0.5. An iterative design process was used to achieve desired S1,1, and directivity
results.

Simulation. Simulation was performed using the Time Domain solver of CST
Microwave Studio [23]. The simulated E-cut, and H-cut are presented in Fig. 5 and
Fig. 6 respectively.

As seen from the simulated reflection coefficient S11 and return loss in Fig. 7, the
antenna resonates at 2.5 GHz with a return loss of 15.7 dB and a -10 dB impedance
bandwidth of 145 MHz which covers more than the required ISM bandwidth
(2.4-2.483 GHz) (Fig. 8).

Fig. 4. BER performance of (2 × 2) MIMO with correlated transmit and correlated receive
antennas.
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Fig. 5. Geometry of the proposed antenna.

Fig. 6. Simulated E-plane radiation pattern.
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Fig. 7. Simulated H-plane radiation pattern

Fig. 8. Simulated reflection coefficient S11 for the proposed Yagi-Uda antenna.
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3 Conclusion

In this chapter, the design and analysis of two novel antennas aimed for telemedicine
and WBAN applications are presented. The first design is based on a MIMO antenna
array utilizing µ-negative metamaterial structures to achieve low mutual coupling
between the antenna radiating elements. The second design is a mechanically flexible
directional Yagi-Uda antenna resonating at 2.5 GHz for on-body communication. Both
designs have the merits of compactness, light weight, mechanical robustness, and high
efficiency. Such properties suggest that the proposed designs would be reasonable
candidates for telemedicine and WBAN applications that requires small size, low
profile, cost effectiveness, and light weight.
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Abstract. Wavelet denoising effectiveness has been proven in neural
signal processing applications characterized by a low SNR. This non-
linear approach is implemented through the application of some thresh-
olds on the detail signals coming from a sub-band decomposition. The
computation of the thresholds could exhibit a high latency when involv-
ing some estimators such as the Median Absolute Deviation (MAD),
which is critical for real-time applications. When a VLSI implementa-
tion is pursued for low-power purposes, such as in the neuroprosthetic
field, these aspects cannot be overlooked. This paper presents an analysis
of the main VLSI hardware implementation figures related to this spe-
cific aspect of the signal denoising by wavelet processing. Xilinx System
Generator has been exploited as a design and co-simulation tool to ease
the hardware development on off-the-shelf FPGA platforms. The MAD
estimator has been both combinatorially and sequentially implemented,
and compared against the sample standard deviation. The study reveals
similar performance on the neural signals but dramatically worse imple-
mentation figures for the MAD. The combinatorial version of the MAD
actually prevents an efficient implementation on medium-small devices.
This result is important to perform a correct implementation choice for
implantable real-time systems, where the device size is relevant for an
usable realization.

Keywords: Wavelet denoising · Neural signal processing · FPGA ·
Design tools

1 Introduction

Wavelet denoising (WD) is a non-linear filtering technique usually adopted to
remove the background noise added to the signal of interest, especially in pres-
ence of a Gaussian source whose spectrum overlaps the useful signal bandwidth.
Its effectiveness has been proven in several biomedical signal processing applica-
tions [1,19], including neural signals denoising [5]. When a poor signal to noise
ratio (SNR) is present, the adoption of WD can help in revealing even hidden
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events in the time domain [3]. Algorithmically, it consists of a sub-band decom-
position of the signal, thresholding (introducing the non-linearity) and recom-
position. Several methods for calculating the thresholds have been presented
in the scientific literature, with different performance both in terms of quality
(effectiveness) and efficiency. This issue is normally overlooked even though it is
actually important when real-time performance is required.

Some specific applications such as neural signal processing for motor/sensory
neuroprostheses could benefit from the adoption of WD [3]. In this case, in gen-
eral, both real-time performance and low power dissipation are required, all
the more so when the device is aimed to be implanted. From this perspective,
Application Specific Integrated Circuits (ASICs) represent the most powerful
implementation platform, even though their design requires highly specific skills
and a longer development time [13]. Since the outcome of the design process is
quite inflexible, taking into account the quickly mutable environment generated
by the advancements of the research in biomedical signal processing, the adop-
tion of tools for automatic creation of hardware description language (HDL)
designs can speed up the prototyping phase on Field Programmable Gate Array
(FPGA) or ASIC. Examples of such tools are ORCC1 or Xilinx System Gener-
ator2. Without specific add-ons, these tools are generally rather ineffective for
low-power design [15]. The integration with tools such as Simulink enables a
faster development thanks to the possibility of considering the implementation
at an higher level.

This paper presents an analysis of the main VLSI hardware implementa-
tion figures related to the specific aspect of the threshold estimation in wavelet
denoising for neural signal processing. The threshold estimation stage, which
must iteratively evaluate the average level of the noise affecting the signal of
interest, is marginally considered in the largest part of the applications. Except
when a fixed threshold is used [7], the estimation of the standard deviation of
the noise is usually required. The Median Absolute Deviation (MAD), known to
be a robust estimator of the dispersion in presence of outliers, is compared here
to the sample standard deviation in terms of effectiveness and efficiency when
the algorithm is implemented in hardware on an FPGA platform, in the light
of a perspective development of an implantable neural signal processing ASIC.
Both combinatorial and sequential versions of the MAD have been implemented,
along with sample standard deviation and a pure software implementation on a
MicroBlaze processor. The results in terms of area and latency reveal the poor
scalability of the MAD implementations and the comparable effectiveness with
simpler approaches, resulting from the evaluation onto an open neural signals
database [17].

2 Wavelet Denoising of Neural Signals

WD has been used in neural signal processing since a long time to cancel the
background noise that can be approximated to a Gaussian distributed
1 orcc.sourceforge.net.
2 www.xilinx.com/tools/sysgen.htm.
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Fig. 1. Block Diagram of the Wavelet Denoising scheme using the à-trous approach.

random source [14]. For some wavelets, WD can be implemented using a sys-
tem of quadrature mirror Finite Impulse Response (FIR) filters for each stage.
The input signal is decomposed in its low-frequency and high-frequency bands,
respectively called “approximation” and “detail”. The approximation is split
again in the same way repeatedly until the N−th level of decomposition has
been reached and the detail signals are thresholded, before the recomposition is
pursued, as can be seen in Fig. 1. The basic analysis elements are a low-pass H(z)
and an high pass G(z) filters. Being the Nyquist frequency of the approximation
one half of that of the incoming signal, the sample rate can be reduced (deci-
mated approach) so that the same filters can be used in every level without any
information loss [9]. Alternatively, the sample rate can be preserved upsampling
in each level the filter coefficients of the previous one, in the so called algorithme
à trous scheme [6]. In practice, the filters at the stage i are simply H(zi), G(zi)
for the analysis and the mirrored versions for the synthesis. Such a redundant
approach leads to the same time resolution in every level [11] and to shift invari-
ance [4]. When the N -th level has been computed, all the details are thresholded
either hard or soft, respectively whether the samples of the detail signals are sim-
ply cleared to zero if below the threshold or also the samples above threshold are
modified by subtracting the value of the threshold itself. During recomposition,
the sample-wise averaging between an approximation and the related detail can
be implemented as a simple sum provided that the coefficients of the synthesis
filters are multiplied by 0.5.

2.1 The Thresholding Aspects

The choice of the threshold influences the quality of the denoising so much that
even data-specific approaches have been presented so far [12]. The threshold can
be fixed [7] or adaptive [18], the same or different for all the details. In particular,
adaptive thresholds are typically computed estimating the rms or the standard
deviation σ of the signal at the different levels of the decomposition and then
correcting them through a multiplicative factor. Different scaling factors have
been derived and are preferred by different authors, as for the Minimax [3],
Stein’s Unbiased Risk [8] or Universal [2] methods. The last one, chosen in this
work regardless the method used to estimate the standard deviation of the noise,
is defined as:
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θ = σ
√

2 log M (1)

where M is the length of the signal frame in terms of number of samples.
For the estimation of the standard deviation of the noise, due to the robust-

ness to the presence of outliers3, usually the preferred method is the MAD,
defined as:

MAD = mediani (|Xi − medianj(Xj)|) (2)

Furthermore, because of the high-pass nature of the detail signals, it is com-
mon to implement the MAD as simply the median of the absolute value of the
details:

MAD = medianj (|Xj |) (3)

It has been proved that MAD ≈ 0.6745σ. Block-on-line threshold adap-
tiveness can be guaranteed exploiting a sliding window approach with variable
window length and overlap. For the sake of the comparison between the different
threshold estimation techniques in terms of performance and hardware figures,
the overlapping parameter is without effects. For the computation of the sample
standard deviation exploiting this sliding window approach, starting from the
technique used in [16] and thanks to the zero-mean nature of the high-pass detail
signals, for each N new input samples in the window, the related sum of squares
for the j-th decomposition level can be computed as:

sj =
N∑

n=1

d2j [n] (4)

and then used to determine σ for the 4-time larger windows as:

σ =

√√
√
√ 1

4N − 1

4∑

k=1

sj (5)

Thanks to the sliding window approach, the threshold value is updated every
N sampling periods (M = 4×N). The longer the observation window, the better
the estimation accuracy, provided that instantaneous variations (neural spikes)
do not influence the threshold computation.

3 Hardware System Design

From an hardware perspective, when the final goal is a low-power embedded
architecture, the MAD estimation is effective for multiplier-free systems. Never-
theless, it pays the absence of actual mathematical computations with an algo-
rithmic complexity associated to the required sorting of one half of the block
of data. It is also onerous from the memory perspective when the block size
3 In neural signal processing, the spikes corresponding to the action potentials of the

active neurons can be considered as partly composed of outlier samples in recordings
with an average SNR.
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is huge. For such reasons, the MAD is more suited for off-line processing than
for on-line systems [16,20] such as those required in brain-machine interfaces
exploiting adaptive thresholds. Threshold adaptation is useful when the noise
process in non-stationary, for instance in real-world scenarios when the subject
moves in a real environment characterized by different noise sources spread over
the space.

For the analysis of the hardware features associated to the different design
choices, the “algorithme à-trous” has been selected using the simplest Haar
wavelet to reduce the memory footprint. The approximation signal at the 4th

level has been cleared, so that at 12 kHz the overall processing without the non-
linearity introduced by denoising would restrict the bandwidth between 375 Hz
and the Nyquist frequency [16]. The FIR filters have been implemented in the
Transposed Direct-Form I, not implementing specific optimizations since the fil-
ters banks are the same regardless the chosen threshold estimation strategies.
The Universal scaling has been selected, as already said. The overlap between
adjacent windows has been fixed to three quarters of the window length.

Hereafter, we consider the two alternative solutions implemented for the esti-
mation of the standard deviation of the noise:

– the MAD of the signal, using either a combinatorial or an iterative approach;
– the sample standard deviation σ of the signal.

In order to evaluate the different solutions from a hardware perspective, we
adopted Xilinx System Generator to speed-up the hardware design and perform
accurate co-simulations. The final design can be straightforwardly mapped onto
an FPGA board for performance evaluation. In our tests, a Xilinx Virtex-5
LX330 has been chosen as target device for its considerable amount of available
resources.

The estimation of the standard deviation of the noise has been performed
as described in the previous section. For the MAD implementation, on System
Generator the absolute value of each input sample is extracted, then the median
is computed on the whole incoming window of M input rectified samples and the
multiplication by a constant is performed to estimate the standard deviation.

As already said, the median value calculation requires the hardware imple-
mentation of a sorting algorithm which represents a costly operation from a
hardware point of view. A first possible solution can be the unfolded sorter
presented in [2], for which the Simulink model considering windows of M = 8
input samples is presented in Fig. 2. The basic sorting cell makes the comparison
between two inputs A and B and swaps them if A < B. It is possible to demon-
strate that, if the comparators work in parallel, M − 1 steps are sufficient to
properly perform the sorting of M elements. The output is updated in a combi-
natorial way every time a sample arrives in input at the sampling frequency fs,
after the proper shift of the values saved into the registers needed to prepare the
input samples for the processing. The MAD is computed as the arithmetic mean
of the two central elements of the sorted array for an even number of samples.

This solution clearly presents scalability issues with the enlargement of the
observation window. In this case, beyond the penalty associated to the huge
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Fig. 2. The Simulink Model of the sorting algorithm for the median estimation using
an unfolded combinatorial approach for windows with M=8 samples.

amount of hardware resources, the increasing internal critical path determined
by the cascade of comparators largely limits the maximum operating frequency.

To overcome such problems, an iterative (folded) approach to the implemen-
tation of the sorting algorithm, able to reuse the same resources at each step,
can be used. It is similar to the one proposed in [10] about the Burrows-Wheeler
transform but in this work it has been adapted to the wavelet denoising case. In
this case, the sorting strategy uses only two levels of comparators. At the begin-
ning, the swaps are performed only for the registers related to odd adjacencies,
activating only the first level of comparators. If the vector is not yet sorted, at
the next iteration only the comparators of the second level are active, and so
on until the sorting process is completed. It is possible to demonstrate that the
number of necessary steps is M/2 if M is the number of samples to sort. Figure 3
shows the iterative scheme.

The swp signal coming out from the comparator block is used to specify that
the two inputs have been swapped. The samples in input to the parallel sorter,
belonging to each observation window, are temporarily saved into a single-port
memory. Immediately after the last sample of the window has been saved in this
memory, its content is copied into the registers and the sorting process can start.
When all the swp signals are equal to 0 during the last necessary iteration, the
input vector is correctly sorted. A finite state machine, one for each Threshold
Estimator block (i.e. one for each decomposition level), is used to control the
various phases of the process.

In order to compare the hardware characteristics of these models of threshold
estimation based on the MAD against those of a traditional sample standard
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Fig. 3. The Simulink Model of the sorting algorithm for the median estimation using
an iterative approach for windows with M=8 samples.

deviation as described above, an hardware model has been designed also for such
an approach.

Figure 5 shows the Simulink model for this implementation. Every time an
input sample arrives, it is squared and added to the current value of sj . After N
samples, the final value of sj is saved in one of the 4 locations of the single-port
RAM used as circular buffer in order to determine the correct value of σ over
the sliding window. It involves the hardware implementation of the squared root
as the final processing stage for the threshold estimation able to work with the
proper internal fixed point representation. To this aim, we chose to exploit an
iterative approach that is possible to demonstrate is able to converge in less than
64 iterations in case of input samples with a 16-bit fixed-point representation
using 15 bits of fractional part, achieving a good level of accuracy. Its pseudocode
is presented hereafter.

max = sqrt_in;

min = 0;

for(int i=0; i<ITERS; i++)

avg = (max+min)/2;

avg_2 = avg*avg;
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if(avg_2 > sqrt_in) max = avg;

else min=avg;

sqrt_out = min;

It operates as a bisection research method, dividing by 2 at each iteration
the range of possible values in which the result is searched until the algorithm
converges to a specific output value. This algorithm determines the hardware
implementation shown in Fig. 4.

Fig. 4. The Simulink Model of the Squared Root block.

Regardless the chosen approach, the value of the threshold θ obtained through
the Universal scaling approach is sent in input to the Thresholder block, able to
apply the hard thresholding on the detail samples. It should be also considered
that the value of θ is different for the various levels.

4 Results

Before analysing the results in terms of hardware resources which are necessary
for the different solutions presented above, such solutions have been evaluated
from a functional perspective. A publicly available dataset of simulated neural
signals obtained from real physiological action potentials recorded from animals
at the central nervous system level has been used [17]. The synthetic signals
are obtained by linearly mixing an artificial sequence of real spikes from three
neurons to other spikes at random times and amplitudes, representative of the
background activity (of tunable intensity) of the neurons at a greater distance
from the recording electrodes. The sampling frequency has been scaled to 12 kHz
and the useful bandwidth is declared to be in the range 300 Hz - 3 kHz.

4.1 Performance Analysis

Figure 6 shows in the first row the neural signal with a low level of background
noise used as input for the two hardware implementations based on the calcula-
tion of the MAD and of the sample standard deviation (the two versions of the



74 N. Carta et al.

Fig. 5. The Simulink Model of the Threshold Estimator block based on the calculation
of the sample standard deviation.

one implementing the MAD produce the same results). The next rows present
the related outputs considering observation windows of M = 4 × 64 samples.

It is possible to see that for both solutions, the wavelet denoising is able
to remove, after an initial transient, the background noise added to the neural
signal without cutting significant spikes. The same performance can be achieved
using the same input signal but with a stronger background noise for which it
is difficult to identify the various spikes on the raw signal, as can be shown in
the first row of the Fig. 7. Even using neural signals with very low SNR, the two
implementations behave similarly preserving the relevant spikes.

Then, we considered the possibility of enlarging the observation window in
order to provide a more significant frame for computing the statistics on the
signal. For example, Fig. 8 shows the outputs of the two solutions using MAD
and sample standard deviation in the case of windows of N = 128 samples
and a low level of background noise. The initial transient is obviously longer in
comparison to the previous cases.

We also analysed the trend of the thresholds in output from the same decom-
position level for different observation window lengths, for the two hardware
solutions. The aim is to verify which is the minimum value of N , considering a
sliding window length of 4 × N , that allows obtaining a good denoising.
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Fig. 6. Wavelet Denoising input and outputs: low level noise, N=64 samples.

As can be noticed from Fig. 9, after a variable transient period according to
the chosen value of N , the longer the observation window the better the stability
of the threshold, not influenced by the presence of the neural spikes of interest.
In fact, in the case of N = 128, the threshold estimation assumes an almost
constant trend; the goal should be that of selecting the solution which provides
the best compromise in terms of threshold estimation and required hardware
resources.

4.2 Hardware Implementation Results

Synthesis results on a Xilinx FPGA Virtex-5 LX330 are presented in Table 1,
which shows the percentage of available slices and Look-up Tables (LUTs) needed
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Fig. 7. Wavelet Denoising input and outputs: high level noise, N=64 samples.

for the three considered threshold estimation blocks only, since the remainder of
the wavelet denoising implementation is the same regardless of this stage.

The solution based on the combinatorial (unfolded) MAD implementation,
as highlighted in Table 1, is absolutely inefficient, taking into account it has been
presented only for N = 8, with the usual 4-times larger observation window.
A rough estimation of the hardware resources required in case of N = 32 would
lead to more than 330kLUT over the 207360 available ones, thus exceeding the
considerable amount of physical resources on the target FPGA. The huge amount
of LUTs, compared to the folded version, is incompatible with a real implemen-
tation in the context of this application, taking into account that the observation
window length should be large enough to properly estimate the statistics of a
signal sampled at 12 kHz.
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Fig. 8. Wavelet Denoising input and outputs: low level noise, N=128 samples.

FPGA synthesis results demonstrate that the wavelet denoising solution
based on the threshold estimation by the sample standard deviation allows mini-
mizing the necessary hardware resources regardless the length of the observation
window. Furthermore, the usage of slices and LUTs of the MAD-based solution,
even using a folded approach, is clearly incompatible with an efficient implemen-
tation of this processing stage, especially compared to the same data related to
the sample standard deviation based implementations.

4.3 Latency Execution Evaluation

To evaluate the efficiency of the various approaches at the enlargement of the
observation window, a cycle-accurate profiling has been performed. It has been
carried out on the first-level detail obtained when processing the low-noise signal
used for the performance evaluation. These results have been compared to the
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Fig. 9. Threshold variation over time using different lengths of the observation window.

corresponding values of execution latency of a totally-software solution. To this
aim, an equivalent C code for each solution has been implemented on a MicroB-
laze processor and mapped on the same FPGA, analysing the latency by means
of a counter which is enabled when the last detail sample of the current data
block is received and disabled when the threshold has been computed.

Obviously, when implementing the folded MAD approach, the latency is
data-dependent and related to the number of swaps performed during the sorting
of the absolute values passed in input to the processing stage, as can be seen
in Table 2. This is not true for the sample standard deviation, which with the
proposed approach always requires 68 cycles in hardware. For the MAD, the
number of swaps on a real signals follows a Gaussian distribution, as evaluated
through the Lilliefors tests. For this reason, for different values of M we reported
in Table 2 the minimum and maximum observed number of swaps, the mean and
standard deviation. The range of variation, mean value and standard deviation
of the execution latency is also provided for both the hardware and the software
solutions, evaluating them on the whole detail signal and verifying even in this
case a Gaussian distribution by the same statistic test. As can be seen, the
number of execution cycles is always higher for the software implementation of
the MAD, and grows with the size of the observation window.
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Table 1. FPGA synthesis results for the Threshold Estimator varying the length of
the observation window.

N fmax[MHz] Slice Registers LUTs

Sample std 32 417.34 205 / 207360 (0.07 %) 142 / 207360 (0.04 %)

64 416.61 206 / 207360 (0.07 %) 144 / 207360 (0.04 %)

128 416.02 207 / 207360 (0.07 %) 147 / 207360 (0.04 %)

unfolded MAD 8 417.08 558 / 207360 (0.27 %) 20270 / 207360 (9.77 %)

folded MAD 32 242.78 2493 / 207360 (1.20 %) 7164 / 207360 (3.45 %)

64 246.70 4932 / 207360 (2.38 %) 14377 / 207360 (6.93 %)

128 221.42 9806 / 207360 (4.73 %) 28861 / 207360 (13.91 %)

Table 2. Comparison of execution latency for the various approaches with respect to
a totally-software solution.

MAD

max min avg std

M=32 Swaps 412 88 247 45

lat. HW sol.[cycles] 139 59 114 19

lat. SW sol.[cycles] 21070 16210 18595 679

M=64 Swaps 1498 531 997 134

lat. HW sol.[cycles] 294 209 239 26

lat. SW sol.[cycles] 82960 68455 75455 2004

M=128 Swaps 5426 2637 3987 381

lat. HW sol.[cycles] 600 360 518 69

lat. SW sol.[cycles] 325240 283405 303755 5712

5 Conclusions

Despite the ASIC implementation of digital signal processing algorithms is usu-
ally the preferred choice when low-power requirements and high processing speed
are needed, the straightforward implementation of the best algorithmic solution
exploited in the field could lead to unsatisfactory results. This paper analysed
the particular case of the threshold computing for wavelet denoising algorithm.
This part of the algorithm is usually marginally considered, but could be in the
critical path when real-time update of the threshold is required.

In this paper, comparisons between a sample standard deviation and the wide-
spread MAD reveals similar functional performance with dramatically better
characteristic of the former in terms of hardware implementation, regardless the
MAD is implemented as a combinatorial trellis as suggested by some authors or in
a more efficient folded version. A latency analysis also reveals the superior perfor-
mance of the sample standard deviation, jointly to its data-independence, which
is an important aspect for real-time implementations. The paper also stresses the
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benefit of using hardware-software co-simulations tools such as Xilinx System
Generator for rapid prototyping and verification on FPGA, which represents a
value added for the research in rapidly evolving fields such as neural engineering.
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Abstract. The logic programming approach to the intelligent monitor-
ing of anomalous human activity is considered. The main idea of this
approach is to use first order logic for describing abstract concepts of
anomalous human activity, i.e. brawl, sudden attack, armed attack, leav-
ing object, loitering, pickpocketing, personal theft, immobile person, etc.
We have created a research led software platform based on the Actor
Prolog concurrent object-oriented logic language and a state-of-the-art
Prolog-to-Java translator for examining the intelligent visual surveil-
lance. A method of logical rules creation is considered in relation to
the analysis of anomalous human behavior. The problem of creation of
special built-in classes of Actor Prolog for the low-level video processing
is discussed.

Keywords: Anomalous human activity · Intelligent visual surveillance ·
Object-oriented concurrent logic programming · Actor Prolog

1 Introduction

Human activity recognition is a rapid growing research area with important
application domains including security and anti-terrorist issues [1,6,7]. Recently
logic programming was recognized as a promising approach for dynamic visual
scenes analysis [4,8,17–19]. The idea of the logic programming approach is in
usage of logical rules for description and analysis of people activities. To approach
the problem, knowledge about object co-ordinates and properties, scene geome-
try, and human body constraints is encoded in the form of certain rules in a logic
programming language and is applied to the output of low-level object/feature
detectors. There are several studies based on this idea. In [4] a system was
designed for recognition of so-called long-term activities (such as fighting and
meeting) as temporal combinations of short-term activities (walking, running,
inactive, etc.) using a logic programming implementation of the Event Calculus.
c© Springer International Publishing Switzerland 2015
G. Plantier et al. (Eds.): BIOSTEC 2014, CCIS 511, pp. 82–97, 2015.
DOI: 10.1007/978-3-319-26129-4 6
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The ProbLog state-of-the-art probabilistic logic programming language was used
to handle the uncertainty that occurs in human activity recognition. In [19] an
extension of predicate logic with the bilattice formalism that permits processing
of uncertainty in the reasoning was proposed. The VidMAP visual surveillance
system that combines real time computer vision algorithms with the Prolog based
logic programming had been proposed by the same team. S. O’Hara [18] com-
municated the VERSA general-purpose framework for defining and recognizing
events in live or recorded surveillance video streams. According to [18], VERSA
ensures more advanced spatial and temporal reasoning than VidMAP and is
based on SWI-Prolog. F.A. Machot et al. [8] have proposed real time complex
audio-video event detection based on the Answer Set Programming approach.
The results indicate that this solution is robust and can easily be run on a chip.

Research indicates that conventional approaches to human behavior recogni-
tion include low-level and high-level stages of video processing. In this paper, we
addressed the problem of the high-level semantic analysis of people activity. We
have created a research led software platform based on the Actor Prolog concur-
rent object-oriented logic language [9–14] and a state-of-the-art Prolog-to-Java
translator [15] for implementation of the logical inference on video scenes. The
Prolog-to-Java translator provides means for a high-level concurrent program-
ming and a direct access to the low-level processing procedures written in Java.

In the case of simple human behavior, a set of logic program rules can be
created manually on the basis of a priori knowledge of the particular behavior fea-
tures, for example, speed of moving, but in the case of complex spatio-temporal
behavior, special methods of automatic logical rules creation are to be developed.

We have described our first experiments in the area of human activity recog-
nition in Sect. 2. The problem of creation of special built-in classes of the Actor
Prolog logic language for the low-level video processing is discussed in Sect. 3.
A method of logical rules creation based on a hierarchy of fuzzy finite state
automata is briefly considered in Sect. 4.

2 Logical Analysis of Manually Marked Videos

On the first stage of the research, we have performed several experiments on
analysis of manually marked videos that is traditional approach in the area. The
CAVIAR data sets [5] were used. The CAVIAR data sets are annotated using
the XML-based Computer Vision Markup Language (CVML). The structure of
CVML is simple enough, so we read it using the ‘WebReceptor’ built-in class
of the Actor Prolog for XML/HTML parsing. The CVML annotations contain
information about co-ordinates of separate persons and groups of persons in
videos. So, our experiments have pursued the following goals:

1. To check if the Actor Prolog system is fast enough to process videos in real
time even without performing low-level analysis.

2. To check if there is enough information about the positions of persons for
accurate estimation of the velocity and the acceleration of separate personages
in the video scene.
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Fig. 1. An example of CAVIAR video with a case of abrupt motions.

Fig. 2. The logic program has recognized that two persons were fighting.

The latter issue is important because the accurate estimation of the velocity
and/or acceleration opens a way for the recognition of so-called abrupt motions
of objects [4]. This kind of motions is necessary for recognition of several long-
term activities (such as fighting or sudden attack), though recognition of abrupt
motions is not usually provided by standard low-level analyzing procedures. The
abrupt motions are not marked in the CAVIAR annotations as well.

An example of abrupt motion recognition is shown in Figs. 1 and 2. A program
written in Actor Prolog uses given co-ordinates of two persons to estimate the
distance between them and the 2-nd derivative of the co-ordinates to detect
abrupt motions.

A logical rule describes an abnormal behavior (fighting) as a conjunction of
two conditions:

1. Several persons have met sometime and somewhere.
2. After that they implement abrupt motions.

The text of the logic program is not given here for brevity. After recognition of
these two conditions, the logic program has decided that there was a case of a
scuffle and has indicated the fighting persons by a red rectangle (see Fig. 2).

This example demonstrates a possibility of recognition of video scenes seman-
tics using the logical inference on results of the low-level recognition of sep-
arate objects; however one can see the following bottle-neck of the approach.
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Manually defined co-ordinates of the objects were used for estimation of their
acceleration and nobody can guarantee that automatic low-level procedures will
provide exact values of co-ordinates that are good enough for numerical differen-
tiation. So, the discussion on the high-level recognition procedures is impossible
without consideration of underlying low-level recognition methods.

The second issue of this example is whether it is useful to separate the recog-
nition process into concurrent sub-processes implementing different stages of
the high-level logical inference. Working intensities of different sub-processes are
different. For example, the differentiation of co-ordinates requires more computa-
tional resources and another sub-process that implements recognition of people
behavior could wait for the results of differentiation.

3 Advanced Logic Analysis of Video Scenes

On the next stage of the research, we have implemented experiments on video
analysis based on the automatically extracted information about co-ordinates
and velocity of blobs in video scenes.

3.1 Implementation of Base Low-Level Video
Processing Procedures

A promising approach for implementation of the low-level recognition procedures
in a logic language is usage of the OpenCV computer vision library and we are
planning to link Actor Prolog with the JavaCV library that is a Java inter-
face to OpenCV. Nevertheless, Java has enough standard tools to solve simple
image processing/recognition problems and we have started our experiments with
pure Java.

We have created low-level Java procedures [16] that implement several basic
recognition tasks:

1. Background subtraction;
2. Discrimination of foreground blobs;

Fig. 3. A low-level procedure discriminates trajectories (violet lines) of objects and
moments of their interactions (green circle marks and blue links).



86 A.A. Morozov et al.

3. Tracking of the foreground blobs over time;
4. Detection of interactions between the blobs.

The first experiments have demonstrated clearly that the exact estimation of
an object velocity was impossible without taking into account the interactions
of objects (see Fig. 3), because of edge effects of differentiation in the interaction
points.

After implementation of the object interactions check, we have got tracks
that were accurate enough to determine whether a person is walking or running.
In the next section, we will describe an approach to lower boundary estimation
of blob velocity and discuss its possible application to the detection of anomalous
behavior of people.

3.2 A Fast Algorithm for Estimation of Object Velocity

At this stage of research, we use standard method of recovering physical co-
ordinates of objects in a scene, based on computing inverse matrix of projective
transformation by co-ordinates of four defining points. A well-known disadvan-
tage of this method is so-called ground plane assumption, that is, one cannot
compute co-ordinates of body parts that are situated outside from a pre-defined
plane. Usually, this pre-defined plane is a ground one and we can estimate prop-
erly the co-ordinates of person’s shoes only. Generally speaking, this problem
cannot be avoided in the framework of single camera approach, nevertheless,
our idea is in usage of object velocity (but not co-ordinates) for the anomalous
behavior detection and this point is exploited in the following algorithm.

We consider simplified rectangle blobs describing moving objects in the scene
(see example in Fig. 5). Co-ordinates of every corner of the blob are recovered
using the inverse matrix of the projective transformation. Then, one compares
the co-ordinates of corresponding corners of the blob in consecutive frames and
calculates the first derivative of their co-ordinates. The idea is that only the
corners situated in the ground plane give realistic estimations of velocity and
other corners give greater values because upper parts of body visually correspond
to more distant points in the ground plane. So, we exploit this property of
projective transformation and accept the lower boundary estimation of object
velocity as a minimal value of velocities (V11, V12, V21, and V22) of four blob
corners:

V ≈ min(abs(V11), abs(V12), abs(V21), abs(V22))

Note, that the algorithm does not recover the direction of blob movement. The
precision of the estimation of the blob velocity is not very high too, because of
the approximate nature of the algorithm. Moreover, the automatic detection of
blob shapes often produce illegal co-ordinates of blob corners because of common
problems with shades, obstacles, digital noise etc., and this issue is an additional
source of errors in the velocity estimation.

We have applied a median filtering to eliminate outliers in the velocity func-
tion. For instance, in the example in Fig. 4, the seven point median filter ensures
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an estimation of blob velocity that is good enough for discrimination of running
and walking persons in the scene.

We have implemented this algorithm of velocity estimation in the library [16]
of low-level methods of image analysis of the Actor Prolog system and use it in
our experiments with the intelligent visual surveillance.

3.3 Creation of a Built-In Class of Actor Prolog

We have developed a special built-in class of the Actor Prolog language that
uses formerly described low-level recognition procedures. The ‘ImageSubtractor’
class of Actor Prolog implements the following tasks:

1. Video frames pre-processing including 2D-gaussian filtering, 2D-rank filtering,
and background subtraction.

2. Recognition of moving blobs and creation of Prolog data structures describing
the co-ordinates of the blobs in each moment.

3. Recognition of tracks of blob motions and creation of Prolog data struc-
tures describing the co-ordinates and the velocity of the blobs. The tracks are
divided into separate segments; there are points of interaction between the
blobs at the ends of a segment.

4. Recognition and ejection of immovable and slowly moving objects. This fea-
ture is based on a simple fuzzy inference on the attributes of the tracks (the
co-ordinates of the tracks and the average velocities of the blobs are consid-
ered).

5. Recognition of connected graphs of linked tracks of blob motions and creation
of Prolog data structures describing the co-ordinates and the velocity of the
blobs.

We consider two tracks as linked if there are interactions between the blobs
of these tracks. In some applications, it is useful to eject tracks of immovable
and slowly moving objects from the graphs before further processing of the video
scenes.

3.4 An Example of Anomalous Behavior Detection

Let us consider an example of logical inference on video. The input of the logic
program written in Actor Prolog is the Fight RunAway1 CAVIAR [5] dataset
sample (the sequence of JPEG files is used). The program will use no additional
information about the content of the video scene, but only co-ordinates of four
defining points in the ground plane (the points are provided by CAVIAR). The
total text of the logic program is not given here for brevity; we will discuss only
the program structure and main stages of data analysis.

The logic program creates two concurrent processes with different priori-
ties (see [12] for details about Actor Prolog model of asynchronous concurrent
computations). The first process has higher priority and implements video data
gathering. This process reads JPEG files and sends them to the instance of the
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Fig. 4. An example of estimation of velocities of blobs in a visual scene (see Fig. 3).
The X-axis denotes time in seconds and the Y-axis denotes lower boundary estimation
of blob velocities (m/sec). One can recognize walking persons (before the beginning of
the attack) and running persons (after the separation of the trajectories of persons) in
the diagram.

‘ImageSubtractor’ predefined class that implements all low-level processing of
video frames. The sampling rate of the video is 25 frames per second, so the
process loads a new JPEG file every 40 ms.

The second concurrent process implements logical analysis of collected infor-
mation and outputs results of the analysis. The analysis of video frames requires
more computational resources, but it does not suspend the low-level analysis,
because the second process has less priority. The analysis includes extraction
of blobs, tracking of the blobs over time, detection of interactions between the
blobs, creation of connected graphs of linked tracks of blobs, and estimation of
average velocity of blobs in separate segments of tracks (see Fig. 4). This infor-
mation is received by the logic program in a form of Prolog terms describing the
list of connected graphs.

The ‘ImageSubtractor’ class uses the following data structures for describ-
ing connected graphs of tracks (note, that the DOMAINS, the PREDICATES,
and the CLAUSES program sections in Actor Prolog have traditional meaning
developed in the Turbo/PDC Prolog systems):

DOMAINS:
ConnectedGraph = GraphEdge*.
GraphEdge = {

frame1: INTEGER,
x1: INTEGER,
y1: INTEGER,
frame2: INTEGER,
x2: INTEGER,
y2: INTEGER,
inputs: EdgeNumbers,
outputs: EdgeNumbers,
identifier: INTEGER,
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coordinates: TrackOfBlob,
mean_velocity: REAL
}.

EdgeNumbers = EdgeNumber*.
EdgeNumber = INTEGER.
TrackOfBlob = BlobCoordinates*.
BlobCoordinates = {

frame: FrameNumber,
x: INTEGER,
y: INTEGER,
width: INTEGER,
height: INTEGER,
velocity: REAL
}.

That is, connected graph is a list of underdetermined sets [9] denoting sep-
arate edges of the graph. The nodes of the graph correspond to points where
tracks cross, and the edges are pieces of tracks between such points. Every edge
is directed and has the following attributes: numbers of first and last frames
(frame1, frame2), co-ordinates of first and last points (x1, y1, x2, and y2), a
list of edge numbers that are predecessors of the edge (inputs), a list of edge
numbers that are followers of the edge (outputs), the identifier of corresponding
blob (an integer identifier), a list of sets describing the co-ordinates and the
velocity of the blob in different moments of time (coordinates), and an average
velocity of the blob in this edge of the graph (mean velocity).

Fig. 5. A logical inference has found a possible case of a sudden attack in the graph
of blob trajectories. Rectangle blobs are depicted by yellow lines, blob trajectories are
depicted by red lined, moments of interactions between blobs are depicted by green
circles and blue links (Color figure online).

The logic program checks the graph and looks for the following pattern of
interaction among several persons: if two or more persons met somewhere in the
scene, and one of them has walked (not run) before this meeting, and one of them
has run (not walked) after this meeting, the program considers this scenario as a
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kind of a running away and a probable case of a sudden attack or a theft. So, the
program alarms if this kind of sub-graph is detected in the total connected graph
of tracks. In this case, the program draws all tracks of the inspected graph in red
and outputs the “Attention!” warning in the middle of the screen (see Fig. 5).

One can describe formally the concept of a running away using defined con-
nected graph data type.

PREDICATES:
is_a_running_away(

ConnectedGraph,
ConnectedGraph,
ConnectedGraphEdge,
ConnectedGraphEdge,
ConnectedGraphEdge) - (i,i,o,o,o);

We will define the is a running away(G,G,P1, E, P2) predicate with the
following arguments: G is a graph to be analyzed (the same data structure is used
in the first and the second arguments), E is an edge of the graph corresponding
to a probable incident, P1 is an edge of the graph that is a predecessor of E,
P2 is an edge that is a follower of E. Note that G is an input argument of the
predicate and P1, E, and P2 are output ones. Here is an Actor Prolog program
code with brief explanations:

CLAUSES:
is_a_running_away([E|_],G,P1,E,P2):-

E == {inputs:I,outputs:O|_},
O == [_,_|_],
walking_person(I,G,P1),
running_person(O,G,P2),!.

is_a_running_away([_|Rest],G,P1,E,P2):-
is_a_running_away(Rest,G,P1,E,P2).

walking_person([N|_],G,P):-
get_edge(N,G,E),
is_a_walking_person(E,G,P),!.

walking_person([_|Rest],G,P):-
walking_person(Rest,G,P).

running_person([N|_],G,P):-
get_edge(N,G,E),
is_a_running_person(E,G,P),!.

running_person([_|Rest],G,P):-
running_person(Rest,G,P).

get_edge(1,[Edge|_],Edge):-!.
get_edge(N,[_|Rest],Edge):-

N > 0,
get_edge(N-1,Rest,Edge).

In other words, the graph contains a case of a running away if there is an edge
E in the graph that has a predecessor P1 corresponding to a walking person and
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a follower P2 that corresponds to a running person. It is expected also that E
has more than one follower (it is a case of a branching in the graph)1.

is_a_walking_person(E,_,E):-
E == {mean_velocity:V|_},
V <= 0.5,!.

is_a_walking_person(E,G,P):-
E == {inputs:I|_},
walking_person(I,G,P).

That is, the graph edge corresponds to a walking person if the average blob
velocity in this edge is less or equal to 0.5 m/s, or the edge has a predecessor
that corresponds to a walking person.

is_a_running_person(E,_,E):-
E == {mean_velocity:V|_},
V >= 1.0,!.

is_a_running_person(E,G,P):-
E == {outputs:O|_},
running_person(O,G,P).

The graph edge corresponds to a running person if the average velocity in
this edge is more or equal to 1 m/s, or the edge has a follower corresponding to
a running person.

Note that aforementioned rules use plain numerical thresholds to discriminate
walking and running persons for brevity. Better discrimination could be ensured
by a kind of a fuzzy check, which can be easily implemented using arithmetical
means of standard Prolog.

This example illustrates the possible scheme of a logic program implementing
all necessary stages of video processing including video information gathering,
low-level image analysis, high-level logical inference on the video scene, and
reporting the results of the intelligent visual surveillance.

4 A Method of Logical Rules Creation

The logical rules considered in the previous section were created manually on
the basis of a priori knowledge of the particular behavior, but we would like to
create logical rules automatically in cases of complex spatio-temporal behavior.
In this section, we describe the method of logical rules creation [3] based on a
hierarchy of fuzzy finite state automata.

Let T = {ti|ti ∈ N} be a discrete set of time instances with constant intervals
Δt = ti+1−ti between consecutive time instances, where [ts, te] = {t|ts ≤ t ≤ te}
is a time interval T . Suppose that each 0th level feature (a speed or a position)

1 Note, that in the Actor Prolog language, the operator == corresponds to the ordi-
nary equality = of the standard Prolog.
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of each moving object θ from a set {θ1, θ2, . . . , θl} at a time instance t equals
yi0(θt), i0 ∈ {1, . . . , m0}, that we call a feature sample. Samples Yi0 [θts , θte ] =
〈yi0(θts), . . . , yi0(θte)〉 , i0 ∈ {1, . . . , m0} of a single 0th level feature at several
consecutive time instances ts, . . . , te during a [ts, te] time interval are called a
trend.

Let us consider the following situation. Two persons walk alongside two roads
that are perpendicularly directed towards their meeting point (intersection).
While person A is far from the intersection, person B slows down waiting for
person A. When person A enters the intersection, person B accelerates and runs
into person A.

Let us formalize the persons’ behavior. Let persons A and B walk along
perpendicular lines with the intersection point O. Let xOy be a rectangular co-
ordinate system such that the Ox axis corresponds to the A person and the
Oy axis corresponds to the B person (Fig. 6). Let us consider each person as a
rectangle and the co-ordinates of the centroid of the rectangle as the co-ordinates
of the person. Suppose that persons move strictly along the co-ordinate axes and
current positions of persons A and B can be determined by single co-ordinates
ys(θA

t ) and ys(θB
t ) respectively. The ys(θA

t ), ys(θB
t ) co-ordinates of the persons

A and B are considered as first features. The yv(θA
t ), yv(θB

t ) speed values of the
persons are considered as second features.

ys( t
B)

yv( t
B)ys( t

A)

yv( t
A)

x

y

O
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B

Fig. 6. Two persons in the rectangular co-ordinate system.

In order to estimate velocities one should specify an observation time interval
[ts, te] = {t|ts ≤ t ≤ te} and time instances ti ∈ [ts, te]. Linguistic vari-
ables are specified and behavior template models are defined as in [3]. Let
position(θA), speed(θA) and position(θB), speed(θB) be linguistic variables that
describe positions and speed values of persons A and B. The position(θA) and
position(θB) linguistic variables assume linguistic values far(θX), near(θX),
and inside(θX). The speed(θA) and speed(θB) linguistic variables assume lin-
guistic values high(θX) and low(θX).

Fuzzy sets corresponding to linguistic values far(θX), near(θX), inside(θX)
and high(θX), low(θX) are shown in Fig. 7. Fuzzy sets shown in Fig. 7 are used
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Fig. 7. (a) Fuzzy sets corresponding to linguistic values far(θX), near(θX), and
inside(θX); (b) Fuzzy sets corresponding to linguistic values low(θX) and high(θX).

Fig. 8. (a) The Mpos(θX ) first level automaton; (b) The Mspeed(θA) first level automa-
ton.

to define first level template automata Mpos(θX), Mspeed(θA), and Mspeed(θB) that
describe position and speed of persons A and B.

An automaton Mpos(θX) shown in Fig. 8(a) determines a sequence of the lin-
guistic values [far(θX), near(θX), inside(θX)] of the variable position(θX). The
automaton graph is based on a chain of allowed states b11−b12−b13 correspond-
ing to the values of the determined sequence. b11 is the initial state (marked by
the input arrow in Fig. 8(a)) and b13 is the final state of the automaton (the
output arrow in Fig. 8(a)). State transitions are specified below. If the input lin-
guistic value corresponds to the current state, then automaton retains its current
state. If the input linguistic value corresponds to the next allowed state, then
the automaton moves to that state. Automaton moves to the b14 denied state
if an input linguistic value violates the allowed linguistic values sequence of the
automaton. Note that the automaton cannot leave the denied state.

Automata Mspeed(θA) and Mspeed(θB) are presented in Figs. 8(b) and 9(a).
Let us define the second level template automaton that describes the joint

persons’ behavior. Let condition(θA, θB) be a linguistic variable that assumes
linguistic values safe(θA, θB), warning(θA, θB), and unsafe(θA, θB), where

safe(θA
t , θB

t ) = [pos(θA
t ) = far(θA)] ∧ [pos(θB

t ) = far(θB)] (1)
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Fig. 9. (a) The Mspeed(θB) first level automaton; (b) The Mcondition(θA,θB) second level
automaton.

warning(θA
t , θB

t ) =([pos(θA
t ) = near(θA)] ∧ [speed(θB

t ) = high(θB)]) (2)

∨ ([speed(θA
t ) = high(θA)] ∧ [pos(θB

t ) = near(θB)])

unsafe(θA
t , θB

t ) = [pos(θA
t ) = inside(θA)] ∧ [pos(θB

t ) = inside(θB)] (3)

Each linguistic value of the condition(θA, θB) linguistic variable corresponds
to a composite fuzzy set. The multidimensional domain of the composite fuzzy
set is a Cartesian product of the domains of the corresponding fuzzy sets [3].
According to Eq. (1), the domain of the safe(θA

t , θB
t ) linguistic value is defined

as follows:

dom[safe(θA
t , θB

t )] = dom[far(θA)] × dom[far(θB)],

where dom[E] is the domain of a fuzzy set E and × is the Cartesian product.
A membership function is expressed as follows:

a = b ∧ c =⇒ Ra(yb, yc) = min{Rb(yb), Rc(yc)} (4)
a = b ∨ c =⇒ Ra(yb, yc) = max{Rb(yb), Rc(yc)} (5)

a = ¬b =⇒ Ra(yb) = 1 − Rb(yb) (6)

where a, b, and c are fuzzy sets; RE is a membership function of a fuzzy set
E, determined on the dom[E] domain; yb ∈ dom[b] and yc ∈ dom[c] are feature
values from corresponding domains.

According to Eq. (4), the membership function of a composite fuzzy set spec-
ified on the conjunction of two fuzzy sets is equal to minimum value of the
membership functions of these fuzzy sets. The second level template automaton
Mcondition(θA,θB) that describes the joint persons’ behavior is shown in Fig. 9(b).

The computation scheme of the recognition process is presented in Fig. 10. It
includes five units for evaluation and processing of linguistic variables arranged
in two levels. Each unit computes value of corresponding linguistic variable and
inputs it to the corresponding automaton.

The recognition of the situation is implemented in the following way. Initially,
all first and second level automata have initial states. Then feature samples for
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Fig. 10. The computation scheme of recognition.

consecutive time instances ti ∈ [ts, te] are passed by turn into the first level
units for evaluation and processing of the first level linguistic variables. The first
level units compute values of linguistic variables and pass them into the second
level unit for evaluation and processing of the second level linguistic variable
condition(θA, θB). The first and the second level automata may change their
states during the operation. Situation is recognized if all first and second level
automata have moved to their final states after the end of the processing of all
feature samples. Situation is not recognized if one automaton has not moved to
the final state at least.

The computation scheme based on the fuzzy finite automata can easily be
converted to a logic program; one can use standard techniques of transforming
finite state machines into the logic programs [2].

5 Conclusions

We have created a research led software platform based on the Actor Prolog
concurrent object-oriented logic language and a state-of-the-art Prolog-to-Java
translator for examining the intelligent visual surveillance. The platform includes
the Actor Prolog logic programming system and an open source Java library of
Actor Prolog built-in classes [16]. It is supposed to be complete for facilitation of
research in the field of intelligent monitoring of anomalous people activity and
studying logical description and analysis of people behavior.

Our study has demonstrated that translation from a concurrent object-
oriented logic language to Java is a promising approach for application of the
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logic programming to the problem of intelligent monitoring of people activ-
ity; the Actor Prolog logic programming system is suitable for this purpose
and ensures essential separation of the recognition process into concurrent sub-
processes implementing different stages of high-level analysis.

In the paper, a specialized built-in class of the Actor Prolog language imple-
menting simple pre-processing of video data and low-level analysis of video scenes
concerning the problem of intelligent monitoring of people activity was demon-
strated. We have implemented a simple analysis of videos based on automat-
ically extracted information on the co-ordinates and velocities of blobs in the
video scene. It was shown that robust recognition of abrupt motions is impossi-
ble without accurate low-level recognition of body parts (face, hands). This is a
subject of further studies.

A method of logical rules creation is proposed for situation analysis in the
environment of moving objects. A formal method for representing situations
using hierarchy of fuzzy finite state automata was considered. Future work will
include comprehensive testing of the proposed methods on massive datasets and
development of fully automatic method for situation representation using real
feature trends.
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Abstract. Alzheimer’s Disease is a progressive neurodegenerative dis-
ease leading to gradual deterioration in cognition, function and behav-
ior, with unknown causes and no effective treatment up to date.
Techniques for computer-aided diagnosis of Alzheimer’s Disease typically
focus on the combined analysis of multiple expensive neuroimages, such
as FDG-PET images and MRI, to obtain high classification accuracies.
However, achieving similar results using only 3-D FDG-PET scans would
lead to significant reduction in medical expenditure. This paper proposes
a novel methodology for the diagnosis Alzheimer’s Disease using only
3-D FDG-PET scans. For this we propose an algorithm for automatic
extraction and selection of a small set of coherent regions that are able
to discriminate patients with Alzheimer’s Disease. Experimental results
show that the proposed methodology outperforms the traditional app-
roach where voxel intensities are directly used as classification features.

Keywords: Support vector machines · ROI · Feature extraction · Image
segmentation · Mutual information

1 Introduction

One of the most common forms of dementia is Alzheimer’s disease (AD), a pro-
gressive brain disorder that has no known cause or cure. It is a disease that slowly
leads to memory loss, confusion, impaired judgment, personality changes, disori-
entation and the inability to communicate. An early detection is very important
for an effective treatment, especially in the Mild Cognitive Impairment (MCI)
stage, to slow down the progress of the symptoms and to improve patients’ life
quality. MCI is a condition where a person has mild changes in thinking abilities,
but it does not affect daily life activities. People with MCI are more likely to
develop AD, even though recent studies suggest that a person with MCI may
revert back to normal cognition on its own [1].

Neuroimages allow the identification of brain changes and have been used
for automated diagnosis of AD and MCI [16,20]. Due to the high variability of
the pattern of brain degeneration in AD and MCI, the analysis of brain images
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-26129-4 7
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is a very difficult task. Moreover, attempts are being made to develop tools
to automatically analyze the images and, consequently, diagnosis AD and MCI
conditions [13,14].

Most of the techniques developed have focused on analyzing small parts of
the brain like hippocampus [10] or the gray matter volume [9]. However, these
techniques have some limitations by the fact that the brain atrophy affects many
and different regions in different stages of the disease. Therefore, researchers are
focusing their techniques in analyzing the pattern of the entire brain. However,
this leads to the “curse of dimensionality” because a brain image, like the fluo-
rodeoxyglucose positron emission tomography (FDG-PET), contains thousands
of voxels (or features). Dimensionality reduction and feature selection techniques
are therefore fundamental for achieving high accuracy predictors for the diagno-
sis of Alzheimer’s disease.

Some techniques are based in the segmentation of the brain into Regions
of Interest (ROIs), which are associated with atrophy caused by the disease.
Then, voxel intensities from each ROI are used as features [12,21]. Some other
dimensionality reduction techniques from Machine Learning field [11,15], and
feature selection techniques [4,6] have been applied to the diagnosis of AD.

In this paper, we propose a methodology to automatically extract features
that represent interesting regions of the brain and, consequently, reducing the
dimensionality of the space. One of the advantages of this methodology is that
brain images, like FDG-PET, do not need to be pre-processed in order to remove
the background and the scalp. This is due to the choice of the clustering algo-
rithm, which is a variant of the DBSCAN (density-based spatial clustering of
applications with noise) called XMT-DBSCAN [17]. Another advantage is that
the space we obtain is approximately 100× smaller when compared to the orig-
inal one, consisting of voxel intensities. This happens because each region (clus-
ter) obtained by the clustering algorithm is represented by a feature, which is a
weighted mean of the voxel intensities of that region.

This paper is organized as follows: Sect. 2 explains each step of the proposed
methodology and Sect. 3 presents the dataset used in this paper as well the
results obtained for the proposed methodology and for the classification task
using the voxel intensity. Conclusions are drawn in Sect. 4.

2 The Proposed Methodology

In order to analyze the FDG-PET scans for each task: AD versus CN (Cognitive
Normal), MCI versus CN and AD versus MCI, we propose the methodology
shown in Fig. 1. We start by segmenting each 3-D image (a FDG-PET scan from a
subject), followed by a construction of a probability matrix indicating the degree
of belonging of each voxel to a region found by the clustering/segmentation
algorithm. Then, we perform a feature extraction step using the voxel intensities
and the probability matrix, obtaining a feature space representation for each
problem. Finally, feature selection is applied and the subjects are classified, using
support vector machines.
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Fig. 1. The proposed methodology.

2.1 Step 1: Image Segmentation

Over the years, several 3-D segmentation methods have been developed such as
region growing, watershed, among others [2,18]; watershed algorithm [3] is the
most widely used. However, watershed tends to over-segment the 3-D images
when the data is dense and non-homogeneous, or generate under-segmentation
results in the case of dense regions with irregular shapes of objects. Since our
FDG-PET scans are noisy images that have regions with different sizes, densities
and irregular shapes, we propose to use a version of the DBSCAN algorithm,
namely the XMT-DBSCAN [17], to segment the 3-D images.

XMT-DBSCAN is an extension of the original DBSCAN but has a few dif-
ferences. Firstly, the local density of a voxel (a pixel in DBSCAN) is computed
in the sub-window with size ws = (2w +1)× (2w +1)× (2w +1) centered in the
voxel, instead of the ball with radius eps. In our methodology, the local density
is computed as

density(vijk) =

∑
all−elements Iw

vijk
� Kw

ak
, (1)

where � is the element-wise product of two equally sized data cubes, Kw is a
cubic Gaussian kernel with standard deviation equal to ws/(4

√
2 log(2)), Iw

vijk

is the sub-window from the intensity image, and ak is the number of non-zero
values in Kw.
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The identification of the voxels as core points, border points and noise is
similar to the original DBSCAN. Another modification to the original DBSCAN
is in the definition of density-reachable chain [8], which is modified to contain
only core voxels. This means that labeling the border points is made in a post-
processing step, at the end of the algorithm, when all core points are identified.

2.2 Step 2: Coherence Matrix

After segmenting each 3-D image, we obtain a partition into regions (clusters)
and we need to find some consensual information for each population (AD, CN
or MCI). In that sense, we construct a block coherence matrix C, with as many
blocks as the squared number of subjects of a population. The idea is to perform
a pairwise comparison between the partitions obtained by XMT-DBSCAN for
each subject of a population. Therefore,

C(μ(l, i), μ(p, j)) =
|Cl

i ∩ Cp
j |

√
|Cl

i | · |Cp
j |

, (2)

where μ(l, i) is the indexation function for the coherence matrix C, |Cl
i ∩ Cp

j | is
the number of voxels belonging to both Cl

i and Cp
j , with Cl

i the region/cluster
i from subject l and Cp

j the region/cluster j from subject p. The indexation
function is given by

μ(l, i) = i +
l−1∑

j=1

mj , (3)

with mj the number of clusters in the partition of subject j, i.e., μ(l, i) gives the
index corresponding to cluster i of subject l, where each partition of a subject
has mj clusters. Figure 2 shows an example of a coherence matrix.

Fig. 2. Coherence matrix.
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The matrix C shows the degree of overlapping of each pair of clusters. Since
we want a region that is common in most of the subjects, we consider that values
under 50 % of overlapping are discarded.

We start by searching the most coherent cluster in matrix C and obtain a
region R corresponding to the union of all clusters with an overlapping over
50 % to the most coherent cluster found. Inside the region R, we compute the
probability (for a certain population) of each voxel belong to R as

PA(vijk,R) =

∑
Ck∈R 1{vijk∈Ck}∑
Ck∈R 1{Ck∈R}

, (4)

where Ck is the k-th cluster of region R, 1{vijk∈Ck} is 1 if vijk ∈ Ck, and 0
otherwise; vijk is a voxel in the 3-D image and A ∈ {AD,CN,MCI}. The
numerator of the previous equation is a count of the number of clusters in R
where the voxel belongs, and the denominator is just the number of clusters
in R. This process is repeated until no coherent clusters are left in matrix C.
Therefore, PA is K×N matrix, with K the number of regions and N the number
of voxels in the 3-D image.

2.3 Step 3: Feature Extraction

So far we have found regions containing relevant information for each population.
Now we want to discriminate AD vs CN, CN vs MCI and AD vs MCI. This means
that we will construct a feature space for each of these problems using the voxels
intensities from two populations and the regions found in step 2 corresponding
to the same two populations.

Consider that MA is the number of subjects from population A and MB

the number of subjects from population B. Also, KA and KB are the number
of regions found in step 2 for population A and B, respectively. We want to
construct a feature space F with MA + MB samples and dimension KA + KB ,
in the following way

F(α(p, r), β(q, s)) =

∑
vijk

I(vijk ∈ Sr
p) · P s(vijk,Rq)

∑
vijk

P s(vijk,Rq)
, (5)

with r, s ∈ {population A,population B}. I(vijk ∈ Sr
p) is the intensity of voxel

vijk from subject p in population r and P s(vijk,Rq) is the probability that voxel
vijk belongs to region Rq in population s. α(p, r) and β(q, s) are indexation
functions given by

α(p, r) =
{

p if r = population A
MA + p if r = population B

and

β(q, s) =
{

q if s = population A
KA + q if s = population B
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respectively. α(p, r) is the indexation for subjects and β(q, s) the indexation for
regions.

Equation (5) is equivalent to compute a weighted mean of the intensity of
a subject, where some voxels contribute more than others, obtaining a feature
space for each classification task.

2.4 Step 4: Feature Selection

Typically, the number of voxels in a FDG-PET image is very high and some of
those voxels are unimportant for the task in hand. So, it is very important to
reduce the dimensionality of the space through feature selection. We use mutual
information (MI) to rank the features and choose the ones with higher value.

Consider that xi is the i-th element of a vector representing a feature x, and
y a target value or label. The MI between the random variable xi and y is given
by

MI(i) =
∑

xi

∑

y

P (xi, y) log
P (xi, y)

P (xi)P (y)
. (6)

The probability density functions for MI were estimated through the use of
histograms.

2.5 Step 5: Classification

After selecting the most relevant features for each of the three diagnostic prob-
lems, we classify subjects using three different classifiers: support vector machine
(SVM) algorithm with a linear kernel [7], k-nearest neighbor (k-NN) and Naive
Bayes.

3 Experiments

3.1 Dataset

In this study, we used FDG-PET images for AD, MCI and CN subjects, retrieved
from the ADNI database. The subjects were chosen to obey a certain criteria:
the Clinical Dementia Rating (CDR) should be 0.5 or higher for AD patients,
0.5 for MCI patients and 0 for normal controls. This selection results in a dataset
composed by 59, 142 and 84 subjects for AD, MCI and CN, respectively. Since
our task is classification using the SVM algorithm, we decided to balanced the
classes by using a random sub-sampling technique. Thus, 59 subjects from each
MCI and CN groups were selected randomly. Table 1 summarizes some clinical
and demographic information in each group.

The FDG-PET images have been pre-processed to minimize differences
between images: each image was co-registered, averaged, reoriented (the anterior-
posterior axis of each subject was parallel to the AC-PC line), normalized in its
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Table 1. Clinical and demographic characteristics of each group. Age and MMSE
(Mini Mental State Exam) values are means ± standard deviations.

Attributes AD MCI CN

Number of subjects 59 59 59

Age 78.26 ± 6.62 77.71 ± 6.88 77.38 ± 4.87

Sex (% of males) 57.63 67.80 64.41

MMSE 19.60 ± 5.06 25.68 ± 2.97 29.20 ± 0.92

intensity, and smoothed to uniform standardized resolution. A more detailed
description of the pre-processing is available in the ADNI project webpage1.

The complete 128 × 128 × 60 FDG-PET images were reduced using the
Gaussian pyramid technique [5] to obtain a 64 × 64 × 30 3-D image. These
complete images were used, which means that no background or extra-cranial
voxels were excluded. We left those voxels because the image segmentation step
will automatically discard them and only the relevant voxels will be labeled.

3.2 Experimental Setup

The FDG-PET image of the brain of each individual needs to be segmented
with XMT-DBSCAN, the segmentation algorithm proposed in the methodology.
In Sect. 2, we state that XMT-DBSCAN has two parameters: window size w
and ϕ which is a threshold to identify core and border voxels (see [8] for more
details). Those parameters were set to 2 and 3 for w, and ϕ takes values from
{0.3, 0.5, 0.7}.

In the feature selection step we discretized the probability density functions
through histograms with 8 bins and, after ranking the features according to the
MI, we choose the ones with higher value. We consider several number of features
selected by the MI, according to Table 2.

The final step of the proposed methodology consists in classifying subjects
using a classifier. We set the cost of misclassification in the linear SVM as {2−16,
2−14, 2−12, 2−10, 2−8, 2−6, 2−4, 2−2, 20, 22, 24} and the k parameter for k-
NN to {1, 3, 5, 7}. We used a standard internal 10-fold cross-validation strategy
to choose all the parameters (parameters for the segmentation part and the
classification part), according to the best accuracy. This process was repeated
20 times and an average accuracy over the test sets was computed for each
classifier [19].

We compare the proposed methodology with the one consisting of the voxel
intensities, called VI. In that strategy, we first need to pre-process the FDG-PET
images to remove the background and the scalp. Afterwards, steps 4 and 5 of
the proposed methodology are applied. The number of selected features used to
classify the subjects are shown in Table 2.

1 http://adni.loni.usc.edu/methods/pet-analysis/pre-processing/.

http://adni.loni.usc.edu/methods/pet-analysis/pre-processing/
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Table 2. Number of features used to tested the feature selection step. The maxi-
mum number of features used corresponds to the complete feature space, as stated by
columns 2–4, depending on the problem.

Parameter space Max. features Number of selected features

AD vs CN MCI vs CN AD vs MCI

w = 2, ϕ = 0.3 1436 1413 1433 50, 100, 250, 500, 1000, Max. features

w = 2, ϕ = 0.5 1037 1057 1050 50, 100, 250, 500, 1000, Max. features

w = 3, ϕ = 0.3 476 476 502 50, 100, 250, Max. features

w = 3, ϕ = 0.5 332 328 342 50, 100, 250, Max. features

w = 3, ϕ = 0.7 260 284 268 50, 100, 250, Max. features

Voxel intensity 36209 50, 100, 250, 500, 1000, 2500,

5000, 10000, 25000, Max. features

3.3 Results

Figure 3 shows the accuracy of the three classifiers for the proposed methodology
for each problem and the voxel intensity methodology.

For AD vs CN, Naive Bayes has a decrease of performance when the number
of features increased. While SVM and k-NN remain constant and near 85 % of
accuracy. For MCI vs CN, k-NN is the worst classifier with an accuracy below
70 % for the proposed methodology and below 65 % for VI methodology. SVM
and Naive Bayes have a constant accuracy around 75 % for the proposed method-
ology. Moreover, VI methodology only achieves higher accuracies for more than
5000 features.

However, the most promising results of the proposed methodology are when
discriminating AD from MCI subjects. In this problem, SVM has an accuracy
around 72 %, higher than the VI methodology, even if we increased the number
of features, the accuracy for VI is always below the proposed methodology. k-NN
has an accuracy below 70 %, but it is also higher than the VI, except if we use
more than 250 features. In this case, k-NN in the proposed methodology has
lower accuracy than VI. The best classifier for AD vs MCI is Naive Bayes, it
has an accuracy near 75 %, and it slightly decreased for more than 250 features.
However, the accuracy for this classifier in the proposed methodology is always
higher than for the VI.

In all the problems considered (AD vs CN, MCI vs CN and AD vs MCI),
our methodology outperforms VI with only a few features, e.g., 50 features. The
three classifiers are quite similar, but k-NN is the worst classifier among the
three. Figure 4 presents the sensitivity and specificity for both methodologies
and for each problem and classifier, considering 50 features.

Overall, the proposed methodology has a sensitivity similar to the VI method-
ology, and in most cases the inter-quartile range is smaller than VI. Moreover, in
AD vs CN using k-NN and Naive Bayes, the median sensitivity for the proposed
methodology is slightly higher than VI. However, the specificity is overall better
for the proposed methodology compared to the VI methodology. The specificity
is only similar in AD vs CN for k-NN and Naive Bayes.
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Fig. 3. Average accuracy of 20×10 nested cross-validation of the proposed methodology
from each problem compared to voxels intensities chosen through mutual information
and classified using SVM, k-NN and Naive Bayes.
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Fig. 4. Boxplots for sensitivity and specificity for each problem (AD vs CN, MCI vs
CN, and AD vs MCI), each classifier (support vector machine, k-nearest neighbor, and
Naive Bayes) and using the 50 features with highest mutual information.

4 Conclusions

This paper proposes a methodology to find interesting regions in the brain to
efficiently discriminate subjects with Alzheimer’s disease from the ones with
mild cognitive impairment and from normal ones. The proposed methodology
has several stages: starts with a segmentation of the FDG-PET image, followed
by a grouping of clusters to form regions with relevant information. Those regions
form a feature space and the most important ones are selected by ranking their
mutual information with the target output. Finally a classifier is used to identify
the subjects.

For number of features under 100, the proposed methodology outperforms
another strategy consisting in ranking the mutual information of features with
the target output, where the features are only the voxels intensities. Moreover,
by comparing using all the space in both strategies for AD vs MCI, our method-
ology outperforms the other strategy, using a small number of features. Another
advantage of this methodology is that the complete FDG-PET image was used,
since the segmentation algorithm can identify background and extracranial vox-
els, which means we do not need to pre-process the images to remove those
voxels.
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15. Segovia, F., Górriz, J.M., Ramı́rez, J., Salas-Gonzalez, D., Álvarez, I., López, M.,
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Abstract. Optical Coherence Tomography is an optical imaging technique
providing subsurface structural images with a resolution at histological level. It
has been widely studied and applied in both research and clinical practice with
special interest in cancer diagnosis. One of the major queries today is to rep-
resent the images in a standardized way. To this aim the qualitative image
recorded on the tissue will be transformed into a quantitative model. The
solution provided here is able to diagnose healthy versus cancerous tissue
independently from the measurement settings.

Keywords: Optical Coherence Tomography � Tissue characterization
Medical diagnostics � Cancer � Liposarcoma � Model-based � Imaging

1 Introduction

In clinical practice, diagnosis of cancer from structural features is validated by histo-
logical analysis. Imaging modalities are useful by the pathologist to complete the
diagnosis. These modalities reveal the tissue topology and cellular components without
excising the tissue, and it gives a good direction for micro-biopsy [1]. Although
functional methods can reveal cancer, structural visualization remains the gold standard
diagnostic technique in oncology [2].

Characteristics of tissue structural properties are studied non-invasively with dif-
ferent imaging modalities, such as Magnetic Resonance Imaging, Computed Tomog-
raphy, Ultrasound, Optical Coherence Tomography [2, 3]. Each imaging modality
works at different scales and uses a specific frequency range that is a function of the
sensing modality, desired resolution and depth of penetration.

These techniques can be coupled for multidisciplinary analysis of the tissue pro-
viding different information detected from backscattered waves from the internal
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structure. The outputs of these backscattered signals are grayscale images with different
resolution and imaging depth revealing the subsurface structure [2, 3]. In this study
Optical Coherence Tomography (OCT) was used to analyze tissue structural properties.
OCT records images based on near infrared (NIR) laser light scattered back from the
tissue [4, 5].

Instead of qualitative interpretation of OCT images, the diagnosis process employs
mathematical models whose coefficients are adapted to match the OCT dataset. Based
on the resulting model coefficients, the topological changes in the tissue are rigorously
quantified. The presented adaptive model based approach is a general solution to tissue
morphology quantification enabling accurate cancer detection and diagnosis. More-
over, the imaging based adaptive model is applicable to clinical tools for physiologists
and pathologists. To illustrate the details of the method, a statistical model is used to
capture the scattering properties of OCT datasets thereby distinguishing various tissue
types, namely normal adipose tissue, well-differentiated and de-differentiated liposar-
coma tissue. From this application the proposed adaptive model based approach is a
general solution, broadened toward the analysis of other type of cancer since the
diagnosis is based on morphology. This imaging-based model will serve as a quanti-
tative clinical tool for physiologists.

2 Tissue Structure Recorded with Optical Coherence
Tomography

2.1 Liposarcoma Recorded with Optical Coherence Tomography

Optical Coherence Tomography (OCT) is a well-known structural imaging method
applied on biological material, in particular for cancer diagnosis and boundary detec-
tion between healthy and cancerous lesion [4, 5]. OCT has a better resolution (3–
10 μm) compared to other diagnostic methods, revealing the subsurface structure at
histological level in a 1–3 mm deep region under the surface, and has proved to be the
most suitable imaging method applied on liposarcoma [6–8].

Liposarcomas (LS) are the most common soft tissue sarcomas (STS) with primary
retroperitoneal malignant tumors [9, 10]. According to the WHO (World Health
Organization) classification LS is part of the Adipocytic Tumors.

In this study, an adaptive model based solution to tissue characterization is
demonstrated on normal adipose tissue detection, intermediate (locally aggressive)
tumor detection, the so-called well-differentiated liposarcoma (WDLS) detection and
de-differentiated liposarcoma (DDLS) one type of malignant tumor having the risk to
metastasize, detection [11]. Due to the distinct prognosis and treatment the correct
diagnosis of these liposarcoma types is crucial [7].

Analysis of tissue subsurface structure is recognized by medical professionals as a
trustworthy means to discriminate normal fat tissue from cancerous lesion called sar-
coma. Analysis of genetic content is required to prove the diagnosis in some specific
cases [10, 12].

Tissue samples were excised from human patients’ abdomen/retroperitoneum at the
University of Texas M. D. Anderson Cancer Center (UTMDACC). Protocols for tissue

114 C. Lantos et al.



processing were approved by the UTMDACC and University of Houston Biosafety
Committees. Normal fat tissue, well-differentiated liposarcoma and de-differentiated
liposarcoma were acquired. Histological diagnosis and classification of samples was
performed by a UTMDACC sarcoma pathologist (Fig. 1).

The tissue was put in sterile phosphate buffered saline then stored in refrigerator
until imaged with the OCT system. We record the tissue on a Spectral-Domain
(SD) OCT measuring rig in the BioOptics Laboratory at the University of Houston.
A supraluminescent laser diode (Superlum, S840-B-I-20) generates a broadband laser
signal with center wavelength at λ0 = 840 nm, spectral bandwidth at FWHM
Δλ = 50 nm and output power at 20 mW (Fig. 2) [6].

The images show the cross-section of Human Normal Fat tissue (Fig. 2a), WDLS
(Fig. 2b) and DDLS (Fig. 2c). This 2D cross-section called B-scan is composed of 500
adjacent A-lines. One A-line (1D) shows the backscattered intensity variation in
function of depth from a laser footprint of *8 μm in focal plane in air. The region is
3 mm wide scanned with a galvanometer mirror, with backscattered light collected
from a region of up to *1 mm in depth. The exact input power to the sample arm, and
focus position is not noted.

A gray-scale image, obtained from OCT, shows the tissue internal structure. These
images are different for each tested tissue (healthy vs. cancerous). The laser clearly

Fig. 1. Histological images (Magnification 10x) of (a) Normal Fat Tissue (b) Well-Differentiated
Liposarcoma with extensive mitotic change (c) Highly Fibrotic De-Differentiated Liposarcoma
(Color figure online).

Fig. 2. Cross-Section OCT Images (B-scan composed of 500 A-lines); Logarithmic Response.
(a) Normal Fat Tissue (b) WDLS with Extensive Myxoid Change (c) Highly Fibrotic DDLS.
White bar = 500 µm.
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reveals the large adipose cells seen in Normal Fat Tissue. WDLS has extensive myxoid
change including vasculature not seen on this image, but still has some adipose cells
with varying size, which is a means of WDLS identification. The part of DDLS imaged
here resembles fibrotic tissue.

2.2 Optical Coherence Tomography Working Principle

In this work, qualitative information from OCT images is transformed into a quanti-
tative parametric description of the tested tissue. The model is based on the variability
of the A-lines in the cross-section at a given region. A single A-line of the different
tissue types is presented in arbitrary unit on Fig. 3, and in dB scale on Fig. 4.

1D imaging (Intensity as a function of depth at a single point) is obtained by
applying Digital Signal Processing methods on the data recorded on a line scan camera
(Basler Sprint L104 K-2 k, 2 k pixel resolution, 29.2 kHz line rate), detecting 2048
wavelength intensity values between 800–890 nm. The signal is digitized using an
analog-to-digital converter (NI-IMAQ PCI-1428).

The intensity detected on the line-scan camera is the cross-correlation of the
broadband laser light electric field split in a Michelson interferometer and scattered
back from a reference mirror and from the sample layers at each frequency component
(j) [4, 5].

Fig. 3. OCT A-line in arbitrary unit (a) Normal Fat Tissue (b) WDLS with Extensive Myxoid
Change (c) Highly Fibrotic DDLS.

Fig. 4. OCT A-line in dB scale (a) Normal Fat Tissue (b) WDLS with Extensive Myxoid
Change (c) Highly Fibrotic DDLS.
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The broadband laser light is decomposed into its spectral components when passing
through a diffraction grating (Wasatch Photonics, 1200 grooves/mm). A lens focuses
the decomposed NIR light to the camera. Each wavelength experiences constructive
interference at different angles and path-length differences producing interference
fringes which contain the scattering information from each tissue layer [4, 5].

Digital Signal Processing (DSP) methods are applied on the detected intensity as
function of wavelength to correct for the laser variability, to compensate for the dis-
persion of light in the OCT elements (e.g. waveguides) and tissue, and to resample the
data from wavelength (λ) to wavenumber space (k). A Fourier transform is applied to
get the intensity function I(z) as function of depth [13].

I zð Þ ¼ FT IðkÞf g ð2Þ

The measurement setting and DSP are carried out in Labview, whereas postpro-
cessing of intensity functions I(z) is performed in Matlab.

In Figures portraying the A-lines, the flat regions in Figs. 3–4 represent the light
scattering in air, due to the path-length difference between the mirror of the reference
arm and the tissue surface. Therefore, the abscissa should be truncated, and only the
actual tissue region from which light scatters back should be considered.

The A-line examples are featured by a distinguishable periodicity and light atten-
uation in function of depth. Both factors represent structural distinction. The periodicity
is due to light reflections from the cell boundary, and the light attenuation is due to
stronger scattering in denser tissue. The structural resolution is reduced by speckle noise.

Furthermore the light attenuation, and degraded resolution is enhanced because of
the Sensitivity roll-off due to the physical limitation of the spectrometer and camera
array width, DSP techniques and light source spectral shape, that the camera records
the same sample point at lower intensity from farther path-length differences. This
sensitivity roll-off curve affects the intensity in function of path-length difference
independently from the studied material [14].

The novelty of our study is to develop a mathematical model-based approach
instead of visual grading of the structure to be able to differentiate tissue types inde-
pendently from the measurement settings, exposure time, path-length difference
between mirror and tissue surface, focus position, and sensitivity roll-off.

3 State of the Art of Tissue Structural Properties
Quantification Using Optical Coherence Tomography

Over the past decades, several approaches based on experiments and/or theoretical
assumptions have been elaborated to differentiate quantitatively between the various
tissue types, specifically between healthy and cancerous tissue images recorded with
OCT.
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The attenuation of backscattered NIR laser light in function of depth (z) in the
biological material theoretically follows an exponential function [4, 5]:

I zð Þ ¼ I0e
�utz ð3Þ

defined by the scattering coefficient ut characterizing different tissue types. Taking the
logarithm of the intensity variation will provide the slope of the intensity attenuation,
which can be measured now from the figure after averaging or filtering the A-lines.
This implies the abstraction of the tissue structure, and has been applied on liposarcoma
[8] and healthy nodes vs. nodes containing malignant cells [15].

This equation is theoretical and is based on single-scattering assumption that is
valid at the superficial layers and in the focal volume [16–18]. For fixed focusing
systems the position of the focal plane in the tissue and the depth of focus affect the
detected light and the intensity slope [16, 17, 19, 20]. Although multiple-scattering can
also contribute to the OCT signal, the single-scattering model with correction of the
confocal Point Spread Function (h(z)) can provide an accurate slope characteristics
[16–18, 21]:

I zð Þ ¼ h zð ÞI0e�utz ð4Þ

h zð Þ ¼ z� zf
zR

� �2

þ 1

 !�1

ð5Þ

where zf is the position of the focal plane, and zR is the “apparent” Rayleigh length of
the laser beam [16, 17, 20].

The corrected signal slope was calculated in normal and malignant ovarian tissue
[19] focusing at the tissue surface, and in lymph nodes [22] focusing within the tissue.
In the latter case besides the confocal optics the depth-dependent intensity loss scan-
ning was also corrected based on calculation on a benchmark material.

Beside the slope calculation, a second parameter, namely the standard deviation
around the slope was analyzed first in the breast in [23]. A third parameter, the fre-
quency content after Fourier transforming the A-line was also extracted in [24]. Similar
analysis was applied on liposarcoma and leiomyosarcoma in [25] with two parameters.
All three parameters (slope, standard deviation and frequency content) were used on the
same dataset in [26].

The input power does not affect the slope characteristics in contrary to the other
quantification approaches, where the measurements are recorded with a fixed input
power to the sample arm [23, 24, 27–29]. The problem of focus is treated only in [23,
24] by avoiding the use of focusing lens.

For the breast tissue in [27] the A-line pattern is quantified by periodicity analysis
in addition to the frequency content. The mean distance between peaks distinguishes
tissue types based on distinct cell size and density, periodic response and frequency
oscillation. In [30] this analysis is developed further by extracting more parameters.
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These quantification procedures were performed first on a single A-line. However
the diagnosis is more accurate when these parameters are extracted from a set of
adjacent A-lines.

Cancer has been also diagnosed based on fractals due to its disordered feature and
irregularity (e.g. in the breast [28]). Fractal analysis in OCT was applied first time on
distinct artery layers without visible structure [29]. The results reveal that the texture
characteristics in the medium due to random speckle phenomena characterize tissue
types [31, 32].

The techniques proposed in literature have not been applied in clinical practice yet.
In this paper the main interest is to study tissue structural properties of OCT using
Digital Signal Processing Techniques. Image processing methods and complex mod-
eling techniques are not addressed in this study.

Cancerous fat tissue is much denser than healthy fat tissue. Since light scattering
occurs mainly at the interfaces, scattering is much stronger in cancerous tissue. The
attenuation of light is higher in the dense tissue, which is detectable with the attenu-
ation coefficient ut, although the slope analysis discards all structural information.

The inhomogeneous normal adipose tissue is distinguished with periodic scattering
at the cell boundaries and the back reflection loses the periodicity as the adipose cells
dedifferentiate in the cancerous tissue. An analysis of the structure’s periodicities and
frequency content is sensitive to this, as well as fractal analysis. Speckle analysis can
provide additional information regarding invisible structure, but it is strongly depen-
dent on the measurement settings.

4 Data Analysis to Quantify Tissue Structural Properties

4.1 OCT A-lines and B-scans Post-processing

The aim of our study is to develop a simple analysis technique based on a parametric
method that captures the structural features from the strength of scattering. In this
section the post-processing steps to determine the model in the Fourier-domain sig-
natures that are derived from OCT data is explained.

A 3 × 3 mm2 area from each of the three tissue samples (Normal Fat, WDLS,
DDLS) is imaged where 500 B-scans are recorded with 500 A-lines per B-scan. We
will focus on the statistical properties of the backscattered intensity signals.

For the computation, the tissue surface is numerically straightened to obtain correct
intensity values at each depth position. For each B-scan, A-line sections are translated
to different scanning positions, so that the depth variable has a common origin in all
cases.

The canny edge detector from Matlab Image Processing Toolbox is applied on the
B-scans after median filtering of the images. This can be used to align the scans, but
does not yield the absolute position of the surface with respect to common origin.
Before proceeding to the next step, all B-scans are screened to verify if straightened
properly.

In order to find the tissue surface on the straightened images the first derivatives of
the mean of the A-lines in one B-scan are calculated from the uncorrected images.
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Then the tissue surface is defined at the highest derivative point, where the A-lines are
truncated, and only the region backscattered from the tissue section will be analyzed.

After straightening and truncating the OCT images the statistical analysis has to be
able to compare the data measured at different experimental setup. The normalization
process will be defined by reducing the effects of the measurement setup, the sensitivity
roll off from farther path-length differences, and the light attenuation effect.

At each depth position the mean and standard deviation of the intensity signals is
calculated. Then, attenuation effects are removed from the data by dividing the
Intensity Values or the standard deviation of the A-lines by the mean from each
backscattered intensity response, so as to normalize every scan line.

However the normalization process compensates the exposure time setting, and
light attenuation effect, there is still the problem of the focus position, and the sensi-
tivity roll-off dependent on the path-length difference between the tissue surface
position and the reference mirror which are varying at each measurement.

This sensitivity curve can be calculated from experiments with a second mirror in
the sample arm using dynamic focusing. We shift the mirror toward depth and we place
the mirror to the perfect focus position for recording, so as the camera sensitivity curve
is obtained, and normalized by the maximum intensity value (black and blue dots on
Fig. 5).

The normalized curve in Fig. 5 is independent from the measurement settings, but it
is affected by the focus position which varies at each measurement, and remains fix
during recording.

In the experiment setup, new measurements are made with the same mirror shifting
in depth in the sample arm, but the backscattering signal was recorded with fixed
focusing, which was set up from a former measurement with tissue in the sample arm.

The normalized values of these measurements are shown with red dots in Fig. 5.

Fig. 5. Normalized Sensitivity roll-off; Black and Blue dots mark measurements from a mirror
in the sample arm shifted in depth at focus position, red dots mark measurement from the mirror
shifted in depth in the sample arm at fixed focus (Color figure online).
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However the experiments are based on specular reflection, in the diffuse tissue
sample the “apparent” Rayleigh length doubles, so the focal region broadens, but
according to certain analyses it can be neglected [16, 17, 20].

Since in our experiment the sensitivity roll-off curve is hardly affected by the
intensity variation of the focal region (the focal plane being farther then the imaged
region), the images are corrected according to the normalized sensitivity roll-off curve
computed from fixed focusing, to eliminate the errors coming from the intensity
variations because of the oblique tissue surface [14].

Matlab Curve Fitting Toolbox computes the parameters by Least Squared fitting
procedure following an assumed Gaussian decay. Two methods will be compared
below, based on the standard deviation per mean ratio and the mean normalized
intensity values.

4.2 Standard Deviation Over Mean

In the first case the tissue characterization will be defined from the Probability Density
Functions (PDF) of the STD/MEAN curves. The three-parameter Generalized Extreme
Value (GEV) Distribution fits the histograms well due to its high flexibility:

y ¼ f xjk; l; rð Þ ¼ 1
r

� �
exp � 1þ k

ðx� lÞ
r

� ��1
k

 !
1þ k

x� lð Þ
r

� ��1�1
k

ð6Þ

where x is the std/mean of the intensity values, y is the distribution, k is the shape, σ is
the scale, μ is the location parameter.

A 150 pixel corresponding to a depth of 0.659 mm is considered for analysis. This
depth represents the threshold after which DDLS does not reflect light at the wave-
length working range and camera settings (Fig. 6a).

Fig. 6. (a) Averaged B-scan, mean intensity value at each depth position on Normal Fat, WDLS,
DDLS; (150 pixels from the tissue surface) The curves here are normalized according to
maximum value only for representation. (b) Standard Deviation over Mean at each depth position
in the same region (Color figure online).
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The Region of Interest (ROI) is then defined on the curves for analysis. This
analysis relies on the use of a windowing scheme, in which sections of the intensities as
function of depth are evaluated separately.

After evaluation of the data in each window region at each B-scan via the
parameters of the GEV distribution, a window size of 40 pixel = 0.1758 mm is chosen,
beginning from the tissue surface. This new method turned out to be independent on
the surface scattering effect.

To depict the accuracy of the results, 160 WDLS, DDLS and 200 Normal Fat
B-scans were analyzed. Figure 7 shows the mean and STD of the GEV parameters on
the Gaussian corrected curves. This method proved to differentiate well between the
three tissue types.

The curve coefficients discriminate between the healthy and cancerous tissues, but
there is less distinction between WDLS and DDLS (Table 1).

Fig. 7. Left: GEV Distribution parameters calculated from the std/mean ratio on the σ-μ plane.
200 B-scans for Normal Fat Tissue (red) 160 B-scans for WDLS (cyan) and DDLS (black).
Green point marks the Center of Gravity. Right: Histogram of the GEV Distribution, mean and
standard deviation are presented (Color figure online).

Table 1. GEV parameters calculated from the STD/MEAN ratio of the intensity values at each
depth position, mean and standard deviation on 200 B-scans of Normal Fat, and 160 B-scans of
WDLS and DDLS.

STD/MEAN k σ μ

Baseline (Normal Fat) 0.0007
+0.2347

0.2151
+0.0579

1.2796
+0.0659

Deviation 1 (WDLS) −0.0128
+0.2443

0.0529
+0.0120

0.7093
+0.0359

Deviation 2 (DDLS) 0.0857
+0.1673

0.0493
+0.0128

0.6502
+0.0584
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The deviation from the baseline tissue is estimated based on the baseline tissue
parameter (b) and the deviated tissue parameter (d). Details are shown in Table 2.

The coefficients’ occupied space in 3D (σ, µ, k) are represented in Fig. 8 for
different tissues.

4.3 Normalized Intensity Variation

A second method is developed to analyze the same data set. Instead of calculating the
STD/MEAN, all the measured intensity values are now considered, and normalized by
the mean intensity at each depth position. The same windowing process was applied on
the A-lines and B-scans, and the optimal window size of 40 pixels beginning from the
surface has been verified to provide the largest separation between healthy vs.
cancerous tissue parameters on the σ-µ plane. The mean and STD of the GEV
parameters characterizing the different tissue types are shown in Fig. 9 and Table 3.

Table 2. Comparison of the GEV parameters calculated from the STD/mean ratio of the
intensity values at each depth position, mean and standard deviation on 200 B-scans of Baseline
Tissue and 160 B-scans of Deviation 1&2.

STD/MEAN Dk ¼ kd�kb
kb

Dr ¼ rd�rb
rb

Dl ¼ ld�lb
lb

Baseline (Normal Fat) 0
±335.2857

0
±0.2692

0
±0.0515

Deviation 1 (WDLS) −19.2857
[−368.2857; 329.7143]

−0.7541
[−0.8099; −0.6983]

−0.4457
[−0.4737; −0.4176]

Deviation 2 (DDLS) 121.4286
[−117.5714; 360.4286]

−0.7708
[−0.8303; −0.7113]

−0.4919
[−0.5375; −0.4462]

Fig. 8. Comparison of the GEV parameters represented at each axe of the 3D coordinate system
calculated from the STD/mean ratio of the intensity values at each depth position, mean and
standard deviation on 200 B-scans of Baseline Tissue and 160 B-scans of Deviation 1&2 (Color
figure online).
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Similarly to the first method the curve coefficients characterize well the healthy and
cancerous tissue but WDLS and DDLS coefficients are not sufficiently distinguished.

The deviation from the baseline tissue is detailed in Table 4.

Fig. 9. Left: GEV Distribution parameters on the σ-μ plane calculated from the normalized
intensity values. 200 B-scans for Normal Fat Tissue (red) 160 B-scans for WDLS (cyan) and
DDLS (black). Green point marks the Center of Gravity. Right: Histogram of the GEV
Distribution, mean and standard deviation are presented (Color figure online).

Table 3. GEV parameters calculated from the mean-normalized intensity values in ROI, mean
and standard deviation on 200 B-scans of Normal Fat, and 160 B-scans of WDLS and DDLS.

I/MEAN k σ μ

Baseline (Normal Fat) 0.8209
+0.0647

0.3532
+0.0181

0.3191
+0.0254

Deviation 1 (WDLS) 0.1905
+0.0358

0.4561
+0.0100

0.6381
+0.0229

Deviation 2 (DDLS) 0.1447
+0.0684

0.4462
+0.0044

0.6700
+0.0364

Table 4. Comparison of the GEV parameters calculated from the mean-normalized intensity
values in ROI, mean and standard deviation on 200 B-scans of Baseline Tissue and 160 B-scans
of Deviation 1&2.

ΣI/MEAN Dk ¼ kd�kb
kb

Dr ¼ rd�rb
rb

Dl ¼ ld�lb
lb

Baseline (Normal Fat) 0
±0.0788

0
±0.0512

0
±0.0796

Deviation 1 (WDLS) −0.7679
[−0.8115; −0.7243]

0.2913
[0.2630; 0.3196]

0.9997
[0.9279; 1.0715]

Deviation 2 (DDLS) −0.8237
[−0.9071; −0.7404]

0.2633
[0.2508; 0.2758]

1.0997
[0.9856; 1.2137]
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The coefficients’ occupied space in 3D (σ, µ, k) are represented in Fig. 10 for
different tissues, representing results similar to the first method.

The two proposed statistical analyses proved to be efficient methods in segregating
tissue types (healthy vs. cancerous) accurately. The method is independent on the
measurement settings as the results are normalized by the mean of the intensity values
at each depth position, and errors due to path-length differences are corrected.

These statistical tools were applied also on the images without correction. As a
result, only the shape factor parameter was affected considerably in the case where
std/mean ratio is calculated.

The std/mean tool is also more sensitive to the way the tissue surface is found. In
fact the histogram points are obtained by calculating std/mean from each depth position
(40 pixels) whereas the second proposed method makes use of all data points in the
ROI (40 × 200 or 40 × 160 pixel points). Thus the correction step is necessary to get
absolute parameters that describe the tissue types.

The proposed approach can be enhanced to better distinguish WDLS and DDLS by
incorporating additional factors such as the mean intensity values at each depth posi-
tion. The only drawback in the measurements is the manual control of the tissue
position under the laser light to get a visible subsurface structure.

Fig. 10. Comparison of the GEV parameters represented at each axe of the 3D coordinate
system calculated from the mean-normalized intensity values in ROI, mean and standard
deviation on 200 B-scans of Baseline Tissue and 160 B-scans of Deviation 1&2 (Color figure
online).
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Table 5. Normal and Cancerous Fat Tissue samples analyzed statistically.

Class Label Properties

NORMAL FAT
TISSUE

K37 Normal Fat Tissue, composed of clusters of large adipocytes
and fibrous connective tissueK28

K19
K22

WDLS K36 WDLS with significant myxoid components analyzed above.
Myxoid components are frequent in WDLS especially in
A/RP, and so it resembles myxofibrosarcoma, though the
scattered atypical adipocytes represent the diagnosis of
Well-Differentiated LS. Today the classification between
these two Sarcoma types is clear, myxoid fibrosarcoma
usually does not appear in the A/RP, and contains fine
capillaries and small oval cells which distinguish from WDLS

K25 Fibrous atypical lipomatous tumor, with moderate cellularity. In
Lipomatous Tumor the adipose cells lose their original shape
and size (atypical lipoma) and the septa is thickened

K47 Atypical lipomatous tumor (WDLS) with small mitotic changes.
In contrast to the other histological subtypes, the B-scans of
this measurement in the 3 mm x 3 mm x1 mm Volume show
various morphology. Depending on the B-scan some large
adipose cells are still present or disappear, which will affect
the computation

K58 Lipomatous tumor with mild cytological atypia. The tissue
components are mature adipocytes with little size variation,
and some slightly atypical cells scattered in the tissue. The
diagnosis was not clear from the histological images.
Fluorescence imaging was required to differentiate from
Lipoma. The corresponding histology is made on another
tissue sample (K49) with similar diagnosis to K58

DDLS K35 DDLS with highly fibrotic changes already represented in the
data analysis

K12 Spindle cell sarcoma with osteoid and bone formation,
consistent with DDLS [no bone formation is seen in this
sample on the image]

K33 DDLS with extensive myxoid change, arising in
well-differentiated liposarcoma (atypical lipomatous tumor).
Tumor involves mesentery adjacent to bowel wall (intestinal
margins is negative)

K26b section reveals cellular pleomorphic fibromyxoid areas which
contain mitotic figures focally. These findings are compatible
with the diagnosis of DDLS
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5 Data Analysis Tools’ Sensitivity to Different Tissues

In the development of the data analysis tools only one histological subtype of WDLS
and DDLS is described, however they can represent several patterns [33, 34]. The
comparison of the different histological subtypes is studied below based on the sta-
tistical analysis of the mean normalized intensity values.

Four samples per each tissue type are recorded different time and enumerated in
chronological order. The dataset of the 4 Normal Fat tissue samples were cut from

Fig. 11. First raw: OCT images with a white scale bar of 500 µm, second raw: Histology at
4 × Magnification (exact scale is not known), third raw: A-line example in arbitrary unit, fourth
raw: A-line example in dB scale. (a) K25 Fibrous Atypical Lipotamous Tumor (b) K47 Atypical
Lipomatous Tumor/WDLS with small mitotic change (c) K58 Lipomatous Tumor with mild
cytological atypia (Color figure online).
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Abdomen/Retro-Peritoneum (A/RP), and named K19, K22, K28 and K37, the last one
was studied in the data analysis developed above. Basically there is no difference
between the morphology, only at the surface obliqueness and regularity during OCT
recording. In contrary, the WDLS, and DDLS samples represent different histological
subtypes and topology (Table 5, Figs. 11, 12).

The mean normalized intensity values were calculated on 60 B-scans per tissue
sample on the 40-pixel deep ROI. The GEV Distribution parameters (k, σ, µ) were
calculated for each B-scan, and plotted in a 3D scatterplot in the k, σ, µ coordinate
system (Fig. 13).

Fig. 12. First raw: OCT images with a white scale bar of 500 µm, second raw: Histology at
4 × Magnification (exact scale is not known), third raw: A-line example in arbitrary unit, fourth
raw: A-line example in dB scale. (a) K12 Spindle cell sarcoma (DDLS) with osteoid formation
(b) K33 DDLS with extensive myxoid change (c) K26b cellular pleomorphic fibromyxoid areas
with mitotic figures (Color figure online).
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The quantification method will consider the mean and standard deviation of the
parameters to distinguish tissue types (Table 6).

The Generalized Extreme Value Probability Density Function of the mean curves
of each sample is shown in Fig. 14.

The mean and standard deviation of the parameters in a 3D Coordinate System is
captured to classify Normal Fat Tissue, WDLS and DDLS. The classification of the
three tissue types is furthermore separated to the 4 samples per tissue type, plotting the
data points representing the 12 tissue samples on the k, σ, μ parameter axes in a 3D
coordinate system (Fig. 15).

A two-sample t-test was applied to the measurements to prove a statistically sig-
nificant separation of the parameters between the tissue types at a 5 % of significance
level. The results show the clear distinction between Normal Fat Tissue and DDLS
considering all the three parameters. Probabilities of failing diagnosing are: P
(k) = 0.29 %, P(σ) = 0.36 %, P(μ) = 0.2 %. The classification between WDLS and
DDLS is proved according to k and μ parameters, and sigma parameter is approved to
show differences between Normal Fat Tissue and WDLS or DDLS. Probabilities of
failing diagnosis between WDLS and DDLS are: P(k) = 1.19 %, P(σ) = 28.41 %, P
(μ) = 1.08 %, and between WDLS and Normal Fat Tissue are: P(k) = 18.12 %, P
(σ) = 4.73 %, P(μ) = 19.59 %.

The quantification method based on the statistical properties of the tissue structure
characteristics has shown its ability to differentiate healthy vs. cancerous tissue type.
DDLS subtypes represent closely the same parameters regarding the absolute mean
value and small standard deviation parameters. The missing adipose cells is a common
feature of these DDLS subtypes, the tissue is mainly composed of smaller cells making
it denser. The scattering properties detected with OCT reveal these characteristics, and
our quantification method is able to confine this malignant cancer.

Fig. 13. Scatterplot representing 12 tissue samples, 4 tissue samples per Normal Fat Tissue,
WDLS and DDLS, 60 data points per sample are represented (Color figure online).
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Fig. 14. GEV Distribution separating Normal Fat Tissue (red), WDLS (cyan) and DDLS
(black). 4 samples per tissue type are presented (Color figure online).

Table 6. Mean, standard deviation, and standard deviation per mean of Generalized Extreme
Value Distribution parameters (k, σ, µ) computed from 4 samples per Normal Fat Tissue, WDLS
and DDLS.
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WDLS subtypes represent big variation in terms of all the 3 parameter range, and
standard deviation per subtype. These results were expected from the histological
findings and the OCT images, showing completely different morphology. Tissue types
containing mainly adipose cells are overlapped with the Normal Fat Tissue region, and
the denser subtypes are shifted toward the DDLS region. The big standard deviation of
the parameters is due to the big variation of the morphology in the adjacent B-scans.

The morphology of the Normal Fat Tissue samples does not support the large
scattering of the parameters. The error analysis reveals a big sensitivity of the tissue
types in case of the tissue surface was not perpendicular to the laser beam during
recording. Normal Fat Tissue is especially sensitive to the data analysis. For each tissue
type the k parameter is sensitive to errors coming from surface obliqueness, saturation
points or improper tissue surface straightening, and even more sensitive in the denser
tissue types. Since the data analysis is based on the variations of parameter µ-σ, the
quantification method provides accurate results.

6 Conclusion

Our objective was to study the response of tissue to a near infrared laser excitation, and,
specifically, to characterize differences between healthy and cancerous tissue. The
morphology of the subsurface is depicted based on the backscattered near infrared
light. Parametric models of these backscattered signal characteristics are derived and
linked statistically to the optical properties of normal adipose tissue, well-differentiated
liposarcoma and de-differentiated liposarcoma.

The accurate diagnosis at early stage of cancer, as well as the recognition of the
tumor boundary in tissue is highly important. However OCT has been well-recognized
as a powerful method for cancer detection from tissue morphology, the diagnosis from
these images is subjective and not obvious. This ongoing research intends to fill the
need for an objective and quantitative means of data analysis. The goal of the current

Fig. 15. Classification of Normal Fat Tissue, WDLS and DDLS. 4 tissue samples per tissue type
are analyzed. Middle of the boxes represent the mean, the edges represent the standard deviation
of the parameters k, σ, µ (Color figure online).

Model Based Quantification of Tissue Structural Properties 131



study was to develop a quantitative diagnostic method differentiating between healthy
and cancerous tissue.

The data analysis is developed on images recorded on human normal fat tissue vs.
well-differentiated (WD) and de-differentiated liposarcoma (DDLS). The outcome of
this study was the development of statistical analysis to evaluate OCT images of human
fat specimens. An accurate result was found to quantify healthy vs. cancerous tissue.
The analysis can be applied in real-time for diagnosis due to its simplicity as compared
to other quantifying method. This practical advantage gives a good possibility to use
these tools in surgical evaluation.

A model-based tissue-characterization method based on structural properties of
healthy vs. cancerous tissue was described on single tissue samples. These statistical
tools have been applied to several samples and proved to differentiate between healthy
and cancerous tissues.

Further refinement will allow to detect tumor boundary, diagnose other type of
cancer (e.g. breast cancer) where structural analysis is required for diagnosis, or to
monitor quantitatively tumor progression during cancer therapy.
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Abstract. In dentistry, standard radiographic imaging is a minimally invasive
approach for anatomic tissue visualization and diagnostic assessment. However,
this method does not provide 3D geometries of complete dental shapes, including
crowns and roots, which are usually obtained by Computerized Tomography (CT)
techniques. This paper describes a shape modelling process based on multi-modal
imaging methodologies. In particular, 2D panoramic radiographs and 3D digital
plaster casts, obtained by an optical scanner, are used to guide the creation of both
shapes and orientations of complete teeth through the geometrical manipulation
of general dental templates. The proposed methodology is independent on the
tomographic device used to collect the panoramic radiograph.

Keywords: Multi-modal imaging · Dental shape modelling · PAN radiograph ·
Discrete Radon Transform

1 Introduction

Orthodontics is the branch of dentistry concerned with the study and treatment of irreg‐
ular bites and deals with the practice of manipulating patient dentition in order to provide
better functionalities and appearances.

Detection and correction of malocclusion problems caused by teeth irregularities
and/or disproportionate jaw relationships represent the most critical aspects within an
orthodontic diagnosis and treatment planning. The most common methodologies for
non-surgical orthodontic treatments are based on the use of fixed appliances (dental
brackets) or removable appliances (clear aligners) [1]. In clinical practice, the conven‐
tional approach to orthodontic diagnoses and treatment planning processes relies on the
use of plaster models, which are manually analyzed and modified by clinicians in order
to simulate and plan corrective interventions. These procedures however require labor
intensive and time-consuming efforts, which are mainly restricted to highly experienced
technicians. Recent progresses in three-dimensional surface scanning devices as well as
CAD (Computer Aided Design)/CAM (Computer Aided Manufacturing) technologies
have made feasible the complete planning process within virtual environments and its
accurate transfer to the clinical field. In particular, orthodontic alignment procedures
greatly benefit from the combined use of CAD/CAM methodologies which are used to

© Springer International Publishing Switzerland 2015
G. Plantier et al. (Eds.): BIOSTEC 2014, CCIS 511, pp. 135–145, 2015.
DOI: 10.1007/978-3-319-26129-4_9



produce custom tight-fitting devices worn by the patients [2]. In this context, the accurate
and automatic reconstruction of individual tooth shapes obtained from digital 3D dental
models is the key issue for planning customized treatment processes. Optical scanners
may be used to digitize plaster models thus providing geometric representations of tooth
crowns. However, even if both clear aligners and brackets accomplish the treatment plan
only by acting onto the tooth crown surfaces, a correct orthodontic treatment should also
take into account tooth roots in terms of position, shape and volume. In particular, posi‐
tion and volume of dental roots may cause dehiscence, gingival recession as well as root
and bone resorption when teeth undergo movements during therapy. Cone beam
computed tomography (CBCT) could provide comprehensive 3D tooth geometries.
However, concerns about radiation doses absorbed by patients are raised. For this reason,
the use of computed tomography as a routine in orthodontic dentistry is still a matter of
discussion. Even if CBCT has greatly reduced the dose of absorbed x-rays, compared
to traditional computed tomography (CT), it still produces a greater x-ray dose than a
panoramic radiograph (PAN).

2-D panoramic radiographs are a routine approach in the field of dentistry since they
represent an important source of information. In particular, they are able to inexpensively
record the entire maxillomandibular region on a single image with low radiation expo‐
sure for the patient. However, they are also characterized by several limitations such as:
lack of any 3D information, magnification factors which strongly vary within the image
thus causing distortions, patient positioning which is very critical with regard to both
sharpness and distortions. As a result, not only 3D measurements are impaired, but also
reliable 2D dimensions cannot be retrieved.

The present paper is aimed at investigating the possibility to recover 3D geometry
of individual teeth by customizing general templates over patient-specific dental
anatomy. Information about patient anatomy is obtained by integrating the optical
acquisition of plaster casts with 2D panoramic radiographs. Even if the reconstruction
of patient-specific 3D dental information from 2D radiographs and casts represents a
challenging issue, very few attempts have been made up to now within the scientific
community [3, 4]. Moreover, these studies greatly rely on the knowledge of the specific
tomographic device used to acquire the PAN image. The present study is focused on the
formulation of a general solution, which could infer tooth roots shape without any
assumption on the specific hardware as well as parameters used to collect patient data
anatomy.

2 Materials and Methods

In this paper, complete 3D dental shapes are reconstructed by integrating template
models with 3D crowns data deriving from the optical acquisition of plaster casts and
2D data deriving from PAN radiographic images.

An optical scanner based on a structured light stereo vision approach has been used
to reconstruct both template dental models and patient’s dental casts.

Panoramic radiographs have been captured by using a Planmeca ProMax unit (Plan‐
meca Oy, Helsinki Finland); whose data are stored and processed in DICOM format.
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2.1 3D Data Acquisition System

The optical scanner (Fig. 1) is composed of a monochrome digital CCD camera
(1280 × 960 pixels) and a multimedia white light DLP projector (1024 × 768 pixels)
which are used as active devices for a stereo triangulation process. In this paper, a multi-
temporal Gray Code Phase Shift Profilometry (GCPSP) method is used for the 3D shape
recovery through the projection of a sequence of black and white vertical fringes whose
period is progressively halved [5]. The methodology is able to provide np = lh × lv

measured points (where lh is the horizontal resolution of the projector while lv is the
vertical resolution of the camera) with a spatial resolution of 0.1 mm and an overall
accuracy of 0.01 mm.

Fig. 1. Optical scanner during the acquisition process of a tooth template.

The optical devices are integrated with two mechanical turntables (Fig. 1) which
allow the automatic merging of different measurements collected from various direc‐
tions conveniently selected.

2.2 Input Data

The methodology requires three different input data: (1) general dental CAD templates,
(2) dental crowns shape and (3) a PAN image. Crowns shape and PAN image are patient-
specific data while teeth templates can be obtained from existing libraries.

Dental CAD Templates. Teeth template models are composed of complete teeth
crowns and roots and are placed in adequately shaped holes within transparent plastic
soft tissue reproduction (Fig. 2). Teeth can be easily removed from their housing in order
to allow full reconstructions through the 3D scanner without optical occlusions.
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Fig. 2. Example of superior and inferior dental arch templates.

Patient Crowns Reconstruction. The patient dental crowns geometry can be acquired
by scanning the plaster cast. Figure 3a shows the final digital reproduction of the patient
tooth crowns with surrounding gingival tissue (digital mouth model) as obtained by
merging twelve acquisitions of the superior plaster cast captured by different views.
Tooth crown regions are segmented and disconnected from the oral soft tissue by
exploiting the curvature of the digital mouth model. This model contains ridges and
margin lines, which highlight the boundaries between different teeth, and between teeth
and soft tissue. Regions with abrupt shape variations can be outlined by using curvature
information [5]. Segmented crown shapes are finally closed by using computer-based
filling tools (Fig. 3b).

Fig. 3. (a) Reconstruction of the superior plaster cast as obtained by the optical scanner and (b)
segmented patient crowns geometries.

Panoramic Radiograph. Dental panoramic systems provide comprehensive and
detailed views of the patient maxillo-mandibular region by reproducing both dental
arches on a single image film (Fig. 4).

A panoramic radiograph is acquired by simultaneously rotating the x-ray tube and
the film around a single point or axis (rotation center). This process, which is known as
tomography, allows the sharp imaging of the body regions disposed within a 3D horse‐
shoe shaped volume (focal trough or image layer) while blurring superimposed struc‐
tures from other layers. The rotation center changes as the film and x-ray tube are rotated
around the patient’s head. Location and number of rotation centers influence both size
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and shape of the focal through which is therefore designed by manufacturers in order to
accommodate the average jaw.

2.3 Methodology

The proposed methodology is based on scaling the tooth CAD template models accord‐
ingly to the information included within the patient segmented tooth crowns shape and
the PAN image.

Segmented crown models are used to determine the axis of each patient tooth. Teeth
templates are then linearly scaled by using non-uniform scale factors along three
different dimensions (Fig. 5). In particular, the tooth width (taken along the mesiodistal
line) and the tooth depth (taken along the vestibulo-lingual direction) values are directly
determined from the patient crown geometries. The tooth height (taken along the vertical
direction of the panoramic radiograph) is rather estimated by using the PAN image.

Fig. 5. Tooth dimensions used to scale CAD templates.

The height estimation process, which represents the core of the proposed method, is
based on the reconstruction of a synthetic PAN image from the 3D patient crowns
geometries. A panoramic radiograph essentially represents the sum of x-ray attenuation
along each ray transmitted from the source to the film [6]. The attenuation is due to the
x-ray absorption by tissues along the ray. For this reason, it is possible to emulate a

Fig. 4. Example of panoramic (PAN) radiograph.
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panoramic radiograph by taking 2D projections through a data volume. In this paper,
the Discrete Radon Transform (DRT) is used to calculate finite pixel intensity sums
along rays normal to a curve, which approximate the medial axis of the crowns arch.

The whole methodology can be summarized in the following steps:

• Uniform scaling of the complete dental template arch by using the patient digitized
cast (Fig. 6a);

• Alignment of each tooth template on the corresponding patient tooth crown geometry
in order to determine the orientation and position with respect to the bone structure;

• Non-uniform scaling by using the tooth width and depth values (Fig. 6b);
• Tooth height estimation from the PAN image by simulating the panoramic radiograph

process through the Discrete Radon Transform applied on the reconstructed patient
crowns model.

The first three steps are quite straightforward and can be accomplished by using any
CAD software. The last step is fully detailed in the following section.

Fig. 6. (a) Uniform scaling of the complete dental template arch and (b) two examples of non-
uniform tooth scaling by using width and depth values.

Tooth Height Estimation. The 3D patient crowns model must be spatially oriented,
by a rigid motion, in order to make its projection consistent with the corresponding
crowns region in the PAN radiograph. A set of n corresponding markers

 is interactively selected on crown regions
of both PAN image and segmented crowns model. A rigid motion, applied to the 3D
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model and described by a rotation matrix (R) and a translation vector (T), is then deter‐
mined by minimizing an objective function defined as:

(1)

This transformation guarantees the alignment between the 3D patient crowns model
and the radiograph along the z-direction (Fig. 7). A further transformation is then
required in order to project the 3D model onto the panoramic image. This process is
accomplished by computing multiple parallel-beam projections, from different angles,
using the DRT. In particular, a 2D image is firstly created by projecting the crowns
model onto the Xcr-Ycr plane (Fig. 8). A fourth order polynomial curve (γ) is then deter‐
mined by interpolating the projection of the selected  points.

Fig. 7. Alignment between 3D crowns model and PAN image along the z-direction.

Fig. 8. Projection scheme of the 3D patient crowns model.
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The 3D model is vertically sliced with the same vertical resolution of the PAN image.
For each horizontal slice, crown contours are projected along the direction normal to γ
in correspondence of each curve point by using the DRT (Fig. 8). The curve point
sampling (si) is piecewisely estimated by matching the number of samples between two
consecutive  points with the number of pixels along the XPAN direction between the
corresponding  points. Figure 9a shows the DRT results for the projection of the
crowns model illustrated in Fig. 3b, while Fig. 9b and c show its superimposition on the
original PAN image.

Fig. 9. (a) DRT projection of the 3D patient crowns model, (b) superimposition of the projection
on the PAN image along with a detail (c). The crowns model projection is highlighted with a
transparent cyan color (Color figure online).

Tooth heights are then extracted from the PAN image by the selection of root tips,
which are back-projected onto the 3D model. This back-projection is performed by
considering the coordinates of the root tip in the PAN image. The z-coordinate, up to a
scale factor, is used to identify the slice to which the 3D root tip belongs:

(2)

The x-coordinate is instead used to retrieve the curvilinear coordinate along the γ
curve by:

(3)

The line normal to γ and passing from stipi describes the projection ray through the
root tip. It is then possible the spatial identification of a direction on which the 3D root
tip must certainly lie (constraint line). The template tooth model, already scaled by
considering width and depth values can then be finally scaled along the height direction
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in order to approach the above outlined constraint line. Clearly, an indetermination about
the root inclination remains since the tooth root could be indifferently oriented to the
buccal or lingual side of dentition. However, the preventive alignment of the tooth
template on the patient crown model should guarantee the correct orientation of the final
reconstructed tooth.

3 Results

The feasibility of the proposed methodology has been verified by reconstructing some
teeth of a female patient superior dental arch. Figure 10 shows two views of the CAD
templates aligned and scaled (using tooth width and depth values) on the crowns model,
along with the directions on which respective root tips should lie. CAD templates are
then further scaled along the tooth heights while tooth axes are oriented in order to
intersect the respective constraint lines (Fig. 11). Crown geometries, acquired by the
optical scanner, and root geometries, estimated by scaling CAD templates, are then
merged together in order to create the final digital tooth model (Fig. 12).

Fig. 10. CAD templates aligned and scaled on the crowns model with the respective constraint
lines for root tips.

Fig. 11. Final height scaling and orientation (green model) of the tooth CAD template (blue
model) (Color figure online).
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Fig. 12. Merging process between crown geometry (gray model) and scaled tooth CAD template
(green model) (Color figure online).

The reconstructed tooth shapes can be compared to those obtained by processing
volumetric data from patient CBCT scans. In this case, segmented tooth geometries from
CBCT data (Fig. 13a) can be used as ground truth to assess the accuracy of 3D models
reconstructed by using minimally invasive imaging modalities (Fig. 13b, c).

Fig. 13. (a) CBCT tooth ground truth, (b) overlapping between CBCT and reconstructed tooth
model, (c) discrepancies between the two models.

4 Conclusions

In the field of orthodontic dentistry, one of the main challenges relies on the accurate
determination of 3D dentition geometries by exposing the patient to the minimum radi‐
ation dose. In this context, the present paper outlines a methodology to infer 3D shape
of tooth roots by combining the patient digital plaster cast with a panoramic radiograph.
The method investigates the possibility to adapt general dental CAD templates over the
real anatomy by exploiting geometrical information contained within the panoramic
image and the digital plaster cast. The proposed modelling approach, which has showed
encouraging preliminary results, allows a generalized formulation of the problem since

144 S. Barone et al.



assumptions about the tomographic device used for radiographic data capturing are not
required.

Many are the variables involved in the adopted formulation. In particular, key issues
are represented by the optimization of the γ curve, whose slope determines the orienta‐
tion of root tip constraint lines, and the accurate evaluation of magnification factors
along the z-direction of the PAN image.

These topics certainly require further research activities taking also into account, for
example, additional information that could be extracted by supplementary lateral radio‐
graphs.
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Abstract. Toward the system level understanding of the mechanisms
contributing homeostasis in organisms, a computational framework to
model a system and analyse its properties is indispensable. We propose
a novel formalism to model and analyse homeostasis on gene networks.
Since gene networks can be considered as reactive systems which respond
to environmental input, we reduce the problem of analysing gene net-
works to that of verifying reactive system specifications. Based on this
reduction, we formulate homeostasis as realisability of reactive system
specifications. An advantage of this formulation is that we can consider
any input sequence over time and any number of inputs, which are diffi-
cult to be captured by quantitative models. We demonstrate the useful-
ness and flexibility of our framework in analysing a number of small but
tricky networks.

Keywords: Gene regulatory network · Systems biology · Homeostasis ·
Temporal logic · Realisability · Formal method

1 Introduction

Lack of quantitative information such as kinetic parameters or molecular con-
centrations about biological systems has been a problem in quantitative analysis.
Even if we do not know such parameters, we can model and analyse them by
using qualitative methods [5,6,9,18], which enables us to analyse qualitative
properties of a system such as ‘when this gene is expressed, that gene will be
suppressed later’.

Ito et al. [13–15] proposed a method for analysing gene networks using lin-
ear temporal logic (LTL) [8], in which, a gene network is modelled as an LTL
formula which specifies its possible behaviours. Their method for analysing gene
networks is closely related with verification of reactive system specifications
[1,4,12,19,20,23,25]. A reactive system is a system that responds to requests
from an environment at an appropriate timing. Systems controlling an eleva-
tor or a vending machine are typical examples of reactive systems. Biological
systems with external inputs or signals can be naturally considered as reactive
systems.
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Realisability [1,20] is a desirable property of reactive system specifications
which requires systems to behave according to a specification in reaction to
any input from an environment. In terms of biological systems, this property
means that a system behaves with satisfying a certain property (e.g. keeping a
concentration within some range) in reaction to any input from an environment
(e.g. for any stress or stimulation). That is to say, the system is homeostatic with
respect to the property.

Using this correspondence, we formulate the notion of homeostasis by real-
isability of reactive systems. Our formulation captures homeostasis of not only
logical structure of gene networks but also properties of any dynamic behaviours
of networks. For example, we can analyse in our framework whether a given
network maintains oscillation over time in response to any input sequence. This
formulation yields not only a novel and simple characterisation of homeosta-
sis but also provides a method to automatically check homeostasis of a system
using realisability checkers [7,10,16,17]. Based on this formulation we analyse
some homeostatic properties of a number of small but tricky gene networks.

This paper is organised as follows. Section 2 reviews the method for analysing
gene networks using LTL [13–15] on that our work is grounded. In Sect. 3, we
introduce the notion of realisability and formulate homeostasis by this notion.
Based on this formulation, we show some example networks and analyse homeo-
static properties of them in Sect. 4. We also discuss the scalability of our method
in the same section. The final section offers conclusions and future directions.

2 Modelling Behaviours of Gene Networks in LTL

2.1 Linear Temporal Logic

First we introduce linear temporal logic.
If A is a finite set, Aω denotes the set of all infinite sequences on A. The

i-th element of σ ∈ Aω is denoted by σ[i]. Let AP be a set of propositions.
A time structure is a sequence σ ∈ (2AP )ω where 2AP is the powerset of AP .
The formulae in LTL are defined as follows.

– p ∈ AP is a formula.
– If φ and ψ are formulae, then ¬φ, φ ∧ ψ, φ ∨ ψ and φUψ are also formulae.

We introduce the following abbreviations: ⊥ ≡ p ∧ ¬p for some p ∈ AP ,
� ≡ ¬⊥, φ → ψ ≡ ¬φ ∨ ψ, φ ↔ ψ ≡ (φ → ψ) ∧ (ψ → φ), Fφ ≡ �Uφ,
Gφ ≡ ¬F¬φ, and φWψ ≡ (φUψ) ∨ Gφ. We assume that ∧,∨ and U binds more
strongly than → and unary connectives binds more strongly than binary ones.

Now we define the formal semantics of LTL. Let σ be a time structure and
φ be a formula. We write σ |= φ for φ is true in σ and we say σ satisfies φ. The
satisfaction relation |= is defined as follows.

σ |= p iff p ∈ σ[0] for p ∈ AP
σ |= ¬φ iff σ 
|= φ
σ |= φ ∧ ψ iff σ |= φ and σ |= ψ
σ |= φ ∨ ψ iff σ |= φ or σ |= ψ
σ |= φUψ iff (∃i ≥ 0)(σi |= ψ and ∀j(0 ≤ j < i)σj |= φ)
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Fig. 1. An example network.

where σi = σ[i]σ[i+1] . . . , i.e. the i-th suffix of σ. An LTL formula φ is satisfiable
if there exists a time structure σ such that σ |= φ.

Intuitively, ¬φ means ‘φ is not true’, φ ∧ ψ means ‘both φ and ψ are true’,
φ∨ψ means ‘φ or ψ is true’, and φUψ means ‘φ continues to hold until ψ holds’.
⊥ is a false proposition and � is a true proposition. φ → ψ means ‘if φ is true
then ψ is true’ and φ ↔ ψ means ‘φ is true if and only if ψ is true’. Fφ means
‘φ holds at some future time’, Gφ means ‘φ holds globally’, φWψ is the ‘weak
until’ operator in that ψ is not obliged to hold, in which case φ must always
hold.

2.2 Specifying Possible Behaviours of Gene Networks in LTL

Now we review the method proposed in [13–15] to model behaviours of a given
network in linear temporal logic, using an example network depicted in Fig. 1.

In this network gene x activates gene y and gene y inhibits gene x. Gene x
has a positive environmental input. Let xy be the threshold of gene x to activate
gene y, yx the threshold of gene y to inhibit gene x and ex the threshold of
the input to activate gene x. To specify possible behaviours of this network, we
introduce the following propositions.

– onx, ony: whether gene x and y are ON respectively.
– xy, yx: whether gene x and y are expressed beyond the threshold xy and yx

respectively1.
– inx: whether the input to x is ON.
– ex: whether the positive input from the environment to x is beyond the thresh-

old ex.

The basic principles for characterising behaviours of a gene network are as
follows:

– Genes are ON when their activators are expressed beyond some thresholds.
– Genes are OFF when their inhibitors are expressed beyond some thresholds.
– If genes are ON, the concentrations of their products increase.
– If genes are OFF, the concentrations of their products decrease.

We express these principles in LTL using the propositions introduced above.

1 Although the same symbols (i.e. xy and yx) are used to represent both thresholds
and propositions, we can clearly distinguish them from the context.
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Genes’ activation and inactivation. Gene y is positively regulated by gene x.
Thus gene y is ON if gene x is expressed beyond the threshold xy, which is the
threshold of gene x to activate gene y. This can be described as

G(xy ↔ ony)

in LTL. Intuitively this formula says gene y is ON if, and only if, gene x is
expressed beyond xy due to positive regulation effect of gene x toward gene
y. As for gene x, it is negatively regulated by gene y and has positive input
from the environment. A condition for activation and inactivation of such multi-
regulated genes depends on a function which merges the multiple effects. We
assume that gene x is ON if gene y is not expressed beyond yx and the input
from the environment to gene x is beyond ex; that is, the negative effect of gene
y is not operating and the positive effect of the input is operating. Then this can
be described as

G(ex ∧ ¬yx → onx).

This formula says that if the input level is beyond ex (i.e. proposition ex is true)
and gene y is not expressed beyond yx (i.e. proposition yx is false; ¬yx is true),
then gene x is ON (i.e. proposition onx is true).

For the inactivation of gene x, we have choices to specify the rule. Let us
assume that gene x is OFF when the input from the environment is under ex

and gene y is expressed beyond yx, that is, the activation to gene x is not
operating and the inhibition to gene x is operating, in which case gene x will
surely be OFF. This is specified as

G(¬ex ∧ yx → ¬onx). (1)

For another choice, let us assume that the negative effect from gene y overpowers
the positive input from the environment. Then we write

G(yx → ¬onx), (2)

which says that if the inhibition from gene y is operating, gene x becomes OFF
regardless of the environmental input to gene x. Yet another choice is

G(¬ex ∨ yx → ¬onx) (3)

which says that gene x is OFF when the positive input is not effective or negative
regulation from gene y is effective. For example, although gene y is not expressed
beyond the threshold yx (i.e. the negative effect of gene y is not effective), gene
x is OFF if the positive effect of the input is not effective.

We also have several options for the activation of gene x. The choice depends
on a situation (or assumption) of a network under consideration.

Changes of expression levels of genes over time. If gene x is ON, it begins to be
expressed and in some future it will reach the threshold for gene y unless gene
x becomes OFF. This can be described as

G(onx → F (xy ∨ ¬onx)).



Formulation of Homeostasis by Realisability on Linear Temporal Logic 153

Fig. 2. If gene x is ON, (a) the expression level of gene x is over xy, or (b) gene x
becomes OFF before gene x reaches xy, where s0s1s2c is a time structure.

Fig. 3. If gene x is ON and the current expression level is over xy, (a) the expression
level of gene x keeps over xy, or (b) gene x becomes OFF and as a result the expression
level may fall below xy.

This formula means ‘if gene x is ON, in some future the expression level of
gene x will be beyond xy, or otherwise gene x will become off’. This situation is
depicted in Fig. 2. If gene x is ON and expressed beyond xy, it keeps the level
until gene x is OFF. This can be described as

G(onx ∧ xy → xyW¬onx).

This formula means ‘if gene x is ON and the current expression level of gene x
is over xy, gene x keeps its level until gene x becomes OFF, or otherwise gene x
keeps its level always’. This situation is depicted in Fig. 3.

If gene x is OFF, its product decreases due to degradation. Thus if gene x
is OFF and the current expression level of x is over xy, it will fall below xy in
some future unless x becomes ON again. This can be specified as

G(¬onx → F (¬xy ∨ onx)).

If the expression level of gene x is under xy and x is OFF then it keeps the level
(i.e. it does not increase and exceed xy) until x is ON. This can be specified as

G(¬onx ∧ ¬xy → ¬xyWonx).

We have similar formulae for gene y and the input into gene x from the
environment for increase and decrease of them.
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The conjunction of above formulae (i.e. joining by ∧ operator) is the spec-
ification of possible behaviours of the network. In other words, time structures
which satisfy the formula are possible behaviours of the network.

This method for modelling behaviours of gene regulatory networks can be
contrasted to usual quantitative methods like ordinary differential equation mod-
els. We qualitatively model gene regulatory networks by temporal logic formulae
instead of quantitative analytical formulae. Note that we have several possible
temporal logic specifications for a single network depending on order of threshold
values, functions for multi-regulations and how we capture increase and decrease
of expression of genes. Interested reader may wish to consult [14,15] for detail.

3 Realisability and Homeostasis

In this section we discuss the connection between reactive systems and gene
networks. Based on this connection, we formulate homeostasis of gene networks
by realisability of reactive systems.

A reactive system is defined as a triple 〈X,Y, r〉, where X is a set of events
caused by the environment, Y is a set of events caused by the system and
r : (2X)+ → 2Y is a reaction function. The set (2X)+ denotes the set of all
finite sequences on subsets of X, that is to say, finite sequences on a set of
environmental events. A reaction function determines how the system reacts to
environmental input sequences. Reactive system is a natural formalisation of sys-
tems which appropriately respond to requests from the environment. Systems
controlling vending machines, elevators, air traffic and nuclear power plants are
examples of reactive systems. Gene networks which respond to inputs or stimu-
lation from the environment such as glucose increase, change of temperature or
blood pressure can also be considered as reactive systems.

A specification of a reactive system stipulates how it responds to inputs
from the environment. For example, for a controller of an elevator system, a
specification will be e.g. ‘if the open button is pushed, the door opens’ or ‘if
a call button of a certain floor is pushed, the lift will come to the floor’. It is
important for a specification of a reactive system to satisfy realisability [1,20],
which requires that there exists a reactive system such that for any environmental
inputs of any timing, it produces system events (i.e. responds) so that it satisfies
the specification.

To verify a reactive system specification, it should be described in a language
with formal and rigorous semantics. Widespread research in specifying and devel-
oping reactive systems lead to the belief that temporal logic is the useful tool
for reasoning them [1,3,20,24]. LTL is known to be one of many other formal
languages suitable for this purpose and several realisability checkers of LTL are
available [7,10,16,17].

Now we define the notion of realisability of LTL specifications. Let AP be a
set of atomic propositions which is partitioned into X, a set of input propositions,
and Y , a set of output propositions. X corresponds to input events and Y to
output events. We denote a time structure σ on AP as 〈x0, y0〉〈x1, y1〉 . . . where
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xi ⊆ X, yi ⊆ Y and σ[i] = xi ∪ yi. Let φ be an LTL specification. We say
〈X,Y, φ〉 is realisable if there exists a reactive system RS = 〈X,Y, r〉 such that

∀x̃.behaveRS (x̃) |= φ,

where x̃ ∈ (2X)ω and behaveRS (x̃) is the infinite behaviour determined by RS ,
that is,

behaveRS (x̃) = 〈x0, y0〉〈x1, y1〉 . . . ,

where x̃ = x0x1 . . . and yi = r(x0 . . . xi).
Intuitively φ is realisable if for any sequence of input events there exists a

system which produces output events such that its behaviour satisfies φ.

Example 1. Let X = {pushopen , pushclose} and Y = {dooropen}. The specifica-
tion

G(pushopen → Fdooropen)

is realisable since there is a reactive system 〈X,Y, r〉 with r(x̄a) = {dooropen}
where x̄ is any finite sequence on 2X and a ⊇ {pushopen}. The specification

G((pushopen → Fdooropen) ∧ (pushclose → ¬dooropen))

is not realisable since for input sequence {pushopen , pushclose}ω there is no output
sequence which satisfies the specification.

Realisability can be interpreted as the ability of a system to maintain its
internal condition irrespective of environmental inputs. In the context of gene
networks, realisability can be naturally interpreted as homeostasis. For example,
a network for controlling glucose level responds to an environmental inputs such
as glucose increase or decrease in a manner to maintain its glucose level within a
normal range. In the framework described in Sect. 2, behaviour specifications of
gene networks can be regarded as reactive system specifications. Based on this
connection, we formulate homeostasis by realisability.

Let 〈I,O, φ〉 be a behaviour specification of a gene network where I is the
set of input propositions, O is the set of output propositions and φ is an LTL
formula characterising possible behaviours of the network. Let ψ be a certain
biological property of the network. A network property ψ is homeostatic in this
network if for any input sequence x0x1 . . . there exists a reaction function r
such that the behaviour σ = 〈x0, r(x0)〉〈x1, r(x0, x1)〉 . . . is a behaviour of the
network (i.e. σ |= φ) and σ also satisfies the property ψ (i.e. σ |= ψ). Thus we
have the following simple definition of homeostasis:

Definition 1. A property ψ is homeostatic with respect to a behaviour specifi-
cation 〈I,O, φ〉 if 〈I,O, φ ∧ ψ〉 is realisable.

In this definition we consider responses of a system not only to initial instan-
taneous inputs such as dose-response relationship but also to any input sequences
(e.g. inputs are oscillating or sustained), which is difficult to be captured by ordi-
nary differential models. Moreover, we have any number of environmental inputs
thus we can consider homeostasis against compositive environmental inputs.
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Based on the method described in Sect. 2 and this formulation, we can analyse
homeostasis of gene networks using realisability checkers. In the next section, we
demonstrate our method in analysing a number of small but tricky networks.

4 Demonstration: Analysis of Homeostasis for Example
Networks

First we consider the network in Fig. 1 again. The network in Fig. 1 is expected to
have a function that whenever gene x becomes ON, the expression of gene x will
be suppressed afterward. This function maintains the expression level of gene x
to its normal range (low level). Despite of the extreme situation that the input
to gene x is always ON, the expression of gene x inevitably ceases due to the
activation of gene y and its negative effect on gene x. Therefore this function is
expected to be homeostatic. Now we formalise this verbal and informal reasoning
with our framework. The property ‘whenever gene x becomes ON, the expression
of gene x will be suppressed afterward’ is formally stated in LTL as:

G(onx → F (¬onx ∧ ¬xy)). (4)

This formula says that the property ‘if onx is true, it becomes false and gene x is
suppressed below xy in some future’ always holds. We check whether this formula
is realisable with respect to a behaviour specification introduced in Sect. 2.2.
There are 6 propositions onx, ony, xy, yx, inx and ex for this network. The par-
tition of input propositions and output propositions are straightforward, that
is, inx is the only input proposition since the environment only controls the
input to gene x. Other propositions represent internal states of the network.
Note that the environment cannot directly control the proposition ex, which
represents whether the level of the input exceeds ex. To exceed the level ex, the
environment needs to give the input for a certain duration.

Fig. 4. The network in Fig. 1 with a negative input for gene y.

We had three options in the inactivation rule of gene x, i.e. formulae (1), (2)
and (3). In all choices the property is realisable since even if inx is always true,
we need yx being false for the activation of gene x due to the clause G(ex∧¬yx →
onx). If inx is always true, gene x will be expressed beyond xy, and it induces
y’s expression. As a result, gene y can be expressed beyond yx at which gene y
inhibits gene x. Thus onx may not be always true. If we replace the clause for
the activation of gene x as G(ex → onx), which says if the input is effective gene
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x must be ON regardless of the negative effect of gene y, then the property is
not realisable.

For realisability checking, we used Lily2 [16] which is a tool for checking
realisability of LTL specifications. To use Lily, we specify input propositions,
output propositions and an LTL formula. The result of checking (Yes or No) is
output to command-line and if it is YES, it also outputs a state diagram.

Now we assume gene y accepts negative input from the environment (Fig. 4).
We have the extra input proposition iny and output proposition ey. We describe
the activation rule for gene y as follows in which gene y can be OFF by the
negative input from the environment:

G(¬ey ∧ xy → ony),
G(ey → ¬ony).

Is the property (4) homeostatic with respect to this behaviour specification? The
realisability checker answers ‘No’. The reason is that if the input for gene y is
always ON, gene y cannot be ON, therefore the negative effect from gene y to
gene x cannot be effective. In this input scenario gene x cannot become OFF
after gene x becomes ON.

Fig. 5. A bistable switch.

Now we consider the next example depicted in Fig. 5. In this network we
provide two thresholds y0

x and y1
x for gene y. The threshold y0

x is the level enough
to activate gene x when the negative input from the environment is not effective.
The threshold y1

x is the level enough to activate gene x regardless of negative
effect from the environment, that is, y1

x is the threshold beyond which gene y
overpowers the environmental input. The behaviour specification for this network
will be somewhat complicated. First, we describe the fact that the threshold y1

x

is greater than y0
x, which is simply described as follows:

G(y1
x → y0

x),

which says ‘if gene y is expressed beyond y1
x, it is also beyond y0

x (since y1
x > y0

x)’.
Note that the proposition y1

x means ‘gene y is expressed beyond the threshold y1
x’.

The activation rules and inactivation rules for gene x are as follows:

G(¬y0
x → ¬onx), (5)

G(ex ∧ y0
x ∧ ¬y1

x → ¬onx), (6)
G(¬ex ∧ y0

x → onx), (7)
G(y1

x → onx). (8)
2 http://www.iaik.tugraz.at/content/research/design verification/lily/.

http://www.iaik.tugraz.at/content/research/design_verification/lily/
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Formula (5) says that if gene y is under y0
x, gene x is OFF regardless of the

environmental input. Formula (6) says that if gene y is in between y0
x and y1

x

but the negative input is effective, gene x is OFF. Formula (7) says that gene
x is ON when negative input is not effective and gene y is expressed over y0

x.
Formula (8) says that gene x is ON when gene y is just expressed over y1

x.
The activation rule for gene y is simple:

G(xy ↔ ony)

The change of the expression level of gene y when it is ON are described as
follows:

G(ony → F (y0
x ∨ ¬ony)), (9)

G(ony ∧ y0
x → y0

xW¬ony), (10)
G(ony ∧ y1

x → y1
xW¬ony). (11)

Formula (9) says that if gene y is ON, it will reach the first threshold y0
x or

otherwise it will become OFF. Formula (10) says that if gene y is ON and the
current level is over the first threshold y0

x, it will keep over y0
x (this means it can

be expressed beyond y1
x), or otherwise gene y becomes OFF. Formula (11) says

that if gene y is ON and the current level is over the highest threshold y1
x, it

keeps y1
x or otherwise it will become OFF.

We have similar formulae for the change of the expression level of gene y
when it is OFF.

G(¬ony → F (¬y1
x ∨ ony)),

G(¬ony ∧ ¬y1
x → ¬y1

xW ony),
G(¬ony ∧ ¬y0

x → ¬y0
xW ony).

For the change of the expression level of gene x and the environmental input
we have similar formulae except they have only one threshold.

We check the bistability of the expression of gene x, that is to say, if gene x
can always be ON or always be OFF. These properties are described as follows:

Gonx, (12)
G¬onx. (13)

By using Lily, we checked that both properties are really homeostatic. Informal
reasoning for the first property (12) is as follows. Suppose that the input sequence
such that the negative input to x is always effective, which is the best choice
for the environment to inactivate gene x. The system’s response to satisfy the
bistability is to start at a state in which both gene x and y are ON and gene x and
gene y are expressed beyond xy and y1

x, respectively. Since gene y is expressed
beyond y1

x, gene x can continue to be ON regardless of negative input to x. The
expression of gene y is supported by the positive effect from gene x. For the
second property (13), we assume that the negative input is always ineffective.
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The system’s response is simply to start a state that both gene x and y is OFF
and gene x and y are expressed below xy and y0

x, respectively. For x to be ON,
we need y0

x being true but the system can control gene y to be OFF since gene
x is OFF.

We expect both gene x and y are either ON or OFF simultaneously. This
can be checked by the following properties:

Gonx ∧ Gony, (14)
G¬onx ∧ G¬ony. (15)

Both properties are really homeostatic. Therefore gene x and gene y are ‘inter-
locked’ in a sense.

Fig. 6. A bistable switch with a negative input to gene y.

We further investigate this ‘interlocking’ property. Can gene x (and gene y)
always be ON by its own? That is to say, are the following properties homeostatic?

Gonx ∧ G¬ony, (16)
G¬onx ∧ Gony. (17)

The answers are ‘No’ for both properties. To keep gene x being ON gene x must
be expressed beyond yx and this prevents gene y to be always OFF. Thus the
property (16) is not homeostatic. This property is even not satisfiable. That is
to say, there is no input sequence to satisfy the property (16). Conversely, to
keep gene y being ON gene x must be expressed beyond xy and this prevents
gene x to be always OFF. Thus the property (17) is not homeostatic and not
satisfiable too.

Interestingly, provided gene y accepts a negative input from the environment
(Fig. 6), the properties (12) and (13) are still homeostatic. Even if both negative
inputs are always effective, each gene can be expressed thanks to the positive
effect from the other gene. We confirmed the properties (12) and (13) are really
homeostatic with respect to the following behaviour specification in which we
have two thresholds for gene x (only activation rules for gene y are shown):

G(¬x0
y → ¬ony),

G(ey ∧ x0
y ∧ ¬x1

y → ¬ony),
G(¬ey ∧ x0

y → ony),
G(x1

y → ony).
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Fig. 7. Schematic representations of anti-stress gene regulatory networks that meditate
(a) electrophilic stress response, (b) heat shock response, (c) hypoxic response and (d)
the network (c) with hypothetic negative inputs.

Moreover, the properties (14) and (15) are still homeostatic. The properties
(16) and (17) are also not homeostatic but are satisfiable in contrast to the
previous case since if the environment appropriately controls the inputs, gene
y can be ON and OFF alternately but keeps the expression level beyond y0

x so
that gene x can be ON indefinitely.

The last examples are anti-stress networks [26] depicted in Fig. 7. The net-
works in Fig. 7 control the upper right objects to keep them within the tolerable
ranges. Though these networks are schematic, we are just interested in the con-
trol mechanisms which contribute homeostasis against environmental stresses.
Let us consider the network of Fig. 7(c). If the amount of O2 becomes low, the
network tries to recover the level of O2. The property can be described as follows:

G(¬o2 → Fo2)

In this formula we interpret proposition o2 as ‘the amount of O2 is within the
tolerable range’ so ¬o2 means it deviates the tolerable range. The behaviour
specification of the network is obtained as usual3. We checked the property is
really homeostatic.

Now we have a question: is this homeostatic function broken by the assump-
tion that anti-hypoxic genes receive environmental negative input? (Fig. 7(d))
To check this hypothesis, we modified the behaviour specification in which anti-
hypoxic genes receive a negative input from the environment. The activation rule
for anti-hypoxic genes is modified considering the negative input. The result of

3 We have ‘on’ propositions for each node and threshold propositions for each edge.
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Table 1. Time of example analyses. Columns ‘Input props’ and ‘Output props’ respec-
tively show the numbers of input propositions and output propositions in a formula.
Column ‘Size of formula’ shows the size (length) of a formula (i.e. number of connec-
tives and propositions). Here we chose formula (17) for both network Figs. 5 and 6.

Network Input props Output props Size of formula Realisable Time(s)

Figure 1 1 5 164 YES 1.45

Figure 4 2 6 189 NO 13.47

Figure 5 1 6 185 NO 2.03

Figure 6 2 8 275 NO 201.35

Figure 7(a) 1 8 192 YES 260.10

Figure 7(b) 1 6 149 YES 2.55

Figure 7(c) 1 8 192 YES 226.73

Figure 7(d) 2 9 201 NO 226.43

realisability checking was ‘No’. This analysis indicates that the homeostasis of
this network may be broken by some environmental factor which hinders the
operations of anti-hypoxic genes. Such analysis is difficult by observing dose-
response relationship based on ordinary differential models.

The homeostatic properties for other two networks are similarly checked.
Basic network topologies are almost the same and the modification of network
specifications are minor.

As for the scalability of our method, since we use realisability checking whose
complexity is double-exponential for the size of formula, we need some technique
to mitigate this difficulty. For reference, we show the results of analyses we have
employed in Table 1. These experiments are performed on a computer with Intel
Core i7-3770 3.40 GHz CPU and 8 GB memory. The realisability checker used is
Lily [16].

As for anti-stress networks (Fig. 7(a), (b), (c) and (d)), we used simplified
specifications in that we do not introduce the threshold for inputs. This amounts
to consider that the influence of input does not have time lag. The reason we
simplified specifications is, if we do not so, the analyses take much time, e.g. the
analysis of network in Fig. 7(c) takes about 47 min and network in Fig. 7(d) over
1 h (time out set by Lily). These results prompt us to develop an efficient way
to analyse homeostasis in our framework.

5 Conclusion

In this paper we formulated the notion of homeostasis in gene regulatory net-
works by realisability in reactive systems. This formulation allows the automatic
analysis of homeostasis of gene regulatory networks using realisability checkers.
We analysed several networks with our method. In the analyses we can easily
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‘tweak’ a network (such as appending extra-inputs from the environment) and
observed whether the homeostatic properties can be maintained. Such flexibility
in analysing networks is an advantage of our framework in the situation that
we do not have the definite network topologies. To test several hypothetic net-
works, our method is more suitable than quantitative approaches using ordinary
differential equation models.

There are several interesting future directions based on this work. First is to
find more interesting applications in real biological examples. In association with
this topic, we are interested in ‘conditional’ homeostasis which means that under
certain constraints on input sequences, a property is homeostatic. This can be
easily formulated as follows. Let I and O be the input and output propositions
respectively. Let 〈I,O, φ〉 be a behavioural specification and ψ be a property. Let
σ be an assumption about input sequences e.g. ‘inputs to gene x and gene y come
infinitely often but not simultaneously’. Then the property ψ is conditionally
homeostatic with respect to 〈I,O, φ〉 under a condition σ if 〈I,O, σ → φ ∧ ψ〉 is
realisable. The motivation of this definition is that in more realistic situation it
is too strong to require a system to respond to any input sequence.

The next topic is to develop a method to suggest how we modify the model of
a network when an expected or observed property is not homeostatic in a model.
This problem is closely related to refinement of reactive system specifications
[2,11]. We hope the techniques developed so far for verification of reactive sys-
tems can be imported to analysis of gene networks.

Another important future work is to develop a method to overcome high
complexity in checking realisability of LTL formulae. The complexity of realis-
ability checking is doubly exponential in the length of the given specification [20].
Thus it is intractable to directly apply our method to large networks. To circum-
vent this theoretical limitation we are interested in some approximate analysis
method [14] or modular analysis method [13] in which a network is divided into
several subnetworks and analyse them individually.

The last topic is to extend our method with some quantitative temporal logic
(e.g. probability or real time) [21,22] to enable quantitative analysis.
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Jǐŕı Kléma1(B), Jan Zahálka1, Michael Anděl1, and Zdeněk Krejč́ık2
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Abstract. In this work we integrate conventional mRNA expression
profiles with miRNA expressions using the knowledge of their validated
or predicted interactions in order to improve class prediction in geneti-
cally determined diseases. The raw mRNA and miRNA expression fea-
tures become enriched or replaced by new aggregated features that model
the mRNA-miRNA interaction. The proposed subtractive integration
method is directly motivated by the inhibition/degradation models of
gene expression regulation. The method aggregates mRNA and miRNA
expressions by subtracting a proportion of miRNA expression values from
their respective target mRNAs. Further, its modification based on sin-
gular value decomposition that enables different subtractive weights for
different miRNAs is introduced. Both the methods are used to model
the outcome or development of myelodysplastic syndrome, a blood cell
production disease often progressing to leukemia. The reached results
demonstrate that the integration improves classification performance
when dealing with mRNA and miRNA features of comparable signifi-
cance. The proposed methods are available as a part of the web tool
miXGENE.

Keywords: Gene expression · Machine learning · microRNA · Classifi-
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1 Introduction

Onset and progression of myelodysplastic syndrome, like other genetically deter-
mined diseases, depend on the overall activity of copious genes during their
e xpression process. Current progress in microarray technologies [2] and RNA
sequencing [19] enables affordable measurement of wide-scale gene activity, but
only on the transcriptome level. Further levels of the gene expression (GE)
process which prove disease, whether proteome or even phenome, are still difficult
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to capture. Henceforth, many natural learning tasks, such as disease diagnosis
or classification, become non-trivial within current generation GE data. How-
ever, GE is a complex process with multiple phases, components, and regulatory
mechanisms. Sensing GE at certain points of these phases and integrating the
measurements with the aid of recent knowledge about subduing mechanisms
may show the GE process in a broader, systematic view, and make the analysis
comprehensible, robust and potentially more accurate.

The goal of our work is to integrate conventional GE data sources as mRNA
profiles with microRNA measurements and to experimentally evaluate the merit
of using the integrated data for class prediction. MicroRNAs (miRNAs) [16]
serve as one component of complex machinery which eukaryotic organisms use
to regulate gene expression and protein synthesis. Since their discovery, miRNA
have shown to play crucial role in development and various pathologies [3,23].
They are short (21 nucleotides) noncoding RNA sequences which mediate post-
transcriptional repression of mRNA via multiprotein complex called RISC com-
plex (RNA-induced silencing complex) where miRNA serve as a template for
recognizing complementary mRNA. The complementarity of miRNA-mRNA
binding initiates one of the two possible mechanisms: the complete homology
triggers degradation of target mRNA, whereas a partial complementarity leads
to inhibition of translation of target mRNA. However, despite the progress in
understanding the underlying mechanisms in recent years, the effects of miRNA
on gene expression is still a developing field and many important facts about
mechanism of action and possible interactions remain still unclear [7]. The level of
expression of particular miRNAs can be measured by (e.g.) miRNA microarrays,
analogically to well-known mRNA profiling. The resulting dataset, called the
miRNA expression profile, contains, similarly to mRNA profiles, tissue samples
as data instances; only this time the attributes are individual miRNA sequences.
Integrating mRNA and miRNA data sources may provide a better picture about
the true protein amount synthesized according to respective genes, regarding the
mechanisms of disease occurrence.

We propose integration stemming from the knowledge which miRNA tar-
gets which mRNA. Target prediction is a topic of active research [26]. The most
reliable form of target prediction is experimental in vitro validation. Comple-
mentary in silico target prediction offers more miRNA targets with a higher
false detection rate. The predictive algorithms either work based directly on
molecular biological theory, building the relationship based on miRNA/mRNA
structure and properties [5,17], or be data-driven; i.e., determining targets empir-
ically using statistical or machine learning methods on as much data as possi-
ble [14,29]. As an example of algorithms of the first class we should mention
miRanda, as an extension of the Smith-Waterman algorithm [24], miRWalk [5]
and TargetScan [17]; as to those of the second class refer to miRTarget2 [29] or
PicTar 5 [14]. Target prediction algorithms usually output a score, which for a
particular mRNA and a particular miRNA quantifies the strength of the belief
that the two are truly related. While there is no guarantee that the results are
truly correct, employing prediction algorithms on already existing gene/miRNA
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expression profiles is cheap and, with the possibility of thresholding the score,
one can express confidence in the results, possibly eliminating fluke results.

Despite the above-mentioned problems in target prediction, the main chal-
lenge in mRNA and miRNA data integration is different. The relationship
between miRNAs and mRNAs is many-to-many, a miRNA binds to different
mRNAs, while an mRNA molecule hosts binding sites for different miRNAs.
Moreover, the binding can be, and often is, imperfect; with a miRNA binding
only partly to its target site. One miRNA can, in addition, potentially bind
to multiple locations on one mRNA. Due to all of these aspects and the fact
that the mRNA-miRNA interaction itself is far from being fully understood,
mRNA-miRNA data integration is a non-trivial task. Simply merging mRNA
and miRNA probesets [15] may increase current difficulties in GE classification,
such as overfitting caused by the immense number of features. Hence, a smart
method of reasonable integrating miRNA and mRNA features is desired.

The authors of [10] present an interesting tool for inferring a disease spe-
cific miRNA-gene regulatory network based on prior knowledge and user data
(miRNA and mRNA profiles). However, this approach does not address the
method of breaking down the large inferred network into smaller regulatory
units, which are essential for subsequent classification. The method of data spe-
cific identification of miRNA-gene regulatory modules is proposed in [20,27],
where the modules are searched as maximal bi-cliques or induced as decision
rules respectively. But none of these methods offer an intuitive way to express the
identified modules within the sample set. Contrariwise, [12] provides a black box
integration procedure for several data sources like mRNAs, miRNAs, methyla-
tion data etc., with an immediate classification output. Nevertheless, this method
contains no natural interpretation of the learned predictive models, which is
unsuitable for an expert decision-making tool.

In this work, we propose a novel feature extraction and data integration
method for the accurate and interpretable classification of biological samples
based on their mRNA and miRNA expression profiles. The main idea is to use
the knowledge of miRNA targets and better approximate the actual protein
amount synthesized in the sample. The raw mRNA and miRNA expression fea-
tures become enriched or replaced by new aggregated features that model the
mRNA-miRNA regulation instead. The sample profile presumably gets closer to
the phenotype being predicted. The proposed subtractive aggregation method
directly implements a simple mRNA-miRNA interaction model in which mRNA
expression is modified using the expression of its targeting miRNAs. A similar
approach has already been demonstrated in [1], where we employ matrix fac-
torization proposed in [31] instead. In comparison to the subtractive method
under study, the matrix-factorization approach leaves room for developing fea-
tures corresponding to larger functional co-modules, but it could overfit training
data when dealing with a small number of samples.

The method widely used for analyzing associations between two heteroge-
neous genome-wide measurements acquired on the same cohort is canonical cor-
relation analysis (CCA) [21,25,30]. CCA is applicable for mRNA and miRNA



168 J. Kléma et al.

expression integration. However, CCA is based purely on mutual correlation
between distinct feature sets and disregards prior knowledge of their interaction.
It rather aims to describe or simplify the underlying data, while we focus on
prediction of the decrease of respective protein level due to inhibition that does
not primarily manifest in correlation. In [18] the authors model heterogeneous
genomic data by the means of sparse regression. The method explains mRNA
matrix through decomposition into miRNA expression, copy number value and
DNA methylation matrices. It follows similar descriptive goals as CCA.

Incentive for our method design comes from probe sessions performed on
patients with myelodysplastic syndrome (MDS). MDS is a heterogeneous group
of clonal hematological diseases characterized by ineffective hematopoiesis orig-
inating from hemato-poietic stem cells [28]. Patients with MDS usually develop
severe anemia (or other cytopenias) and require frequent blood transfusion.
MDS is also characterized by a high risk of transformation into secondary acute
myeloid leukemia, and thus could serve as a model for the research of leukemic
transformation.

Of the different cytogenetic abnormalities found in MDS, deletion of the
long arm of chromosome 5 (del(5q)) is the most common aberration. MDS
with isolated del(5q) exhibits a distinct clinical profile and a favorable out-
come. Lenalidomide is a relatively new and potent immunomodulatory drug
for the treatment of patients with transfusion-dependent MDS with del(5q).
It has pleiotropic biologic effects, including a selective cytotoxic effect on del(5q)
myelodysplastic clones. As miRNAs serve as key regulators of many cellular
processes including hematopoiesis, a number of miRNAs have been also impli-
cated in the pathophysiology of MDS [4,22].

The paper is organized as follows. Section 2 describes the proposed subtrac-
tive method (SubAgg) including its SVD-based modification (SVDAgg) that
enables different subtractive weights for different miRNAs. Section 3 describes
the MDS domain, defines the learning tasks and summarizes the experimental
protocol. Section 4 provides experimental results. Section 5 analyzes the inter-
mediate results to deeper understand the functioning of the proposed methods.
Section 6 concludes the paper.

2 Materials and Methods

This section covers the procedures proposed for the integration of mRNA and
miRNA data. First, inputs required for correct functionality of the methods are
defined in Sect. 2.1. Then dataset merge, a simple integration technique serving
as a benchmark, is presented in Sect. 2.2. The new integration method, sub-
tractive aggregation is presented in Sect. 2.3. In Sect. 2.4 we introduce another
integration method that can be perceived as an extension of subtractive aggrega-
tion that learns subtractive weights for different miRNAs by the singular value
decomposition. Section 2.5 gives more details about availability of the proposed
methods.
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2.1 Inputs

The integration method requires two datasets; one containing mRNA measure-
ments, and one containing miRNA measurements. Those two datasets must be
matched; i.e., both must contain samples taken from the same patients and the
same tissue types.

Let G = {g1, ..., gn} be the genes, R = {r1, ..., rm} be the miRNAs and
S = {S1, ..., Ss} be the interrogated samples (tissues, patients, experiments).
Then xG : G × S → R is the amount of respective mRNA measured by mRNA
chip in particular samples, and xµ : R × S → R is the expression profile of
known miRNA sequences; i.e., the amount of respective molecules measured by
the miRNA chip within the samples.

For further reference, the mRNA dataset will be denoted as an s × n matrix
XG, with s samples and n genes. Similarly, the miRNA dataset will be referred
to as an s × m matrix Xµ, with m miRNAs. Henceforth, column vectors of
the two data matrices,

{
xG
i

}n

i=1
and {xµ

i }mi=1, represent measured expression of
particular genes and miRNAs, respectively.

The integration method requires information pertaining to which miRNA
targets which mRNA. The known miRNA-gene control system is represented by
binary relation T ⊂ R × G.

2.2 Dataset Merge

The most straightforward method of obtaining integrated mRNA and miRNA
data is merging the two respective datasets. This method, as mentioned above,
was presented by [15] and is included in our experimental evaluation as a bench-
mark. The resulting merged dataset simply contains column-wise concatenated
mRNA and miRNA data matrices. The advantages of this integration approach
are no required prior knowledge of targets and computational efficiency. Exclud-
ing prior knowledge of targets, however, means that the target relationships are
to be induced empirically by the classifier itself. The question remains as to
whether the classifier is capable of doing that. Also, this approach increases the
already-high number of features.

2.3 Subtractive Aggregation (SubAgg)

Due to the fact, that many aspects of miRNA-mRNA interactions are not yet
fully understood and remain unclear, we were forced to involve several simpli-
fying assumptions as follows: (1) miRNA effect is strictly subtractive, (2) the
measured miRNA amount is proportionally distributed among its targets, and
(3) the mRNA inhibition rate is proportional to the amount of available targeting
miRNA.

The method aggregates mRNA and miRNA values by subtracting a propor-
tion of miRNA expression values from their respective target mRNAs. At the
same time, it minimizes the number of parameters needed to be learned to 1.
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This characteristic complies with the inconvenient sample set size and the feature
set size rate.

Each gene, or rather its mRNA transcript, g ∈ G has a defined set of miRNAs
which target it, Rg ⊂ R. Conversely, each miRNA r ∈ R has a defined set of
mRNAs which it targets, Gr ⊂ G. Let, xG

g be the amount of mRNA measured
for respective gene g in an arbitrary tissue sample and xµ

r be the amount of
particular miRNA r measured in an arbitrary sample. Let pr be the proportion
of the amount of r ∈ Rg used to regulate the expression of gene g and σ be
a coefficient representing the strength of the inhibition of mRNA by miRNAs.
Since the process is considered to be strictly subtractive, the aggregated value
representing the inhibited mRNA of gene g, denoted xsub

g would be obtained by
subtracting as follows:

xsub
g = XG

g − σ
∑

r∈Rg

prx
µ
r . (1)

This equation takes an above-mentioned simplified view of inhibition of the
gene by all targeting miRNAs. Hence, proportion pr is defined as a ratio of XG

g

to the sum of levels of all targeted mRNAs. The inhibition equation is then
expanded:

xsub
g = XG

g − c

|Rg|
∑

r∈Rg

XG
g∑

t∈Gr

XG
t

xµ
r . (2)

Further, the parameter σ has been expanded in (2). The strength of inhibition
is an unknown value, but needs to be somehow represented nonetheless. In this
method, it is modeled as the product of a real parameter c and a normalizer
defined as 1/|Rg|. The real parameter c represents the unknown strength of the
relationship and its values are subject to experimentation. Intuitively, the larger
c is, the more prominent the miRNA data are (larger c amplifies the inhibition).
The c parameter can be set uniformly for all genes, or alternatively, different c
values may be employed for different mRNAs. Concerning the limited sample
sets and the risk of overfitting, we worked with the uniform c for all mRNAs. Its
setting is further discussed in the experimental part of the paper.

It is possible to obtain the overall data matrix Xsub of inhibited mRNA
by iteratively updating the submatrix XG

1...s,Gr
, thus calculating all xsub

g in Eq. 2
pertaining to one miRNA and all samples in one step. Henceforth, the implemen-
tation of (2) is iterated over particular miRNAs, as there are far fewer miRNAs
than mRNAs:

Xsub
1...s,Gr

= XG
1...s,Gr

− cΔ(u)Δ(xr)Δ(s)−1XG
1...s,Gr

, (3)

where Δ(v) denotes a diagonal matrix, whose (i, i)-th item is equal to the i-th
value of a vector v; u is a vector containing the number of targeting miRNAs for
each mRNA and s = XG

1...s,Gr
1|Gr| is a vector of mRNA value sums pertaining

to miRNA targets in all samples.
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2.4 SVD-based Aggregation (SVDAgg)

The aim of an integration method in general, is to reduce the mRNA vectors
and their respective targeting miRNAs into one aggregated feature. A common
known method which reduces data, preserving as much useful information con-
tained in the non-reduced vectors as possible, is Singular value decomposition
(SVD) [6].

The second method we propose, SVD-based aggregation, is based on the idea
that targeting miRNAs of each gene can be represented in one dimensional basis
space. So, for each gene g, the expression data submatrix Xµ

1...s,Rg
, referring to

the respective targeting miRNAs, is projected into its first singular vector:

xµ,svd = Xµ
1...s,Rg

V1...|Rg|,1, (4)

where V is the singular vector matrix of targeting miRNAs. Vector xµ,svd, the
new representative of targeting miRNAs, is then joined to the respective mRNA
vector, and reduced into one dimensional space again:

xG,svd
g =

[
xG
g ,xµ,svd

]
U1...2,1, (5)

where U1...2,1 is the first singular vector of the two concatenated vectors.
The new feature xG,svd

g , a virtual profile comprising the gene and its miR-
NAs, is computed in two steps. The reason for not aggregating the mRNA vector
and respective miRNA vectors together at the same time follows. Such an alter-
native approach gives almost all the power to the miRNAs, and since they would
constitute a majority of vectors, SVD would have a tendency to disregard the
information contained in the mRNA, which is necessary to avoid. Moreover, this
effect would increase with the increasing number of targeting miRNAs.

2.5 SubAgg and SVDAgg Availability

Both SubAgg and SVDAgg are available as a part of the web tool miXGENE
(http://mixgene.felk.cvut.cz/) [9]. miXGENE is a workflow management sys-
tem dedicated for machine learning from heterogeneous gene expression data
using prior knowledge. The main idea is to facilitate development of predic-
tive phenotype models that do not merely capture the transcriptional phase of
gene expression quantified by the amount of mRNA, but analyze them concur-
rently with miRNA and epigenetic data to explain unexpected transcriptional
irregularities. This paper evaluates the proposed methods in the MDS domain,
miXGENE website presents another case study that employs these (and other)
methods in the domain of germ cell tumor classification.

3 Experiments

This section describes the MDS domain, defines the learning tasks, and summa-
rizes the experimental protocol.

http://mixgene.felk.cvut.cz/
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3.1 Datasets

The data were acquired in collaboration with the Institute of Hematology and
Blood Transfusion in Prague. Illumina miRNA (Human v2 MicroRNA Expres-
sion Profiling Kit, Illumina, San Diego, USA) and mRNA (HumanRef-8 v3
and HumanHT-12 v4 Expression BeadChips, Illumina) expression profiling were
used to investigate the effect of lenalidomide treatment on miRNA and mRNA
expression in bone marrow (BM) CD34+ progenitor cells and peripheral blood
(PB) CD14+ monocytes. Quantile normalization was performed independently
for both the expression sets, the datasets were scaled to have the identical
median of 1 then. The mRNA dataset has 16,666 attributes representing the GE
level through the amount of corresponding mRNA measured, while the miRNA
dataset has 1,146 attributes representing the expression level of particular miR-
NAs. The measurements were conducted on 75 tissue samples categorized accord-
ing to the following conditions: (1) tissue type: peripheral blood monocytes vs.
bone marrow cells, (2) presence of MDS and del(5q), (3) lenalidomide treat-
ment stage: before treatment (BT) vs. during treatment (DT). Henceforth, the
samples can be broken into 10 categories. The categories, along with the actual
number of samples, are shown in Table 1:

Table 1. The overview of MDS classes.

PB Healthy 10

5q- BT 9

DT 13

non 5q- BT 4

DT 5

BM Healthy 10

5q- BT 11

DT 5

non 5q- BT 6

DT 2

The domain experts defined 16 binary classification tasks with a clear diag-
nostic and therapeutic motivation. There are 8 tasks for each tissue type, the
tissue types are encoded in the task names, while the numbers of samples are
shown in parentheses. The afflicted group comprises all MDS patients regardless
their treatment status.

1. PB1: healthy (10) × afflicted (31),
2. BM1: healthy (10) × afflicted (24),
3. PB2: healthy (10) × BT (13),
4. BM2: healthy (10) × BT (17),
5. PB3: healthy (10) × BT with del(5q) (9),
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6. BM3: healthy (10) × BT with del(5q) (11),
7. PB4: healthy (10) × DT (18),
8. BM4: healthy (10) × DT (7),
9. PB5: afflicted: del(5q) (9) × non del(5q) (22),

10. BM5: afflicted: del(5q) (8) × non del(5q) (16).
11. PB6: healthy (10) × DT del(5q) (13),
12. BM6: healthy (10) × DT del(5q) (5),
13. PB7: healthy (10) × BT non del(5q) (4),
14. BM7: healthy (10) × BT non del(5q)(6),
15. PB8: del(5q): BT (9) × DT (13),
16. BM8: del(5q): BT (11) × DT (5).

3.2 Prior Knowledge

Considering prior knowledge, we downloaded the interactions between genes and
miRNAs from publicly available databases. TarBase 6.0, strives to encompass
as many miRNA-mRNA validated targeting relations scattered in literature as
possible. The database, maintained by DIANA Lab, was built utilizing text-
mining-assisted literature curation – literature covering the discovery of new
target relationships were downloaded in XML format from MedLine, processed
using text mining and the resulting candidates for addition to the database were
reviewed before the actual entry by the curators (DIANA Lab personnel). Its
respective target matrix, filtered so as to contain solely human data, covers 228
miRNAs, 11,996 mRNAs and 20,107 target relationships between them. When
selecting only the mRNAs and miRNAs available in the actual chip probesets
and carefully translating and unifying miRNA identifiers using miRBase [13],
the TarBase covers 179 miRNAs, 8,188 mRNAs and contains 14,404 target rela-
tionships.

The miRWalk database [5], comprises both validated and predicted targets.
In our experiments, only the predicted target database is used; the entries in the
validated target database are already included in TarBase 6.0. Since, according
to the authors, no target prediction algorithm consistently achieves better results
than the others, the predicted target database includes not only targets obtained
using the eponymous miRWalk algorithm, but also targets provided by other
prediction algorithms. Our experiments use five of them, which are outlined
in Sect. 1. The predicted targets dataset used in the experiments was obtained
from miRWalk by merging the results of multiple queries on the mRNA targets of
canonically-named miRNAs present in the experimental miRNA dataset. Each
query consisted of up to 20 miRNAs (limit imposed by the miRWalk site), each
query was restricted to targets in the 3’ UTR region with p-value less or equal
to 0.01. The resulting dataset obtained contains 392 miRNAs, 14,550 mRNAs
and 89,402 unique predicted human miRNA-mRNA target relationships. 389
miRNAs, 12,847 mRNAs and 79,014 relationships were applicable in terms of
our actual mRNA and miRNA probesets.

The merged target dataset concatenates both the above-mentioned resources.
It is further referred to as the extended predicted database and contains 93,325
target relationships.
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3.3 Experimental Protocol

The main aim of the experiments is to verify whether the features, extracted by
prior knowledge, can improve classification quality. Since we deal with classes of
different sizes, we use the Mathews correlation coefficient as a balanced quality
measure. It returns a value between -1 and +1, +1 represents a perfect match
between annotation and prediction. We employ three benchmarking feature sets
to tackle this issue. The first contains mRNA profiles only, the second takes
purely miRNA profiles, and the third concatenates them as described in Sect. 2.2.
The knowledge-based feature sets denoted as SubAgg and SVDAgg take the
merged feature set and concatenate it with the aggregated features obtained in
2, 3 and 5 respectively.

We used 5 times repeated stratified 5-fold cross validation to assess the per-
formance of the proposed methods as well as their benchmarking counterparts.
The whole learning workflow was implemented in R environment.

SVDAgg has no parameters, SubAgg has the inhibition strength parameter
c that needs to be optimized. The most direct way is to set it to 1 relying purely
on mRNA and miRNA expression normalization. However, the absolute mRNA
and miRNA expression values can hardly be directly matched. Moreover, the
relative predictive power of mRNA and miRNA feature sets varies for different
tasks. That is why we tuned the optimal value of c in terms of internal cross-
validation. The parameter values 10k, k∈{-2,1,0,1,2} were concerned, the best
value was taken in each experimental setting and fold uniformly for all mRNAs.

In order to keep a reasonable number of features, to minimize overfitting, and
maintain the constant number of features across different feature sets in terms
of one learning task, we applied the well-known feature selection method SVM-
RFE [8]. In each of the learning tasks, the size of the reduced feature set was
established as follows. We found the number of active mRNAs and the number
of active miRNAs, and took their minimum. This value served as the target
feature set size for mRNA, miRNA, merged and both subtractive classifiers.

We deal with 8 binary MDS tasks defined in Sect. 3.1. At the same time, we
have two distinct target relations (validated and extended) as described in the
previous section. These target relations have different domains and ranges, the
domain and range of the validated target relation make subsets of their extended
counterparts. As the aggregated features concern purely the domain miRNAs
and the range mRNAs we filter out the rest of mRNA and miRNA profiles from
the benchmarking datasets as well. This is done in order to make the comparison
of classifier performance on benchmarking datasets more relatable and better
identify the potential asset of the target relationships. The absolute score is
not important, the main issue is the relative comparison in terms of a single
learning task. In this way, 64 different experimental settings originate (2 tissue
types × 8 task definitions × 2 target relations × 2 classification algorithms).
The settings are independent between tissue types, however, they deal with
overlapping sample and feature sets within the same tissue type.

We employed two diverse classification algorithms to avoid the dependence
of experimental results on a specific choice of learning method. Support Vector
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Machine (SVM) with a linear kernel and the regularization parameter C = 1 was
taken as the first option. SVM prevails in predictive modeling of gene expression
data and is usually associated with high resistance to noise in data. C setting
proves robust even when learning with many relevant features [11]. Näıve Bayes
is a simple and interpretable classifier.

4 Results

The individual feature sets were tested and compared under all the experimental
settings defined above. The results reached are available in Table 2; the table
summarizes the results achieved by the two classification algorithms.

The following direct observations can be drawn from the result tables. There
are settings that can be perfectly solved by either the mRNA or miRNA profiles.
Then, there are settings with incomparable score reached with the mRNA and
miRNA feature set. Naturally, these settings are not suitable for any integration
including the concatenation as this integration can hardly outperform the better
of the raw feature sets. These settings can be a priori identified and omitted from
the integration procedure, or the procedure can be parametrized in such a way
that the inferior dataset has no influence on the final feature set (e.g., c parameter
in SubAgg is set to 0).

Fig. 1. Pair-wise classification comparison graph. The nodes represent particular fea-
ture sets, an edge from node a to node b, annotated as x -y-z means that method a
outperforms method b in x experiments, in y ties and in z losses.

On the other hand, when dealing with mRNA and miRNA profiles of compara-
ble predictive power, the integration improves classification performance. In gen-
eral, the knowledge-based methods outperform their concatenation benchmark.
As already mentioned, we deal with dependent tasks and settings while traditional
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Table 2. Classification performance of two learners in terms of MCC. Relat. stands
for the target relation type (val means validated and ext extended), mR for mRNA,
miR for miRNA, mer for merged, Sub stands for SubAgg and SVD for SVDAgg. The
last row gives average ranking of each feature set; the lower the rank, the better.

Task Relat. SVM Näıve Bayes

mR miR mer Sub SVD mR miR mer Sub SVD

PB1 ext 0.96 0.65 0.96 1.00 1.00 0.84 0.73 0.84 0.84 0.80

PB2 ext 0.98 0.88 0.98 0.98 1.00 0.87 0.85 0.88 0.85 0.90

PB3 ext 0.98 0.81 0.98 1.00 1.00 0.85 0.69 0.85 0.90 0.88

PB4 ext 1.00 0.80 1.00 1.00 0.97 0.83 0.73 0.83 0.84 0.82

PB5 ext 0.86 0.97 0.89 0.89 0.94 0.79 0.98 0.86 0.88 0.86

PB6 ext 1.00 0.82 1.00 1.00 0.98 0.82 0.77 0.82 0.88 0.97

PB7 ext 0.76 0.86 0.72 0.83 0.79 0.65 0.79 0.65 0.65 0.97

PB8 ext 0.62 0.49 0.56 0.56 0.64 0.32 0.43 0.30 0.31 0.52

BM1 ext 0.97 0.92 0.99 0.96 0.96 0.93 0.92 0.94 0.93 0.94

BM2 ext 0.91 0.95 0.91 0.94 0.93 0.95 0.95 0.95 0.87 0.98

BM3 ext 0.94 0.98 0.94 0.94 0.94 0.91 0.98 0.91 0.91 0.96

BM4 ext 0.98 0.88 0.98 0.95 0.84 0.98 0.79 0.98 0.98 0.79

BM5 ext 0.73 0.91 0.77 0.82 0.91 0.59 0.87 0.73 0.71 0.75

BM6 ext 0.88 0.85 0.88 0.91 0.85 1.00 0.71 0.80 0.94 0.71

BM7 ext 0.95 0.97 0.97 0.95 1.00 0.87 0.87 0.87 0.87 0.90

BM8 ext 0.57 0.54 0.54 0.43 0.45 0.32 0.40 0.38 0.41 0.27

PB1 val 0.96 0.78 0.96 1.00 0.99 0.85 0.55 0.85 0.88 0.88

PB2 val 0.98 0.83 0.98 0.98 0.92 0.83 0.63 0.85 0.87 0.97

PB3 val 0.94 0.77 0.98 1.00 0.96 0.88 0.64 0.88 1.00 1.00

PB4 val 1.00 0.76 1.00 1.00 0.97 0.86 0.69 0.86 0.88 0.84

PB5 val 0.86 0.94 0.89 0.89 0.89 0.84 0.94 0.84 0.88 0.86

PB6 val 1.00 0.90 1.00 1.00 1.00 0.81 0.63 0.81 0.90 0.91

PB7 val 0.72 -0.16 0.65 0.79 0.61 0.86 0.83 0.90 0.97 0.83

PB8 val 0.62 0.51 0.62 0.52 0.59 0.32 0.21 0.30 0.36 0.52

BM1 val 0.97 0.85 0.99 0.96 0.99 0.89 0.89 0.92 0.93 0.93

BM2 val 0.90 0.87 0.91 0.95 0.95 0.95 0.83 0.95 0.90 0.95

BM3 val 0.96 0.91 0.96 1.00 0.98 0.91 0.91 0.91 0.89 0.94

BM4 val 0.98 0.86 0.98 0.95 1.00 0.95 0.88 0.95 0.98 0.91

BM5 val 0.69 0.89 0.73 0.77 0.72 0.58 0.82 0.69 0.73 0.69

BM6 val 0.91 0.80 0.88 0.91 0.94 0.94 0.85 0.88 0.97 0.91

BM7 val 0.92 0.90 0.97 0.97 0.95 0.87 0.87 0.87 0.87 0.87

BM8 val 0.57 0.61 0.50 0.54 0.57 0.15 0.20 0.19 0.27 0.36

Average rank 3.08 3.81 2.88 2.56 2.67 3.41 3.72 3.17 2.36 2.34
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Fig. 2. The heat map illustrating the role of original mRNA profiles and their sub-
tracted counterparts within SubAgg. The experiments in which SVM-RFE preferred
the aggregated to original features are shown in green. In the red-colored experiments,
the original features prevailed. The heat map concerns top 100 features. The lightest
green color observed in the map corresponds to the distribution of 33 original ver-
sus 67 aggregated features, the lightest red stands for 54 original and 46 aggregated
features(Color figure online).

hypothesis testing asks for independence. That is why we cannot apply Wilcoxon,
Friedman, or other classical tests. Instead, the methods are sorted and ranked
according to their pair-wise comparison in each of the particular settings; Fig. 1
provides an overall comparison graph and the last row of result tables gives the
ranks averaged across all the settings. The comparison suggests that the
knowledge-based feature sets dominate the rest of the feature pool.

Another useful comparison measure is the overall number of occurrences,
denoted as synergies, in which the knowledge based features outperform both
raw feature sets. The presented results show 31 and 26 synergies occurred in
the case of SubAgg and SVDAgg methods respectively; only 10 synergies can
be observed in the case of the benchmark integration. In the other words, when
dealing with settings that cannot be perfectly solved by the original features,
the knowledge based integration helps.

SVM turns out to be a better choice than näıve Bayes. Let us stress that the
choice of target type (validated, extended) may seem to largely affect classifi-
cation quality; however, the main reason for this difference lies in the filtering
mentioned in Sect. 3.3. The validated and extended runs cannot be directly com-
pared (validated clearly worse than extended). The relative comparison between
the merged and the other knowledge-based methods suggests that when includ-
ing the predicted targets into the aggregation, no clear improvement can be
observed.



178 J. Kléma et al.

5 Discussion

In order to understand in more depth the functioning of the proposed methods
we analyzed the intermediate results in the auxiliary experiment that avoided
the internal cross-validation. In particular, we focused on the role of c value
(changed in smaller steps) in combination with the relationship between mRNA
and miRNA predictive strengths. The individual feature sets were tested and
compared under all the experimental settings defined above.

The following list of conclusions can be drawn from the heat map in Fig. 2 and
the results in Table 2. Firstly, the aggregated profiles tend to replace the original
mRNA ones in the tasks with predictive miRNA features. Secondly, the predic-
tive strength of some mRNA profiles still deteriorates. General replacement of all
the original mRNA profiles cannot be recommended. Thirdly, feature selection
that leads to the enrichment of the original set of features is preferable. It may
serve as a tool for automatic balancing of the individual feature classes based on
their predictive strength in the given task.

6 Conclusions

Molecular classification of biological samples based on their expression profiles
represents a natural task. However, the task proved conceptually difficult due
to the inconvenient rate of the sample and feature set sizes and complexity and
heterogeneity of the expression process. These characteristics often cause overfit-
ting. Classifiers do not sufficiently generalize; instead of revealing the underlying
relationships, they capture perturbations in training data. This problem can be
minimized by regularization; i.e., introduction of additional knowledge. The reg-
ularized models should be more comprehensible and potentially more accurate
than standard models based solely on a large amount of raw measurements.

The integration of heterogeneous measurements and prior knowledge is non-
trivial, though. In this paper we proposed the subtractive method that aggre-
gates mRNA and miRNA values by subtracting a proportion of miRNA expres-
sion values from their respective target mRNAs. The method simplifies the
mRNA-miRNA interaction and minimizes the number of parameters needed
to be learned to 1. We also proposed another integration method that can be
perceived as an extension that enables different subtractive weights for different
miRNAs; the weights are learned by SVD.

In this work we classified myelodysplastic syndrome patients under 64 exper-
imental settings. We compared five types of feature sets. Two of them repre-
sented raw homogeneous expression measurements (mRNa and miRNA profiles),
the third implemented their straightforward concatenation, and the last two
resulted from SubAgg and SVDAgg integration. The comparison suggests that
the knowledge-based feature sets dominate the rest of the feature pool, and the
features resulting from the mRNA-miRNA target relation can improve classifi-
cation performance.

There is still a lot of future work. More problem domains need to be con-
sidered. The prior knowledge should be extended to cover the gene regulatory
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network (the protein-protein interactions, interactions between genes, and their
transcription factors). Another challenge is to employ epigenetic data, namely
DNA methylation. Concerning the algorithmic issues, we intend to develop
another parameter-free integration method where the prior knowledge controls
pseudorandom construction of weak classifiers vaguely corresponding to the indi-
vidual biological processes. The weak classifiers will later be merged into an
ensemble classifier.

Acknowledgements. This research was supported by the grants NT14539 and NT1
4377 of the Ministry of Health of the Czech Republic.
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Abstract. Molecular biology experiments allow to obtain reliable data
about the expression of different classes of molecules involved in several
cellular processes. This information is mostly static and does not give
much clue about the causal relationships (i.e., regulation) among the
different molecules. A typical scenario is the presence of a set of modu-
lated mRNAs (up or down regulated) along with an over expression of
one or more small non-coding RNAs molecules like miRNAs. To compu-
tationally identify the presence of transcriptional or post-transcriptional
regulatory modules between one or more miRNAs and a set of target
modulated genes, we propose a computational pipeline designed to inte-
grate data from multiple online data repositories. The pipeline produces
a set of three types of putative regulatory motifs involving coding genes,
intronic miRNAs, and transcription factors. We used this pipeline to ana-
lyze the results of a set of expression experiments on a melanoma cell line
that showed an over expression of miR-214 along with the modulation
of a set of 73 other genes. The results suggest the presence of 27 puta-
tive regulatory modules involving miR-214, NFKB1, SREBPF2, miR-
33a and 9 out of the 73 miR-214 modulated genes (ALCAM, POSTN,
TFAP2A, ADAM9, NCAM1, SEMA3A, PVRL2, JAG1, EGFR1 ). As a
preliminary experimental validation we focused on 9 out of the 27 identi-
fied regulatory modules that involve miR-33a and SREBF2. The results
confirm the importance of the predictions obtained with the presented
computational approach.

Keywords: microRNA · miR-214 · Melanomas · Biological pathways ·
Gene regulation · Post-transcriptional regulation

1 Introduction

Expression experiments on melanomas cell lines (as well as on tumor cell lines in
general) often reveal an aberrant expression of coding and non-coding molecules,
c© Springer International Publishing Switzerland 2015
G. Plantier et al. (Eds.): BIOSTEC 2014, CCIS 511, pp. 181–194, 2015.
DOI: 10.1007/978-3-319-26129-4 12
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such as microRNAs (miRNAs). miRNAs are 20 to 24 nucleotides long non-
coding RNAs involved in the post-transcriptional down-regulation of protein-
coding genes through imperfect base pairing with their target mRNAs. The
peculiar characteristic of miRNAs is their ability to simultaneously affect the
expression of several genes. Consequently, miRNAs have been implicated as
possible key factors in several diseases [1–5]. Referring to melanomas, miRNAs
such as let-7a/b, miR-23a/b, miR-148, miR-155, miR-182, miR-200c, miR-211,
miR-214 and miR-221/222 have been found to be differentially expressed in
benign melanocytes versus melanoma cell lines or in benign melanocytic lesions
versus melanomas in human samples. Targets of some of the above listed miR-
NAs are well-known melanoma-associated genes, like the oncogene NRAS, the
microphthalmia-associated transcription factor (MITF ), the receptor tyrosine
kinase c-KIT, and the AP-2 transcription factor (TFAP2 ). miR-214 is known
to control in vitro tumor cell movement and survival to anoikis, as well as in
vivo malignant cell extravasation from blood vessels and lung metastasis for-
mation. [6,7] show that miR-214, the product of an intron of the Dynamin-3
gene on human chromosome 1, coordinates melanoma metastasis formation by
modulating the expression of over 70 different genes, including two activating
protein transcription factors (TFAP2A and TFAP2C ) and the adhesion mole-
cule ALCAM. The alteration in the expression level of some of these genes leads
to important downstream effects on a number of key processes such as apop-
tosis, proliferation, migration and invasion. The static information about genes
and miRNAs expression is very important but not sufficient to precisely under-
stand the regulatory dynamics that cause the aberrant phenotype. A significant
help in this direction can be provided by Systems Biology approaches designed
to integrate the huge amount of biological data available online to infer possible
regulatory motifs involving the molecules of interest highlighted by microarray
expression experiments. In this work, we present a computational pipeline that
allows biologists to identify the presence of different classes of regulatory mod-
ules between a miRNA and a set of target genes of interest. We used the pipeline
to analyze the possible relationships between miR-214 and the set of 73 proteins
found modulated in melanoma expression experiments.

The pipeline is designed to automatically verify the presence of three dif-
ferent classes of regulatory modules, all characterized by an interplay between
Transcription Factors (TFs) and miRNAs. Several studies (such as [8–11]) sug-
gested that this type of interaction is particularly critical in cellular regulation
during tumor genesis. The regulatory motifs that are analyzed (see Fig. 1) are:

1. Type-0 (direct interactions), where the miRNA directly down-regulates one
of the target proteins;

2. Type-1 (one-level indirect interactions), where the miRNA down-regulates a
Transcription Factor, which eventually regulates one of the targets genes;

3. Type-2 (two-levels indirect interactions), where the miRNA targets a Tran-
scription Factor (TF). The TF is then regulating a gene, which hosts an
intragenic miRNA that acts as down-regulator of one of the target proteins.
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Fig. 1. Three classes of regulatory modules involving miR-214 investigated in this
paper: Type-0 (direct interactions), Type-1 (one-level indirect interactions), and Type-
2 (two-levels indirect interactions).

Whereas detecting Type-0 and Type-1 interactions is a quite simple data
integration task, the identification of all the necessary evidence to infer the exis-
tence of Type-2 interactions requires a more complex data integration process.
Obviously, these three motifs are not the only interactions that may be investi-
gated. Deeper interactions could be addresses, for example three-level integra-
tions that involve two TFs before reaching a target protein (miR-214 → TF1 →
TF2 → Target Protein). At this stage these complex interactions have not been
considered due to the difficulty to experimentally validate their existence.

2 Methods

The computational analysis to investigate the set of previously defined regulatory
motifs (Fig. 1) requires the successful integration of heterogeneous data sources.
This section describes, at first, the set of public repositories included in the flow
and, eventually, the computational pipeline that integrates and elaborates these
data sources to search for the three classes of interactions.

2.1 Data Sources

The following public repositories represent the main sources of information in
our computational process:

– microRNA.org database [12] is used to search for miRNA target genes.
MicroRNA.org uses the miRanda algorithm [13] for target predictions. The
algorithm computes optimal sequence complementarity between a miRNA
and a mRNA using a weighted dynamic programming algorithm. The overall
database consists of 16,228,619 predicted miRNA target sites in 34,911 distinct
3’UTR from isoforms of 19,898 human genes. Each prediction is associated to
a prediction confidence score, the mirSVR score. The mirSVR is a real number
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computed by a machine learning method for ranking miRNA target sites by
a down-regulation score [14]. The lower (negative) is the score, the better is
the prediction.
microRNA.org provides data organized in four different packages: (1) Good
mirSVR score, Conserved miRNA, (2) Good mirSVR score, Non-conserved
miRNA, (3) Non-good mirSVR score, Conserved miRNA, (4) Non-good
mirSVR score, Non-conserved miRNA. They include prediction clustered in
terms of mirSVR score (if considered good or not) and conservation (highly,
low conserved). The computational pipeline includes a single database, which
unifies the four packages keeping all source information intact (stored in a
specific field). The mirSVR score information is still included and it is used
in order to be able to refine queries by filtering unreliable predictions out.

– Transcription Factor Encyclopedia (TFE) [15] and Targetmine [16,17]
have been used to identify genes TFs. TFE provides details of Transcription
Factor binding sites in close collaboration with Pazar, a public database of
TFs and regulatory sequence information. While TFE includes both Upstream
and Downstream Transcription Factors, Targetmine contains only Upstream
Transcription Factors. For each gene, the database retrieves all upstream regu-
latory genes from the AMADEUS [18,19] and ORegAnno compiled TF-Target
gene sets. AMADEUS contains TF and miRNA target sets in human, mouse,
D. Melanogaster, and C. Elegans, collected from the literature. For each TF,
it is reported its set of targets, given as a list of Ensembl gene IDs.

– e-Utils programming utilities [20] and Mirbase.org [21,22] allow for
retrieving coordinates of precursor miRNAs and genes. miRBase is a search-
able database of miRNA sequences and annotations already published. About
94.5 % of the available mature miRNA sequences considered in this database
have experimental evidence, thus representing a reliable source of informa-
tion. Each miRNA entry in miRBase is annotated with the information on
the location that is exploited to identify the host genes.

2.2 Computational Pipeline

The full pipeline has been developed in PHP language and coupled with a
MySQL database, which mirrors an optimized subset of data coming from mul-
tiple online repositories. To better explain its functioning, we will refer to an
actual analysis that we performed to search for miR-214 mediated interactions.
Nevertheless, the same analysis could be executed with any other miRNA and a
set of target genes of interest. Figure 2 highlights the implemented computational
pipeline. The modulator miRNA is miR-214 and the list of target genes of inter-
est is the set of 73 protein-coding genes reported in Table 1. Previous microarray
experiments, [6], suggest that miR-214 modulates (directly or indirectly) these
proteins. In Fig. 2 these genes are named “Target Proteins”.

The computational pipeline is organized into four main data integrations
steps, which search for Type-0, Type-1 and Type-2 interactions.
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Fig. 2. The four steps pipeline to investigate the presence of transcriptional or post-
transcriptional regulatory pathways.

Step 1 - Detection of Type-0 Interactions. Target genes that are directly regu-
lated by miR-214 represent the way Type-0 interactions manifest. microRNA.org
provides information on miR-214 direct targets. Thus, we queried microRNA.org
database to search for all direct targets predicted for miR-214. Due to the com-
putational approach used by microRNA.org to predict miRNA targets, query
results can be affected by false positives. By restricting the query to “Good
mirSVR score, Conserved miRNA” and to the “Good mirSVR score, Non-
conserved miRNA” packages, a more reliable set of computed targets is repre-
sented, positively affecting all investigation results. Once the set of computed tar-
gets is retrieved, we applied a further filtering process according to the mirSVR
score. In [14], the mirSVR score is shown to be meaningful with a cut-off of at
most –0.1, derived from the empirical distribution of the extent of target down-
regulation (measured as log-fold change) that is expected given a mirSVR score.
For scores closer to zero, according to [23], the probability of meaningful down-
regulation decreases while the number of predictions drastically increases. The
final selection is done with mirSVR < –0.3 in order to guarantee high reliable
predictions.

Once the set of miR-214 targets is defined, the pipeline intersects the full list
with the set of 73 Target Proteins, in order to highlight the Type-0 interactions.

Step 2 - Detection of Type-1 Interactions. Step 2 starts from the full list of miR-
214 targets already computed during Step 1. In fact, the Type-1 interactions
require to identify, among the miRNA targets, those that are also TFs for other
genes.

The search is done for each miR-214 target both in Transcription Factor
Encyclopedia (TFE) and TargetMine. The output is the subset of miR-214
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Table 1. List of 73 miR-214 modulated genes. In green and bold the set of proteins
that result linked to miR-214 in the discovered regulatory modules. The arrow indi-
cates if the gene was up regulated (up) or down regulated (down) in the microarray
experiments; in red, proteins that do not show any connection.

ADAM9 JAM3 THY1 CD44 ENG

ALCAM LRP6 TIMP3 CD9 EPCAM

BMPR1B MET ADAM15 CDH1 ERBB2

CD40 MMP2 ADAM8 CDH11 ERBB3

CD99 NCAM1 APP CDH2 EREG

CEACAM1 POSTN ARHGAP12 CDH4 F2

CEACAM5 PVRL2 BCAM CDHR5 FCER2

EGFR SEMA3A BSG CLU FLT1LL

HBEGF TFAP2AFF CD36 CTSD HRG

JAG1 TFAP2CFF CD40LG CX3CL1 ICAM2

IL1R2 LCN2 TIMP1 IL8 LGALS3BP

TIMP2 ITGA3 MITF VCAM1 ITGA6

PAK2PP ITGAVAA PODXL ITGB1 PODXL2

ITGB3 PTEN JAM1 PVR JAM2

SELE KDR TGFBI

targets that are also TFs. For each of them, the related targets are extracted
and added to a list of TF Targets. The pipeline identifies all possible Type-1
interactions by intersecting this list with the set of 73 targets.

For each TF-target interaction we also check if TFE stores the information
about its sign (either activation or inhibition). When available, this information
is useful to have a better insight about the behavior of the regulatory module.
When the sign of the TF is positive (i.e., activation), an increase in the expres-
sion of the miRNA is expected to lead to the down-regulation of its target. On
the other side, a negative sign (i.e., inhibition) will result in a correlated expres-
sion between the miRNA and its target. If this prediction correlates with the
actual expression of the target genes, this information can provide an additional
biological validation of the detected motif.

Step 3 - Intragenic miRNAs Enrichment. The last two steps of the proposed
computational pipeline are used to identify Type-2 interactions, which represent
the most complex considered motif.

The previous list of TF Targets needs to be enriched in order to identify
a set of candidate intragenic miRNAs. Intragenic miRNAs represent around
50 % of the mammalian miRNAs. Most of these intragenic miRNAs are located
within introns of protein coding genes (miRNA host genes) and are referred to
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as intronic miRNAs, whereas the remaining miRNAs are overlapping with exons
of their host genes and are thus called exonic miRNAs. Moreover, the majority
of intragenic miRNAs are sense strand located, while only a very small portion
is anti-sense strand located.

In this step we want to consider both intronic and exonic miRNAs, either
sense or anti-sense strand located. For each TF Target, its set of candidate
intragenic miRNAs are retrieved by querying the miRBase database. To be able
to correctly identify intragenic miRNAs of a given host gene, we use e-Utils to
resolve the genomic coordinates of the gene. The gene coordinates are the right
input to query the miRBase database for all miRNAs whose coordinates are
embraced within the ones of the gene. The enrichment feeds the last step to
complete the detection of Type-2 interactions.

Step 4 - Detection of Type-2 Interactions. So far, the miR-214 has been cor-
related to all its targets annotated as TF (Step 2), and each of them with the
intragenic miRNAs (if any) of the gene they target (Step 3). At this point, with
the full list of possibly modulated Intragenic miRNAs, the pipeline searches
microRNA.org to obtain the list of their possible targets. By filtering this list
and keeping only those targets that correspond to one of the 73 genes of interest,
the identification of the possible Type-2 interactions is complete.

2.3 Data Integration: Strategy, Bottlenecks, and Optimizations

To efficiently design and reliably use the data produced by a pipeline of this
type, it is necessary to take into account a number of bottlenecks related to data
integration and data reliability.

Given the large amount of available databases and their lack of standard-
ization rules for data consistency and interoperability [24], the integration of
information coming from heterogeneous sources is often a hard and computation-
ally expensive task. To properly collect all necessary data, the pipeline needs to
interrogate multiple databases; to integrate this data, it is necessary that records
that refer to the same item (gene, TF, miRNA) share a set of compatible fields
that can be used to link these data together. Field compatibility is based upon
synonyms and accession numbers across the selected information sources. In this
work we specifically designed and populated a custom database to cope with this
issue. The database contains information from the databases listed in Sect. 2.1
enhanced with additional meta data. Such meta data are collections of accession
numbers (i.e., Entrez GeneID and approved common symbol) whose presence
simplifies SQL join operations on queries, both reducing the execution time and
avoiding either multiple or ambiguous matches.

From a data reliability point of view, the type of analysis and data integration
performed by this pipeline is obviously affected by the reliability of the source
data extracted by online repositories. In the presented pipeline there are two
critical and potential sources of unreliable or inconsistent data:

1. miRNA and TF targets;
2. TF regulatory action (enhancer, silencer).
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In the case of miRNA and TF targets, it is well known how the different
algorithms used to predict the potential targets can lead to very different results.
In this case a possible way to approach the problem is to define a policy to merge
similar information coming from different sources (i.e., TF targets extracted from
TFE and TargetMine, or miRNA targets extracted from different databases). In
this scenario, the pipeline has to handle potential incoherencies between the
data sources. In the presented work, to handle TF targets we designed two
user selectable policies: (i) intersection or (ii) union of data. In the first case,
only targets available in both databases are selected, whereas in the second case
the union of the targets of both databases is considered. Both policies offer
drawbacks and advantages: while intersecting data among sources seems to offer
a more reliable dataset but possibly a higher rate of false negatives, merging
multiple sources results in a larger dataset is able to provide a more investigative
outcome but also a higher probability of false positives. Although more keen to
false-positives, the results presented in this work are obtained using the “union of
data” policy in order to include in the analysis as much information as possible.
This choice is also justified by the high level of abstraction of the proposed work
together with its aim to infer putative relations that will have in any case to be
biologically validated.

For what concerns miRNA targets, the presented pipeline uses, for now, a sin-
gle database (microRNA.org) and relies on a mirSVR score threshold to exclude
target predictions that are too unreliable. Nevertheless, also in this case an app-
roach based on data integration policies could be more reliable and give the user
more flexibility. In particular the availability of several different miRNA tar-
get prediction databases could allow the implementation of a “majority voting”
policy, where a target is considered reliable if it appears in at least k out of n
databases, with k selectable by the user.

Finally, concerning TF regulatory action, it is important to point out here
that the proposed computational analysis cannot always predict the sign of the
resulting differential expression (up or down regulation). In fact, following the
Type-2 regulatory chain, if miR-214 is silenced the expression of the target pro-
tein is very likely inhibited. If, instead, miR-214 is over expressed, the regulatory
module “removes” the inhibition and allows the target gene expression to possi-
bly change. The only realistic way to experimentally verify the presence of the
Type-2 regulatory module is to correlate the over expression of miR-214 with
the under expression of the cascade TF → gene → miRNA that follows miR-
214 (see Fig. 1). This is obviously true unless the transcription factor acts as a
repressor of its own target, which is statistically unlikely to happen. The type
of regulatory action of a TF on its target is an information that is very difficult
to find and the only database that offers it (Transcription Factor Encyclopedia)
does so for a very limited set of TFs. Consequently, for most motifs it is not pos-
sible to predict if its presence is or not compatible with the actual modulation
detected in the expression experiment.
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2.4 Biological Methods

Computational predictions have been validated against the following biological
setup.

Cell Culture. MA-2 cells were provided by R.O. Hynes [25] and maintained
as described in [6].

Transient Transfections of Pre-miRs. To obtain transient miR-214 over
expression, cells were plated in 6-well plates at 30–50% confluency and trans-
fected 24 h later using RNAiFect (QIAGEN, Stanford, CA) reagent, accord-
ing to manufacturers instructions, with 75 nM Pre-miR

TM
miRNA Precursor

Molecules-Negative Control (a non-specific sequence) or Pre-miR-214.

RNA Isolation and qRT-PCR for MiRNA or mRNA Detection. Total
RNA was isolated from cells using TRIzol R© Reagent (Invitrogen Life Tech-
nologies, Carlsbad, CA). qRT-PCRs for miR detection were performed with
TaqMan R© MicroRNA Assays hsa-miR-33a assay ID 002306, U6 snRNA assay
ID001973 (all from Applied Biosystems, Foster City, CA) on 10 ng total RNA
according to the manufacturer’s instructions. For mRNA detection, 1 ug of
DNAse-treated RNA (DNA-free

TM
kit, Ambion, Austin, TX) was retrotran-

scribed with RETROscript
TM

reagents (Ambion, Austin, TX) and qRT-PCRs
were carried out using SREBPF2 gene-specific primers (FW:gccctggaagtgac
agagag, RV: tgctttcccagggagtga) and the Probe #21 of the Universal Probe
Library (Roche, Mannheim, GmbH) using a 7900HT Fast Real Time PCR Sys-
tem. The expression of the U6 small nucleolar RNA or of 18 S was quantitatively
normalized for miR or mRNA detection, respectively. The relative expression
levels between samples were calculated using the comparative delta CT (thresh-
old cycle number) method (2-DDCT) with a control sample as the reference
point [26].

3 Results and Discussion

Using the presented pipeline we were able to identify 27 Type-2 interactions. No
Type-0 or Type-1 have been identified. All results have been manually verified
and the pipeline has also been tested against very simple (and known) examples
of each interaction type. Thus, the fact that no Type-0 and Type-1 interac-
tions were found has no biological meaning: it only shows that, in the available
database, there is no evidence of their presence.

The 27 Type-2 interactions target 22 out of the 73 considered miR-214 poten-
tial interacting proteins, which have been marked in green in Table 1. The full
list of the 27 identified regulatory modules is shown in Table 2.

From our predictions, miR-214 influences two transcription factors: NFKB1
and TP53 (average mirSVR = –0.4). Seven of the genes regulated by these two
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Table 2. The 27 Type-2 regulatory modules related to miR-214 as obtained by the
pipeline after data scraping. The set of final targets (surface protein in the table) is
limited to the 73 genes listed in Table 1. The first 9 modules have been experimentally
validated.

miR_214 mirSVR TF miRNA_Host Intragenic_miRNA Surface Protein mirSVR

miR-214 -0.4056 NFKB1 SREBF2 hsa-mir-33a ALCAM -0.504
miR-214 -0.4056 NFKB1 SREBF2 hsa-mir-33a POSTN -0.9944
miR-214 -0.4056 NFKB1 SREBF2 hsa-mir-33a TFAP2A -1.3043
miR-214 -0.4056 NFKB1 SREBF2 hsa-mir-33a ADAM9 -0.8819
miR-214 -0.4056 NFKB1 SREBF2 hsa-mir-33a NCAM1 -1.1293
miR-214 -0.4056 NFKB1 SREBF2 hsa-mir-33a SEMA3A -1.0884
miR-214 -0.4056 NFKB1 SREBF2 hsa-mir-33a PVRL2 -0.3633
miR-214 -0.4056 NFKB1 SREBF2 hsa-mir-33a JAG1 -0.7951
miR-214 -0.4056 NFKB1 SREBF2 hsa-mir-33a EGFR -0.5771
miR-214 -0.4056 NFKB1 SVIL hsa-mir-604 MMP2 -0.5526
miR-214 -0.4056 NFKB1 SVIL hsa-mir-604 CEACAM5 -0.6373
miR-214 -0.4056 NFKB1 C11orf10 hsa-mir-611 THY1 -0.3774
miR-214 -0.4056 NFKB1 C11orf10 hsa-mir-611 NCAM1 -0.4402
miR-214 -0.4056 NFKB1 APOLD1 hsa-mir-613 MET -0.8579
miR-214 -0.4056 NFKB1 APOLD1 hsa-mir-613 ALCAM -0.5254
miR-214 -0.4056 NFKB1 APOLD1 hsa-mir-613 TIMP3 -0.582
miR-214 -0.4056 NFKB1 APOLD1 hsa-mir-613 CEACAM1 -0.9242
miR-214 -0.4056 NFKB1 APOLD1 hsa-mir-613 BMPR1B -0.7156
miR-214 -0.4056 NFKB1 APOLD1 hsa-mir-613 TFAP2C -0.6921
miR-214 -0.4056 NFKB1 APOLD1 hsa-mir-613 JAG1 -0.4012
miR-214 -0.4056 NFKB1 NFATC2 hsa-mir-3194 CD99 -0.8366
miR-214 -0.4056 NFKB1 NFATC2 hsa-mir-3194 CD40 -0.7136
miR-214 -0.3966 TP53 GDF15 hsa-mir-3189 JAM3 -0.8858
miR-214 -0.3966 TP53 GDF15 hsa-mir-3189 PVRL2 -0.5146
miR-214 -0.3966 TP53 GDF15 hsa-mir-3189 HBEGF -0.3806
miR-214 -0.3966 TP53 GDF15 hsa-mir-3189 LRP6 -0.6945
miR-214 -0.3966 TP53 BBC3 hsa-mir-3191 HBEGF -0.8502

TFs were identified as host genes for miRNAs targeting at least one of the 73
miR-214 modulated proteins: APOLD1, BBC3, C11orf10, GDF15, NFATC2,
SREBF2, and SVIL. The hosted miRNAs are: hsa-mir-33a, hsa-mir-604, hsa-
mir-611, hsa-mir-613, hsa-mir-3189, hsa-mir-3191, and hsa-mir-3194. The aver-
age mirSVR score is significantly low (average mirSVR < –0.71). The high signif-
icance of the mirSVR scores, resulting from interactions between the intragenic
miRNAs and their target proteins, is particularly evident for TFAP2A, which
outperforms the others with a mirSVR score of –1.3043.

In this work, as a preliminary experimental validation, we focused our atten-
tion on the first 9 identified regulatory modules involving miR-214, NFKB1,
SREBF2, miR-33a and 9 of the 73 considered proteins (ALCAM, POSTN,
TFAP2A, ADAM9, NCAM1, SEMA3A, PVRL2, JAG1 and EGFR1 ). We eval-
uated miR-33a and SREBPF2 expression levels following miR-214 over expres-
sion in MA-2 melanoma cells and we observed a decrease in miR-33a and
SREBF2 expression as shown in Fig. 3.

The observed co-regulation of miR-33a and SREBPF2 is in agreement with
literature data published in [27], thus supporting our computational predictions.
The down-regulation of miR-33a following miR-214 over expression could con-
tribute to miR-214 -mediated cell invasion, in fact it has been demonstrated that
an enforced expression of miR-33a inhibits the motility of lung cancer cells [28].

This regulatory module resulted to be very interesting also because
SREBPF2 and miR-33a act in concert to control cholesterol homeostasis [27].
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Fig. 3. miR-33a, and SREBPF2 expression modulations. (A) miR-33a expression lev-
els tested by qRT-PCR in the MA-2 melanoma cell line following transfection with
miR-214 precursors or their negative controls (pre-miR-214 or control). (B) SREBPF2
mRNA expression levels were evaluated in MA-2 cells by Real Time PCR analysis
72 h following transient transfection with miR-214 precursors or their negative controls
(pre-miR-214 or control). Results are shown as fold changes (meanSD of triplicates)
relative to controls, normalized on U6 RNA level and 18S, respectively. All experiments
performed in our work were tested for miR-214 modulations; representative results are
shown here.

In fact, SREBPF2 controls the expression of many cholesterogenic and lipogenic
genes, such as low-density lipoprotein (LDL) receptor, 3-hydroxy-3-meth-
ylglutaryl coenzyme A reductase, and fatty acid synthase. Instead, miR-33a
targets the adenosine triphosphate-binding cassette A1 (ABCA1 ) cholesterol
transporter, a key mediator of intracellular cholesterol efflux from liver to
apolipoprotein A-I (apoA-I ) to obtain high-density lipoprotein (HDL). Consid-
ering that the lipogenic pathway is a metabolic hallmark of cancer cells, these
preliminary data suggest a potential role of miR-214 in this aspect of cancer
formation and progression. Our hypothesis is further supported by experimen-
tal results [6], obtained from microarray analysis in a context of miR-214 over
expression.

We applied an Ingenuity Functional Analysis in order to look for molecular
and cellular functions associations within the almost 500 differentially expressed
genes detected by microarray analysis comparing cells over expressing miR-
214 versus controls. The Ingenuity Pathways Knowledge Base (http://www.
ingenuity.com/) is currently the world largest database of knowledge on biolog-
ical networks, with annotations performed by experts. The significance value
obtained with the Functional Analysis for a dataset is a measure of the like-
lihood that the association between a set of Functional Analysis molecules in
our experiment and a given process or pathway is due to random chance. The
p-value is calculated using the right-tailed Fisher Exact Test and it consid-
ers both the number of functional analysis molecules that participate in that

http://www.ingenuity.com/
http://www.ingenuity.com/
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function and the total number of molecules that are known to be associated
with that function in the Ingenuity Knowledge Base. In our case, the most sig-
nificant functions associated to our dataset resulted to be Cellular Assembly
and Organization (7.08E-04 ÷ 3.95E-02, 25 molecules) and Lipid Metabolism
(9.54E-04 ÷ 4.23E-02, 18 molecules).

4 Conclusions

In this paper we presented a computational pipeline created for investigating
possible regulatory pathways between a miRNA and a set of target genes.

The pipeline identified 27 putative regulatory pathways that link together
miR-214 and a set of 73 proteins already annotated as co-regulated with the
miRNA in melanomas. A preliminary experimental validation performed on 9
out of the 27 pathways provided interesting insights about the regulatory mech-
anisms involving miR-214 in the considered disease. The analysis suggests the
involvement of miR-214 in metabolic pathways that could control metastatiza-
tion. Moreover, the study highlights the relevance of specific miR-214 modulated
genes, such as ALCAM, HBEGF, JAG1, NCAM1, and PVRL2, which correspond
to surface proteins redundantly regulated by multiple pathways. Further labo-
ratory experiments are under way to complete the validations of the full set of
identified regulatory modules. Nevertheless, the preliminary results presented
in this work already represent a significant achievement that seems to confirm
the overall quality of the predictions obtained with the proposed computational
approach.
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Abstract. Many biological problems that rely on machine learning do
not have enough labeled data to use a classic classifier. To address
this, we propose two domain adaptation algorithms, derived from the
multinomial näıve Bayes classifier, that leverage the large corpus of
labeled data from a similar, well-studied organism (the source domain),
in conjunction with the unlabeled and some labeled data from an organ-
ism of interest (the target domain). When evaluated on the splice site
prediction, a difficult and essential step in gene prediction, they cor-
rectly classified instances with highest average area under precision-recall
curve (auPRC) values between 18.46 % and 78.01 %. We show that the
algorithms learned meaningful patterns by evaluating them on shuffled
instances and labels. Then we used one of the algorithms in an ensemble
setting and produced even better results when there is not much labeled
data or the domains are distantly related.

Keywords: Domain adaptation · Näıve Bayes · Splice site prediction ·
Unbalanced data · Ensemble learning

1 Introduction

In recent years, a rapid increase in the volume of digital data generated has
been observed. The total volume of digital data was estimated to double every
18 months [1]. Contributing to this growth, in the field of biology, large amounts
of raw genomic data are generated with next generation sequencing technologies,
as well as data derived from primary sequences. The availability and scale of the
biological data creates great opportunities in terms of medical, agricultural, and
environmental discoveries, to name just a few.

A stepping stone towards advancements in such fields is the identification
of genes in a genome. Accurate identification of genes in eukaryotic genomes
depends heavily on the ability to accurately determine the location of the splice
sites [2,3], the sections in the DNA that separate exons from introns in a gene.
In addition to identifying the gene structure, the splice sites also determine
the amino acid composition of the proteins encoded by the genes. Therefore,
considering that the content of a protein plays a major role with respect to
its function, the splice site prediction is a crucial task in identifying genes and
ultimately the functions of their products.
c© Springer International Publishing Switzerland 2015
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To identify genes, we need to identify two types of splice sites: donor and
acceptor. The donor splice site indicates where an exon ends and an intron
begins, while the acceptor splice site indicates where an intron ends, and an
exon begins. Virtually most donor sites are the GT dimer and most acceptor
sites are the AG dimer, with very few exceptions. However, not every GT or AG
dimer is a splice site. In fact, only a very small percent of them are (possibly less
than one percent), which makes the task of identifying splice sites very difficult.

Nonetheless, this problem can be addressed with supervised machine learning
algorithms, which have been successfully used for many biological problems,
including gene prediction. For example, hidden Markov models have been used
for ab initio gene predictions, while support vector machines (SVMs) have been
used successfully for problems such as identification of translation initiation sites
[4,5], labeling gene expression profiles as malign or benign [6], ab initio gene
prediction [2], and protein function prediction [7].

However, one drawback of these algorithms is that they require large amounts
of labeled data to learn accurate classifiers, and many times labeled data is not
available for a problem of interest, yet it is available for a different but related
problem. For example, in biology, a newly sequenced organism is generally scarce
in labeled data, while a well-studied model organism is rich in labeled data.
However, the use of the classifier learned for the related problem to classify
unlabeled data for the problem of interest does not always produce accurate
predictions. A better alternative is to learn a classifier in a domain adaptation
(DA) framework. In this setting, the large corpus of labeled data from the related,
well studied organism is used in conjunction with available labeled and unlabeled
data from the new organism.

Towards this goal we propose two similar algorithms, described in Sect. 3.2.
Each algorithm trains a classifier in this configuration, by using the large volume
of labeled data from a well studied organism, also called source domain, some
labeled data, and any available unlabeled data from the new organism, called
target domain. Once learned, the classifier can be used to classify new data
from the new organism. These algorithms are similar to the algorithms in [8–
10], which produced good results on the tasks of sentiment analysis and protein
localization, respectively.

The algorithm proposed by [9] uses a weighted multinomial Näıve Bayes
classifier combined with the iterative approach of the Expectation-Maximization
algorithm and self-training [11–13]. It iterates until the probabilities in the expec-
tation step converge. In the maximization step, the prior probabilities and the
likelihood are estimated using a weighted combination between the labeled data
from the source domain and the labeled and unlabeled data from the target
domain. In the expectation step, the conditional class probabilities for each
instance in the target unlabeled dataset are estimated with the probability values
from the maximization step using Bayes theorem. After each iteration, a number
of instances from the unlabeled target dataset are considered labeled and moved
to the labeled dataset. The number of these instances is proportional to the
prior probability, with a minimum of one instance selected from each class. For
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example, if the target labeled dataset had 1 % positive instances and 99 % nega-
tive instances, and at each iteration we select 10 instances, one instance with the
top positive probability and nine instances with the top negative probabilities
would be selected. In addition, the weight is shifted from the source data to the
target data with each iteration.

While this algorithm worked well on the task of protein localization predic-
tion, it did not perform well on the task of splice site prediction [9]. To improve its
classification accuracy on the splice site prediction task, we made the following
four changes to the original algorithm:

– We normalized the counts used in computing the prior probability and the
likelihood, and assigned different weights to the target labeled and unlabeled
datasets.

– We used mutual information to rank the features instead of the marginal
probabilities of the features.

– We assigned different weights to the features instead of selecting which features
to use from the source domain.

– We used features that took into consideration the location of nucleotides
instead of counts of 8-mers generated with a sliding window.

With these changes, the two algorithms produced promising results, shown in
Sect. 4, when evaluated on the splice site prediction problem with the data pre-
sented in Sect. 3.4. They increased the highest average auPRC from about 1 %
in [9] all the way up to 78.01 %. In addition, to further asses the relevance of
these algorithms, we evaluated them on the same data sets but with the data
and labels shuffled and show that in this case the algorithms were unable to
learn any patterns, leading to poor results. And, in a final assesment trying to
address the highly unbalanced data sets, we evaluated how the proposed method
performed when we split the training data into class-balanced data sets and used
ensemble learning on these data sets.

2 Related Work

Although there are good domain adaptation results for text classification, even
with algorithms that make significant simplifying assumptions, such as näıve
Bayes, there are only a few domain adaptation algorithms designed for biological
problems. For example, for text classification, [14] proposed an algorithm that
combined näıve Bayes (NB) with expectation-maximization (EM) for classifying
text documents into top categories. This algorithm performed better than SVM
and näıve Bayes classifiers. Two other domain adaptation algorithms that used
a combination of NB with EM are [8,10]. The latter produced promising results
on the task of sentiment analysis of text documents, and the former had good
results on the task of protein localization.

However, to the best of our knowledge, for the task of splice site prediction,
up until now, most of the work used supervised learning classifiers with only two
exceptions in the domain adaptation setting: one that analyzed several support
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vector machine algorithms [15], and another that used näıve Bayes [9]. The latter
did not obtain good results, primarily due to the features generated. It used the
number of occurrences in each instance of the k-mers of length eight generated
with a sliding window.

One major challenge with the task of splice site prediction is the fact that the
classes are highly imbalanced, with only about one percent positive instances.
This challenge is common to other problems as well, such as intrusion detection,
medical diagnosis, risk management, and text classification, to name a few. The
proposed solutions address this problem at the algorithmic level or at the data
level through resampling. For an overview of solutions to imbalanced data sets
see [16,17].

For supervised learning, [18] evaluated the discriminating power of each posi-
tion in the DNA sequence around the splice site using the chi-square test. With
this information, they proposed a SVM algorithm with an RBF kernel function
that used a combination of scaled component features, nucleotide frequencies
at conserved sites, and correlative information of two sites, to train a clas-
sifier for the human genome. Other supervised learning approaches based on
SVM include [19–21], while [22] proposed an algorithm for splice site prediction
based on Bayesian networks, [23] proposed a hidden Markov model algorithm,
and [24] proposed a method using Bahadur expansion truncated at the second
order. However, supervised learning algorithms typically require a large volume
of labeled data to train a classifier.

For domain adaptation setting, [15] obtained good results using an SVM
classifier with weighted degree kernel [25], especially when the source and target
domains were not close. However, the complexity of SVM classifiers increases
with the number of training instances and the number of features, when training
the classifier [15]. Besides, the classification results are not as easy to interpret
as the results of probabilistic classifiers, such as näıve Bayes, to gain insight into
the problem studied. For example, [15] further processed the results to analyze
the relevant biological features. In addition, their algorithms did not use the
large volume of target unlabeled data. Although unlabeled, this dataset could
improve the classification accuracy of the algorithm.

3 Methodology

The two algorithms we propose are based on the algorithm presented in our
previous work [9]. That algorithm modified the algorithm introduced by [10],
by using self-training and the labeled data from the target domain, to make it
suitable for biological sequences. To highlight the changes made to our previous
algorithm we’ll describe it here.

3.1 Näıve Bayes DA for Biological Sequences

The algorithm in [9] was designed to use labeled data from the source domain
in conjunction with labeled and unlabeled data from the target domain to build
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a classifier to be used on the target domain. It is an iterative algorithm that
uses a combination of the Bayes’ theorem with the simplifying assumption that
features are independent, and the expectation-maximization algorithm [26], to
estimate the posterior probability as proportional to the product of the prior
and the likelihood:

P (ck | di) ∝ P (ck)
|V |∏

t=1

[P (wt | ck)]N
T
t,i (1)

where the prior is defined as

P (ck) =

(1 − λ)
|DS |∑

i′=1

P (ck | di′) + λ

|DT |∑

i′′=1

P (ck | di′′)

(1 − λ)|DS | + λ|DT | (2)

and the likelihood is defined as

P (wt | ck) =
(1 − λ)(ηtNS

t,k) + λNT
t,k + 1

(1 − λ)
|V |∑

t=1

ηtN
S
t,k + λ

|V |∑

t=1

NT
t,k + |V |

(3)

where λ is a weight factor between the two domains:

λ = min{δ · τ, 1}
τ is the iteration number, with a value of 0 for the first iteration, and δ ∈ (0, 1)
is a constant that indicates how fast the weight of the source domain decreases
while the weight of the target domain increases; ck stands for class k, di for
document i, and wt for feature t.

Let |Dx| be the number of instances in x domain (x ∈ {S, T}, where S
denotes the source domain and T denotes the target domain), |V | be the number
of features, and Nx

t,k be the number of times feature wt occurs in x domain in
instances labeled with class ck:

Nx
t,k =

|Dx|∑

i=1

Nx
t,iP (ck | di)

where Nx
t,i is the number of occurrences in x domain of feature wt in instance di.

ηt =

{
1, if feature wt is generalizable.
0, otherwise.

To determine which features from the source domain are generalizable to the
target domain, i.e., generalizable from use on DS to use on DT , they are ranked
with the following measure and only the top ranking features are kept:

f(wt) = log
PS(wt) · PT (wt)

|PS(wt) − PT (wt)| + α
(4)
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where α is a small constant used to prevent division by 0 when PS = PT , and
Px is the probability of feature wt in x domain, i.e., the number of times feature
wt occurs in x domain divided by the sum over all features of the times each
feature occurs in x domain.

This algorithm iterates until convergence. In the maximization step, the prior
and likelihood are simultaneously estimated using (2) and (3), respectively, while
in the expectation step the posterior for the target unlabeled instances is esti-
mated using (1). In addition to expectation-maximization, this algorithm uses
self-training, i.e., at each iteration it selects a number of unlabeled instances with
highest class probabilities, proportional to the class distribution, and considers
them to be labeled during subsequent iterations, while the remaining unlabeled
instances are assigned “soft labels” for the following iteration. By soft labels we
mean that the class probability distribution is used instead of the class label. For
the target domain, during the first iteration, only the instances from the labeled
dataset are used, and for the rest of the iterations, instances from both labeled
and unlabeled datasets are used.

Note that when the algorithm goes through just one iteration and λ = 1, the
prior and likelihood, (2) and (3), respectively, reduce to

P (ck) =

|DS |∑

i=1

P (ck | di)

|DS | (5)

and

P (wt | ck) =

|DS |∑

i=1

Nt,iP (ck | di) + 1

|V |∑

t=1

|DS |∑

i=1

Nt,iP (ck|di) + |V |
(6)

respectively, which are the equations for the multinomial näıve Bayes
classifier[27] trained and tested with data from the same domain.

Although the algorithm in [9] performed well on the task of protein local-
ization with maximum auPRC values between 73.98 % and 96.14 %, on the task
of splice site prediction, the algorithm performed poorly. The splice site predic-
tion is a more difficult task because, in general, less than 1 % of the AG dimer
occurrences in a genome correspond to splice sites. To simulate this proportion,
unbalanced datasets were used, with each containing only about 1 % positive
instances. Therefore, the training sets for splice site prediction were much more
unbalanced than the training sets for the protein localization, leading to worse
performance for the former.

3.2 Our Approach

One major drawback of the algorithm in [9] is that it assigns low weight to the
target data (through λ in (2) and (3)), including the labeled data, during the
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first iterations. This biases the classifier towards the source domain. However, it
is not effective to only assign a different weight to the target labeled data in (2)
and (3). This is because we’d like to use much more labeled instances from the
source domain, as well as much more unlabeled instances from the target domain,
i.e., |DS | � |DTL| and |DTU | � |DTL|, where subscripts S, TL, and TU stand
for source data, target labeled data, and target unlabeled data, respectively.
This would cause the sums and counts for the target labeled data in these two
equations to be much smaller than their counterparts for the source data and
target unlabeled data, rendering the weight assignment useless. Instead, we need
to also normalize these values, or better yet, use their probabilities. Thus, we
estimate the prior as

P (ck) = βPTL(ck) + (1 − β)[(1 − λ)PS(ck) + λPTU (ck)] (7)

and the likelihood as

P (wt | ck) = βPTL(wt | ck)
+ (1 − β)[(1 − λ)PS(wt | ck) + λPTU (wt | ck)] (8)

where β ∈ (0, 1) is a constant weight, and λ is defined the same as in our previous
approach.

In addition to using different formulas for prior and likelihood, we made a
second change to the algorithm in [9]. We replaced the measure for ranking the
features, (4), with the following measure in (9). We made this change because the
goal of ranking the features is to select top features in terms of their correlation
with the class, or assign them different weights: higher weights to features that
are more correlated with the class, and lower weights to the features that are less
correlated with the class. Therefore, the mutual information [28] of each feature
is a more appropriate measure in determining the correlation of the feature with
the class rather than the marginal probability of the feature. With this new
formula, the features are ranked better based on their generalizability between
the source and target domains:

f(wt) =
IS(wt; ck) · ITL(wt; ck)

|IS(wt; ck) − ITL(wt; ck)| + α
(9)

where

Ix(wt, ck) =
|V |∑

t=1

|C|∑

k=1

Px(wt, ck) log
Px(wt, ck)

Px(wt)Px(ck)

is the mutual information between feature wt and class ck, and x ∈ {S, TL}. The
numerator in (9) ranks higher the features that have higher mutual information
in their domains, while the denominator ranks higher the features that have
closer mutual information between the domains, as shown in Fig. 1.

If instead of ranking the features and using the top ranked features, we want
to assign different weights to the features and higher values for f(wt) we can
compute them with the formula in (10). For the splice site prediction problem
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Algorithm 1. DA with feature selection.

1: Select the features to be used from the source domain using (9).
2: Simultaneously compute the prior and likelihood, 7 and 8, respectively. Note that

for the source domain all labeled instances are used but only with the features
selected in step 1, while for the target domain only labeled instances are used with
all their features.

3: Assign labels to the unlabeled instances from the target domain using (1). Note
that we use self-training, i.e., a number of instances, proportional to the class
distribution, with the highest class probability are considered to be labeled in
subsequent iterations.

4: while labels assigned to unlabeled data change do
5: M -step: Same as step 2, except that we also use the instances in the target

unlabeled dataset; for this dataset we use the class for the self-trained instances,
and the class distribution for the rest of the instances.

6: E-step: Same as step 3.
7: end while
8: Use classifier on new target instances.

Algorithm 2. DA with weighted features.

1: Assign different weights to the features of the source dataset using either (9) or
(10).

2: Simultaneously compute the prior and likelihood, 7 and 8, respectively. Note that
for the source domain all labeled instances are used but the features are assigned
different weights in step 1, while for the target domain only labeled instances are
used with all their features.

3: Assign labels to the unlabeled instances from the target domain using (1). Note
that we use self-training, i.e., a number of instances, proportional to the class
distribution, with the highest class probability are considered to be labeled in
subsequent iterations.

4: while labels assigned to unlabeled data change do
5: M -step: Same as step 2, except that we also use the instances in the target

unlabeled dataset; for this dataset we use the class for the self-trained instances,
and the class distribution for the rest of the instances.

6: E-step: Same as step 3.
7: end while
8: Use classifier on new target instances.

using the data from Sect. 3.4 with the features described in Sect. 3.5, most of
the mutual information values are close to zero since each feature contributes
very little to the classification of an instance. Therefore, the nominator is about
one order of magnitude smaller than the denominator in (9), while in (10), the
numerator and denominator have the same order of magnitude, resulting in
higher values for f(wt).

The final change we made to [9] was the use of different features, as explained
in Sect. 3.5.

f(wt) =
IS(wt; ck) · ITL(wt; ck)

(IS(wt; ck) − ITL(wt; ck))2 + α
(10)



Empirical Study of Domain Adaptation Algorithms 203

Fig. 1. Ranking features in the source domain based on mutual information using (9),
showcasing the different combinations of mutual information of the features in the two
domains. Feature A has high mutual information in both domains, as shown on the
left of subfigure (a), resulting in large numerator and small denominator, and thus a
high rank, as shown on the left of subfigure (b). Feature B has low mutual information
in both domains, resulting in small denominator, and thus a high rank, but lower than
the rank of A since the numerator for A is greater than the numerator for B. Features
C and D have high mutual information in one domain and low mutual information
in the other domain, resulting in large denominator, and thus a low rank. Features
E and F have close mutual information between the two domains, resulting in small
denominator, and thus a higher rank than Features C and D. Note that features A
through F are hypothetical features meant to show the ranking of the real features
based on the patterns in the data.

Thus, the two algorithms we propose use the source labeled data and the
target labeled and unlabeled data to train a classifier for the target domain.
For the source domain, Algorithm 1 selects generalizable features to be used,
while Algorithm 2 assigns different weights to the features. These differences
are highlighted in steps 1 and 2 of the algorithms by using italics text. The
algorithms iterate until convergence. In the first iteration, they use only the
source and target labeled data to calculate and assign the posterior probabilities
for the unlabeled data. Proportional to the prior probability distribution, the
algorithms select top instances from the target unlabeled dataset and consider
them to be labeled for subsequent iterations. For the rest of the iterations, the
algorithms use the source labeled data, the target labeled data, and the target
unlabeled data to build a classifier for labeling the remaining unlabeled instances.
For the target unlabeled data, the algorithms use the probability distributions,
while for the other datasets, source and target labeled, they use the labels of
each instance when computing the prior probabilities and the likelihood.

3.3 Ensemble Learning

Considering that the data is highly imbalanced, we also evaluated our method
in an ensemble learning setting. We used an approach similar to [29]. We sam-
pled with no replacement the labeled data, from the source and target domains,
and generated 99 balanced subsets, with 50 % positive instances and 50 %
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negative instances each. That is, in each balanced subset we included all positive
instances from the initial set along with 1 % negative instances sampled with no
replacement from the initial set. We generated 99 balanced subsets because the
ratio of positive to negative instances is 1 to 99. Then we ran our algorithm 99
times with sampled labeled data and whole unlabeled and test data sets from
the target domain. When predicting the class for a new instance we used the
majority voting of the 99 algorithms.

3.4 Data Set

To evaluate these algorithms, we used a dataset for which [9] did not perform
well. Specifically, we used the splice site dataset1, first introduced in [15], which
contains DNA sequences of 141 nucleotides long, with the AG dimer at sixty-
first position in the sequence, and a class label that indicates whether this dimer
is an acceptor splice site or not. Although this dataset contains only acceptor
splice sites, classifying donor splice sites can be done similarly to classifying the
acceptor splice sites. This dataset contains sequences from one source organism,
C.elegans, and four target organisms at increasing evolutionary distance, namely,
C.remanei, P.pacificus, D.melanogaster, and A.thaliana. The source organism
contains a set of 100,000 instances, while each target organism has three folds
each of 1,000, 2,500, 6,500, 16,000, 25,000, 40,000, and 100,000 instances, respec-
tively, that can be used for training, as well as three corresponding folds of 20,000
instances to be used for testing. In each file, there are 1 % positive instances with
small variations (variance is 0.01) and the remaining instances are negative.

3.5 Data Preparation and Experimental Setup

To limit the number of experiments, we used the following datasets, as shown in
Fig. 2:

– The 100,000 C.elegans instances as source labeled data used for training.
– Only the sets with 2,500, 6,500, 16,000, and 40,000 instances as labeled target

data used for training.
– The set with 100,000 instances as unlabeled target data used for training.
– The corresponding folds of the 20,000 instances as target data used for testing.

We represent each sequence as a combination of features that indicate the
nucleotide and “codon” present at each location, i.e., 1-mer and 3-mer, respec-
tively. We chose these features to create a balanced combination of simple fea-
tures, 1-mers, and features that capture some correlation between the nucleotides,
3-mers, while keeping the number of features small. For example, a sequence
starting with AAGATTCGC... and class –1 would be represented in WEKA
ARFF2 format as:
1 Downloaded from ftp://ftp.tuebingen.mpg.de/fml/cwidmer/
2 WEKA Attribute-Relation File Format (ARFF) is described at http://www.cs.

waikato.ac.nz/ml/weka/arff.html.

ftp://ftp.tuebingen.mpg.de/fml/cwidmer/
http://www.cs.waikato.ac.nz/ml/weka/arff.html
http://www.cs.waikato.ac.nz/ml/weka/arff.html
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Fig. 2. Experimental setup. Our algorithms are trained on the source labeled dataset
(100,000 instances) from C.elegans, target labeled instances (2,500, 6,500, 16,000, or
40,000 instances) and target unlabeled instances (100,000 instances) from C.remanei,
P.pacificus, D.melanogaster, or A.thaliana. Once trained, each algorithm is tested on
20,000 instances from the corresponding target dataset.

@RELATION remanei 2500 0
@ATTRIBUTE NUCLEOTIDE1 {A,C,G,T}
...
@ATTRIBUTE NUCLEOTIDE141 {A,C,G,T}
@ATTRIBUTE CODON1 {AAA,AAC,. . .,TTT}
...
@ATTRIBUTE CODON139 {AAA,AAC,. . .,TTT}
@ATTRIBUTE cls {1,-1}
@DATA
A,A,G,A,T,T,C,G,C,. . .,AAG,AGA,GAT,. . .,-1

In our previous work we used a bag-of-words approach with k-mers of length
eight. This led to 48 or 65,535 sparse features. Moreover, those features did not
take into consideration the location of each nucleotide. We believe that the major
improvement we achieved with our current algorithms is due to the features used,
fewer and more location-aware.

We ran two different experiments with a grid search for the optimal values
for β ∈ {0.1, 0.2, . . . , 0.9} and δ ∈ {0.01, 0.02, . . . , 0.08, 0.09, 0.1, 0.2}. In the first
one, we used only the nucleotides as features, while in the second one we used
nucleotides and codons as features. In both settings, we ran Algorithm 1 to
select the features in the source domain (A1), Algorithm 2 using (9) to weigh
the features in the source domain (A2E9), and Algorithm 2 with (10) to weigh
the source domain features (A2E10).

To ensure that our results are unbiased, we repeated the experiments three
times with different training and test splits. We used two baselines to evaluate
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our classifiers. The first baseline, which we expect to represent the lower bound, is
the näıve Bayes classifier trained on the target labeled data (NBT). We believe
that this will be the lower bound for our classifiers because we expect that
adding the labeled data from a related organism (the source domain) as well as
unlabeled data from the same organism (the target domain) should produce a
better classifier. The second baseline is the näıve Bayes classifier trained on the
source labeled data (NBS). We expect that the more distantly related the two
organisms are, the less accurate the classifier trained on the source data would
be when tested on the target data.

In addition, we also performed the following two sets of experiments. In one
set of experiments we tested our algorithms versus the null hypothesis, i.e., we
shuffled all nucleotides in each instance except the AG dimer at index 61, shuffled
the labels, and tested our algorithms on these data sets. The intuition is that
in this case our algorithms should not learn any meaningful patterns, and thus
obtain poor results when evaluated on the test data. In another set of exper-
iments we evaluated how our best-overall algorithm performed in an ensemble
setting with balanced data. For this, we split the source and target labeled data
into 99 class-balanced data sets, and used an ensemble of Algorithm 2 classifiers
to predict the labels for the test data. We ran these experiments to investigate
if this approach is better suited for highly unbalanced data sets.

Our goal with this experimental setup was to determine how each of the
following influence the performance of the classifier:

1. Features used, i.e., nucleotides, or nucleotides and codons.
2. Algorithm used, i.e., Algorithm 1 which keeps only the generalizable features

in the source domain, or Algorithm 2 which assigns different weights to the
features in the source domain.

3. Number of target labeled instances used in training the classifier, i.e., 2,500,
6,500, 16,000, or 40,000.

4. The evolutionary distance between the source and target domains.
5. Using source labeled data and target unlabeled data when training the clas-

sifier.
6. Using real data versus shuffled data with shuffled labels.
7. Using unbalanced data sets or creating balanced subsets and using an ensem-

ble of classifiers.

4 Results

Since the class distribution is highly skewed, with each set containing about 1 %
positive instances and the rest, about 99 %, negative instances, we used the area
under the precision-recall curve as a metric for evaluating the accuracy of our
classifiers, and we present the highest auPRCs averaged over the three folds.

In Table 1, we list the auPRC for our classifiers, for the best overall algorithm
in [15], SVMS,T, and for the classifiers in [9]. Although our results are not as good
as the ones in [15], they are greatly improved compared to the results in [9], yet
not as much as we expected. Even though they are not as good as the SVMS,T
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in [15], the algorithms we proposed could be superior in some contexts. In addi-
tion, as we mentioned in Sect. 2, the complexity of SVM classifiers increases with
the number of training instances and the number of features, when training the
classifier [15]. While their algorithms “required an equivalent of about 1,500
days of computing time on state-of-the-art CPU cores” to tune their parameters
[15], and additional computing to analyze the biological features, our algorithms
required the equivalent of only 300 days of computing, and the results can be
easily interpreted. Furthermore, we believe that our algorithms are interesting
from a theoretical perspective and it is useful to know how well they perform.

Based on these results, we make the following observations:

1. Using a classifier with both the nucleotides and the codons as features per-
forms better as the size of the target labeled data increases, while a classifier
using only the nucleotides as features performs better with smaller target
labeled datasets. We believe that this is due to the fact that the codon fea-
tures are sparser than the nucleotide features, and when there is little target
labeled data the classifier does not have enough data to separate the positive
from the negative instances.

2. The A1 classifier, based on Algorithm 1, and the A2E10 classifier, based on
Algorithm 2, performed better than the other classifier, A2E9, each producing
the best results in two and five cases, respectively, when the data was not bal-
anced. As mentioned above, the sparsity of the data affects the performance
of the classifiers based on the features used. The A1 classifier, which uses only
the nucleotides as features, performs better when the target labeled dataset is
small, and also when the two organisms are more distantly related, while the
A2E10 classifier, which uses the nucleotides and codons as features, performs
better when the target labeled dataset is larger and the two organisms are
more closely related.

3. The general trend in all classifiers is that they perform better as more target
labeled instances are used for training. This conforms with our intuition that
using a small dataset for training does not produce a good classifier.

4. For the non-ensemble classifiers, as the evolutionary distance increases
between the source and target organisms, the performance of our classifiers
decreases. When the source and target organisms are closely related, as is the
case with C.elegans and C.remanei, the large volume of labeled source data
significantly contributes to generating a better classifier, compared to train-
ing a classifier on the target data alone. However, as the source and target
organisms diverge, the source data contributes less to the classifier.

5. Using the source data and the target unlabeled data in addition to the target
labeled data improves the performance of the classifier (e.g., A1 v. NBT for
A.thaliana with 2,500 instances) compared to training a classifier on just
the target labeled data. The improvement occurs even with larger datasets,
although less substantial than with smaller datasets.

6. When we shuffled the data and the labels the algorithms were unable to learn
meaningful patterns, resulting in poor classifiers with auPRC values less than
one percent.
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Table 1. auPRC values for four target organisms based on the number of labeled
target instances used for training: 2,500, 6,500, 16,000, and 40,000. The tables on the
left show the values for the algorithms trained with nucleotide features, while the
tables on the right show the values for the algorithms trained with nucleotide and
codons features. The highest values for our algorithms are displayed in bold font. NBT
and NBS are baseline näıve Bayes classifiers trained on target labeled and source data,
respectively, for the two algorithms we proposed, Algorithm 1 (A1) and Algorithm 2
(A2E9 and A2E10 when using (9) and (10), respectively). We show for comparison with
our algorithms the values for the best overall algorithm in [15], SVMS,T, and the values
in [9], ANB. Note that these values are shown in each table even though the SVMS,T

and ANB algorithms used different features. S1 and S2 are the results when we shuffled
the data and the labels, and we used Algorithms 1 and 2 with (10), respectively. BAL
are the results of the ensemble of classifiers with Algorithm 2 using (10).

2,500 6,500 16,000 40,000

S1 0.90 0.94 0.90 0.92
S2 0.90 0.94 0.90 0.93

ANB 1.13 1.13 1.13 1.10
NBT 23.42 45.44 54.57 59.68
BAL 60.24 62.27 63.36 63.83

A1 59.18 63.10 63.95 63.80
A2E9 35.03 46.08 54.89 59.73

A2E10 48.92 60.83 63.06 63.59
NBS 63.77
SVM 77.06 77.80 77.89 79.02

2,500 6,500 16,000 40,000

S1 0.91 0.93 0.90 0.93
S2 0.91 0.93 0.91 0.93

ANB 1.13 1.13 1.13 1.10
NBT 22.94 58.39 68.40 75.75
BAL 25.83 26.08 25.99 26.09

A1 45.29 72.00 74.83 77.07
A2E9 24.96 61.45 69.11 75.91

A2E10 49.22 70.23 75.43 78.01
NBS 77.67
SVM 77.06 77.80 77.89 79.02

C.remanei (nucleotides) C.remanei (nucleotides+codons)

2,500 6,500 16,000 40,000

S1 0.91 0.92 0.96 0.91
S2 0.90 0.91 0.95 0.92

ANB 1.00 0.97 1.07 1.10
NBT 19.22 37.33 45.33 52.84
BAL 50.60 50.64 52.34 55.16

A1 45.32 49.82 52.09 54.62
A2E9 19.85 37.51 45.64 52.91

A2E10 37.20 48.71 52.31 55.62
NBS 49.12
SVM 64.72 66.39 68.44 71.00

2,500 6,500 16,000 40,000

S1 0.92 0.89 0.95 0.91
S2 0.92 0.89 0.94 0.91

ANB 1.00 0.97 1.07 1.10
NBT 26.39 48.54 59.29 68.78
BAL 23.48 23.61 23.38 23.72

A1 20.21 53.29 62.33 69.88
A2E9 20.16 43.95 57.44 65.80

A2E10 20.19 57.21 65.99 70.94
NBS 67.10
SVM 64.72 66.39 68.44 71.00

P.pacificus (nucleotides) P.pacificus (nucleotides+codons)

2,500 6,500 16,000 40,000

S1 0.89 0.93 0.96 0.91
S2 0.89 0.91 0.96 0.90

ANB 1.07 1.13 1.07 1.03
NBT 14.90 26.05 35.21 39.42
BAL 33.57 36.87 39.35 39.62

A1 33.31 36.43 40.32 42.37
A2E9 16.27 26.21 35.12 39.16

A2E10 22.86 32.92 36.95 37.55
NBS 31.23
SVM 40.80 37.87 52.33 58.17

2,500 6,500 16,000 40,000

S1 0.89 0.88 0.94 0.92
S2 0.89 0.89 0.94 0.89

ANB 1.07 1.13 1.07 1.03
NBT 13.87 25.00 35.28 45.85
BAL 42.12 42.71 45.85 47.42

A1 25.83 32.58 39.10 47.49
A2E9 15.03 26.45 34.73 42.90

A2E10 22.53 29.47 36.18 42.92
NBS 34.09
SVM 40.80 37.87 52.33 58.17

D.melanogaster (nucleotides) D.melanogaster (nucleotides+codons)

2,500 6,500 16,000 40,000

S1 0.97 0.91 0.96 0.91
S2 0.92 0.90 0.96 0.91

ANB 1.20 1.17 1.20 1.17
NBT 7.20 17.90 28.10 34.82
BAL 28.41 30.98 33.50 36.70

A1 18.46 25.04 31.47 36.95
A2E9 8.42 18.39 28.22 34.79

A2E10 13.61 22.28 29.05 34.66
NBS 11.97
SVM 24.21 27.30 38.49 49.75

2,500 6,500 16,000 40,000

S1 0.91 0.90 0.97 0.90
S2 0.91 0.90 0.96 0.90

ANB 1.20 1.17 1.20 1.17
NBT 3.10 8.76 28.11 40.92
BAL 39.80 42.27 43.10 45.05

A1 3.99 13.96 33.62 43.20
A2E9 2.65 8.72 29.39 40.35

A2E10 3.64 10.00 30.85 40.40
NBS 13.98
SVM 24.21 27.30 38.49 49.75

A.thaliana (nucleotides) A.thaliana (nucleotides+codons)
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7. When there are only a few labeled instances in the target domain (e.g., 2,500
instances), splitting the data into class-balanced data sets and using an ensem-
ble of classifiers performs better than using the unbalanced data sets. In addi-
tion, when the source and target domains are distantly related, the ensemble
classifier outperforms even the SVM classifier (e.g., when the target domain
is D.melanogaster and there are 2,500 or 6,500 labeled instances in the target
domain, or for A.thaliana with 2,500 to 16,000 labeled instances in the target
domain).

5 Conclusions and Future Work

In this paper, we presented two similar domain adaptation algorithms based on
the näıve Bayes classifier. They are based on the algorithms in [8,9], to which
we made four changes. The first change was to use probabilities for computing
the prior and likelihood, (7) and (8), instead of the counts in (2) and (3). The
second change was to use mutual information in (9) and (10) instead of marginal
probabilities to rank the features in (4). The third change was to assign different
weights to the features from the source domain instead of selecting the features
to use during training. The final change was to use fewer but more informative
features. We used nucleotides and codons features that are aware of their loca-
tion in the DNA sequence instead of 8-mers generated with a sliding window
approach.

With these changes, we significantly improved the classification performance
as compared to [9]. In addition, empirical results on the splice site prediction
task support our hypothesis that augmenting a small labeled dataset with a large
labeled dataset from a close domain and unlabeled data from the same domain
improves the performance of the classifier. This is especially the case when we
have small amounts of labeled data but the same trend occurs for larger labeled
datasets as well.

In future work, we would like to more thoroughly evaluate the predictive
power of the features we used, and to investigate whether other algorithms might
produce better results when used with these features. To evaluate the features,
we plan to use data from other organisms. To identify algorithms that might
potentially be better for the task addressed in this work, we will investigate
other transfer learning algorithms and compare their results with the results of
our proposed algorithms.

In addition, we would like to further improve our classifier and are con-
sidering three approaches. In one approach, besides the features derived from
biological background, nucleotides (1-mers) and codons (3-mers), we would like
to use additional features, such as 2-mers, for example, or biological features,
such as pyrimidine-rich motifs around the acceptor splice site. In another app-
roach, we would like to address the splice site prediction problem as an anomaly
detection problem, since the preponderance of positive instances is so small. And
in the final approach, we would like to balance the ratio of positive and negative
instances going as far as using only the positive labeled data for training.
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Abstract. This paper investigates the problem of extracting sequence features
that can be useful in the construction of prediction models. The method intro-
duced in this paper generates such features by considering contiguous subse-
quences and their mutations, and by selecting those candidate features that have
a strong association with the classification target according to the Gini index.
Experimental results on three genetic data sets provide evidence of the superi-
ority of this method over other sequence feature generation methods from the
li-terature, especially in domains where presence, not specific location, of fea-
tures within a sequence is pertinent for classification.

Keywords: Sequence feature generation � Sequence classification � Mutation

1 Introduction

Supervised sequence classification deals with the problem of learning models from
labelled sequences. The resulting models are used to assign appropriate class labels to
unlabelled sequences. Sequence classification methods can be used for example to
predict whether a segment of DNA is in the promoter region of a gene or not.

In general, sequence classification is more difficult than classification of tabular
data, mainly because of two reasons: in sequence classification it is unclear what
features should be used to characterize a given data set of sequences (e.g., Fig. 1 shows
three different candidate features whose presence, or lack of, in a sequence can be used
to characterize the sequence); and the number of such potential features is very large.
For instance, given a set of sequences of maximum length l, over an alphabet B, where
Bj j ¼ d symbols are considered as features, then there are dk potential features. Fur-
thermore, the number of potential features will grow exponentially as the length of
subsequences under consideration increases, up to dl. Thus, determining which features
to use to characterize a set of sequences is a crucial problem in sequence classification.

A mutation is a change in an element of a sequence. Like in DNA sequences, this
could result from unrepaired damage to DNA or from an error during sequence
replication. We are interested in whether these changes affect the sequences’ function.
Thus, we focus on generating features that represent mutation patterns in the sequences,
and on selecting the generated features that are most suitable for classification.
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More specifically, our proposed Mutated Subsequence Generation (MGS) algo-
rithm generates features from sequence data by regarding contiguous subsequences and
mutated subsequences as potential features. It first generates all contiguous subse-
quences of a fixed length from the sequences in the data set. Then it checks whether or
not each pair of candidate feature subsequences that differ in only one position should
be joined into a mutated subsequence. The join is performed if the resulting joint
mutated subsequence has a stronger association with the target class than the two
subsequences in the candidate pair do. If that is the case, the algorithm keeps the joint
subsequence and removes the two subsequences in the candidate pair from consider-
ation. Otherwise, the algorithm keeps the candidate pair instead of the joint mutated
subsequence. After all the generated candidate pairs of all lengths have been checked, a
new data set is constructed containing the target class and the generated features.

The features in the resulting data set represent (possibly mutated) segments of the
original sequences that have a strong connection with the sequences’ function. We then
build classification models over the new data set that are able to predict the function
(i.e., class value) of novel sequences.

The contributions of this paper are the introduction of a new feature generation
method based on mutated subsequences for sequence classification, and a comparison
of the performance of our algorithm with that of other feature generation algorithms.

2 Related Work

Feature-based classification algorithms transform sequences into features for use in
sequence classification [1]. A number of feature-based classification algorithms have
been proposed in the literature. For example, k-grams are substrings of k consecutive
characters, where k is fixed beforehand, see Fig. 1(a). Damashek used k-grams to
calculate the similarity between text documents during text categorization [2]. In [3],
the authors vary k-grams by adding gap constraints into the features, see Fig. 1(b).
Another kind of feature, k-gapped pair, is a pair of characters with constraint l2 − l1 = k,
where k is a constant, and l1 and l2 are the locations in the sequence where the
characters in the pair occur, see Fig. 1(c). The k-gapped pair method is used to generate
features for Support Vector Machines in [4, 5]. In contrast with our method, features
generated by their approach cannot represent mutations in the sequences.

Another method is mismatch string kernel [6]. It constructs a (k, m) – mismatch tree
for each pair of sequences to extract k-mer features with at most m mismatches. It then
uses these features to compute the string kernel function. A similarity between this

Fig. 1. Example of different candidate features for a given sequence. (a) 4-grams: AACT;
(b) 4-grams with one gap of size 2; (c) 2-gapped pair (TA,2).
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method and our method is that both generate features that are subsequences with
mutations. However, there are three major differences between them:

1. In mismatch string kernel, the features are generated from pairs of sequences and
used to update the kernel matrix. In contrast, our MSG method generates features
from the entire set of data sequences in order to transform the sequence data set into
a feature vector data set.

2. In the process of computing candidate mutated subsequences, our MSG method
does not only consider mutations in the subsequences, but also takes into account
correlations between these mutated subsequences and the target classes. In contrast,
the mismatch string kernel method disregards the latter part.

3. The mismatch string kernel method can be used in Support Vector Machines and
other distance based classifiers for sequence data. Our MSG approach is more
general as it transforms the sequences into feature vectors. In other words, the data
set that results from the MSG transformation can be used with any classifier defined
on feature vectors.

3 Background

3.1 Feature Selection

Feature selection methods focus on selecting the most relevant features of a data set.
These methods can help prediction models in three main aspects: improving the pre-
diction accuracy; reducing the cost of building the models; and making the models, and
even the data, more understandable.

To obtain the features that maximize classification performance every possible
feature set should be considered. However, exhaustively searching all the feature sets is
known to be an NP-hard problem [7]. Thus, a number of feature selection algorithms
has been developed based on greedy search methods like best-first and hill climbing
(see [8]). These greedy algorithms use three main search strategies: forward selection,
which starts with a null feature set and at each step adds the most important unselected
feature (according to a specific metric); backward deletion, which starts at the full
feature set and at each step removes an unimportant feature; and bi-directional
selection, which also starts at a null feature set and at each step applies forward
selection and then backward deletion until a stable feature set is reached.

3.2 CFS Evaluation

The Correlation-based Feature Selection (CFS) algorithm introduces a heuristic func-
tion for evaluating the association between a set of features and the target classes. It
selects a set of features that are highly correlated with the target classes, yet uncorre-
lated with each other. This method was introduced in [9]. In this paper, we use this
algorithm to select a subset of the generated features that is expected to have high
classification performance.
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3.3 Gini Index

In decision tree induction, the Gini index is used to measure the degree of impurity of
the target class in the instances grouped by a set of features [10]. Similarly in our
research, the Gini index is used to measure the strength of the association between
candidate features and the target class. Specifically, we use it during feature generation
to determine whether or not to replace a pair of subsequences (candidate features) that
differ just in one position with their joined mutated subsequence. Details are described
in Sect. 4.1. The Gini index of a data set is defined as: 1�P

c2C pðcÞ2, where C is the
set of all target classes, and p denotes probability (estimated as frequency in the data
set). Given a discrete feature (or attribute) X, the data set can be partitioned into disjoint
groups by the different values of X. The Gini index can be used to calculate the
impurity of the target class in each of these groups. Then, the association between
X and the target class can be regarded as the weighted average of the impurity in each
of the groups:GiniðXÞ ¼ P

x2X pðxÞ � ð1�
P

c2C pðc xj Þ2Þ.

4 Our MSG Algorithm

4.1 Feature Generation

Our Mutated Subsequence Generation (MSG) algorithm belongs in the category of
feature-based sequence classification according to the classification methods described
in [1]. The MSG algorithm transforms the original sequences into contiguous subse-
quences and mutated subsequences, which are used as candidate features in the con-
struction of classification models.

The MSG algorithm generates features of different lengths according to two
user-defined input parameters: the minimum length lmin and the maximum length lmax.
It first generates the candidate subsequences of length lmin, then length lmin þ 1, and all
the way to the subsequences of length lmax. Then it takes the union of all the generated
subsequences of different lengths. Finally, the MSG algorithm constructs a new data set
containing a Boolean feature for each generated subsequence (see Table 2 for an
example). Each sequence in the original data set is represented as a vector of 0’s and
1’s in the new data set, where a feature’s entry in this vector is 1 if the feature’s
corresponding subsequence is present in the sequence, and 0 if not.

The feature generation process consists of five main steps described below. Figure 2
shows an example of the transformation of a sequence data set into the subsequence
features, from Step a to Step d.

(a) The MSG algorithm generates all the contiguous subsequences of a specific length
from each original sequence;

(b) It divides the contiguous subsequences into n categories according to which class
they are most frequent in, where n is the number of different classes;

(c) For each category, it generates mutated subsequences based on the Gini index;
(d) It combines together all the features from each category;
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(e) It repeats Step a to Step d with a different length, until features of all the lengths in
the user defined range are generated. Then it combines these features prior to
constructing the new data set.

Computation of Contiguous Subsequences. Given k ≥ 1, a contiguous subsequence
of length k is a subsequence formed by taking k consecutive symbols from the original
sequence. For example, gc is a contiguous subsequence of length 2 in the sequence
gcta, while gt is not.

The MSG algorithm starts with the generation of contiguous subsequences. Sup-
pose that the original sequences have length t, and that the contiguous subsequences to
be computed have length k. First, each sequence is traversed and all of its contiguous
subsequences of k symbols are extracted from starting locations 1 through (t – k + 1).
Then, duplicate subsequences are removed. For example, Table 1 shows the contiguous
subsequence features of length 4 for the data set in Fig. 2, together with the number of
occurrences of each feature in data set sequences of a given target class.

Separation. In this step, the algorithm separates the contiguous subsequences into n is
the number of different classes in the data set. Each subsequence is assigned to a
category according to which class it is most frequent in. For example, the first four
features in Table 1 are assigned to Category 1, because they are more frequent in Class
1 than in Class 0, and the other four to Category 2. If a subsequence is maximally
frequent equally in more than one class, it is randomly assigned to one of those classes.

Generation of Mutated Subsequences. In this step, the MGS algorithm generates
mutated subsequences. The following terminology will be used in the description of
this step.

Fig. 2. Illustration of the mutated subsequence generation process from Step (a) to Step (d). In
this example, features of length 4, including mutated subsequences and contiguous subsequences,
are obtained. Here, the Gini index of each of the mutated subsequences ac[c|t]a and c[c|t]ag is
better than the Gini indexes of its forming contiguous subsequences.
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• Mutated Subsequence: A mutated subsequence is a subsequence of length k (k ≥ 1)
which contains r mutative positions, where 1 ≤ r ≤ k. In each mutative position,
there are two or more substitutions. In this paper, we consider mutated subse-
quences with only one mutative position. For example, in the subsequence g½c aj �t,
the second position is a mutative position, with two possible substitutions c and
a. Thus, a mutated subsequence has many instantiations, in our example gct and
gat. We say that a mutated subsequence is contained in an original sequence when
any of its instantiations is contained in the original sequence. For example, g½c aj �t is
contained in the sequence gata as well as in the sequence gata.

• Candidate Pair: a candidate pair is a pair of subsequences which are different from
each other in only one position. For instance, acca and acta is a candidate pair. The
candidate pair could also contain mutated subsequences, like for instance acca and
ac½t gj �a.

• Joinable Checking: joinable checking is used to determine whether or not to join
together a candidate pair of subsequences depending on their correlation with the
target class. In this paper, we use the Gini index to measure this correlation. For
example, suppose sub1 is acca and sub2 is acta in Table 1. Their joint sequence sub3
is ac½c tj �a. The original data set in Fig. 2 can be split into two groups by each one of
the subsequences in the pair: one group consists of the original data sequences which
contain the subsequence, marked as groupsubi1 ; the other group consists of the rest of
data sequences, marked as groupsubi2 . Taking sub1 as an example, there is only one
sequence in groupsub11 , which is in class 1 (accag); and there are three sequences in
groupsub12 , two of which are in class 0 (ccctg and gctaa), and the other one is in class
1 (actag). Thus, by using the formula in Sect. 3.3, we can calculate the Gini index

for sub1 as followings: impurityðgsub11 Þ ¼ 1� 0
1

� �2� 1
1

� �2¼ 0; impurityðgsub12 Þ ¼
1� 0

1

� �2� 1
1

� �2¼ 0:444; Giniðsub1Þ ¼ pðgsub11 Þ � impurityðgsub11 Þþ pðgsub12 Þ �
impurityðgsub12 Þ ¼ 0 � 1

4 þ 0:44 � 3
4 ¼ 0:333: Similarly, we calculate the values Gini

(sub2) = 0.333, Gini(sub3) = 0. Since sub3 has the best measure value, implying that
it has the strongest association with the target class, then the candidate pair sub1 and
sub2 is joinable.

Table 1. Contiguous subsequences of length 4 of the data sequences in Fig. 2, and their
frequency counts in each data set class.

Feature Class 0 Class 1

acca 0 1
ccag 0 1
acta 0 1
ctag 0 1
cact 1 0
actg 1 0
gcta 1 0
ctaa 1 0
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The MSG algorithm performs joinable checking on every candidate pair within
each category. Once a candidate pair is determined to be joinable, then the two sub-
sequences are joined together to create a new subsequence, called subi, and they are
also marked. Then the joinable checking is performed on subi with every other sub-
sequence in the category. If there are other subsequences that are joinable with, then
they are also joined together with subi and marked. Finally, subi is added into the
mutated subsequence set. After all candidate pairs are checked, the algorithm deletes
the marked subsequences and the duplicate mutated subsequences. A simplified pseudo
code of mutated subsequences generation is shown in Fig. 3.

Combination of Categories. In the previous step, some contiguous subsequences
might remain intact. That is, they are not joined with other subsequences. Thus, in each
category, there might be two types of features: mutated subsequences and unchanged
contiguous subsequences. In this step, the algorithm combines the feature sets of all
categories together into one feature set. In this set, all features have length t, as defined
in Step (b).

Combination of Features of Different Lengths. After all the features of the lengths in
the user-defined range are generated in Step (a) through Step (d), the MSG algorithm
combines these features of different lengths together and constructs a new data set.
Each data instance in the new data set corresponds to a sequence in the original data set.
The instance’s value for each feature is a Boolean value stating whether or not the
feature is a subsequence of the instance. Table 2 shows the transformed data from the
data set in Fig. 2 for the subsequence length range 3−4.

Function Mutated_Subsequences_Generation(C):
• Input: C: set of subsequences
• Output: set of all features, contiguous and 

mutated subsequences, that can be generated from C

Initialization: S <- {}
for each pair of subsequences sub1 and sub2 in C do

if sub1 and sub2 is a joinable pair then
sub3 <- sub1 sub2
mark sub1
mark sub2
for each sequence subi in C do

if sub3 and subi is a joinable pair then
sub3 <- sub3 subi
mark subi

S <- S {sub3}
for each sequence subj in C do

if subj is marked then
C <- C -- subj

return C S

Fig. 3. The pseudo code for mutated subsequences generation. ⊕ is the join operator. For
example, acca� acta ¼ ac½c t�j a and acca� ac½t gj �a ¼ ac½c tj gj �a.
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4.2 Feature Selection

Once that the set of candidate features has been generated as described in Sect. 4.1, we
use bi-directional feature selection based on the CFS evaluation (see Sect. 4) to select
the best feature set from the transformed data set. This feature set is then used to build
classification models.

5 Experimental Evaluation

The performance of our MSG algorithm is compared with that of other feature gen-
eration algorithms which are commonly used for sequence classification. These algo-
rithms are described below.

• Position-based [11]: Each position is regarded as a feature, the value of which is
the alphabet symbol in that position.

• k-grams [4]: A k-gram is a sequence of length k over the alphabet of the data set
(see Fig. 1(a)). The value of a k-gram induced feature for a sequence S is whether
the k-gram occurs in S or not.

• k-gapped Pair [12]: In a k-gapped pair (xy, k), xy is an ordered pair of letters over
the alphabet of the data set, k is a non-negative integer (see Fig. 1(c)). The value of a
k-gapped pair induced feature for a sequence S is 1 if there is a position i in S, where
si = x and si+k+1 = y. Otherwise, the value is 0.

Notice that a k-gapped pair can be regarded as a mutated subsequence where the
k symbols between the pair can be any nucleotides. Thus, in order to perform a

Table 2. Transformed data set obtained by applying the MSG algorithm to the data set in Fig. 2,
with subsequence length range 3−4. Original data sequences are depicted as columns and
extracted features as rows due to formating restrictions.

accag actag ccctg gctaa

taa 0 0 0 1
gct 0 0 0 1
ctg 0 0 1 0
cac 0 0 1 0
act 0 1 1 0
cca 1 0 0 0
acc 1 0 0 0
[t|c]ag 1 1 0 0
ctaa 0 0 0 1
gcta 0 0 0 1
actg 0 0 1 0
cact 0 0 1 0
c[t|c]ag 1 1 0 0
ac[t|c]a 1 1 0 0
Class 1 1 0 0
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meaningful comparison, we use the same subsequence length values for the three
generation algorithms (k-grams, MSG, and k-gapped pair) in our experiments. More-
over, we use values of k > 5 to obtain features, since for k ≤ 5 most of the k-gapped
pairs are contained in all sequences, making them useless for classification.

To compare the performance of these algorithms, a number of experiments are carried
out on three data sets, the first two are collected from UCI Machine Learning Repository
[13], and the third one was collected in our prior work [14] from WormBase [15]:

• E.coli Promoter Gene Sequences Data Set: This data set consists of 53 DNA
promoter sequences and 53 DNA non-promoter sequences. Each sequence has
length 57. Its alphabet is {a, c, g, t}.

• Primate Splice-junction Gene Sequences Data Set: This data set contains 3190
DNA sequences of length 60. Also, its alphabet is {a, c, g, t}. Each sequence is in
one of three classes: exon/intron boundaries (EI), intron/exon boundaries (IE), and
non-splice (N). 745 data instances are classified as EI; 751 instances as IE; and 1694
instances as N.

• C.elegans Gene Expression Data Set: This data set contains 615 gene promoter
sequences of length 1000.We use here expression in EXC cells as the classification
target. 311 of the genes in this data set are expressed in EXC cells, and the other 304
genes are not.

The performance comparison in the following sections focuses on the prediction
level of models built on the generated features, and on differences among the models.
We implemented the four feature generation methods, MSG, k-grams, position-based,
and k-gapped pairs, in our own Java code. To measure the prediction level, we utilize
The WEKA System version 3.7.7 [16] to build three types of prediction models: J48
Decision Trees, Support Vector Machines (SVMs), and Logistic Regression (LR). We
use n-fold cross validation to test the models. We regard the models’ accuracy as their
prediction level. To measure the difference between two models, we perform a pair
t-test on their n-fold test results, and use p-values from the paired t-test to determine
whether or not the difference in model performance is statistically significant.

5.1 Results on the E.Coli Promoter Gene Sequences Data Set

Patterns from the Literature. As found in the biological literature [17, 18], and
summarized in [19], promoter sequences share some common DNA segments. Figure 4
presents some of these segments. As can be seen in the figure, these segments can
contain mutated positions. Also the segments are annotated with specific locations
where the segments occur in the original sequences. This is an important characteristic
distinguishing these segments from the subsequences generated by our algorithm. The
data set constructed by our MSG algorithm captures only presence of the subsequences
(not their positions) in the original sequences.

However, after examining the occurrences of the aforementioned segments in the
Promoter Gene Sequences data set, we found that for the most part each segment
occurs at most once in each sequence. Hence computational models created over this
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data set that deal only with presence of these patterns are expected to achieve a
prediction accuracy similar to that of computational models that take location into
consideration. Therefore, since the precise location of the patterns seems to be irrele-
vant, we expect our MSG algorithm to perform well on this data set.

Experimental Results. Each of the four feature generation methods under consider-
ation (MSG, k-grams, position-based, and k-gapped pair) was applied to the Promoter
Gene Sequence data set separately, yielding four different data sets. Parameter values
used for the feature generation methods were the following: for MSG, the range for the
length of transformed subsequences was 1−5; for k -grams, k ≤ 5; and for k-gapped,
k ≤ 10. Then, Correlation-based Feature Selection (CFS), described in Sect. 3.2, was
applied to each of these data sets to further reduce the number of features. The resulting
number of features in each of the data sets was: 61 for the MSG transformed data set,
43 for k-grams, 7 for position-based, and 29 for k-gapped pair. 5-fold cross validation
was used to train and test the models constructed on each of these data sets. Three
different model construction techniques were used: J4.8 decision trees, Logistic
Regression (LR), and SVMs. Figure 5 shows the prediction accuracy of the obtained
models. Table 3 depicts the statistical significance of the performance difference
between the models constructed over the MSG-transformed data set and the models
constructed over data sets constructed by other feature generation methods.

From Fig. 5, we can observe that the prediction levels of the models constructed
over features generated by MSG are superior to those of models constructed on other
features. The t-test results in Table 3 indicate that this superiority of MSG is statistically
significant at the p < 0.05 level in the cases highlighted in the table. As expected, the
MSG algorithm generates a highly predictive collection of features for this data set.
This in part due to the fact that for this data set, the presence alone, and not location, of
certain subsequences (or segments) discriminates well between promoter and
non-promoter sequences. Table 4 shows some of the features generated by MSG.

Fig. 4. Patterns taken from [19]. Promoter sequences share these segments at the given
locations. In these segments, “x” represents the occurrence of any nucleotide. The location is
specified as an offset from the Start of Transcription (SoT). For example, “-37” refers to the
location 37 base pair positions upstream from SoT.
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5.2 Results on the Primate Splice-Junction Gene Sequences Data Set

Patterns from the Literature. Some patterns in this data set have been identified in
[20]. These patterns state that a sequence is in EI or IE if the nucleotide triplets “TAA”,
“TAG”, and “TGA”, known as stop codons, are absent in certain positions of the
sequence. Conversely, if a sequence contains any stop codons in certain specified
positions, the sequence is not in EI (IE). To examine the effect of position on these
patterns, we generated the rules below, and calculated their confidence (i.e., prediction
accuracy) on this data set.

• Stop codons are present → not EI (74 %)
• Stop codons are present at specified positions → not EI (95 %)
• Stop codons are present → not IE (77 %)
• Stop codons are present at specified positions → not IE (91 %)

As can be seen, the position information is very important in these patterns. Hence,
we might expect that the MSG algorithm will not perform well on this data set, because

Fig. 5. Accuracy of models built on the features from four different feature generation methods
(MSG, k-gram, Position-based, and k-gapped pair), using three classification algorithms on the
Promoter Gene Sequences data.

Table 3. p-values obtained from t-tests comparing the prediction accuracies of models
constructed over MSG-generated features and models constructed over data sets generated by the
other 3 feature generation methods. t-tests were performed using 5-fold cross-validation over the
Promoter Gene Sequence data set. Highlighted in the table are the cases in which the superiority
of MSG is statistically significant at the p < 0.05 level.

k kBaseline: MSG -grams Position-based -gapped pair
p-value: J48 0.08 0.02 0.03
p-value: LR 0.01 0.06 0.01

p-value: SVM 0.08 0.08 0.01
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its generated features do not contain information about the location where subse-
quences appear in the original sequences.

Experimental Results. Once again, each of the four feature generation methods under
consideration (MSG, k-grams, position-based, and k-gapped pair) was applied to the
Splice-junction Gene Sequences data set separately, yielding four different data sets.

Fig. 6. Accuracy of models built on the features from four different feature generation methods
(MSG, k-gram, Position-based, and k-gapped pair), using three classification algorithms on the
Splice-junction Gene Sequence data.

Table 4. Sample features constructed by the MSG algorithm over the Promoter Gene Sequences
data set together with their correlation with the class feature.

MSG features Correlation with target

t[t|a]ta -0.61
[a|c]aaa -0.58
ta[a|g|c|t]aa -0.58
a[a|g|c|t]aat -0.56
ata[t|c|a|g]t -0.53
at[g|a|c]at -0.51
aatt[c|a|t|g] -0.51
aaa[g|a|t|c]t -0.5
tta[t|a|c]a -0.44
aaa[t|c|a|g]c -0.44
ccc[a|g] -0.41
ct[g|t|c|a]tt -0.41
at[t|a] -0.37
c[a|c|g|t]ggt 0.42
tgag[g|a] 0.43
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The parameters used for the feature generation algorithms were: for MSG, the range for
the length of transformed subsequences was 1−5; for k-grams, k ≤ 5; and for k-gapped,
k ≤ 10. Then, Correlation-based Feature Selection (CFS), described in Sect. 3.2, was
applied to each of these resulting data sets. The size of the feature set generated by the
MSG algorithm was 28, by k-grams was 29, by position-based was 22, and by k-
gapped pair was 49.

10-fold cross validation was used to construct and test models over these four data
sets. Average accuracies of the resulting models are shown in Fig. 6, and the t-test
results in Table 5. On this data set, the position-based algorithm performed the best.
This is expected given that location information is relevant for the classification of this
data set’s sequences, as discussed above. The MSG generated features yielded pre-
diction performance at the same level of that of k-grams; and statistically significantly
higher performance (at the p < 0.05 significance level) than that of k-gapped pair. Some
of these MSG generated features are shown in Table 6.

Table 5. p-values obtained from t-tests comparing the prediction accuracies of models
constructed over MSG-generated features and models constructed over data sets generated by the
other 3 feature generation methods. t-tests were performed using 10-fold cross-validation over
the Splice-junction Gene Sequences data set. Highlighted in the table are the cases in which the
superiority of MSG is statistically significant at the p < 0.05 level.

k kBaseline: MSG -grams Position-based -gapped pair

p-value: J48 0.23 6.5E-18 2.12E-13

p-value: LR 0.72 6.78E-16 7.3E-13

p-value: SVM 0.15 2.3E-17 3E-14

Table 6. Sample features constructed by the MSG algorithm over the Splice-junction Gene
Sequences data set together with their correlation with the class feature.

MSG features Correlation with target

gt[a|g]ag -0.5
ggt[a|g]a -0.44
ggt[a|g] -0.38
gt[a|g]a -0.35
gtg[c|a]g -0.35
aggt[a|g] -0.35
gta[g|a]g -0.34
[g|t|a]ggta -0.32
tc[t|c]t -0.03
[t|c]ag -0.02
t[c|t]tc 0.01
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5.3 Results on the C.Elegans Gene Expression Data Set

Patters from the Literature. Motifs are short subsequences in the promoter sequences
that have the ability to bind transcription factors, and thus to affect gene expression. For
example, a transcription factor CEH-6 is necessary for the gene aqp-8 to be expressed
in the EXC cell, by binding to a specific subsequence (ATTTGCAT) in the gene
promoter region [22]. The binding sites for a transcription factor are not completely
identical, as some variation is allowed. These potential binding sites are represented as
a position weight matrix (PWM), see Table 7 for an example. A motif is a reasonable
matching subsequence according to a specific PWM.

It has been shown that motifs at different positions in the promoter have different
importance in controlling transcription [23], and that the order of multiple motifs and
the distance between motifs can also affect gene expression [14].

Experimental Results. Each of the four feature generation methods under consider-
ation (MSG, k-grams, position-based, and k-gapped pair) was applied to the C.elegans
Gene Expression data set separately, yielding four different feature vector data sets. The
parameters used for the feature generation algorithms were: for MSG, the range for the
length of transformed subsequences was 1−6; for k-grams, k ≤ 6; and for k-gapped,
k ≤ 10. After CFS, the size of the feature set generated by the MSG algorithm was 97,
by k-grams was 63, by position-based was 122, and by k-gapped pair was 4. The
average accuracies of the resulting models with 10-fold cross validation are shown in
Fig. 7.

On this data set, MSG achieved the best performance among the methods tested.
The p-values in Table 8 indicate that MSG prediction performance is significantly
better than those of position-based and k-gapped pair at the p < 0.05 significance level.
MSG performed slightly better than k-grams, but not significantly better.

5.4 Discussion

Computational Complexity Comparison of the Methods. Suppose that a data set
consists of n sequences of length l over an alphabet B, where Bj j ¼ d (for the three data

Table 7. A PWM for PHA-4, found in [23]. It records the likelihood of each nucleotide at each
position of the PHA-4 motifs.

A C G T

1 0.097 0.144 0.52 0.238
2 0.003 0.755 0.003 0.238
3 0.003 0.097 0.003 0.896
4 0.003 0.896 0.097 0.003
5 0.003 0.99 0.003 0.003
6 0.849 0.003 0.144 0.003
7 0.99 0.003 0.003 0.003
8 0.614 0.05 0.191 0.144
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sets considered in this paper, d = 4). The position-based method has the lowest
computational complexity out of the four feature generation methods employed in this
paper. It takes O(l) time to extract each location as a feature for each sequence, so its
total complexity is O(nl). The k-gapped pair method needs to compute l – k − 1 pairs of
symbols for each sequence for a given gap size k. In our experiments, we considered
pairs with gap ≤ k, and since k ≪ l, the time complexity for each sequence is O(kl). Its
total complexity is O(nkl). Similarly, the k-gram method takes O(nkl) time complexity
to generate features of length ≤ k.

The MSG method has the highest computational complexity among the four
methods. Suppose that m subsequences are given as input to MSG (pseudo code in
Fig. 3). There are two outer loops and one inner loop in this process. The first outer

loop goes over all the
m
2

� �
pairs of subsequences, and its inner loop takes at most

m iterations. The second outer loop traverses m subsequences to delete the marked

ones. So the time complexity of this method is C m � m
2

� �
þm

� �
¼ oðm3Þ subse-

quences from the sequence data. Thus, its computational complexity is Oðd3kÞ in the
worst case.

Fig. 7. Accuracy of models built on the features from four different feature generation methods
(MSG, k-gram, Position-based, and k-gapped pair), using three classification algorithms on the
Gene Expression data.

Table 8. p-values obtained from t-tests comparing the prediction accuracies of models
constructed over MSG-generated features and models constructed over data sets generated by the
other 3 feature generation methods. t-tests were performed using 10-fold cross-validation over
the Gene Expression data set. Highlighted in the table are the cases in which the superiority of
MSG is statistically significant at the p < 0.05 level.

k kBaseline: MSG -grams Position-based -gapped pair

p-value: J48 0.18 0.41 0.01

p-value: LR 0.18 6.89E-6 1.45E-5 

p-value: SVM 0.21 8.39E-5 4.59E-5 
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Experimental Comparison of the Methods. The experimental results on the three
data sets provide evidence of the usefulness of the MSG algorithm. As we discussed
above, patterns in the E.coli promoter gene sequences data set are position-
independent, while patterns in the primate splice-junction gene sequences data set
are position-dependent. Given that the MSG-generated features do not take location
into consideration, MSG was expected to perform very well on the first data set but not
on the second data set. Our experimental results confirm this hypothesis. In summary,
MSG-generated features are most predictive in domains in which location is irrelevant
or plays a minor role. Nevertheless, even in domains in which location is important, our
MSG algorithm performed at the same level, or higher, than other feature generation
algorithms from the literature.

In the C.elegans gene expression data set, patterns are much more complex than in
the other two data sets considered. The MSG algorithm does not produce high clas-
sification accuracies on this data set. However, when compared to the other algorithms
under consideration, MSG generates features that yield more accurate prediction
models. One aspect that contributes to MSG’s comparably better performance on this
data set is its ability to represent mutations in the data sequences.

6 Conclusion and Future Work

In this work we present a novel feature generation method for sequence classification,
Mutated Subsequence Generation (MSG). This method considers subsequences, pos-
sibly containing mutations, as potential features for the classification of the original
sequences. It uses the Gini index to select the best features. We compare this method
with other feature generation methods on three genetic data sets, focusing on the
accuracy of the classification models built on the generated features. The experimental
results show that MSG outperforms other feature generation methods in domains where
presence, not specific location, of features within a sequence is relevant; and can
perform at the same level or higher than other non-position-based feature generation
methods in domains in which specific location, as well as presence, is important.
Additionally, MSG is capable of identifying one-position mutations in the subsequence
features that are highly associated with the classification target.

Future work includes further experimentation on much larger data sets; refinement
of our MSG algorithm to reduce its time complexity; extension of MSG to allow for
mutations in more than one subsequence position; and investigation of approaches to
and the effects of incorporating location information in the MSG generated features.
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Abstract. Chronic obstructive pulmonary disease (COPD) is one of the most
common respiratory diseases and a leading cause of morbidity and mortality. It
is characterized by irreversible airflow limitations. We aimed to explore whether
the dynamics of expiration could serve as a descriptor of airflow limitations.
Additionally, we explored the relationship between dynamic components and
the presence of COPD. A data-based model was developed using data from 474
subjects. Significant difference (p < 0.0001) was found comparing a group of
diseased patients with healthy for each dynamic component (namely the two
poles, the steady state gain (SSG) and the time constant). Moreover difference
was observed for each severity stage of disease. When ranking all components,
SSG and pole1 are highlighted as the best COPD descriptors. We concluded that
more detailed analysis of the forced expiration can be used to expand the
understanding of COPD. Furthermore, the obtained parameters may improve
current COPD assessment.

Keywords: Data based modeling � Transfer function � Chronic obstructive
pulmonary disease � Spirometry � Forced expiration

1 Introduction

Chronic Obstructive Pulmonary Disease (COPD) is a leading cause of morbidity and
mortality and therefore one of the major health challenges of the next decades [1, 2].
COPD is characterised by airflow limitation that is not fully reversible. It is usually
progressive and associated with an abnormal inflammatory response of lungs to nox-
ious particles or gases, most often from cigarette smoke [3]. Among all possible
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diseases, COPD is currently the 4th leading cause of death, while prediction of the
World Health Organization is that it will become the 3rd leading cause of death in less
than 2 decades from now [4–6]. According to the latest surveys, up to almost one fifth
of the adults older than 40 years have present mild airflow obstruction [7]. One of the
challenges in such a prevalent disease is to identify patients at risk for rapid deterio-
ration and to develop diagnostic tools which are directly clinically important [8, 9].

Indications of COPD are production of sputum, signs of dyspnea, chronic cough
or/and a history of exposure to tobacco smoke [1]. However, the current diagnosis is
based on lung volumes measured by a spirometer, as neither most common signs of
COPD nor patient history can accurately reflect presence of COPD. Current diagnosis
is simple and inexpensive to perform, but also lately debatable due to ability of over or
underdiagnosing [10]. In the past, various approaches have been developed to diagnose
and characterize COPD. Attempts were made to automatize the interpretation of the
forced oscillation technique with a few interesting algorithms [15], or to look into
computed tomography images of chest [11, 12], or even measurements of volatile
organic compounds in the exhaled air [13, 14]. Nevertheless, none of the methods
entered clinical practice, due to their complexity, costly undertaking or unsatisfactory
results.

Until now, mathematical data-based modelling was not employed in exploring
characteristics of COPD. Starting from the base that COPD, by definition, is flow
limited [3, 16] we hypothesized that modelling of the flow dynamics during exhalation
may provide a more detailed description of airway obstruction and thus more accurate
identification of presence of COPD.

In the present study our objective was firstly to develop a mathematical data-based
model for the decline of the forced expiratory flow during expiration and secondly, to
investigate the relationship between the dynamic components from the model and the
presence of COPD.

2 Methods

2.1 Study Population

This study included data of 474 individuals who performed a complete pulmonary
function testing (PFT) at cohort entry, including post-bronchodilator spirometry, body
plethysmography and diffusing capacity. All subjects were tested between October
2007 and January 2009 at the University Hospital of Leuven (Belgium), as described
earlier [17, 18]. In short, all participants were current or former heavy smokers with at
least 15 pack-years and minimal age of 50 years. As COPD is a smoking disease per se,
restricting our study to only smoking individuals increased chances to observe more
abnormal pulmonary functions and patients with higher risk for COPD. Individuals
with suspicion or diagnosis of asthma were excluded, as well as patients with exac-
erbations due to COPD within last 6 weeks and patients with other respiratory diseases.
The study was approved by the local ethical committee of the University Hospital
Leuven, (KU Leuven, Belgium). All patients included in the study provided informed
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consent. The study design of the LEUVEN COPD cohort can be found on www.
clinicaltrials.gov (NCT00858520).

According to the international COPD GOLD guidelines [1], patients with COPD
were identified when the post-bronchodilator FEV1/FVC ratio was < 0.7, furthermore
they were lined over different severity stages. The population consisted of 336 patients
with diagnosed COPD compared to 138 healthy controls. Stratified for disease severity
from mild (GOLD I) to moderate (GOLD II), severe (GOLD III) and very severe
(GOLD IV), the COPD population was comprised of 77, 101, 97 and 61, patients
respectively. Table 1 describes the population characteristics within two separate
groups, revealing typical characteristics for smoking and demographics of COPD
patients admitted in hospitals.

2.2 Pulmonary Function Tests

All pulmonary function tests were performed with standardized equipment (Masterlab,
Erich Jeager, Würzburg, Germany) by experienced respiratory technicians, according
to the ATS/ERS guidelines [19]. Spirometry data are post-bronchodilator measures and
expressed as percent predicted of normal reference values [20].

2.3 Data Based Modelling

For the development of the data-based model, MATLAB (7.14, The MathWorks,
Natick, Massachusetts) and the CAPTAIN toolbox for non-stationary time series
analysis, system identification, signal processing and forecasting were used [21]. In all
individuals the best expiratory curve (rule of highest sum of FEV1 and FVC [19]),
within one spirometry, was exported from the Masterlab system at a sampling rate of
125 Hz. By extracting data points it was possible to reconstruct the best expiratory
manoeuvre in MATLAB. To observe the dynamics of the expiration, only the declining

Table 1. Study population characteristics; Values are median and IQR; BMI = body mass index;
M = male; F = female; FEV1 = forced expiratory volume in one second; FVC = forced vital
capacity; M = male; %pred. = percent predicted of normal population reference values.

Healthy COPD

Patients, N 138 336
Sex, M/F 110/28 260/76
Age, years 60.7(57.3–64.6) 65.1(59.5–72.1)
Smoking, pack yr. 38.0(29.3–52.0) 45.0(32.6–60.0)
BMI, kg/m2 26.4(24.0–28.7) 25.0(22–28)
FEV1, %pred. 104.0(94–112) 53.0(35–78)
FVC, %pred. 108.0(100–118) 89.0(71–106)
FEV1/FVC 0.75(0.73– 0.78) 0.47(0.37– 0.62)
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phase of expiration was analysed. Declining is the area that starts at the peak flow and
ends at the end of the expiration, far right tail (Fig. 1).

When starting with data-based modelling, the appropriate model structure is
determined using objective methods of time series analysis from a generic model class.
The goal is to describe the data in a parametrically efficient way, but still having
simplicity in the sense of model parameters and model order. Considering our study
and data, the most appropriate model was a discrete-time transfer function (TF) model
for a single input single output (SISO) system. The general form of such a system is:

yt ¼ B Lð Þ
A Lð Þ ut þ nt ð1Þ

where yt is the output; ut is the input; nt is additive noise, assumed to be zero mean; L is
the backward shift operator; A(L) and B(L) are polynomials defined by the order of the
model in the following form:

Fig. 1. Two examples of expiratory manoeuvres; The solid line shows the expiratory flow of an
individual with diagnosed very severe COPD, while the dashed line shows the expiratory flow of
a healthy individual. Decline is considered the section when the flow starts dropping from its
maximum back to its minimum, over time.
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A Lð Þ ¼ 1þ a1Lþ . . .þ anLn ð2Þ

B Lð Þ ¼ b0 þ b1Lþ . . .þ bmLm ð3Þ

where n represents the order of the system: a1; . . .; an and b0; b1; . . .; bm are the TF
denominator and numerator parameters, respectively.

Once the input-output data are available, the TF parameters (Eqs. (2, 3)) can be
identified using statistical procedures. For the input data, we used an artificial unit
step-down, while the output signals were the original measurements obtained from
spirometry. An example of the input and output signals is given in Fig. 2. The
parameters of a TF model can be estimated using various methods of identification and
estimation procedures [22, 23]. In this study the Simplified Refined Instrumental
Variable (SRIV) algorithm was used as a method for model identification. The
advantage of SRIV lays not only in yielding consistent estimates of the parameters, but
also in exhibiting close to optimum performance in the model order reduction context.

An equally important problem to the parameter estimation is the identification of
the objective model order which will result in low complexity. The process of model

Fig. 2. The artificial unit step down (dashed line) used for each model as input signal; The solid
line shows an example of declination, meaning output signal (different for each individual). Ten
data points were initially inserted at the beginning of the measured signal in order to ensure stable
initial conditions for the SRIV algorithm.
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order identification can be performed by the use of well-chosen mathematical measures
which indicate the presence of over parameterization. An often used identification
procedure to select the most appropriate model structure is based on the minimisation
of the Young identification criterion, (YIC) [24] (Eq. (4)).

YIC ¼ ln
r2

r̂2
y

þ ln
1
np

Xnp
i¼1

r̂2P̂ii
â2i

 !
ð4Þ

where r̂2 is the sample variance of the model residuals; r2
y is the sample variance of the

measured system output about its mean value; np is the total number of model
parameters; â2i is the square of the i-th element in the parameter vector â; p̂ii is the i-th
diagonal element of the inverse cross product matrix P(N); r̂2pii can be considered as
an approximate estimate of the variance of the estimated uncertainty on the i-th
parameter estimate.

YIC is a heuristic statistical criterion which consists of two terms, as shown in
Eq. (4). The first term provides a normalised measure of how well the model fits the
original data: the smaller the variance of the model residuals, in relation to the variance
of the measured output, the smaller this term becomes. The second term is a normalised
measure of how well the model parameter estimates are defined. This term tends to
become bigger when the model is over-parameterised and the parameter estimates are
poorly defined. Consequently, the best model should minimise the YIC and provide a
good compromise between goodness of fit and parametric efficiency.

Finally, upon passing all listed steps, a derivation of dynamic components which
describe the exhaled airflow was feasible. Firstly, by using an individual TF for each
subject, we were able to derive poles of the model (Eq. (5)). These poles are direct
representatives of the dynamics of the observed model. Secondly, the steady-state gain
(SSG) of the model is also derived. SSG is the ratio of the output and the input of the
model in steady state, and it is obtained by Eq. (6). Lastly, the time constant (Tc) that
characterizes the response to a step input of first-order model is extracted. The time
constant represents the time that system’s step response needs to reach 63.2 % of its final
value. By interpolating this rule to a second-order model, values for Tc are determined.

Pole1;2 ¼ a1 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a21 � 4a2

p
2

ð5Þ

SSG ¼ Dy
Du

¼
Pm

i¼1 bi
1þ Pn

i¼1 ai
ð6Þ

2.4 Statistical Analysis

Statistical analysis was performed using GraphPad Prism version 5.01, (GraphPad
Software, La Jolla, California, USA). The Shapiro-Wilk test was used to control for
normality of the datasets, while a Mann Whitney and T-test was used to evaluate
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differences between subjects with and without COPD within disease severity stages. To
evaluate the extracted parameters we used information gain (IG) with ranking (Eq. (7)),
which is known to provide the most effective results [25]. This was executed in Weka
software version 3.6.10 [26].

IG Ex; að Þ ¼ H Exð Þ �
X

v2m að Þ

x 2 Exjm x; að Þ ¼ vf gj j
Exj j � H x 2 Exjm x; að Þ ¼ vf gð Þ

0
@

1
A
ð7Þ

where Ex represents the whole dataset, a is the observed parameter, x is specific
example of attribute, and m(x,a) is value of specific example. H defines the entropy.

3 Results

3.1 Expiration Model

Using the YIC, a second-order model was chosen. Looking into the complete dataset, a
second-order model explains the data with YIC of −14.5 (−15.7–−13.1) and RT

2 of
0.997 (0.994–0.998) (values are median and IQR). RT

2 represents goodness of fit
between original data and model. Confirmation of the good model order identification
is presented in Fig. 3, where the original output signal is compared with the simulated

Fig. 3. High agreement between the original (dotted line) and the simulated (solid line) output
signal is observed (RT

2 = 0.999, YIC = −18.081) when using second-order model.
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one using the estimated parameters from second-order model. Equation (8) shows
second-order model with model parameters:

H zð Þ ¼ b0 þ b1z�1

1þ a1z�1 þ a2z�2 ð8Þ

In total, analysis was performed employing two poles (from the second-order
model) and SSG of the model from 423 individuals. From the 474 individuals included,
51 (= 10.8 %) were excluded, where 32 (= 6.8 %) due to missing data from the PFT and
19 (= 4 %) due to model instability.

3.2 Comparison of Dynamic Components

More detailed investigation of the poles of the model, that represents the dynamics of the
airflow exhalation, resulted in clear difference when comparing subjects with and
without COPD (Fig. 4, panels C and D). The first pole was higher when COPD was
present, indicating that the system starts faster when disease occurs. Median (IQR) poles

Fig. 4. Comparison of the dynamic components between groups of subjects with and without
diagnosed COPD. SSG = Steady Stage Gain, Tc = Time Constant; Graphs are represented with
median (IQR) with whiskers on 5–95 percentile, * = p < 0.0001, ** = p < 0.001; + indicates
mean value.
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in subjects without disease were 0.9868 (0.9810–0.9892) and 0.9333 (0.9010–0.9529),
respectively for first and second pole, compared to 0.9929 (0.9901–0.9952) and 0.9082
(0.8669–0.9398) in subjects with COPD (p < 0.0001 for first pole and p < 0.001 for
second pole). When stratifying for disease severity, the same shift in poles with disease
progression was noticed (Fig. 5, panels C and D). For the first pole, significant difference
(p < 0.0001) was recorded for each GOLD stage, while the second pole showed sig-
nificant difference only from the second stage on. This pointed that the dynamics of the
system become faster with higher severity. Median poles (pole1 and pole2) were 0.9895
and 0.9346 for GOLD I, 0.9916 and 0.9160 for GOLD II, 0.9946 and 0.9009 for
GOLD III and finally for GOLD IV 0.9959 and 0.8615.

When focusing the analysis on the SSG of the model, similar conclusions to the one
with poles can be made. Namely, median (IQR) SSG in subjects with COPD was
significantly lower 3.9 (2.7-5.6) compared to 8.2 (7.1–9.3) in subjects without COPD,
(p < 0.0001) (Fig. 4, panel A). When stratifying over severity of COPD, SSG decreased
significantly (p < 0.0001) with each GOLD stage: 6.8 (5.7–7.8), 5.0 (3.9–5.7), 3.1 (2.6–
3.7) and 2.3 (1.7–2.8), respectively (Fig. 5, panel A). This is manifested due to lower
flow change that occurs when the lungs are obstructive compared to healthy lungs.

Fig. 5. Comparison of the dynamic components over each stage of disease severity.
SSG = Steady Stage Gain, Tc = Time Constant; Graphs are represented with median (IQR) with
whiskers on 5–95 percentile, * = p < 0.0001; + indicates mean value.
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Moreover, Tc was also significantly different (p < 0.0001) in disease vs. no disease
(Fig. 4, panel B). Median (IQR) Tc in subjects with COPD was 0.27 (0.22–0.32)
compared to 0.21 (0.13–0.30) when smoking induced disease is not recorded. Fur-
thermore, analysis over each severity stage (Fig. 5, panel B) revealed that patients with
GOLD I have highest Tc, which is followed with a significant drop over each disease
severity stage. The larger a time constant is, the slower the fall of the expired airflow.
Therefore, indicating that the more severe COPD is, expired flow will decline faster.

3.3 Ranking of Dynamic Components

Using the information gain, we evaluated the amount of useful information that each
component provides for prediction of a disease by knowing its presence or absence.
SSG was highlighted as the best descriptor of COPD presence with IG of 0.3788,
which is closely followed by a Pole 1 with IG of 0.3041 (Table 2).

4 Discussion and Conclusions

Our study demonstrates that the dynamics from a data-based model of forced expiration
can be used as descriptor of chronic obstructive pulmonary disease. We show that the
dynamic components relate highly with the presence and severity of COPD. In addi-
tion, our method may bring diagnosis for COPD back to its definition by quantifying
flow limitations.

As far as we know, our on-going project is the first to explore the concept of
modelling airflow dynamics and associating it with COPD presence in a larger group of
individuals comprising COPD patients of all severity stages, as well as smoking
controls. In our population, we found that poles, steady state gain and time constant
match well with severity of COPD. Moreover, we see a clear trend of the data (sta-
tistically significant) for each of the components, over every incrementing stage of the
disease. Statistical ranking of the developed components, based on measure of decrease
in entropy (COPD vs. No COPD), revealed SSG together with pole 1 as the best
dynamic descriptors of COPD presence.

The concept we are introducing opens new opportunities for research in the field of
respiratory mechanism and respiratory diseases. In general, by using airflow dynamics, we
see significant drop of steady state gain with worsening of the disease. It confirms that
obstructive lungs are having more difficulties to exhale high flows with subsequent lower
speeds. We see that components anticipating faster dynamics of the system (pole 1) are

Table 2. Ranking by information gain method.

Rank Information gain Dynamic component

1. 0.3788 Steady state gain
2. 0.3041 Pole 1
3. 0.1154 Pole 2
4. 0.0945 Time constant

242 M. Topalovic et al.



associated with the presence of COPD. Further, the system dynamics will also increase
with the increase of COPD severity stage. One can conclude that bigger obstruction of
lungs will result in very fast emptying of the certain amount of air (mainly from trachea)
and then very slow emptying the rest of the air (seen from pole 2). The evolution of the
time constant also supports such a conclusion, as more obstruction means less time to
reach 63.2 % of the total exhaled air. Various reasons influence such an occurrence. Firstly
it is common to observe that airway narrowing or airway collapse cause suddenly
diminished airflow [27]. Additionally, in COPD, the greatest reduction in air flow occurs
during expiration, as the pressure in the chest compress the airways [28]. One would
assume that loss of lung tissue elasticity, typical for emphysematous type of COPD, plays
an additional role in accelerating exhalation dynamics, as it might be the case that lungs
reach faster their limits while exhaling [29].

When comparing with other alternative approaches, the advantage of our method is
that parameters obtained from model-based method can have physiological validity.
Further, when used with routine spirometry during patient examination, this method is
simplest, fastest and cheapest to perform.

An additional strength of this study is the fact that observing dynamics of the flow
decay represents the same approach that many researchers had performed in the past,
but based only on a visual basis of typical patterns [30, 31]. Today routinely, clinicians
are capable to presume presence of Chronic Obstructive Pulmonary Disease, on the
basis of visual assessment of flow decay, whereas with this study we offer a quantitative
and automated way of inspection. We believe that the concept which we are intro-
ducing, is easy to understand and linked to physiological behaviour of the lungs.

Finally, our method failed to provide valid measurements in 4 % of the cases. This
occurrence is inevitable, as we tried to the automatize process where data selection and
estimation algorithm are not always the optimal ones. Certainly, this could be avoided
in most of the cases, if ensuring that exhalation ends with a plateau (having stable
ending).

To conclude, our data provide strong evidence that more detailed analysis of forced
expiration can be used to expand understanding of the chronic obstructive pulmonary
disease. Moreover, if characterized as in our model, flow decline may improve current
COPD assessment by spirometry.
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Abstract. In the literature several silent speech interfaces based on Surface
Electromyography (EMG) can be found. However, it is yet unclear if we are
able to sense muscles activity related to nasal port opening/closing. Detecting
the nasality phenomena, would increase the performance of languages with
strong nasal characteristics such as European Portuguese. In this paper we
explore the use of surface EMG electrodes, a non-invasive method, positioned in
the face and neck regions to explore the existence of useful information about
the velum movement. For an accurate interpretation and validation of the pro-
posed method, we use velum movement information extracted from Real-Time
Magnetic Resonance Imaging (RT-MRI) data. Overall, results of this study
show that differences can be found in the EMG signals for the case of nasal
vowels, by sensors positioned below the ear between the mastoid process and
the mandible in the upper neck region.

Keywords: Velum movement detection � Surface electromyography � Silent
speech interfaces

1 Introduction

Automatic Speech Recognition (ASR) has suffered a significant evolution in the past
decades. However, issues like environmental noise and irregular speech patterns such
as the ones found in elderly speech remain a challenge for the speech community [1].
One of the reasons behind these problems is due to the fact that conventional speech
interfaces strongly rely on the acoustic signal. Hence, ASR becomes inappropriate
when used in the presence of environmental noise, such as in office settings, or when
used in situations where privacy or confidentiality is required. For the same reason,
speech-impaired persons such as those who were subjected to a laryngectomy are
unable to use this type of interface. Hence, robust speech recognition and improved
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user experience, with this type of interfaces, are still an attractive research topic [2–4].
A Silent Speech Interface (SSI) can be viewed as an alternative or complementary
solution since it allows for communication to occur in the absence of an acoustic signal
and, although they are still in an early stage of development, recent results show that
this type of interface can be used to tackle these issues. For an overview about SSIs the
reader is forwarded to Denby et al. [5].

Surface Electromyography (EMG) is one of the approaches reported in literature
that is suitable for implementing an SSI, having achieved promising results [6, 7].
A known challenge in SSIs, including those based on surface EMG, is the detection of
the nasality phenomena in speech production and it remains unclear if information on
nasality is present [5]. Nasality detection is a known challenge in the field of SSI and an
important one for languages with nasal characteristics, such as European Portuguese
(EP) [8], which is the selected language for the experiments here reported. Addition-
ally, no SSI exists for Portuguese and, as previously discussed by Freitas et al. [9],
nasality can cause severe accuracy degradation for this language. Given the particular
relevance of nasality for EP, we have conducted an experiment that seeks to expand
knowledge in this field, determining the possibility of detecting nasality in EMG-based
speech interfaces, consequently improving interaction with these systems. The rationale
behind this experiment consists in crossing two types of data containing information
about the velum movement: (1) images collected using Real Time Magnetic Resonance
Imaging (RT-MRI) and (2) the myoelectric signal collected using Surface EMG. By
combining these two sources, ensuring compatible scenario conditions and proper time
alignment, we are able to accurately estimate when the velum moves, under a nasality
phenomenon, and establish the differences between nasal and oral vowels using surface
EMG.

The remainder of this article is organized as follows: Sect. 2 provides a brief
contextualization regarding nasality and the muscles associated with velar activity;
Sect. 3 presents an overview regarding the use of EMG in the context of SSIs; Sect. 4
describes the main features of our experimental setting; Sect. 5 presents and discusses
notable results; finally, Sects. 6 and 7 provide the conclusions and ideas that should
guide further developments.

2 Background

For a vowel to be perceived as nasal, the velopharyngeal port needs to open and the
velum to be lowered, creating an additional air passage and making the air go through
the oral and nasal cavities. The air passage for the nasal cavity is essentially controlled
by the velum that when lowered, enables resonance in the nasal cavity. The production
of oral sounds occurs when the velum is raised and the access to the nasal cavity is
closed [8]. The process of moving the velum involves several muscles [10–12]. The
muscles responsible for elevating the velum are the following: Levator veli palatini;
Musculus uvulae [13]; Superior pharyngeal constrictor; and the Tensor veli palatini.
Along with gravity, relaxation of the above-mentioned muscles, the Palatoglossus and
the Palatopharyngeous are responsible for the lowering of the velum.
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2.1 Nasality in European Portuguese

Nasality is an important characteristic not only of European Portuguese but also of a
vast number of languages with around 20 % of the world languages having nasal
vowels [14]. In EP there are five nasal vowels ([ĩ], [ẽ], [ɐ ̃], [õ], and [ũ]); three nasal
consonants ([m], [n], and [ɲ]); and several nasal diphthongs [wɐ ̃] (e.g. quando), [wẽ]
(e.g. aguentar), [jɐ ̃] (e.g. fiando), [wĩ] (e.g. ruim) and triphthongs [wɐ ̃w] (e.g. enx-
aguam). Nasal vowels in EP diverge from other languages, such as French, in its wider
variation in the initial segment and stronger nasality at the end [15, 16]. Doubts still
remain regarding tongue positions and other articulators during nasals production in
EP, namely, nasal vowels [17]. Differences at the pharyngeal cavity level and velum
port opening quotient were also detected by Martins et al. [18] when comparing EP and
French nasal vowels articulation. In EP, nasality can distinguish consonants (e.g. the
bilabial stop consonant [p] becomes [m]), creating minimal pairs such as [patu]/[matu]
and vowels, in minimal pairs such as [titu]/[tĩtu].

3 Related Work

In previous studies, the application of EMG to measure the level of activity of the
muscles involved in the velum movement has been performed by means of intra-
muscular electrodes [12, 19] using surface electrodes positioned directly on the oral
surface of the soft palate [20, 21]. One of the distinctive features of our work is the use
of surface electrodes placed in the face and neck regions, a significantly less invasive
approach and quite more realistic and representative of the SSIs case scenarios. Also,
although intramuscular electrodes may offer more reliable myoelectric signals, they
also require considerable medical skills. For both reasons, intramuscular electrodes
were not considered for this study.

No literature exists in terms of detecting the muscles involved in the velopharyn-
geal function with surface EMG electrodes placed on the face and neck regions.
However, previous studies in the lumbar spine region have shown that if proper
electrode positioning is considered a representation of deeper muscles can be acquired
[22] thus raising a question that is currently unanswered: is surface EMG able to detect
activity of the muscles related to nasal port opening/closing and consequently detect the
velar movement? Another related question that can be raised is how we can show, with
some confidence, that the signal we are seeing is in fact the myoelectric signal gen-
erated by the velum movement and not spurious movements caused by neighboring
muscles unrelated to the velopharyngeal function.

3.1 EMG-Based Speech Interfaces

Our method relies on Surface EMG sensors to detect nasality. This technique has also
been applied to audible speech and silent speech recognition (e.g. Schultz andWand [6]).
Relevant results in this area were first reported in 2001 by Chan et al. [23] where surface
EMG sensors were used to recognize ten English digits, achieving accuracy rates as high
as 93 %. In 2003, Jorgensen et al. [7] achieved an average accuracy rate of 92 % for a
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vocabulary with six distinct English words, using a single pair of electrodes for non-
audible speech. In 2007, Jou et al. [24] reported an average accuracy of 70.1 % for a
101-word vocabulary in a speaker dependent scenario. In 2010, Schultz and Wand [6]
reported similar average accuracies using phonetic feature bundling for modelling
coarticulation on the same vocabulary and an accuracy of 90 % for the best-recognized
speaker. Latest research in this area has been focused on the differences between audible
and silent speech and how to decrease the impact of different speaking modes [25]; the
importance of acoustic feedback [26]; EMG-based phone classification [27]; session-
independent training methods [28]; adapting to new languages [9]; and EMG recording
systems based on multi-channel electrode arrays [29].

Our technique can, in theory, be used as a complement to a surface EMG-based
speech interface by adding a new sensor, or be combined with other silent speech
recognition techniques such as Ultrasonic Doppler Sensing [30], Video [31], etc. by
using a multimodal approach.

4 Methodology

To determine the possibility of detecting nasality using surface EMG we need to know
when the velum is moving, avoiding signals from other muscles, artifacts and noise, to
be misjudged as signal coming from the target muscles. To overcome this problem we
take advantage of a previous data collection based on RT-MRI [32], which provides an
excellent method to interpret EMG data and estimate when the velum is moving.
Recent advances in MRI technology allow real-time visualization of the vocal tract
with an acceptable spatial and temporal resolution. This sensing technology enables us
to have access to real time images with relevant articulatory information for our study,
including velum raising and lowering. In order to make the correlation between the two
signals, audio recordings were performed in both data collections by the same speakers.
Notice that EMG and RT-MRI data cannot be collected together, so the best option is
to collect the same corpus for the same set of speakers, at different times, reading the
same prompts in EMG and RT-MRI.

4.1 Corpora

The two corpora collected (RT-MRI and EMG) share a subset of the same prompts.
This set of prompts, shown in Table 1, is characterized by several non-sense words that
contain five EP nasal vowels ([ɐ ̃, e ̃, i ̃, õ, u ̃]) in isolated, word-initial, word-internal and
word-final context (e.g. ampa [ɐ ̃pɐ], pampa [pɐ ̃pɐ], pam [pɐ ̃]). The nasal vowels were
flanked by the bilabial stop or the labiodental fricative. For comparison purposes the set
of prompts also includes isolated oral vowels and in context. In the EMG data col-
lection a total of 90 utterances per speaker were recorded. A detailed description of the
RT-MRI corpus can be found in [32].

Three female EP speakers aged 22, 22 and 33 participated in this study. No history
of hearing or speech disorders is known for all of them. One of the speakers is a
professor in the area of Phonetics and the remaining speakers are students in the area of
Speech Therapy.
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4.2 RT-MRI Data

The RT-MRI data collection was previously conducted for the three speakers at
IBILI/Coimbra in the context of ongoing research focusing on nasality in European
Portuguese. Images were acquired in the midsagittal and coronal oblique (encom-
passing the oral and nasal cavities) planes of the vocal tract at a frame rate of 14
frames/second. For additional information concerning the image acquisition protocol
the reader is forwarded to Silva et al. [33]. The audio was recorded simultaneously with
the real-time images, inside the scanner, at a sampling rate of 16000 Hz, using a fiber
optic microphone. For synchronization purposes a TTL pulse was generated from the
RT-MRI scanner [32].

Extraction of Information on Nasal Port from RT MRI Data. For the mid-sagittal
RT-MRI sequences of the vocal tract, since the main interest was to interpret velum
position/movement from the sagittal RT-MRI sequences, instead of measuring dis-
tances, we opted for a method based on the area variation between the velum and
pharynx, closely related to velum position. These images allowed deriving a signal
over time that describes the velum movement (shown in Fig. 1 and depicted as dashed

Table 1. Prompt subset used in EMG and RT-MRI data collection. IPA phonetic notation was
used.

Vowel Context Prompt

ɐ̃ p ampa, pampa, pã [ɐ̃pɐ, pɐ̃pɐ, pɐ ̃]
ẽ p empa, pempa, pem [ẽpɐ, pẽpɐ, pe ̃]
i ̃ p impa, pimpa, pim [i ̃pɐ, pi ̃pɐ, pĩ]
õ p ompa, pompa, pom [õpɐ, põpɐ, põ]
ũ p umpa, pumpa, pum [ũpɐ, pũpɐ, pũ]
ɐ̃ f anfa, fanfa, fan [ɐ ̃fɐ, fɐ̃fɐ, fɐ̃]
i ̃ f infa, finfa, fin [i ̃fɐ, fĩfɐ, fi ̃]
ũ f unfa, funfa, fun [ũfɐ, fũfɐ, fũ]
a p pápa [papɐ]
ɐ p pâpa [pɐpɐ]
e p pépa [pepɐ]
ɛ p pêpa [pɛpɐ]
i p pipa [pipɐ]
ɔ p pópa [pɔpɐ]
o p pôpa [popɐ]
u p pupa [pupɐ]
[ɐ̃, e ̃, i ̃, õ, ũ] Isolated ã, em, im, om, um [ɐ ̃, ẽ, i ̃, õ, ũ]
[a, ɛ, i, ɔ, u] Isolated a é i ó u [a, ɛ, i, ɔ, u]
[ɐ, e, o] Isolated â ê ô [ɐ, e, o]
ɐ m ama, ana, anha [ɐmɐ, ɐnɐ, ɐɲɐ]
i m imi, ini, inhi [imi, ini, iɲi]
u m umu, unu, unhu [umu, unu, uɲu]
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line in Fig. 4). As can be observed, minima correspond to a closed velopharingeal port
(oral sound) and maxima to an open port (nasal sound). Coronal oblique real-time
images were also processed to extract information of the nasal port (refer to Fig. 2 for
notable examples). After segmentation of the nasal cavity the corresponding area was
computed and a variation curve was derived, similar to the one obtained from the
sagittal sequences: local maxima corresponding to an open velar port and minima to a
closed port. Additional details concerning the segmentation of the oblique real-time
images for velum movement extraction can be found in Silva et al. [33] and resulted in
similar variation curves.

4.3 Surface EMG Data Collection

To take advantage of the RT-MRI information, the same speakers that have performed
the RT-MRI recordings were considered. The EMG recordings, for each speaker, took
place in a single session in order to ensure that the sensors position were maintained
throughout the recordings. While uttering the prompts no other movement, besides the
one associated with speech production, was made, including any kind of neck move-
ment. The recordings took place in an isolated quiet room. An assistant was responsible
for pushing the record button and also stopping the recording after the prompt in order
to avoid unwanted muscle activity. The prompts were presented to the speaker in a
random order and were selected based on the already existent RT-MRI corpus [32]. In
this data collection two signals were acquired synchronously: myoelectric and audio.

The used acquisition system, from Plux [34], consisted of 5 pairs of EMG surface
electrodes where the result is the amplified difference between each pair of electrodes.
These electrodes measure the myoelectric activity using bipolar and monopolar elec-
trode configuration, always using a reference electrode located in a place with low or
negligible muscle activity. In the monopolar configuration, instead of placing the
electrode pair along the muscle fiber, only one of the electrodes is placed on the
articulatory muscles while the other electrode is placed in an area without muscle
activity. The sensors were attached to the skin using single-use 2.5 cm diameter clear
plastic self-adhesive surfaces and approximately considering 2 cm spacing between the
electrodes center. No specific background literature in speech science exists to support
surface EMG sensor position placement in order to detect the muscles referred in
Sect. 2. Hence, we determined a set of positions that should cover, as best as possible,
the most probable positions for detecting the targeted muscles based on the anatomy
and physiology literature (e.g., Hardcastle [11]) along with preliminary trials. As
depicted on Fig. 3, the 5 sensor pairs were positioned in a way that covers the upper
neck area, the area above the mandibular notch and the area below the ear between the
mastoid process and the mandible. The reference electrodes were placed in the mastoid
portion of the temporal bone and in the cervical vertebrae. Even though the goal is to
detect signals from the muscles involved in the velopharyngeal function it is also
expected to acquire unwanted myoelectric signals due to the superposition of muscles
in these areas, such as the jaw muscles. However, in spite of the muscles of the velum
being remote from this peripheral region, we expect to be able to select a sensor
location that enables us to identify and classify the targeted muscle signal with success.
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The technical specifications of the acquisition system [34] include snaps with a
diameter of 14.6 mm and 6.2 mm of height, a voltage range that goes from 0.0 V to
5.0 V and a voltage gain of 1000. The recording signal was sampled at 600 Hz and 12
bit samples were used.

The audio recordings were performed using a laptop integrated dual-microphone
array using a sample rate of 8000 Hz, 16 bits per sample and a single audio channel.
Since the audio quality was not a requirement in this collection we opted for this solution
instead of a headset microphone which could cause interference with the EMG signal.

4.4 Signal Synchronization

In order to address the nasality detection problem we need to synchronize the EMG and
RT-MRI signals. We start by aligning both EMG and the information extracted from

Fig. 1. Mid-sagittal RT-MRI images of the vocal tract for several velum positions, over time,
showing evolution from a raised velum, to a lowered velum and back to initial conditions. The
presented curve, used for analysis, was derived from the images.

Fig. 2. Coronal oblique RT-MRI images. From left to right, orientation of the oblique plane
depicted over a mid-sagittal image, coronal oblique image depicting the location of the region of
interest and a set of four detail images showing different velar port apertures. In the rightmost
image, the velar port is completely closed.
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the RT-MRI with the corresponding audio recordings. Next, we resample the audio
recordings to 12000 Hz and apply Dynamic Time Warping (DTW) to the signals,
finding the optimal match between the two sequences. Based on the DTW result we
map the information extracted from RT-MRI to the EMG time axis, establishing the
needed correspondence between the EMG and the RT-MRI information, as depicted in
Fig. 4.

Based on the information extracted from the RT-MRI signal and after signal
alignment, we are able to segment the EMG signal into nasal and non-nasal, as depicted
in Fig. 5. Considering the normalized RT-MRI signal x, based on an empirical analysis
of the signals of all users, we determine that x nð Þ��xþ r

2

� �
indicates a nasal event and

Fig. 3. EMG electrodes positioning and the respective channels (1 to 5) plus the reference
electrode (R). EMG channels 1 and 2 use a monopolar configuration and channels 3, 4 and 5 use
bipolar configurations.

Fig. 4. Notable example that depicts the warped signal containing the nasal information
extracted from RT-MRI (dashed line) superimposed on the speech recorded during the
corresponding RT-MRI and EMG acquisition, for the sentence [ɐ̃pɐ, pɐ ̃pɐ, pɐ̃].
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x nð Þ\�xþ r
2

� �
indicates a non-nasal event. Then by we use the angle between the

nearest peak and the points where the x nð Þ¼�x to calculate the nasal zone boundaries,
making the transitional part of the signal (i.e., lowering and raising of the velum) to be
included in the nasal zones.

5 Analysis and Classification Results

In this section we present the results of the analysis that combines the EMG signal with
the information extracted from the RT-MRI signal and a frame-based classification
experiment.

5.1 EMG Signal Analysis

After extracting the required information from the RT-MRI images and aligning it with
the EMG signal we explored possible relations between the signals. To facilitate the
analysis the EMG signal was pre-processed by applying a 12-point moving average
filter with zero-phase distortion to the absolute value of the normalized EMG signal.
An example of the resulting signal for all channels, along with the data derived from
the RT-MRI, aligned as described in Sect. 4.4, is depicted in Fig. 6. Based on a visual
analysis, it is worth noticing that several peaks anticipate the nasal sound, especially in
channels 2, 3 and 4. These peaks are most accentuated for the middle and final word
position.

By using surface electrodes the risk of acquiring myoelectric signal superposition is
relatively high, particularly for muscles related with the movement of the lower jaw and
the tongue considering the electrodes position. However, if we analyze an example of a
close vowel such as [ĩ], where the movement of the jaw is less prominent, the peaks
found in the signal still anticipate the RT-MRI velar information for channels 3 and 4.
Channel 5 also exhibits notable activity in this case which might be caused by its
position near the tongue muscles and the tongue movement associated with the artic-
ulation of the [ĩ] vowel. If the same analysis is considered for isolated nasal vowels ([ɐ ̃,
e ̃, i ̃, õ, u ̃]) of the same speaker, EMG Channel 1 signal exhibits a more clearer signal
apparently with less muscle crosstalk and peaks can be noticed before the nasal vowels.

Fig. 5. Nasal and non-nasal zones definition based on the RT-MRI velum information.
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For the remaining channels there is not a clear relation with all the vowels, although
signal amplitude variations can be noticed in the last three vowels for EMG channel 3.

The fact that all seemed to point for the presence of differences between the two
classes (nasal and non-nasal) motivated an exploratory classification experiment based
on Support Vector Machines (SVMs), which have presented an acceptable performance
in other applications, even when trained with small data sets.

5.2 Frame-Based Nasality Classification

In a real use situation the information about the nasal and non-nasal zones extracted
from the RT-MRI signal is not available. As such, in order to complement our study
and because we want to have a nasality feature detector, we have conducted an
experiment where we split the EMG signal into frames and classify them as one of two
classes: nasal or non-nasal. For estimating classifier performance we have applied
10-fold cross-validation technique to a set of frames from the 3 speakers, which
includes the utterances with the nasal vowels flanked by a bilabial stop. A total of 1572
frames (801 nasal and 771 non-nasal) were considered. From each frame we extract 9
first order temporal features similar to the ones used by Hudgins et al. [35]. Our feature
vector is then composed by mean, absolute mean, standard deviation, maximum,
minimum, kurtosis, energy, zero-crossing rate and mean absolute slope. We have
considered 100 ms frames and a frame shift of 20 ms. Both feature set and frame sizes
were determined after several experiments. For classification we have used SVMs with
a Gaussian Radial Basis Function.

In our classification experiments we start by using the data from all speakers.
Results of 4 relevant metrics are depicted in Fig. 7. Besides the mean value of the
10-fold, 95 % confidence intervals are also included. Results indicate a best result for
EMG Channel 3 with 32.5 % mean error rate, an F-score of 66.3 %, a mean sensitivity

Fig. 6. Filtered EMG signal for the several channels (pink), the aligned RT-MRI information
(blue) and the corresponding audio signal for the sentence [ɐ̃pɐ, pɐ ̃pɐ, pɐ̃] from speaker 1.
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of 65.5 % and a mean specificity of 69.4 %. Channels 4 and 2 achieved second and
third best error rates with mean error rates of 32.7 % and 33.2 % and an F-score of
64.5 % and 64.3 %.

We have also run the same experiment for each individual speaker. EMG channel 3
obtained the best overall result with 24.3 % mean error rate and 62.3 % mean F-score.
The best results for each individual speaker were found for Speaker 3 with 23.4 % and
23.6 % mean error rate and F-score values of 72.1 % and 70.3 % in EMG channels 4
and 3, respectively. For Speaker 1 and 2, EMG channel 3 presents the best results with
25.7 % and 23.7 % mean error rate and F-score values of 76.1 % and 51.9 %. However,
if we look into the data of Speaker 2 a higher amount of nasal frames is found,
explained by common breathings between words, which imply an open velum.

On a different perspective, if we subtract the global mean error rate from all
channels then, as seen in Fig. 8, EMG channel 3 exhibits a mean error rate 4.1 % below
this mean, followed by EMG channel 4 with 1.0 % below the global mean.

To assess if any advantage could be extracted from using channel combination to
improve classification we have also experienced classification with multiple EMG
channels. However, no improvements were verified when comparing with the previ-
ously obtained results, a fact that might suggest information overlap among channels.

Fig. 7. Classification results (mean value of the 10-fold for error rate, F-score, sensitivity and
specificity) for all channels and speakers. Error bars show a 95 % confidence interval.
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6 Conclusions

To address the challenge of nasality detection in silent speech interaction, we propose a
solution based on surface EMG that uses RT-MRI, a distinct source of information, as a
ground truth modality. The information extracted from the RT-MRI images allows us
to know when to expect nasal information. Thus, by synchronizing both signals, based
on simultaneously recorded audio signals from the same speaker, we are able to explore
the existence of useful information in the EMG signal about the velum movement. The
global results of this study, although preliminary in the sense that further validation is
required, point to the fact that the selected approach can be used to reduce the error rate
caused by nasality in languages where this characteristic is particularly relevant such as
Portuguese, also providing background for future studies in terms of sensor position-
ing. The results of this study show that, in a real use situation, error rates as low as
23.4 % can be achieved for sensors positioned below the ear between the mastoid
process and the mandible in the upper neck region, and that careful articulation,
positioning of the sensors or even anatomy of the speaker may influence nasality
detection results. Also, although the methodology used in this study partially relies on
RT-MRI information for scientific substantiation, a technology which requires a
complex and expensive setup, the proposed solution to detect nasality is solely based
on a single sensor of surface EMG. Thus, the development of an SSI based on EMG for
EP, with language adapted sensor positioning, seems to be now a possibility.

Fig. 8. Difference between the mean error rate of all channels and the corresponding result of
each channel for all speakers. Error bars show a 95 % confidence interval.

Velar Movement Assessment for Speech Interfaces: An Exploratory 257



7 Future Work

For future work our aim is to integrate this solution into a multimodal SSI for European
Portuguese. We will also analyze other non-invasive modalities such as Ultrasonic
Doppler [30] or general electromagnetic motion sensor (GEMS) [36], which combined
with this approach, may improve the achieved results and allow for a more accurate
detection. It would also be interesting to explore an event-based technique that upon
muscle activation would be able to trigger a velum state change. However, the
superimposition of muscles in the studied areas make it a complex achievement to
attain.

The work presented in this article explicitly addresses nasality. Nevertheless, the
work being carried out encompasses a wider range of studies. The multimodal
acquisition setting used for the presented experiments is an instantiation of a generic
framework designed to support exploratory studies concerning the applicability of
surface EMG in the context of SSIs. This framework can include additional modalities
to provide reference data targeting different articulators. Notable examples of syn-
chronously acquired modalities already being used in our different studies include 3D
video using Kinect (lips) and ultrasound (tongue movements). The data collected from
these different settings, testing different EMG sensor placements, should help us gain
further insight into the value of surface EMG, paving the way towards the best possible
setting (i.e. covering the most aspects of speech production possible, with surface
EMG, using a minimal number of sensors).
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Abstract. This work deals with an observer design for a nonlinear min-
imal dynamic model of glucose disappearance and insulin kinetics (GD-
IK). At first, the model is transformed into a nonlinear observer normal
form. Then, using the knowledge of the plasma blood glucose level, we
estimate the state variables that are not directly available from the sys-
tem, i.e. the remote compartment insulin utilization, the plasma insulin
deviation and the infusion rate. In addition, we estimate the amount of
absorbed glucose by means of the inverse dynamics.

Keywords: Nonlinear dynamical systems · Observer design · Insulin
kinetics

1 Introduction

Diabetes is a serious disease during which the body’s production and use of
insulin is impaired, which causes deviations of the glucose concentration level in
the bloodstream from normal values. Significant and prolonged deviations from
the normal level may give rise to numerous pathologies with serious clinical
impact [10]. Today, diabetes represents a major threat to public health with
alarmingly rising trends of incidence and severity in recent years. In general,
diabetes type 1 and type 2 can be distinguished. Diabetes type 1 is characterized
by insulin deficiency due to an autoimmune destruction of the pancreatic insulin-
secreting β-cells. Diabetes type 2 patients suffer from either a reduced (but
present) insulin secretion or abnormal increased peripheral insulin resistance, or
both. The major difference between diabetes type 1 and type 2 is that diabetes
type 1 patients cannot survive without exogenous insulin, and therefore the
primary focus of this paper is on this type of diabetes.
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The most common treatment of diabetes type 1 is the measurement of the
glucose level using suitable sensing devices and to regulate this level with an
injection of insulin. Currently, insulin doses are adjusted by the patient himself
according to blood glucose levels intermittently four to six times per day. This
control principle is neither efficient nor optimal, it usually does not restore the
stability of the blood glucose level [11]. More advanced solutions are applying
continuous subcutaneous glucose monitoring devices and continuous subcuta-
neous infusion of insulin using an insulin pump. While subcutaneous measure-
ment and injection is currently the most comfortable solution for the patient,
the insulin pump and hence the injection rates are still under manual control of
the human patient. To increase the effectiveness of the pump therapy, the imple-
mentation of a closed-loop control of the insulin infusion has been proposed, also
known as artificial pancreas [3,11], and thus automatically control the glucose
level in the blood. The system includes a controller that sends a signal to the
insulin pump in function of the measured blood glucose level and the reference,
see e.g. [3,10,11] for a comprehensive overview of the technological aspects.

Unfortunately, all currently available artificial pancreas solutions are far from
being optimal. The subcutaneous glucose sensing suffers from large deviations
between glucose concentration in the interstitium and in blood compartment,
especially during rapidly changing conditions (such as after a meal), and vary-
ing delays (4–10 min) between blood and interstitium glucose level, see [11].
Regarding the insulin pump solution, the subcutaneous injection also causes
delays and deviations comparing to a direct injection in the bloodstream. From
a control engineering perspective, the system under control is a very complex
and nonlinear dynamic system and both the measurements as well as actua-
tions are suffering from the mentioned large deviations and delays. Many control
approaches have been applied, ranging from PID control to LQR and model pre-
dictive control, see also [3,11] for a comprehensive overview. One main problem
of most control solutions is the fact that not all important variables are known or
measurable and hence observers play a very important role in this control task.

However, the development of suitable observers as well as control algo-
rithms requires the derivation of a dynamic mathematical model of the sys-
tem under control, i.e. the complex dynamics of glucose disappearance and
insulin kinetics(GD-IK). During the last decades, considerable research has been
devoted to the derivation and improvement of such models, and many of them
have already been described in the literature ranging from simple expressions
to very complex nonlinear mathematical models [10]. One model which is com-
monly used in the literature is the so called minimal model which is a single
input-output nonlinear dynamic system with three states. Most research which
is so far interested in control or observer synthesis using the minimal GD-IK
model is based on linearisation of this model, see [4,18,19,24,26–28] and refer-
ences therein. More recent work on the same theme can be found in [16,31].

In this paper however, we will design an observer for the nonlinear minimal
GD-IK model without any simplification. Indeed, we will transform this model
into a nonlinear observer normal form. The considered model also contains an
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unknown amount of glucose absorption from the gut which will be estimated
by the dynamic inversion method. Furthermore, we distinguish two situations
in this work: the case where the amount of glucose absorption from the gut is
known and the case where this is considered as an unknown disturbance rate. On
the one hand, our contribution is based on the works of [6,8,9,22,29] in order to
derive a change of coordinates that transforms the minimal GD-IK model into
an observer nonlinear normal from. This enables us to design a robust observer.
On the other hand, it is based on works of [5,15,21,23,32] to build an observer
based on unknown disturbances.

This paper is organized as follows. The next section presents the nonlinear
minimal GD-IK model and states the problem to be solved. The third section
deals with the change of coordinates and describes the observer nonlinear normal
form. The fourth section is devoted to the design of two types of observers, a full
order observer by assuming that the glucose absorption from the gut is known
and a reduced observer in the case where this absorption is unknown.

2 Dynamic Model of the GD-IK

Most of the controller design methods for automatic glucose regulation as well as
observer design require the derivation of a mathematical model of the complex
dynamic insulin-glucose interaction. Many models have already been described in
the literature, ranging from simple expressions that relate glucose and insulin to
very complex mathematical models [10]. The three general groups of mathemat-
ical models are (1) linear models, (2) nonlinear models, and (3) comprehensive
models. Linear models apply sets of linear time-invariant differential equations,
which are adequate when the intrinsic dynamics of the metabolic system are
essentially linear [10]. There are many linear models proposed in the literature
to-date, see e.g. [10,11] for an overview. One first possibility to derive a lin-
ear model is simple compartmental analysis, which describes the mass balance
equations for each compartments and the relations describing the rate of mate-
rial transfer between compartment. For example, the model of Ackerman [1],
one of the most cited linear models, consists of a system of equations in which
the parameters have been lumped into two dependent variables: glucose con-
centration and blood hormone concentration (including insulin). Linear models
allow the application of linear control but have the disadvantage of a gross over-
simplification of the underlying insulin-glucose interaction in the actual human
body [10].

Nonlinear models range from less complex ones to comprehensive ones [10].
Comprehensive models attempt to transfer the knowledge of metabolic regula-
tions into a generally large, nonlinear model of high order, with a large number
of model parameters. In general however, comprehensive models cannot be eas-
ily identified. The nonlinear model which is generally used in the literature is
the one developed by Bergman [4], also called the minimal model for its sim-
plicity. It describes the insulin-glucose interactions by a system of three nonlin-
ear differential equations and will be described in more detail in the following.
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Fig. 1. Structure of the Bergman nonlinear minimal model of GD-IK.

Extensions of the minimal model are proposed, see e.g. [2,14,25], which are
extending the model to include changes of the patient dynamics and the time
delays between injection and absorption. Other extensions include effects based
on the meal composition, see [13,30]. In addition to the Bergman model, other
nonlinear more general but also much more complex models can be found in the
literature, see e.g. [12,17,20]. Those models are rarely used in control approaches
because of its complexity and large order.

The model of the dynamic insulin-glucose interaction which is used in this
paper is based on the Bergman nonlinear minimal model [4] and is a combination
of models extracted from papers of [19,28]. The minimal model consists of two
parts. The first part describes the minimal model of the glucose disappearance
(GD) and considers the blood plasma glucose level g(t) and a variable v(t) which
is proportional to the insulin in a compartment remote from plasma and which
enhances glucose disappearance. The second part describes the minimal model
of the insulin kinetics (IK) and considers the plasma insulin concentration level
i(t). The interaction between these two parts which together form the model of
glucose disappearance and insulin kinetics (GD-IK) is depicted in Fig. 1.

The considered nonlinear minimal GD-IK model can be derived as (see also
[19,28]): ⎧

⎪⎪⎨

⎪⎪⎩

ġ = −P1g(t) − g(t)v(t) + P1gb + gM (t)
v̇ = −P2v(t) + P3i(t) − P3ib
i̇ = −ni(t) + γ(g(t) − h)t
y = g(t)

(1)

Herein, gb is the basal blood glucose level, gM is the rate of glucose absorption
from meal (glucose absorption from the gut) and ib is the basal insulin level.
Parameter P1 represents glucose effectiveness, P2 denotes the decreasing level
of insulin, P3 is the rate at which insulin action is increased as the level of
insulin deviates from the corresponding baseline, γ is the rate at which insulin is
produced, n denotes the fractional insulin clearance and h denotes the pancreatic
target glycemia level. As in [19], we add to the above model the pump dynamics:

ẇ =
1
a
(−w(t) + u(t)) (2)
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where w(t) represents the infusion rate, u(t) the control input and a denotes the
time constant of the pump. From now on, this model is rewritten in a general
state variable format with four state variables x1(t) = g(t), x2(t) = v(t), x3(t) =
i(t), x4(t) = w(t):

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ẋ1 = −P1x1 − x1x2 + P1gb + gM (t)
ẋ2 = −P2x2 + P3x3 − P3ib
ẋ3 = −nx3 + x4 + γ(x1 − h)t
ẋ4 = − 1

ax4 + 1
au

y = x1

(3)

3 Nonlinear Observer Normal Form of GD-IK

3.1 Reformulation of the GD-IK Dynamic Model

This dynamic system can be further expressed in the following compact form:
{

ẋ = f(x) + B1u + ν(t, y) + gM (t)B2

y = h(x) (4)

where

– x = (x1, x2, x3, x4)T is the vector of state variables and h(x) = x1 is the
output,

– f(x) =
(−x1x2,−P2x2 + P3x3,−nx3 + x4,− 1

ax4

)T is the drift vector field

– B1 =
(
0, 0, 0, 1

a

)T is the control direction,

– B2 =
(
1, 0, 0, 0

)T is the unknown direction,

– ν(t, y) =
(
P1gb − P1y,−P3ib, γ(y − h)t, 0

)T is a direction depending on the
output y and time t.

In this work, we consider the following problem: How can we find a change of
coordinates z = φ(x) in order to transform (3) into a nonlinear observer normal
form, i.e. {

ż = AOz + β(y, t) + B1u + α(y)gM (t)
y = COz = z4

(5)

where AO =

⎛

⎜
⎜
⎝

0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0

⎞

⎟
⎟
⎠ , CO =

(
0 0 0 1

)
, and the new output y = ϕ(y) is

a diffeomorphism of the output y. In addition, this nonlinear observer normal
form enables us to deal with the following problems: (i) Design an observer-based
feedback if gM (t) is known or if gM (t) = 0 and (ii) Design an observer-based
feedback by the concept of inversion dynamics if gM (t) is unknown.
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3.2 Transformation Algorithm

There are several sophisticated geometrical algorithms that enable us to trans-
form the dynamic system (4) into a nonlinear observer normal form (5), see
[6,7,9,22,29]. In this paper, thanks to the special form of the proposed system,
we can establish an algorithm based on matrix calculus. At the same time, we
provide an algorithm to compute change of coordinates. For this purpose, let us
consider a single input-output dynamic system with the following form:

{
ẋ = Ax + μ(y, t, u, s(t))
y = Cx

(6)

with the vector of state variables x ∈ R
n, the output y ∈ R and the function

μ(y, t, u, s(t)) which does not depend on the unmeasured state. We assume that
the pair (C,A) is observable. Thus, the matrix

O =

⎛

⎜
⎜
⎝

C
CA
. . .

CAn−1

⎞

⎟
⎟
⎠

is of full rank n. Let p(s) = sn + an−1s
n−1 + an−2s

n−2 + · · · + a1s + a0 be the
characteristic polynomial of the matrix A. We recall that the Cayley-Hamilton
theorem states that p(A) = 0. Then the following result holds.

Theorem 1. The following linear change of coordinates

zn = Cx

zn−i = CAix +
∑i

k=1 an−kCAi−kx for i = 1 : n − 1
(7)

transforms the dynamic system (6) into the following observer normal form:
{

ż = AOz + μ(y, t, u, v(t))
y = COz = zn

(8)

where the pair (CO, AO) is in Brunovsky canonical form and μ is defined by its
components as follows

μn = Cμ − an−1y

μn−i = CAiμ +
∑i

k=1 an−kCAi−kμ − an−i−1y
for i = 1 : n − 1

(9)
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Proof. We proceed by successive derivation of the change of coordinates given
in (7). Then, we obtain:

żn = CAx + Cμ = zn−1 − an−1y + Cμ

żn−i = zn−i−1 − an−i−1y + CAiμ +

+
i∑

k=1

an−kCAi−kμ (10)

for i = 1 : n − 2 (11)

ż1 = −a0y + CAn−1μ +
n−1∑

k=1

an−kCAn−1−kμ

where the last equation is obtained by using the Cayley-Hamilton theorem.

3.3 Application to the GD-IK

In this subsection, we will apply the results obtained in the previous section
to the GD-IK model. Let us consider the nonlinear dynamic system (3). We
start by transforming it first into the form (6). For this we use the concept
of diffeomorphism on the output (see [6–9,29]). In our case we define the new
output y = − ln(y). Hence, if we consider the new variable ξ = − ln(x1), then
the dynamic system (3) is rewritten as follows:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ξ̇ = x2 + P1 − P1e
ygb − eygM

ẋ2 = −P2x2 + P3x3 − P3ib
ẋ3 = −nx3 + x4 + γ(e−y − h)t
ẋ4 = − 1

ax4 + 1
au

y = ξ = − ln y

(12)

With the definition of the matrix

A =

⎛

⎜
⎜
⎝

0 1 0 0
0 −P2 P3 0
0 0 −n 1
0 0 0 − 1

a

⎞

⎟
⎟
⎠

and the vector C =
(
1 0 0 0

)
, the dynamic system given in (12) can be written

in the desired form given in (6):

Ẋ = AX + B1u + B2(y)gM + β(y, t)
y = CX = ξ

with X = (ξ, x2, x3, x4)
T and μ = B1u + B2(y)gM + β(y, t).

As the pair (C,A) is observable, we can use Theorem 1. The characteristic
polynomial of A is given by s4+

(
n + P2 + 1

a

)
s3+

(
1
a (n + P2) + nP2

)
s2+ 1

anP2s,
then the change of coordinates can be given by the following expression:
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z1 = 1
aP3x3 + n

ax2 + P3x4 − 1
anP2 ln x1

z2 = P3x3 +
(
n + 1

a

)
x2 − (

1
a (n + P2) + nP2

)
ln x1

z3 = x2 +
(
n + P2 + 1

a

)
ln x1

z4 = − ln x1 = ξ

Therefore, we obtain the nonlinear observer normal form (6) for the nonlinear
dynamic system (3) as follows:

{
ż = AOz + β(y, t) + B1u + α(y)gM (t)
y = COz = z4

(13)

where

– β(y, t) =
(
β1, β2, β3, β4

)T
with β1 =

(
1
a

(
e−y − h

)
tγP3 − 1

a
nP3ib

)
+ 1

a
nP2P1 +

P1
y

1
a
nP2gb, β2 = 1

a
nP2 ln x1+P3γ(e−y−h)t−(n + 1

a

)
P3ib+

(
1
a

(n + P2) + nP2

)
P1+

P1
y

( 1
a

(n + P2) + nP2)gb, β3 = − ( 1
a

(n + P2) + nP2

)
y − P3ib +

(
n + P2 + 1

a

)
P1 +

P1
y

(n + P2 + 1
a
)gb, β4 = − (n + P2 + 1

a

)
y + P1 + P1

y
gb

– B1 =
(

P3
a

, 0, 0, 0
)T

– α(y) = 1
y

(
1
a
nP2,

1
a

(n + P2) + nP2, n + P2 + 1
a
, 1
)T

4 Observer Design

In this section we will present two types of observers. The first one assumes that
gM is known and the second one assumes that gM is unknown. In the last case
we will design an observer to estimate both the state and gM . First, it should
be noted that (13) is controllable.

4.1 Full Order Observer

In the first case, we consider (13) and we define the following observer-based
feedback:

˙̂z = AO ẑ + β(y, t) + B1u + α(y)gM + K(ŷ − y). (14)

If we set the observation error e = ẑ − z, we can obtain that its dynamics is
linear and given by ė = (AO + KCO)e. As the pair (CO, AO) is observable we
can find a gain K such that AO + KCO is asymptotically stable.

We provide also an observer-based feedback with u = Kẑ such that the
output g(t), the glucose level, reaches the glucose basal level (99mg/dl), see
also Fig. 1. The estimations of the states as well as the actual values obtained
in the simulation are given in Figs. 2, 3 and 4, respectively. The parameters
and initial states used in the simulations are: P1 = 0, P2 = 0.81/100, P3 =
4.01/1e6, n = 0.23, a = 2, gb = 99, ib = 8, γ = 2.4/1000, h = 93, x1 (0) =
337, x2 (0) = 0, x3 (0) = 192, x4 (0) = 2. These parameters and initial states
are the same as in [19].
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4.2 Observer for Unknown Input

In the second case we assume that gM is an unknown input and we will design
an observer to estimate both the state and gM . If we consider gM as an unknown
input, we can follow [5,15,21,23,32] which leads to a decomposition of the state
of the observer normal form (13) into two parts, namely the unmeasurable and
the measurable part: z = (I − MC)z + MCz = q + My, where

M =
1

COα
α =

(
1
anP2,

1
a (n + P2) + nP2, n + P2 + 1

a , 1
)T
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is a constant matrix even if α is not constant. Therefore we have the following
projector:

Π̃ = I − MC =

⎛

⎜
⎜
⎝

1 0 0 − 1
anP2

0 1 0 − (
1
a (n + P2) + nP2

)

0 0 1 − (
n + P2 + 1

a

)

0 0 0 0

⎞

⎟
⎟
⎠ .

Now, we consider the dynamics of the unknown part q. Thanks to the fact that
Π̃α = 0, we obtain q̇ = Π̃

(
AOq − My + B1u + β(y, t)

)
. An observer for this

last dynamic system is derived as follows:

˙̂q = Π̃
(
AO q̂ − My + B1u + β(y, t)

)

−Π̃ (LCO (q̂ − q)) (15)
ẑ = q̂ + My (16)

Therefore, the dynamics of the error eq = q̂−q is given by ėq = Π̃ (AO − LCO) e.
In order to write the projector Π̃ in the canonical form, we proceed as in the
algorithms described in [5,15,21,23,32], and we consider the change of coordi-
nates given by the following matrix:

Q =

⎛

⎜
⎜
⎝

1 0 0 1
anP2

0 1 0 nP2 + 1
a (n + P2)

0 0 1 n + P2 + 1
a

0 0 0 1

⎞

⎟
⎟
⎠

In these new coordinates the projector Π̃ = I − MC becomes:

Π = Q−1Π̃Q=

⎛

⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

⎞

⎟
⎟
⎠

and the matrix AO is decomposed into four blocs:

ÃO = Q−1AOQ =

(
Ã1,1 Ã1,2

Ã2,1 Ã2,2

)

where Ã1,1 =

⎛

⎝
0 0 − 1

anP2

1 0 − 1
a (n + P2) − nP2

0 1 −P2 − 1
a − n

⎞

⎠ Ã2,1 =
(
0 0 0

)
Ã1,2 =

⎛

⎝
− 1

anP2

(
n + P2 + 1

a

)

1
anP2 + 1

a

(
n + P2 + 1

a

)
(−n − P2 − anP2)

nP2 + 1
a (n + P2) + 1

a

(
n + P2 + 1

a

)
(−an − aP2 − 1)

⎞

⎠ Ã2,2 = 0, C̃ = CQ =

(
C̃1, C̃2

)
with C̃1 =

(
0 0 0

)
and C̃2 = 1. The following result is widely estab-

lished in [5,15,21,23,32]:
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Theorem 2. As rank(COα) = rank(α) and the pair (Ã1,1, C̃1) is detectable
(because Ã1,1 is asymptotically stable for all initial condition q(0) = Pz(0)),
(15) is an asymptotic observer.

Remark 1. The observer normal for (14) becomes under the change of coordi-
nates z̃ = Qz as follows:

˙̃z = ÃO z̃ + β̃(y, t) + B1u + α̃(y)GM (17)

where B1 has not changed, α̃ = Q−1α = (0, 0, 0, 1
y )T , and β̃ = Q−1β = β +

β4Q
−1(0, 0, 0, 1)T − (0, 0, 0, β4)T .

Now, we are ready to compute the inverse dynamics of the observer normal
form (13). For this, let us denote zr = (z̃1, z̃2, z̃3)T , β̃r = (β̃1, β̃2, β̃3)T , and
B1,r = (B1,1, 0, 0)T , then the inverse dynamics is as follows:

{
żr = Ã1,1 + B1,ru + β̃r(y, t)
gM = e−y(ẏ − β4)

(18)

Using the same parameters and initial states given in the previous subsection,
an estimation of the unknown gM is performed. The results of this simulation
are depicted in Fig. 5.
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Remark 2. The existing papers dealing with the observer of the GD-IK model
given by the nonlinear dynamic system (3), only estimated the glucose level g(t).
However, in this work we estimate also i(t) and ν(t). Moreover, we estimate by
inverse dynamics gM which has not been addressed anywhere yet.

5 Conclusions

To the best of our knowledge this paper is the first one which has dealt with
observer an design for the minimal model GD-IK using the nonlinear observer
form concept. Moreover, it has applied the inverse dynamics of the GD-IK model
in the case where the amount of glucose absorption is unknown or considered as a
meal disturbance input. First simulation results have underlined the correctness
and applicability of this novel approach. Furthermore, this observer can be used
to design a controller to regulate the glucose level.
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Abstract. The measurement method of lower limb angles, which were based on
the integral of angular velocity with Kalman filter, was validated previously in
measurement of angles in a plane with a rigid body model of double pendulum
and shown to be practical in measurement of angles in the sagittal plane during
gait of healthy subjects. In this paper, in order to realize practical measurements
of 3 dimensional (3D) movements with inertial sensors, the previously developed
integral-based angle calculation method with variable Kalman gain and a
quaternion-based one with fixed gain were tested. First, the quaternion-based
method showed higher measurement accuracies for angles in the sagittal and the
frontal planes during 3D movements of a rigid body model of lower limb than
that of the integral-based one. Second, the integral-based method was shown to
be effective in measurement of angles in the sagittal plane of healthy subjects
during treadmill walking compared to the quaternion-based one, which suggested
effectiveness of the variable Kalman gain method. Third, the integral-based
method was shown to cause inappropriate results in some cases of calculation of
lower limb angles of hemiplegic subjects during gait, while some of such cases
could be measured appropriately with the quaternion-based one. The results of
this paper suggested that the quaternion-based method would be more effective
with a variable Kalman-gain for measurement of 3D movements. The integral-
based method was also suggested to be useful for measurement of angles in the
sagittal plane of healthy subjects during gait.

Keywords: Angle · Inertial sensor · Kalman filter · Integral · Quaternion · Gait
· Rehabilitation

1 Introduction

Lower limb motor functions are important to prevent bedridden and to make independ‐
ence in daily living and social participation. Therefore, motor disabled persons or elderly
people with decreased motor function need rehabilitation training of their lower limbs.
In the rehabilitation, it is important to evaluate a level of motor function of subjects in
order to make rehabilitation program and to instruct it.
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Generally, therapists perform the evaluation of motor function in rehabilitation by
simple manual methods such as watching movements, measurement of the range of
motion (ROM) with a manual goniometer, or measurement of time and counting the
number of steps in 10 m walking test. Although these simple, manual evaluation methods
are effective in limited space and time for rehabilitation training, those evaluation results
depend on therapists. On the other hand, for quantitative and objective evaluation of
movements, motion measurement system such as a camera-based system or electric
goniometer has been used. Rehabilitation program based on the quantitative and objec‐
tive evaluations with motion measurement system is expected to increase rehabilitation
effect and to decrease rehabilitation term. However, those motion measurement systems
are mainly used in research works in laboratories, because the systems require large
space for setting the system and time-consuming setup process, and are expensive.

Recently, use of inertial sensors (accelerometers and gyroscopes) has been studied
in measurement and analysis of movements focusing on its shrinking in size, low cost
and easiness for settings. In evaluation of motor functions, segment inclination angles
and joint angles have important information for therapists and patients. Therefore, many
studies have been performed on measurement of joint angles or segment tilt angles with
inertial sensors [1–6].

A motion measurement system using inertial sensors has to give joint or segment
inclination angles calculating from angular velocities and/or acceleration signals. In
addition, measurement of total lower limb movements such as simultaneous measure‐
ment of hip, knee and ankle joint angles is required for clinical evaluation in rehabili‐
tation support. In our previous study, a joint angle calculation method based on the
integral of angular velocity using Kalman filter was applied to all the joint angles of the
lower limbs. Measurement of gait with healthy subjects suggested that the method can
be used practically in measurement of those angles in the sagittal plane [7–9]. The inte‐
gral-based method was modified to have variable Kalman gain and was found to have
high measurement accuracies in measurements of angles during 2-dimensional move‐
ments of a double pendulum rigid body model and angles in the sagittal plane during
treadmill walking with healthy subjects [10].

Angle measurement of 3-dimensional (3D) movements has been required for eval‐
uation of motor function. For measurement of 3D angles with inertial sensors, a method
of using attitude angle representation by quaternion was proposed [5]. However, meas‐
urement of Euler angle was tested in that study. On the other hand, the integral of angular
velocity can be expanded to measure 3D movements, and it is possible to provide simply
angles both in the sagittal plane and in the frontal plane.

The question focused in this paper was whether there are any differences in angle
calculation between the integral-based method and the quaternion based one or not.
Therefore, this paper aimed to evaluate angle measurement accuracies of the different
calculation methods. For this purpose, the previously developed integral-based method
with variable Kalman gain [10] was expanded to measure angles in the sagittal and the
frontal planes. Then, an angle calculation method using quaternion with a fixed gain
Kalman filter was developed. The quaternion-based and the extended integral-based
methods were evaluated in measurements of angles during 3D movements in the sagittal
and the frontal planes using the rigid body model that represented the lower limb.
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In addition, the two methods were compared in calculation of lower limb angles meas‐
ured during treadmill walking with healthy subjects and during gait with hemiplegic
subjects.

2 Angle Calculation Methods

In this paper, two calculation methods shown in Fig. 1 were tested in angle measure‐
ments. Both methods are described below.

gyroscope accelerometer

Kalman filter

q

calculation of
inclination angle

conversion 
to quaternion

q̂

rotation of vector

conversion to 
rotation matrix

conversion 
to quaternion

a

quaternion

z
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tan-1integral

a

−

+
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yΔ

θ̂Δ

θ̂
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+ −

+
−

θ̂

initial vector

(a) Extended integral-based method (b) Quaternion-based method

Fig. 1. Outline of tested angle calculation methods.

2.1 Extended Integral-Based Method

Figure 1(a) shows outline of the integral-based method of calculating segment inclina‐
tion angle. In this paper, the previously developed integral-based method with variable
Kalman gain [10] was extended to calculate angles in the sagittal and the frontal planes.
Basically, a segment inclination angle is calculated by the integral of angular velocity
(an output of a gyroscope). That is, segment inclination angle  is calculated by

(1)

where  shows angular velocity measured with a gyroscope.  is the initial joint
angle calculated from acceleration data. For instance, the angle in the sagittal plane is
calculated from acceleration signal,  and , by the following equation.
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(2)

Joint angle  are calculated from 2 inclination angles of the adjacent segments.
For example,

(3)

Here, the calculated angle is corrected by Kalman filter using angle measured with
an accelerometer in order to remove accumulated calculation error in the integral [7–9].
Kalman filter estimates error in the angle calculated from the output of a gyroscope
( ) by using the difference between angles obtained by a gyroscope and by an accel‐
erometer ( ). Then, angle ( ) is calculated. The difference of angles in the sagittal plane
is calculated by

(4)

The state equation and the observation equation are shown by following equations
using the error of the angle measured with gyroscopes ( ) and bias offset ( ):

(5)

(6)

where  and  are errors in measurement with the gyroscope and with the accelerometer,
respectively.

Kalman filter repeats correction by Eq. (7) and prediction by Eq. (8):

(7)

(8)

where  and  are Kalman gain for  and , respectively. The hat upon a character and
the superscript minus represent estimated value and predicted value, respectively. For the
initial state,  was set at zero and  was set at the value at the last measurement.

Value of Kalman gain was determined by the noise ratio that was adjusted based on the
difference between the angle estimated by the Kalman filter and the angle calculated from
acceleration signals. Here, the angle difference was used approximately as the magnitude
of influence of impact and motion accelerations, because large angle difference is consid‐
ered to involve large error caused by impact and movement accelerations in the angle calcu‐
lated from accelerations. That is, the value of the noise ratio  was adjusted by the following
equation:
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(9)

where,  represent the angle difference between the angle estimated by the Kalman

filter  and the angle calculated from acceleration signals .  and  are parameters
whose values were determined by trial and error method, respectively. In this case, value of
Kalman gain decreases as the noise ration increases.

2.2 Quaternion-Based Method

Quaternion can be used to represent the attitude of each segment of a rigid body model
and human body. As shown in Fig. 1(b), two quaternions are calculated from acceleration
signals and from angular velocity signals measured with an inertial sensor. First, attitude
angle representation by quaternion was obtained from the angular velocity. Then,
Kalman filter was applied to correct the error using attitude angle representation by
quaternion obtained from the gravitational acceleration.

Using the triaxial angular velocity , quaternion  is propagated
according to the differential equation [11]:

(10)

The state equation shown by Eq. (11) is the time integration of Eq. (10), where  is the
process noise in measurement with a gyroscope.

(11)

The observation equation is given by the following equation considering the observation
noise  in measurement with an accelerometer.

(12)

where the observation vector is the quaternion-based attitude representation  that is
obtained from the gravitational acceleration. Then, correction and prediction are repre‐
sented by
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(13)

(14)

The attitude angle representation by quaternion  can be obtained by the followings
[12].

(15)

where the angle  and axis of rotation  are obtained from the inner and the cross
products of a measured acceleration vector  and the acceleration vector defined as the
initial attitude of the sensor . That is,

(16)

(17)
Using a rotation matrix calculated from the corrected quaternion , longitudinal

vector of each body segment is rotated. Then, the rotated vector is projected onto the
sagittal and the frontal planes of the global coordinate system. Inclination angles are
obtained from the inner product of the projected vector and an unit vector in each plane.

3 Evaluation of Angle Calculation Methods

3.1 Measurement of 3D Movements with Rigid Body Model

Experimental Method. A rigid body model consisted of steel prop body and tubular
aluminium prismatic bar with a ball joint as shown in Fig. 2, which represented the thigh
with the hip joint. A wireless inertial sensor (WAA-010, Wireless Technologies) was
attached to the rigid body model with double-sided adhesive tapes. The inertial sensor
includes a 3-axis gyroscope (IDG-3200, InvenSense) and a 3-axis accelerometer
(ADXL345, Analog Devices). The inertial sensor communicates with a personal
computer using Bluetooth (Ver 2.0 + EDR, Class 2). Markers for the optical motion
measurement system (OPTOTRAK, Northern Digital Inc.) were also attached on the
prismatic bar with double-sided adhesive tapes in order to measure reference angles for
evaluation of measurement accuracy.

The sensor signals and the marker positions were measured simultaneously with a
personal computer at a sampling frequency of 100 Hz. Measured acceleration signals
were filtered with Butterworth low-pass filter with the cut-off frequency of 10 Hz in
order to remove high frequency noise. Then, inclination angles were calculated by the
2 methods shown in Fig. 1.
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Fig. 3. An example of measured inclination angles during 3D movements of the rigid body model
(2 s of cycle period).

The initial position of the thigh part was in the direction of the gravity. In the meas‐
urements, the thigh part was moved repeatedly simulating the circumduction gait. That
is, the thigh part was moved to flexed position of about 45° in the sagittal plane through
adducted position of about 45° in the frontal plane from the initial position, and then the

thigh

OPTOTRAK marker

Inertial   sensor

Ball joint

Inertial sensor

Fig. 2. Rigid body model used in measurement of angles during 3D movements.
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thigh part was moved to the initial position by extension movement in the sagittal plane.
This movement was performed manually with a cycle period of 2 s, 4 s and 8 s, respec‐
tively. The sensor was faced almost the frontal plane during the movement. The move‐
ment was performed repeatedly during a measurement trial of 30 s. Since prolonged
measurements did not increase measurement error in our previous tests [8], the number
of measurement trial was increased (10 trials) with 30 s of measurement time for each
trial in this paper. In the evaluation, the differences between the sensor and marker
settings were measured before measurement trial and removed.

Results. Figure 3 shows an example of measured inclination angles during the 3D
movements. Inclination angles in the sagittal plane calculated by the 2 methods showed
similar waveforms as that of reference angle waveform. Angles in the frontal plane
calculated by the integral-based method, however, showed larger difference in angle
waveform with the reference angle waveform than that by the quaternion-based one.
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Fig. 4. Evaluation of angle calculation methods in measurement of 3D movements of the rigid
body model.

Figure 4 shows evaluation results of the calculation methods for measurements of
3D movements of the rigid body model. The RMSE (root mean square error) and the
CC (correlation coefficient) values showed that the quaternion-based method increased

Comparison of Angle Measurements 281



measurement accuracy both for angles in the sagittal and the frontal planes. For fast
movements (2 s of cycle period), variations of RMSE and CC values also decreased with
the quaternion-based method. However, for slow movements (8 s of cycle period), the
variation of RMSE and CC values increased with the quaternion-based method although
measurement accuracy increased with the quaternion-based one.

3.2 Measurement of Movement During Treadmill Walking with Healthy Subjects

Method. As the first test of evaluation of the two calculation methods in measurement
of human movements, previously measured treadmill walking [10] were analyzed. The
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Fig. 5. Evaluation of angle calculation methods in measurement of angles in the sagittal plane
during treadmill walking of healthy subjects.
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walking were measured with 3 healthy subjects (male, 22-23 y.o.) during 90 s under 3
different walking speed conditions (1 km/h, 3 km/h, and 5 km/h) with wireless inertial
sensors (WAA-010, Wireless Technologies) and 3D motion analysis system
(OPTOTRAK, Northern Digital Inc.) simultaneously. Five trials were performed for
each walking speed.

Result. Figure 5 shows average RMSE values for angles in the sagittal plane calculated
by different 3 methods: integral-based method with fixed Kalman gain, integral-based
method with variable Kalman gain and quaternion-based method. The RMSE values of
the quaternion-based method were larger than the integral-based method with variable
Kalman gain except for the thigh angle under the fast speed condition (5 km/h). The
quaternion-based method showed almost similar RMSE values as those by the integral-
based method with fixed Kalman gain, although shank angles were measured with better
accuracy using the integral-based methods.

3.3 Preliminary Tests in Measurement of Gait with Hemiplegic Subjects

Method. Gait movements of 2 hemiplegic subjects were measured with wireless iner‐
tial sensors (WAA-010, Wireless Technologies). In this measurement, each subject
walked about 10 m on level floor. The measured foot inclination angle was compared
to the angle calculated from acceleration signals only. The angle calculated from accel‐
eration only involves measurement error caused by motion acceleration. However,
angles under the quiet condition can be measured from gravitational acceleration with
good measurement accuracy.

Result. Average values of measured motion acceleration of the foot during quiet
standing and at around the foot flat condition were shown in Table 1. Here, the foot flat
condition was detected by the angular velocity measured with the sensor attached to the
foot [13]. This result means that the foot inclination angle calculated from acceleration
only can provide appropriate angle values at the foot flat condition because the motion
acceleration was small as same as that under the quiet standing condition.

Table 1. Average magnitude of motion acceleration of the foot during quiet standing condition
(before walking) and during foot flat condition.

Quiet standing [G] Foot flat [G]

Subject 1 0.058 0.065

Subject 2 0.056 0.088
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Fig. 6. Examples of measured inclination angle of the paralyzed foot during gait with a
hemiplegic subject (subject 1).

Figures 6 and 7 show examples of measured inclination angles of the paralyzed foot in
the sagittal plane. As seen in Fig. 6, the angle calculated by the integral-based method
were different from the angle calculated from acceleration before and after the walking,
and also at around the foot flat shown by shaded area. The quaternion-based method
seems to measure appropriately the angle at around the foot flat in addition to those
before and after the walking as shown in Fig. 6(b). For the other hemiplegic subject,
however, the quaternion-based method could not remove measurement error at around
the foot flat and after the walking although it decreased the errors compared to the inte‐
gral-based method as shown in Fig. 7.
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Fig. 7. Examples of measured inclination angle of the paralyzed foot during gait with a
hemiplegic subject (subject 2).

4 Discussions

As shown in Fig. 4, the quaternion-based angle calculation method showed higher
measurement accuracy in measurement of 3D movements of the rigid body model than
that of the integral-based method with variable Kalman gain. Average RMSE values of
the integral-based and the quaternion-based methods were less than 2.5° and 2.0°,
respectively, and average CC values were larger than 0.993 and 0.997, respectively. For
angles in the frontal plane during 3D movements, average RMSE values were less than
3.0° and 2.1° and average CC values were larger than 0.986 and 0.988 for the integral-
based and the quaternion-based methods, respectively. In our previous study, the inte‐
gral-based method with variable Kalman gain showed that average values of RMSE and
correlation coefficient in measurement of 2D movements of a double pendulum rigid
body model were less than 1.5° and larger than 0.998, respectively [10]. The quaternion-
based method would be more effective by improving measurement accuracies for 3D
movements up to those for 2D movements.
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The quaternion-based angle calculation method is considered to be effective
compared to the integral-based one. As shown in Fig. 3, the integral-based method
caused difference in waveform of angle in the frontal plane. Measurement accuracy of
the quaternion-based method was higher than the integral-based one as shown in Fig. 4.
In addition, as seen in Figs. 6(a) and 7(a), the integral-based method calculated angle
inappropriately in some cases of measurement of gait of hemiplegic subjects. The
quaternion-based method could measure angles appropriately in some of such cases as
shown in Fig. 6(b).

Angle measurement accuracy obtained from the analysis of treadmill walking meas‐
ured with healthy subjects showed that the integral-based method with variable Kalman
gain would be useful for measurement of angles in the sagittal plane during gait of
healthy subjects. It can improve manual measurement with goniometer that is used with
resolution larger than about 5°. The sensor system also makes possible to measure angles
during movements in addition to measurement of range of motion (ROM). These suggest
that the angle calculation methods tested in this paper can be practical in measurement
of movements.

In the measurement of angles during treadmill walking, the quaternion-based method
showed almost similar RMSE values as those of the integral-based method with fixed
Kalman gain, which were less than those of the integral-based method with variable
Kalman gain. For measurement of lower limb angles during gait, the variable Kalman
gain method is considered to be effective because it could remove error in Kalman
filtering caused by impact and motion acceleration and also increase Kalman filtering
effect under low motion acceleration conditions. Since the variable Kalman gain method
used in the integral-based method can not be applied directly to the quaternion-based
one, it is necessary to develop and test variable Kalman gain method applicable to the
quaternion-based method.

Figure 4 showed that measurement accuracy of angles in the sagittal plane was high
for slow movements, especially with the quaternion-based method. For fast movements
(2 s of cycle period), it is considered that the integral-based method could decrease the
error by applying the variable Kalman gain method. Since the quaternion-based method
with constant Kalman gain showed higher measurement accuracy than that of the inte‐
gral-based method, it is expected that the quaternion-based method further improves
measurement accuracy for fast movements by applying variable gain method. However,
for the angles in the frontal plane, the measurement accuracy for slow movements (8 s
of cycle period) decreased. Although the cause of the error increase in measurement of
angles in the frontal plane is not clear, there is a possibility that there were some differ‐
ences between fast and slow movements.

The integral-based method showed inappropriate angle calculation results in some
cases of measurement of gait movement of hemiplegic subjects. The quaternion-based
method was shown to have a possibility of improving the measurement accuracy. Since
such inappropriate angle calculation was mainly seen in angles of paralyzed leg, it is
considered that rotation movement of lower limb as seen in circumduction gait caused
the inappropriate results. Evaluation tests of angle measurement accuracies for various
gait movements are necessary to validate a measurement method of 3D movements.
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5 Conclusions

In this paper, the integral-based angle calculation method with variable Kalman gain
and the quaternion-based method with fixed Kalman gain were compared in angle
measurements during 3D movements with the rigid body model and in measurements
of lower limb angles during treadmill walking measured with healthy subjects and during
gait measured with hemiplegic subjects. The quaternion-based method showed higher
measurement accuracies for angles in the sagittal and the frontal planes during 3D
movements of the rigid body model than those of the integral-based one. Although the
quaternion-based method showed less measurement accuracy for angles during tread‐
mill walking of healthy subjects than that of the integral-based one, the quaternion-based
one was suggested to be effective in angle measurement during gait of hemiplegic
subjects. Since the results of measurement angles with the rigid body model and during
treadmill walking suggested effectiveness of variable Kalman gain method, it is expected
that the quaternion-based method improves the measurement accuracy for treadmill
walking by applying the variable Kalman gain method. The quaternion-based angle
calculation method would be more effective for measurement of angles in the sagittal
and the frontal planes during gait by improving measurement accuracies for 3D move‐
ments up to those of the 2D movements.
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in Visual Paradigms
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Abstract. This paper presents a novel method for synchronizing the recording
of a subject’s gaze from an eye tracker (ET) to the display of visual stimuli. The
method consists of embedding a signal used as a common time base in a small
area of the visual stimuli, measuring this signal with an optical detector attached
to the presentation screen, and modulating the global illumination used by the eye
tracker synchronously to this measured signal. The timing signal generated with
this method can be used to synchronize other data sources, such as electroence‐
phalography (EEG) to the presentation of the visual stimuli as well. The prototype
system where this method was implemented achieved a single sample of jitter for
both the EEG and ET data.

Keywords: Electroencephalography · Eye tracking · Gaze estimation ·
Synchronization

1 Introduction

Recording of brain activity through electroencephalography (EEG) combined with
measurements of eye movements gives researchers a powerful tool for analyzing the
human visual system (HVS) [1]. Such tools have been used for developing methods for
enhancing the everyday life of severely disabled people, who have no other means of
communication than modulating their eye movement and brain wave patterns [2, 3].
Applications for ordinary users, such as image searching and classification, are emerging
as well [4, 5], and the combination of eye tracking (ET) and EEG recording holds
promise as one of the fundamental technologies in developing augmented memory
applications [6, 7] in the near future.

Multiple researchers [8, 9] have set up EEG/ET-systems where the visual stimuli is
presented on a computer display, the eye movements are measured with a video-based
eye tracker, and the EEG is recorded with a digital recording device connected to a
computer. The synchronization of these signals (stimuli, EEG, and eye movement) is of
profound importance if any causality between the stimuli and the response is to be
analyzed, and is a major challenge.

This challenge is addressed by the authors in [9], who use accurate control of the
timing of the appearance of each frame of stimuli on the monitor and of the recording
of each sample from the eye tracker and EEG to achieve synchronization of the stimuli,
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EEG and eye movement. This strategy requires low level control of the graphics hard‐
ware, as well as a special purpose video recording device for the eye tracker.

In commercial state of the art systems such as the RED500 with EEG headset from
SensoMotoric Instruments GmbH (SMI) and Emotiv, or the Smart Eye Pro from Elec‐
trical Geodesics Inc. (EGI) and Smart Eye AB, a similar low level control of the sampling
time of both EEG and ET is used.

In this article we propose an alternative strategy for solving the synchronization issue
in an EEG/ET-system. We embed a synchronization signal in the visual stimuli and
record this signal with both the eye tracker and EEG recording device. This offers greater
freedom in the choice of stimulus display and video recording equipment for eye
tracking, and enables a more flexible generation of stimuli, without the strict need for
low level hardware programming. Hereby already available hardware can be used when
a researcher wants access to a combined EEG/ET system, instead of having to acquire
new hardware.

The following section describes the hardware and software algorithms used in the
combined EEG/ET setup. Subsequently we evaluate the performance of this setup
regarding spatial accuracy of the eye tracker as well as timing jitter between the stimu‐
lation presentation and EEG as well as eye movement recordings.

2 Methods and Materials

The developed system is outlined in Fig. 1, and comprises the following subsystems:

• Eye tracker - consisting of two infrared (IR) light emitting diodes (LED) directed
towards the face of the subject, as well as a camera with infrared recording capabil‐
ities used to record the eye movement of the subject.

• EEG recorder - including an EEG cap with active electrodes and a 16 channel EEG
amplifier with additional trigger input.

• Visual stimulus presentation - consisting of a large computer display with a dedi‐
cated area for embedding the synchronization signal.

• Synchronization system - consisting of an optical sensor measuring the signal in
the dedicated synchronization area on the stimulus display and regulating the inten‐
sity of the IR LEDs based on the signal from the optical sensor. The optical sensor
output is connected to the EEG amplifier as well.

All of the subsystems are controlled by a central computer.

2.1 Eye Tracking Hardware

Eye movements were recorded with a remote video eye tracking system using the pupil-
center corneal-reflection (PCCR) technique [10]. The PCCR technique requires two
infrared illumination sources to produce two distinct reflections on each eyeball and to
provide general illumination of the subjects face.
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Fig. 1. Overview of the hardware used in the combined EEG/Eye tracking system.

The camera used to record the eyes was a Basler ACA640-100gc GigE camera with
a resolution of 658 × 492 pixels and a maximum frame rate of 100 Hz. The camera used
a fixed focus lens with a focal length of 16 mm, which resulted in a field of view of
10 × 15 cm at the operating distance of 60 cm. Attached to the lens was a Schneider
Kreuznach 093 IR pass filter which helped control the exposure of the camera sensor,
since the IR LEDs were the dominating source of infrared illumination in the setup.

Each of the illumination sources in our system comprised a cluster of four OSRAM
SFH485 infrared (IR) light emitting diodes (LED). Since the subjects were exposed to
the infrared radiation for extended periods of time, the current through each LED was
limited to avoid exceeding the long term exposure limit for the retina [11]. The infrared
LEDs were also used as part of the synchronization system by modulating the global
illumination of the camera scene based on the signal from the optical sensor. This is
described further in a later section.

2.2 Eye Tracking Algorithm

The PCCR technique uses the two reflections of the LEDs on each cornea of the eyes
as well as the location of pupil center in the video stream to determine the direction of
the subjects gaze.

The reflections were extracted from each video frame by calculating a difference of
Gaussians (DoG) and thresholding the result, which resulted in a number of candidate
clusters. The corneal reflections for each eye were found as the best fit of the distance
and orientation of each pair of candidate clusters to an experimentally established mean
distance and mean orientation, which was obtained by manually measuring on a video
frame from 12 test subjects.

The positions of the corneal reflections were refined on a sub-pixel level by fitting a
constrained 2D Gaussian to the corneal reflection using least squares.
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The pupil centers were found using a modified Starburst algorithm [12]. The first
step in the Starburst algorithm is to threshold the vicinity of the corneal reflections to
find a rough estimate of the pupil’s location. This first estimate is used as a starting point
for a search for gradients above an experimentally established threshold along rays
extending from the center of the blob. If such gradients are found, the positions are added
to a list of potential edge points. This search is repeated for each of the located potential
edge points, with rays directed back towards the center of the blob. When the geometric
center of the edge points converges, the list of points is used in a RANSAC [13] based
search for an ellipse representing the edge of the pupil. The last step in the algorithm is
to refine the position of the ellipse using an optimization step. The optimization searches
for the strongest gradient along the edge of the pupil, with experimentally established
constraints on the size and eccentricity of the ellipse. The output of the algorithm is the
PCCR vector from the center of the two corneal reflections to the center of the pupil for
each eye. The extracted features are shown in Fig. 2.

To map the relative locations of the corneal reflections and pupil (PCCR vector) to
a point on the stimulus display, a mapping function was calculated individually for each
eye of each subject. The mapping function from PCCR vector to the image coordinates
is a second order polynomial in two variables of the form:

(1)

where xscreen and yscreen are the coordinates in the image, x and y are the coordinates of
the PCCR vector, and a1…6 and b1…6 are subject specific constants.

To determine the constants in the mapping function, each subject was presented with
a standard calibration screen on the stimulus display with nine fixation targets in a three-
by-three grid. The subjects were asked to fixate on each of the nine patterns in turn,

Fig. 2. Eye tracking features extracted from each eye. Blue: Corneal reflections. Yellow: PCCR
vector. Green and red: Edge points found by the starburst algorithm (Red points were rejected by
the RANSAC step) (Color figure online).
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while 100 frames (1 s) of video were recorded for each position. Since the position on
the stimulus display of each pattern was known, the best fitting mapping constants could
be found by calculating the least squares fit on all PCCR vectors extracted from the 900
frames of video.

2.3 EEG Recording Hardware

EEG data were recorded using a 16 channel G.tec g.USBamp with the g.GAMMAsys
active electrode system. The data were recorded at a sampling rate of 1200 Hz and post
processed with a band-pass filter between 0.1 Hz and 200 Hz. During recording all
electrodes were referenced to the Cz electrode position and the cheek was connected to
ground.

2.4 Visual Stimulus Presentation and Synchronization

The presentation of visual stimulus as well as the embedded synchronization signal was
shown on a 26′′ LG DT-3003X display with a resolution of 1280 × 768 pixels and a
refresh rate of 60 Hz. The face of the subjects were placed 60 cm from the monitor
slightly below the center.

A dedicated area of 20 × 20 pixels in the lower left corner of the stimulus display
was used for the embedded synchronization signal. The synchronization signal can be
viewed as a one bit wide serial data link between the stimulus display and the ET and
EEG recorder. A ‘0’ is coded by turning the dedicated area black, while a ‘1’ is repre‐
sented by a white area.

The detection of the synchronization signal on the stimulus display is achieved
by the use of an optical sensor. The detected signal is sent to the EEG amplifier and
is used by the synchronization hardware to modulate the illumination used in the eye
tracker. The amount of light from the high and low level of this modulation is chosen
to allow robust detection of the synchronization signal from the video stream,
without compromising the fidelity of the video through under- or overexposure of the
camera sensor.

When this is accomplished, the histogram of the video frames with low illumi‐
nation can be transformed to match the frames with high illumination before the ET
algorithm.

The synchronization signal was extracted from the video stream by calculating
the number of pixels whose intensities changed in a positive direction and subtracting
the number of pixels whose intensities changed in a negative direction between each
pair of frames. The resulting signal showed a strong resemblance with the time
derivative of the original synchronization signal and had strong positive and nega‐
tive peaks when the global illumination of the scene changed rapidly. An example
of this kind of signal is shown in Fig. 3 along with the original synchronization
signal as well as the time derivative.
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Fig. 3. Original (s) and extracted (ET sync) sync signal. The extracted signal is calculated as the
normalized difference between the number of pixel intensities changed in a positive and negative
direction.

3 Results

3.1 Spatial Precision of the Eye Tracker

The spatial precision of the eye tracker was evaluated by having a group of 12 subjects
go through the procedure of calibrating the eye tracking system followed by a validation
procedure. During the validation procedure a grid of 9 fixation patterns was shown, one
after the other, and one second of eye movement was recorded while the subject fixated
on each pattern in turn. The accuracy and precision of each of the 9 positions are shown
in visual angle in Table 1.

Table 1. Bias and standard deviation of eye position for the 9 areas of the display measured in
degrees of visual angle.

x: −0.18 ± 0.43°
y: 0.05 ± 0.31°

x: 0.13 ± 0.38°
y: 0.30 ± 0.38°

x: 0.01 ± 0.33°
y: −0.20 ± 0.35°

x: 0.22 ± 0.35°
y: −0.17 ± 0.32°

x: 0.18 ± 0.46°
y: −0.33 ± 0.60°

x: −0.40 ± 0.47°
y: 0.54 ± 0.63°

x: 0.01 ± 0.41°
y: 0.18 ± 0.31°

x: −0.31 ± 0.34°
y: −0.13 ± 0.31°

x: 0.34 ± 0.41°
y: −0.25 ± 0.44°

3.2 Measurement of Synchronization Jitter

The synchronization of the stimulus display and the eye tracker was subject to timing jitter.
The primary cause of this jitter is illustrated in Fig. 4 where it can be seen that with the eye
tracker’s frame rate of 100 Hz, there can be a delay of up to 10 ms before a change in the
synchronization signal presented on the stimulus display is recorded by the eye tracker.
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To measure if any other sources of timing jitter between the stimulus display and the
eye tracker were present, a simple stimulus, which is used in visual evoked potentials
(VEP) experiments, was shown to one subject. The stimulus showed a checkerboard
with each square alternating between black and white. One of the alternating squares
resided in the dedicated synchronization area on the display.

The frequency of the alternating black and white squares must divide the display
refresh rate into an integer, so a frequency of 7.5 Hz was chosen, resulting in 4 consec‐
utive frames of the same color being displayed before changing color. The synchroni‐
zation signal was extracted from the video stream (as shown in Fig. 3) and the variation
in time between each period was calculated. The period of the original signal was
133.3 ms, and the maximum as well as minimum period extracted from the eye tracking
signal was 130.0 ms (13 frames) and 140.0 ms (14 frames) respectively. In other words,
only a single frame of jitter was present in the extracted synchronization signal. The
signal-to-noise ratio of the extracted synchronization signal was 37.6 dB.

The amount of jitter in the EEG recordings was evaluated with the same experimental
setup as described above, and the maximum as well as minimum period extracted from
the EEG data was 132.5 ms (159 samples) and 134.1 ms (161 samples) respectively.

3.3 Real-Time Performance

To determine if it would be possible to make the stimulus display dependant on the
current fixation target in a closed loop experiment, the runtime performance of the eye
tracking algorithm was evaluated. The processing frame rate on a 3.4 GHz Intel Core
i5 computer was 10 Hz.

4 Discussion

The focus of the combined eye tracking and EEG recording setup presented in this article
is on high flexibility and acceptable performance for HVS experiments. Compared to
state of the art commercial remote eye tracking and EEG solutions, such as the RED500
with EEG headset from SensoMotoric Instruments GmbH (SMI) and Emotiv, or the
Smart Eye Pro from Electrical Geodesics Inc. (EGI) and Smart Eye AB, the presented
system has some limitations due to the choice of hardware used in the implementation.

The methods developed are not limited to be used with the chosen hardware, therefore,
it is expected that the performance of the system will improve if the hardware is improved.

The camera used in the system was able to achieve a temporal resolution of 10 ms
with no more than one frame of jitter, which makes it possible to distinguish between
saccades and fixations in the eye movement data. If the dynamic behavior of the saccades
needs to be analyzed, a camera with a higher temporal resolution must be used, such as
the 500 Hz camera used in the RED500 eye tracker.

In general the jitter will be uniformly distributed with a minimum and maximum of
−10 and +10 ms respectively. This amount of jitter makes it difficult to use the eye
tracking data directly for eliminating EOG artifacts in the EEG data; however it gives
a rough estimate of the time of such artifacts, which can then be refined further.
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The amount of jitter in the EEG recordings was measured to be within a single
sample, and can therefore be expected to be uniformly distributed with a minimum and
maximum of −0.8 and +0.8 ms respectively. Since the peaks from the event-related
potentials (ERP) recorded by the EEG device are generally separated by tens or hundreds
of milliseconds [14], this amount of jitter does not affect the ability to resolve individual
ERPs.

The spatial accuracy of the system was measured to be 1.26° in the worst case, which
is comparable to the performance of 1.01° achieved by [10] and slightly worse than the
advertized accuracy of 0.4° for the RED500.

The obtained spatial resolution is sufficient to use the system in a brain computer
interface (BCI), if the distance between fixation targets is kept above this lower limit.
For reliable control of a general purpose computer interface designed for use by a
computer mouse, a higher spatial resolution is required.

The human eye is able to attend to any target within a 2 degree cone of the fixation
point without eye movement [15]. Even with higher accuracy, there will still be a high
degree of ambiguity as to which target the subject is directing the attention towards
within this 2 degree cone, so for many HVS studies, the obtained resolution is sufficient.
The runtime performance of the software algorithms suggests the possibility of using
the developed system in closed-loop experiments, where the visual stimuli depend on

Fig. 4. Diagram showing the primary cause of timing jitter between the stimulus display and the
eye tracker and EEG recording respectively.
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the fixation point, if the lower temporal resolution of 10 Hz is sufficient. A complete
evaluation of the possibility of real-time performance with an optimized implementation
of the algorithms resulting in higher frame rates is beyond the scope of this article.

In the experiments presented in the previous section, the synchronization signal was
used as a simple clock signal, however since arbitrary data can be encoded in the
synchronization signal, it is possible to use this communication channel to embed infor‐
mation about the stimuli directly in the ET video. One suggested use of this feature
would be in the visual oddball paradigm [16], where different types of objects or char‐
acters (target, non-target and novelty) are presented to the subject sequentially. Using
the synchronization signal as a data channel, the type of object currently presented to
the subject could be embedded directly in the eye tracking data.

The results presented in this paper will be used as the foundation for future work
involving measurements of reaction time in neurological paradigms involving visual
stimulation.

5 Conclusions

In this paper we have described the general implementation of a combined EEG and eye
tracking system, as well as a new flexible way to solve the problem of synchronizing
the different data sources in such a system. The proposed synchronizing method forgoes
the need for low level control of the sampling time of eye tracker and EEG as well as
presentation time of the visual stimuli. This in turn eases the development of different
types of stimuli and enables the use of a wider range of eye tracking camera and EEG
recording equipment. The results obtained with the reference implementation of this
method are comparable to similar systems with respect to the spatial and temporal reso‐
lution, and the amount of jitter in the system is primarily dependent on the temporal
resolution of the eye tracking and EEG recording equipment.
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Abstract. Severity of the coronary stenoses and necessity of the percutaneous
coronary intervention is usually estimated basing on analysis of the pressure and
flow signals measured in vivo by a pressure gauge at certain distances before
and after the stenosis. In the paper the differences in the pressure gradients at
different stenosis severity are shown and discussed. A method of decomposition
of the measured biosignals into the mean and oscillatory components is pro-
posed. A mathematical model of the steady and pulsatile flow through the
viscoelastic blood vessel in the presence of the rigid guiding wire is developed
for biomechanical interpretation of the measured coronary blood pressure and
flow signals. A novel approach for estimation the stenotic severity basing on the
measured and computed data is proposed.

Keywords: Arterial blood pressure � Pulse wave � Coronary arteries � Stenosis �
Mathematical modeling � Signal processing

1 Introduction

Coronary artery disease, which is also known as atherosclerotic or ischemic heart
disease, has become one of the most severe diseases causing a large number of deaths
each year over the world. The partial occlusion of the stenosed artery and abnormal
blood flow through it to the heart cells lead to insufficient oxygen delivery, especially
when the possibilities of the perfusion regulation by the resistive coronary vessels are
spent [1]. The causes to the formation of atherosclerotic lesions and arterial stenosis are
still unknown but it is well established that the fluid dynamics, particularly the wall
shear stress (WSS) and local pressure oscillations play an important role in the genesis
of the disease [2].

In the absence of stenosis, the driving pressure gradient is constant over the
coronary vessels. With progressing of the stenosis severity, the pressure gradient
required to impel the blood through the narrowed path increases that results in a higher
blood pressure at the inlet of the stenosed artery. The heart must work harder to
increase the produced pressure, and when the blood supply to the working heart is
insufficient the angina and even heart attack may occur. In-time diagnostics of the
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stenosed coronary arteries is crucial for timely therapy or/and surgery of the coronary
lesions and mathematical modeling is an important tool for that.

Coronary angiography (AG), intravascular ultrasound (IVUS) and coronary com-
puted tomography angiography (CCTA) are commonly used for estimation of the
stenosis severity by computations of the minimal lumen area (MLA) that is determined
as the ratio of the minimal Amin to normal A0 lumen areas: MLA = Amin/A0 (%). The
results of the AG, CCTA and IVUS-based MLA computations correspond well to each
other [3], but not in the case of the calcified wall [4]. MLA gives geometric approx-
imation of the stenosis and in many cases the stenoses with MLA <50 % remain
insignificant and do not need stenting or bypass surgery, because sufficient perfusion is
provided by autoregulation of the resistive vessels and collateral blood supply.

The functional severity of the stenosis can be estimated by the fractional flow
reserve (FFR) defined as the ratio of the mean distal Pd and proximal (anterior) Pa
coronary pressures measured via the pressure wire at certain distances before and after
the stenosis during maximal hyperemia produced by intravenous adenosine adminis-
tration that leads to relaxation of the myocardial vessels. The normal FFR = 0.94–1.0,
whereas the FFR <0.75 highly correlates with insufficient perfusion and myocardial
ischemia. The patients from the grey zone 0.75 < FFR < 0.8 may have had a risk of
ischemia [5, 6]. FFR reveals the dangerous ischemia-producing lesions [7], and it is
recognized as gold standard for assessing the hemodynamic significance of coronary
stenoses [8]. The similar approach based on the flow velocities at rest and the hyper-
aemic state has also been developed.

Computational fluid dynamics (CFD) is widely used in advanced studies on the
blood flows in rigid and compliant boundaries. The corresponding finite element and
finite volume models and the computational schema have been used for the blood flow
modeling in the vessels of different size up to the cellular level [9]. CFD study of the
flow past symmetric and asymmetric stenoses in the straight, curved, helical and
bifurcating tubes allow computations of the FFR values for every single stenosis as
well as for the tandem, overlapping and bifurcational lesions. CFD approach allows
virtual planning and estimation the outcomes of the surgery (stents, grafts, bypass)
[10], and the model-based FFR computation is a challenge that is widely discussed in
recent publications [11–13]. In the present paper some novel aspects of the FFR
assessment and analysis of the measured pressure signals are proposed and discussed
basing on the measurement data and the mathematical model of the blood flow in
different rigid and compliant boundaries.

2 Blood Pressure Signals

2.1 The Measurement Procedure

CFD computations are based on the 3D models of the viscous incompressible blood
flow in the rigid patient-specific geometry of the larger epicardial coronary vessels
recognized in AG and CCTA images, while the invasive FFR calculations are based on
the in vivo measurements of the blood pressures before and after the stenosis at the
presence of the guiding catheter and wire.
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At local anesthesia, a guide catheter (Fig. 1) is inserted into the orifice of the
coronary artery through the femoral or radial artery. The pressure and flow signals in
the coronary arteries can be measured by the pressure and Doppler guide wire. The
diameters of the catheters can be chosen between d = 1.5–2.3 mm, while the manu-
factured guidewires have the diameters d = 0.35–0.89 mm.

According to the measurement data [14], the main coronary arteries of adult
humans have the following diameters: d = 4.5 ± 0.6 mm for the left main artery;
d = 3.7 ± 0.4 mm and d = 1.9 ± 0.4 mm for the proximal and distal parts of the left
anterior descending artery; d = 3.4 ± 0.5 mm for the left circumflex artery;
d = 3.9 ± 0.6 mm and d = 2.8 ± 0.5 mm for the right coronary artery. The comparison
of the diameters shows that both the catheter and wire can produce disturbances in the
natural coronary blood flow and wave propagation.

In this study 45 data samples recorded in the epicardial coronary arteries of 32
patients with different stenosis severity diagnosed by the pressure gauge administrated
via the guiding catheter have been analyzed. An example of the recorded rata digitized
from the CathLab software is presented in Fig. 2. The red and green time-varying
curves correspond to the pressure signals Pa(t) and Pd(t) accordingly, while the rela-
tively smooth red and green lines correspond to their mean values. The measurements
have been carried out during the adenosine administration which dynamics can be
followed by the shift between the both oscillating and mean value curves. The FFR
value indicated with yellow color has been computed automatically by the CathLab
software.

2.2 Smooth and Oscillatory Signals

Depending on the presence and severity of the stenosis, the pressure gradients in the
signals measured before Pa(t) and behind Pd(t) the stenosis have significant differences.
As the stenosis severity is progressing, the pressure behind the lesion drops first in

Fig. 1. Schematic representation of the intravascular coronary examination: the guide catheter
(1) in the coronary artery (2) and the guidewire with pressure and flow gauges (3) in the coronary
stenosis (4).
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diastole, while the pressure decrease after the peak systole is the same as in the pressure
signal Pa(t) (Fig. 3a). Then the pressure drop in diastole becomes more significant
(Fig. 3b) and the differences in the pressure gradients appear also in the systole
(Fig. 3c).

Fig. 2. An example of the pressure signals recorded in the coronary artery by the pressure gauge
and analyzed by the CathLab software.

Fig. 3. Blood pressure signals Pa(t) (upper lines) and Pd(t) (lower lines) measured in the
epicardial coronary arteries with progressing stenosis severity (a, b, c).
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The contour analysis of the Pa(t) and Pd(t) signals characterises their relative differ-
ences in slopes and values, while some novel information important for diagnostics can be
driven from the Pa(Pd), pressure-flow P(U), and phase curves P/(P) and U/(U) computed
from the measured signals where the stroke sign denotes the time derivative [15].
For instance, the Pa(Pd) curves computed from the Pa(t) and Pd(t) signals by elimination of
time are presented by loops (Fig. 4) slightly varying according to the heart rate, blood
pressure and flow variability [16, 17]. In spite of the heart rate and blood perfusion
variability, the characteristic shape of the loop is preserved from beat to beat. When the
myocardial perfusion is normal, the Pa(Pd) loop is elongated and tends to the straight line
(Fig. 4a).

When the stenotic flow is critical in the term of the FFR values, the loop is shaped
as digit ‘8’ and the self-intersection point is located in the middle of the loop (Fig. 4b).
When the perfusion is insufficient, the FFR value is low and the urgent surgery is
necessary, the Pa(Pd) becomes ‘thicker’ and is looking as asymmetric ‘8’ because of the
asymmetric location of the self-interaction point (Fig. 4c). Similar changes in the
shapes of the dependencies (Pa–Pd) on Pd and (Pa–Pd) on Pa with progressing stenotic
severity (functional, not geometrical!) have been observed in this study.

Representation of the measured blood pressure signals as cycles allows computa-
tion of different integral parameters like the area located inside the loop and its two
subparts produced by the intersection point, variability of its location and slope. The
measured blood pressure signals Pa(t) sometimes exhibit oscillating behaviour
(Fig. 5a), while in many cases they remain relatively smooth (Fig. 3). Note that the
Pd(t) curves do not demonstrate such oscillating behaviour, because the stenosis serves

Fig. 4. Pa(Pd) loops for the stenotic flows at FFR = 0.86 (a); FFR = 0.7 (b); FR = 0.53 (c).
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as the wave absorber producing reflected waves that propagate in the upstream
direction and appear in the Pa(t) signal.

Similar regularity has been found in [18]. Numerical simulations on the 1D model
exhibit high-frequency, short wave-length reflected waves superimposed over the main
wave front, and the computed high frequency oscillations were not a consequence of
the numerical solver.

Applying the 3–5 point smoothing filters or eliminating the high harmonics from
the Fourier expansion, the Pa(t) signals may be transformed in the smooth curves, but
the computed FFR values will be always lower for the initial Pa(t) (oscillatory) signals
than for the smoother ones, because the smoothing procedure cuts the high oscillations
and decreases the mean values of the signals. In that way the FFR computed on the
oscillating curves can overestimate the stenosis severity. The smoothing leads to
elimination of information that can be complementary to the FFR value and useful for
more detailed diagnostics of the stenosis rigidity or presence of the atheroma, thrombus
and fibrous cap. The Pa(Pd) loops computed from the oscillating (Fig. 6a) and smoothed
(Fig. 6b) pressure signals (see Fig. 5a and 5b correspondingly) demonstrate the intensity
of the high-frequency oscillations produced by additional wave reflection. The
smoothed curves (Fig. 5b) still can be classified and explained in correspondence to the
examples presented in Fig. 4, while the oscillating ones (Fig. 5a) needs elaboration of
new indexes and their biomechanical interpretation.

The pulsatile component of the measured pressure signals is not taken into account
in the FFR computations, so decomposition of the signal P(t) into the mean <P(t)> and
oscillatory P/(t) terms and examination of the oscillatory component may be interested
for the diagnostic purposes, as well as for deeper understanding the blood flow and
pressure wave propagation through the stenosis. For instance, the FFR values could be
computed separately for the mean and oscillatory components as

FFR ¼ \Pd tð Þ[ =\Pa tð Þ[ and FFRosc ¼ P=d tð Þ=P=a tð Þ:

A comparative analysis of the FFR, FFRosc and MLA values on a large representative
group of the measurements in the stenosed arteries will be done in the next studies.

Fig. 5. In vivo measured pressure curves before (a) and after (b) the smoothing procedure. The
curves are marked by numbers: Pa(t) (1), Pd(t) (2), <Pa(t)> (3), <Pd(t)> (4).
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3 Mathematical Model

3.1 Steady Blood Flow Between the Rigid Boundaries

The simplest model of the blood flow in the stenosed artery in the presence of the guide
catheter (Fig. 1) is the steady viscous flow between the rigid coaxial cylinders.
According to the well-know solution of the problem the axial flow is

VðrÞ ¼ dP
4lL

R2
2 � r2 þ R2

2 � R2
1

lnðR2=R1Þ ln
r
R2

� �� �
ð1Þ

where R2 is the radius of the artery, R1 is the radius of the wire/catheter, μ is the blood
viscosity, L is the distance between locations of the proximal and distal measurement
sites, δP is the measured pressure drop.

The computed FFR in the straight part of the blood vessel is estimated on the CFD
model, which in the limit of the rigid wall and the steady inflow tends to the Poiseuille
solution

VPðrÞ ¼ dP
4lL

R2
2 � r2

� � ð2Þ

From (1) and (2) the error in the FFR values computed basing on the measurement
signals and CFD computations can be estimated.

3.2 Pulsatile Blood Flow in Compliant Vessels

Heart contraction produces oscillations of the pressure and flow that propagate along
the vessels, and the speed of the pulse waves vary from c = 5–8 m/s in large elastic
arteries to c = 10–12 m/s in small resistive blood vessels. In elderly individuals and in
the case of atherosclerosis, hypertension and some other cardiovascular disorders the
pulse wave velocity increases up to c = 25 m/s [19]. The wave propagation and
reflection at the arterial branching, atherosclerotic plaques, lesions and other

Fig. 6. Pa(Pd) loops for the oscillatory (a) and smoothed (b) pressure signals presented in Fig. 5a
and Fig. 5b accordingly.
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non-uniformities produce complex superposition of the propagated and reflected
waves. Spectral and wave-intensity analysis of the registered signals can reveal novel
features of hemodynamics of stenosis and diagnostic indexes.

In this paper the axisymmetric wave propagation between the coaxial cylinders is
proposed as the model of the pulsatile blood flow and pressure wave propagation in the
compliant artery when the guiding catheter is inserted (Fig. 1).

Fluid flow is governed by incompressible Navier-Stokes equations

r �~v ¼ 0;

q
@~v
@t

þð~v � rÞ~v
� �

¼ �rpþ lr2~v;
ð3Þ

the mass and momentum conservation equations for the incompressible vessel wall

r �~u ¼ 0;

qw
@2~u
@t2

¼ �rps þr � r̂;
ð4Þ

where~v is the flow velocity, �u is the wall displacement, ρ and ρw are the mass densities
for the blood and wall, μ is the fluid viscosity, p and ps are the hydrostatic pressures in
the fluid and solid, r̂ is the stress tensor for the vessel wall.

The viscoelastic Kelvin-Voight body has been used as rheological model for the
layers:

ri þ sw
@

@t
ri ¼ Aikek þ lw

@

@t
ek ð5Þ

where Aik is the matrix of elasticity coefficients, μw is the wall viscosity, τw is the stress
relaxation time,~rT ¼ r11; r22; r33; r23; r13; r12f g is the stress vector,~e is similar strain
vector, ɛik = (∇iuk + ∇kui)/2, T is transposition sign. For the isotropic material Aik

contains Young modules E, Poisson ratio ν and shear modulus G = E/(2 + 2ν), while
orthotropic and transversely isotropic materials can also be considered in (5) [21, 22].

The boundary conditions include the no-slip flow condition at the inner rigid
surface; continuity conditions for the fluid and solid velocities and the stress compo-
nents at the fluid-wall interface:

r ¼ R1 : ~v ¼ 0 ð6Þ

r ¼ R2 : ~v ¼ d~u
dt

; ~rn ¼~rn ð7Þ

At the outer surface of the blood vessel the no displacement or no stress boundary
conditions can be taken in the form

r ¼ R2 þ h : ~rn ¼ 0 or ~u ¼ 0 ð8Þ

where h is the thickness of the arterial wall, n and τ denotes the normal and tangential
components.
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At the ends of the tube the fastening conditions for the tube

z ¼ 0;L : ~u ¼ 0; ð9Þ

the input wave at the inlet and the wave reflection condition at the outlet of the tube

z ¼ 0 : pðt; 0Þ ¼ p0ðtÞ; ð10Þ

z ¼ L : pðt, LÞ ¼ Cp0ðtÞ; ð11Þ

where Γ is the complex reflection coefficient equal to the ratio of the amplitudes of the
reflected and propagates waves [19, 20], Re(Γ) ∊ [0, 1] and Im(Γ) accordingly corre-
sponds to resistivity and capacity of the downstream vasculature [21, 22] are
considered.

The solutions of the problem (3) and problem (4)–(5) which are coupled via the
boundary conditions (8)–(11) have been found as a superposition of the steady solution
and small axisymmetric disturbance in the form of the normal mode:

~v; pf g ¼ ~v�; p�f gþ ~v�; p�f g � estþ ikz

~u; psf g ¼ ~u�; p�s
� �þ ~u�; p�s

� � � estþ ikz

where~v�,~u�, p�; p�s are the amplitudes of the corresponding disturbances, k = kr + iki,
s = sr + isi, si is the wave frequency, kr is the wave number, sr and ki are spatial and
temporal amplification rates, z is the axial coordinate. The steady part ~v�; p�f g is
identified with Poiseuille flow (1) between the rigid surfaces.

The amplitudes~v�, ~u�, p� p�s can be obtained from (3)–(4) as Fourier expansions

p ¼
Xn
j¼0

C1jJ0ðicjrÞeiðxj t�cjxÞ;

ps ¼
Xn
j¼0

ðC8jJ0ðicjrÞþC9jY0ðicjrÞÞeiðxjt�cjxÞ;

Vr ¼
Xn
j¼0

icjðC2jJ1ðicjrÞþC3jJ1ðibjrÞþC10jK0ðicjrÞþC11jK0ðjjrÞÞeiðxj t�cjxÞ;

Vx ¼
Xn
j¼0

iðC2jcjJ1ðicjrÞþC3jbjJ1ðibjrÞþC10jK0ðicjrÞþC11jK0ðjjrÞÞeiðxjt�cjxÞ;

Ur ¼
Xn
j¼0

icjðC4jJ1ðjjrÞþC5jY1ðjjrÞþC6jJ1ðicjrÞþC7jY1ðicjrÞþ

þC12jK1ðicjrÞþC13jK1ðjjrÞÞeiðxj t�cjxÞ;

Ux ¼
Xn
j¼0

ðC4jjjJ0ðjjrÞþC5jjjY0ðjjrÞþC6jicjJ0ðicjrÞþC7jicjY0ðicjrÞþ

þC12jK0ðicjrÞþC13jK0ðjjrÞÞeiðxj t�cjxÞ:

ð12Þ
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where βj
2 = γj

2 + iωj/iωjν.ν, κj
2 = ωj

2ρw/ωj
2ρwμw.μw − γj

2, γj = ωj/cj, cj is the speed of the
jth harmonics, Ckj are unknown constants, J0,1, Y0,1 are Bessel and K0,1 are modified
Bessel functions of the 1st and 2nd kind.

The difference of the obtained solution (12) and the well-known Womersley
solution at different boundary conditions [23, 24] is the modified Bessel functions K0,1

in the expressions of the fluid velosities and wall displacements which become infinite
at r = 0 and, therefore, are absent in the Womersley solution for the hollow tube (at
R1 → 0). The constants Ckj can be obtained by substitution of (12) into the boundary
conditions (6)–(11). The resulting expressions are not present here because of their
complexity.

4 Results and Discussions

The pressure and flow distributions in the pulsatile flow between the coaxial rigid
(guiding catheter/wire) and compliant viscoelastic surfaces have been computed on (9)
using the following physiological parameters: ρ = 1050 kg/m3, ρs = 1000–1300 kg/m3,
μ = 3.5·10−3 Pa·s, μs = 1 Pa·s, τs = 0.01–0.1 s, R1 = 0.18–1.25 mm, R2 = 0.75–2.5 mm,
Re(Γ) = 0; 0.5; 0.9, Im(Γ) = 1 ± i. The computed p(t, r, x) and~vðt,r,xÞ distributions have
been averaged over the cross-sectional area between the two surfaces and then com-
pared to the solutions of the same problem formulation (3)–(11) at R1 = 0 [20]. The aim
of the study was to check whether the pressure signals measured for the pulsatile blood
flow between two surfaces and in some cases in quite a narrow gap between them ((R2

– R1)/R2 * 0.5 – 0.75) are consistent with the CFD computations for the flows in rigid
tubes without the axial obstacles [11–13]. The input pressure waveforms p0(t) and the
wave reflection coefficients Γ have been taken in the same form for both geometries.

The non-dimensional axial flow profiles Vx(r°) computed at the same pressure
gradient δP/L = const and different relative size of the guiding catheter/wire R1/R2 = 0,1
÷ 0,5, where r° = r/R2 are presented in Fig. 7. The flow profiles are built at r ∊ [R1/R2,1],
non-dimensioned by the maximal Poiseuille velocity, and the axial obstacle is plotted at

Fig. 7. Axial flow profiles Vx(r°) at different values R1/R2 = 0,1; 0,2; 0,3; 0,4; 0,5 (curves 1–5
accordingly).
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r = ±0.1. The non-dimensional WSS at the inner and outer surfaces are presented in
Fig. 8. In the presence of the catheter/wire the total energy dissipation due to the viscous
drag is bigger than in the hollow tube (Poiseuille flow). The dissipation is bigger for the
thin wires located in the centre of the blood vessel in the region of the maximal blood
velocity, because thinner wires produce bigger shear rates.

When the constant flow rate regime Q = const between the cylinders is maintained
by different pressure gradients or active response of the vessel wall to the changed wall
shear rate, the velocity profiles have different shapes produced by the main harmonics
presented by the Bessel function J0(r) (Fig. 9).

The FFR values have been computed for different sets of the material parameters
and for the individual geometries of the 45 segments of the coronary arteries examined
in this study. The corresponding distributions are shown in Fig. 10. The standard model

Fig. 8. WSS at the inner rigid (dotted line) and outer compliant (dashed line) walls at R1/
R2 = 0,1 ÷ 0,5. The solid line corresponds to the Poiseuille flow.

Fig. 9. Axial flow profiles Vx(r°) for the case Q = const. The labels are the same as in Fig. 7.
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is based on the Womersley solution for the pulsatile flow in the hollow tube, while the
developed model is based on the expressions (12) for the pulsatile flow between two
coaxial cylinders. The coronary segment supposed to be straight and its inner radius,
lengths and wall thickness estimated on the angiographic images (R2, L and h).

In spite of possible patient-specific variations in the blood viscosity and wall
rheology, the numerical computations on the developed model are closer to the FFR
values measured via the CathLab, than the one computed for the flows in cylindrical
geometries.

It was shown the developed model estimates stenosis severity more correctly. The
vertical and horizontal lines in Fig. 10 correspond to the critical values FFR = 0.75; the
cases with FFR >0.75 are strongly recommended for immediate stenting [6]. In the-
most of the considered cases the measured and computed FFR values correlate for the
both models, while the standard model underestimates the stenosis severity more fre-
quently than the developed model. Since complexity of the numerical computations for
the realistic vessel geometry with and without the catheter do not differ significantly,
the developed model is more preferable for the virtual FFR technologies [25]. Besides,
neglecting the high frequency components by smoothing of the measured signals leads
to lower mean values for Pa but not Pd which results in overestimation of the stenosis
severity. The obtained results must be also checked out on more complex geometries
like curved/twisted tubes and in presence of long smooth and irregular stenoses.

5 Conclusions

Pressure signals registered before Pa(t) and behind Pd(t) the stenosis possess different
oscillatory behaviour, because of the wave reflections at the site of the stenosis. The
important diagnostic parameters crucial for decision making on surgery of the stenosis
(stenting, bypass, grafts) are made on the signals measured in the presence of the
guiding catheter and wire with the pressure gauge, while the computational approaches
for estimation of the hemodynamic parameters are based on the simplified models. It
was shown the mathematical model of the pulsatile flow between the rigid and com-
pliant cylinders is more precise for the FFR estimation than the model of the flow in the
hollow rigid tube without any obstacles along the axis.

Fig. 10. Measured FFR (vertical axis) versus the FFR computed on the standard (I) and
developed (II) models.
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Is was shown the mathematical model of the steady and pulsatile flow between the
rigid and compliant surfaces predicts more accurate results for the diagnostic index
<Pd(t)>/<Pa(t)>. It was also shown the pulsatile high frequency component gives
complementary information on the stenosis severity.
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Abstract. We present an ontology of meaningful use of healthcare information
systems (MUHIS), and an analysis of its requirements and practices using the
ontology. We map (a) the Stages 1 and 2 meaningful use requirements set by the
Centers for Medicaid & Medicare Services (CMS) for Electronic Health Records
(EHR), and (b) the current literature on meaningful use, to derive the ontological
map of the two respectively. Both maps are fragmented and incomplete. We high‐
light the gaps (a) in the requirements, (b) in practices, and (c) between require‐
ments and practices, and highlight the bright, light, blank, and blind spots in
MUHIS. We discuss why these gaps should be (a) bridged if they are important, (b)
ignored if they are unimportant, or (c) reconsidered if they have been overlooked.
Thus ontological analysis can provide systemic feedback for continuous improve‐
ment of MUHIS though systematic changes in policies and practice.

Keywords: Ontology · Meaningful use · Healthcare Information Systems ·
Electronic health records

1 Introduction

Meaningful Use of Healthcare Information Systems (MUHIS) is a work-in-progress at
the national level in the USA and other countries [1–4], at the local level in many states
and cities, and at the enterprise level in many hospitals, physician practices, and other
healthcare providers. Its requirements and practices are evolving in tandem, and along
different paths depending on the initial conditions, incentives, and the environment. It
is seen as an instrument for addressing the national (USA, for example) concerns about
the cost, quality, and safety of healthcare. Consequently, there is a constant pressure to
continuously and rapidly improve MUHIS. To catalyze the evolution, the Centers for
Medicaid & Medicare Services (CMS) in the USA has set Stages 1 and 2 meaningful
use requirements for Electronic Health Records (EHR) [5]. The requirements specify
the outcomes, associated objectives, and corresponding measures. There are incentives
for meeting the objectives. Fulfilling the requirements will be necessary but not sufficient
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for harnessing the full potential of MUHIS; it has far greater potential than envisioned
in the present requirements. The requirements and MUHIS have to evolve quickly in
tandem to meet the rapidly increasing global demands on healthcare. It would be a
challenge to make the MUHIS ‘elephant’ dance.

MUHIS is a large, complex, and ill-structured problem. It is a ‘wicked’ problem [6].
We have to manage its ‘wickedness’ through feedback and learning to help it evolve
rapidly. To do so, we have to (a) abstract from the diverse, often contradictory, and
heterogeneous requirements and practices of MUHIS, and (b) apply it to the reformu‐
lation of requirements and practices [7–9]. We need a clear framework and method for
abstraction and application [9, 10] to avoid replaying the proverbial story of the five
blind men each of whom imagined an elephant as a rock, an arrow, a fan, a rope, and a
tree trunk after touching its body, tusk, ear, tail, and leg, respectively [11, 12]. A wise
man settles their argument about the ontic nature of the elephant by piecing together the
picture for them. Fortuitously, the wise man in the story could see and recognize the
elephant; without him the blind men’s argument would likely have continued ad infin‐
itum. Analogously we need wise men and women who can see and recognize the ‘big
picture’ of MUHIS. The framework should guide the abstraction, inform the application,
and structure the visualization of the MUHIS. It should thus help (a) to limit the frag‐
mentation of the requirements and practices, (b) to make the system greater than the sum
of its parts, and (c) to evolve MUHIS systemically and systematically. The framework
itself should be adaptable to the evolution of requirements and practices through scaling,
extension, reduction, refinement, and magnification of its components. It should be
extensible to the Stage 3 requirements in the US, for example.

In the following, we will present an ontology [12] for MUHIS and discuss a method
of mapping it using the framework. Thus, we will present a map of the “knowledge
structure” [13] of requirements and practices of MUHIS as an ontological map. The
ontological map represents a “virtual knowledge landscape” [14, p. 505] based on textual
empirical data about the requirements and practices. It will help visually recognize the
coherence and lack of it in the cumulative domain knowledge, and therefore help correct
the lacuna when appropriate [15, 16]. Thus, it will provide “support for navigating the
knowledge landscape.” [17, p. 1] Further, “[i]ncrementally computed information land‐
scapes are an effective means to visualize longitudinal changes in large document repo‐
sitories…” [18, p. 352] such as the requirements and practices of MUHIS. It will aid the
continuous improvement of MUHIS.

First, we will describe an ontology of MUHIS. We will explain the conceptual foun‐
dations of the framework and its bases in MUHIS requirements and practice. We will
also discuss the face, content [19], semantic [20], and systemic validity [21] of the
framework.

Second, we will describe the method for mapping the requirements specifications
and practice literature onto the ontology and explain the mapping process. We will
discuss the reliability and validity of the mapping. We will demonstrate the visualization
of the ontological map from the mapped data based on the map.

Third, we will describe the gaps within requirements, within practice, and between
requirements and practice using the ontological map. We will discuss the importance of
these gaps and their implications for future requirements specifications and practice.
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Fourth, and last, we will describe how the method can be used to develop incremental
maps [18] over time to generate feedback and facilitate learning in the evolution of
MUHIS. We expect that continuous assessment and improvement of MUHIS using the
proposed method will eventually lead to the realization of the guiding vision.

2 Ontology of MUHIS

Ontologies “… provide a shared and common understanding of a domain that can be
communicated between people and heterogeneous and widely spread application
systems.” [22, p. 1] They “… make it possible to understand, analyze, exchange or share
knowledge of a specific domain and therefore they are becoming popular in various
communities. However, ontologies can be very complex and therefore visualizations
can support users to understand the ontology easier. Moreover, graphical representations
make ontologies with their structure more manageable. For an effective visualization, it
is necessary to consider the domain for which the ontology is developed and its users
with their needs and expectations.” [23, p. 123]

Ontology is the study of being in contrast to epistemology which is the study of
knowing. Its focus is on objects, their categories, and the relationships between them.
Ontologies represent the conceptualization of a domain [24]; they organize the termi‐
nologies and taxonomies of a domain. An ontology is an “explicit specification of a
conceptualization.” [25, p. 908] It is used to systematize the description of a complex
system [26]. “Our acceptance of an ontology is… similar in principle to our acceptance
of a scientific theory, say a system of physics; we adopt, at least insofar as we are
reasonable, the simplest conceptual scheme into which the disordered fragments of raw
experience can be fitted and arranged.” [27, p. 16]

There are potentially many ways of representing a domain ranging from a natural-
language narrative to a formal mathematical formulation (when possible). The ontology
is a structured natural-language representation, more formal than a narrative but less
formal than a mathematical formulation. It is particularly suited for ‘wicked’ problems
such as MUHIS. It is easy to understand and apply the ontology.

The ontology for MUHIS is shown in Fig. 1. It encapsulates the logic of MUHIS. It
has been formulated manually by the authors from the meaningful use outcomes, objec‐
tives, and measures [5] and their knowledge of the structure and functions of an infor‐
mation systems. There is no computerized method for extracting such an ontology (a)
at this level of granularity, (b) which is parsimonious (fits a letter size page with legible
font), and (c) has high semantic validity [20] (each combination is a natural English
sentence as explained below). During the formulation two of the authors iterated
between abstraction of the framework from and its application [10] to the requirements
until the model (a) was logically complete, and (b) covered all the objectives, require‐
ments, and criteria. It is similar to the process described by Ramaprasad & Mitroff [10]
and Ramaprasad [9] for the formulation of strategic problems.

The ontology has five columns representing the five dimensions of MUHIS; two of
the dimensions together comprise the Health Information Systems. Each dimension is
defined by a one- or two-level taxonomy. The dimensions are linked by words/phrases
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interleaved between the respective columns. The columns are ordered left to right such
that the concatenation of a word from each column with the interleaved words/phrases
results in a meaningful natural English sentence. Four such concatenated sentences are
shown, with examples, at the bottom of Fig. 1. In the following we will discuss the
dimensions, the taxonomies, and the concatenations in greater detail.

2.1 Dimensions of the Ontology

The rightmost column is ‘Outcome’ and it lists the four critical healthcare outcomes
which need to be meaningfully managed using HIS. They are efficiency, quality, and
safety of healthcare and disparities in healthcare – a Core and Menu Set outcome [5].
There are many other Core and Menu Set outcomes. We interpret them as means to the
four outcomes in the ontology. For example, consider the Core outcome to ‘Engage
patients and families in their healthcare’. In the ontology patients and families are stake‐
holders in achieving the desired healthcare outcomes using the Health Information

Fig. 1. Ontology for Meaningful Use of Healthcare Information Systems (MUHIS).
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System. Similarly, consider the Menu Set outcome to ‘Improve population and public
health’ – the Population is a stakeholder receiving healthcare to achieve the desired
outcomes. We have been able to relate all the present Stages 1 and 2 outcomes to the
four outcomes. In the future, additional outcomes or subcategories of outcomes can be
added, or some of the outcomes deleted for application to a particular context.

The second column from the right (Stakeholders) is a taxonomy of stakeholders in
HIS. They are the recipients of healthcare (patients, families, and the population as a
whole), the providers of healthcare (physicians, nurses, and pharmacists), payers for
healthcare, employers of recipients, insurers of recipients, regulators of healthcare, and
the government. The categories of stakeholders are not mutually exclusive – an entity
may have multiple roles. For example, a recipient may also be a payer, and a self-insured
employer may also be the insurer. The categories may not also be exhaustive – they may
need to be extended or reduced. The present taxonomy is a generic, parsimonious list
of stakeholders whose interests and roles in meaningfully managing the healthcare
outcomes need to be considered.

The third and fourth columns (Structure, Function) from the right are the common
structural and functional components of an information system. They have been adapted
to the CMS terminology [5]. The structural components of HIS are the technology
(hardware, software, and networks), processes, policies, and personnel. The functional
components are acquisition, analysis, interpretation, application, and distribution of
information.

The leftmost column (Management) lists the functions necessary to manage HIS to
assure their meaningful use. These are common functions in the analysis, design, and
assessment of any information system. They are analysis, specification, design, imple‐
mentation, maintenance, and assessment; they have been derived from the HealthIT
terminology [28].

2.2 Illustrative Components

Each concatenation of words/phrases across the framework is a potential component of
MUHIS. There are 3360 (6 × 4 × 5 × 7 × 4) level-1 and 7920 (6 × 6 × 5 × 11 × 4)
level-2 components. We will focus our discussion on the level-1 components and
subsume within them the details of the second level. Four level-1 components are listed
at the bottom of Fig. 1 with an example for each; they are discussed below.

First, consider ‘Specification of technology for analysis of information by providers
to meaningfully manage cost of healthcare.’ This could include specification of cost-
effective electronic health records software to provide the type of clinical decision
support required by CMS for meaningful use. It could also include data mining software
to be used by a large regional Health Maintenance Organization (HMO) to determine
the most efficacious drugs for a commonly occurring chronic condition.

Second, consider ‘Design of processes for acquisition of information by patients to
meaningfully manage quality of healthcare.’ It could include design of processes for
online access of lab results (required by CMS in Stages 1 and 2), or processes to foster
formation of social networks of cancer patients to acquire information from each other
and form support groups.
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Third, consider ‘Implementation of policies for application of information by
government to meaningfully manage disparities in healthcare.’ It could include policies
to transmit health data to government agencies, wellness education policies for those
living in the ‘food deserts’, and reimbursement policies which help counter the imbal‐
ance due to socio-economic status.

Fourth, and last, consider ‘Implementation (deployment) of personnel for interpre‐
tation of information by insurers to meaningfully manage safety of healthcare.’ It could
entail deployment of data mining specialists to discover early warnings about new
potentially unsafe drugs.

Further, as shown in the examples, each component may be instantiated in multiple
ways. The many instantiations constitute the MUHIS. We note that some components
may not be instantiated at all in a given context. For example, without health insurance
the fourth illustrative component above may be irrelevant. In general, the absence of
instantiation may reflect either an error of omission (blind spot) or an irrelevant compo‐
nent (blank spot) in that context.

2.3 Validity of the Ontology

In assessing the validity of the framework we note that it is an ontology not the ontology
for MUHIS; we recognize that there can be other equally valid frameworks. Each
framework can be a lens to study the domain; each lens can offer different insights about
the domain. Given that the MUHIS problem is complex and ill-structured, ‘wicked’ [6],
a singular ontology is unlikely. We offer a framework and its associated insights. It
derives its validity from its (a) logical construction, (b) comprehensiveness, (c) inter‐
pretability, and (d) completeness.

First, the logic of the MUHIS ontology’s dimensions can be deconstructed as
follows:

• Meaningful Use of Healthcare Information Systems = Meaningful Use + Healthcare
Information Systems

• Meaningful Use = Management + Stakeholders + Outcome
• Healthcare Information Systems = Structure + Function

Thus, the dimensions comprehensively cover the connotation of MUHIS. They can be
easily interpreted by a user.

Second, the categories of the taxonomy for each dimension are logical and generally
accepted in the respective disciplines. Moreover, should a category or subcategory be
missing from a taxonomy, it can be easily added. By the same token, a redundant cate‐
gory or subcategory can be easily removed. These corrections of potential errors of
omission and commission will not invalidate the rest of the framework. Thus, the taxon‐
omies of the dimensions are comprehensive and interpretable.

Third, the ordering of the dimensions fits the rules of English grammar – thus
rendering the concatenations in natural English and making them meaningful and hence
interpretable. Further, all the components (concatenations) encapsulated in the frame‐
work taken together provide a complete, closed description of MUHIS.
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Fourth, and last, the parsimonious representation of the ontology provides a panoptic
view of MUHIS which can be analyzed with minimal cognitive strain. A user can
conveniently and meaningfully explore its dimensions, elements, and components at
different levels of granularity.

Thus, we believe that the framework’s face validity [19], content validity [19],
systemic validity [21], and semantic validity [20] are high. It parsimoniously encapsu‐
lates the complexities of the system; it makes the MUHIS ‘elephant’ known and visible
and hence can be used to map MUHIS systemically and systematically. It is a simple,
powerful tool to synthesize and visualize the MUHIS knowledge domain, to analyze the
accumulation of knowledge over time, and visualize its trajectory. It provides a holistic
approach to visualize the map and guide the progress of a domain, for example, to answer
the question: How can we continuously improve MUHIS? We explore these possibilities
in the following.

3 Method

3.1 Mapping MUHIS Requirements

We mapped all the Stages 1 and 2 requirements onto the ontology through consensus
mapping. The requirements were obtained from the CMS website [5]. Each objective
was mapped individually, considering it in the context of the associated outcome and
measures. The total number of objectives mapped = 51. All the objectives were first
mapped by one author, reviewed and modified by the other, and the discrepancies
between the two discussed and resolved in the final mapping. The mapping does not
distinguish between the core and menu objectives, and those for eligible professionals,
eligible hospitals, and CAHs (Critical Access Hospitals). We provide two examples of
mapping in the following.

Consider the Stage 1 core objective of “Implement drug-drug and drug-allergy inter‐
action checks.” It is one of a set of objectives with the stated outcome of “Improving
quality, safety, efficiency, and reducing health disparities.” We mapped the objective
for quality, safety, and efficiency outcomes but not for disparities; we could not see a
direct link from the discussion of the objective and its measures to managing disparities.
We mapped it to the ontology as: “Implementation of technology/processes for appli‐
cation of information by providers to meaningfully manage efficiency/quality/safety.”
We note that the objective corresponds to six components of the ontology, not just one.

Consider the Stage 2 core objective of “Provide patients the ability to view online,
download and transmit their health information within four business days of the infor‐
mation being available to the EP.” Although the stated outcome of the objective is
“Patient Electronic Access”, we inferred the ultimate outcome to be primarily quality.
It could be efficiency and safety too, but we did not find sufficient evidence to justify
them. We mapped the objective to the ontology as: “Implementation of technology for
distribution of information by/to recipients/providers to meaningfully manage quality.”
Again, we note that the objective corresponds to two components of the ontology.

Mapping the meaningful use objectives was straightforward in most cases. It
required little interpretation except in the mapping the outcomes of a few objectives as
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illustrated above. The mapping was recorded on an Excel spreadsheet using one row per
objective and a column per element of the ontology. All but 2 of the 51 objectives were
mapped to all the five dimensions of the framework for a total of 65 full and 10 partial
components.

3.2 Mapping MUHIS Practice

We mapped all the articles indexed in PubMed that contain the term “Meaningful Use”
in the title/abstract and belong to the following MeSH major topics: “Medical Infor‐
matics”, “Medical Records Systems, Computerized”, “Electronic Prescribing”, and
“Computer Communication Networks”. In addition, we also included articles specifi‐
cally designated to MeSH major topic “Meaningful Use”. The combined result was
filtered by date (2009 – March 1, 2013) as well as the availability of abstract. We obtained
a total of 200 articles. Of these, 43 were announcements, editorials, etc. and 7 were non-
US. They were excluded from the study. The remaining 150 articles were mapped by
the authors onto the ontology based on their titles and abstracts. Each article was mapped
by one author and validated by the other. Differences in mapping between the two were
resolved through discussion. As with the requirements an article could be coded (a) on
all or some of the dimensions, and (b) into a single or multiple components of the
framework. Of the 150 articles, 63 were coded on all the dimensions and 87 on a subset,
for a total of 214 components and 1964 partial components. All the data were maintained
and mapped on spreadsheets (Google Docs and Excel).

4 Results

4.1 Ontological Map of MUHIS Requirements

The ontological map of MUHIS requirements is shown in Fig. 2. The elements corre‐
spond to the first level of the ontology. The number in parenthesis adjacent to each
element is the frequency of its occurrence in the set of objectives. The bar below the
element is proportional to the frequency using the total number of objectives (51) as the
denominator. The profile is very similar for Stages 1 and 2 requirements and hence they
are not shown separately. The total frequency for elements in a column may exceed the
total number of CMS objectives due to one to many mapping of objectives to compo‐
nents as illustrated and explained earlier.

The mosaic of the MUHIS requirements as a whole is evident from the ontological
map. It has many bright spots (high frequency elements), light spots (low frequency
elements), and blank/blind spots (no frequency elements). The no frequency elements
may be ‘blank’ by choice or ‘blind’ by oversight – it cannot be resolved based on the
data. The mosaic may be summarized in a complex sentence with higher frequency
elements in bold and decreasing frequency left to right as follows:

Implementation/maintenance of technology/processes/policies for distribution/acquisition/
application of information by/to providers/recipients/government to meaningfully manage
quality/efficiency/safety/disparities of healthcare.
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The partial histogram of Stages 1 and 2 meaningful use requirements shown in Fig. 3
highlights the most common components of the requirements using the structured
construction of the ontology – the bright spots. On the left is the synthetic requirement
based on the ontology, and on the right the total frequency of its occurrence and a propor‐
tional bar. As we have noted earlier, a CMS requirement may be deconstructed into
multiple synthetic requirements. The full histogram (not shown due to space constraint)
portrays the bright, light, and blank/blind spots at the component level, in contrast to the
element level visualization in the ontological map (Fig. 4).

Implementation of Technology for Distribution of information by/to Providers to meaningfully manage Quality of/in healthcare 19
Implementation of Processes for Distribution of information by/to Providers to meaningfully manage Quality of/in healthcare 17
Implementation of Technology for Distribution of information by/to Providers to meaningfully manage Efficiency of/in healthcare 16
Implementation of Processes for Distribution of information by/to Providers to meaningfully manage Efficiency of/in healthcare 16
Implementation of Technology for Acquisition of information by/to Providers to meaningfully manage Efficiency of/in healthcare 12
Implementation of Technology for Acquisition of information by/to Providers to meaningfully manage Quality of/in healthcare 12
Implementation of Technology for Distribution of information by/to Providers to meaningfully manage Safety of/in healthcare 11
Implementation of Processes for Acquisition of information by/to Providers to meaningfully manage Efficiency of/in healthcare 11
Implementation of Processes for Acquisition of information by/to Providers to meaningfully manage Quality of/in healthcare 11

Fig. 3. Partial histogram of Stages 1 and 2 meaningful use requirements.

Fig. 4. Ontological map of meaningful use practice.

Fig. 2. Ontological map of Stages 1 and 2 meaningful use requirements.
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4.2 Ontological Map of MUHIS Practice

The ontological map of MUHIS practice mirrors that of the requirements, as one would
expect, but with the following significant exceptions: (a) in Management there is a
greater emphasis on Assessment and virtually no emphasis on Maintenance in practice;
(b) in Structure, there is less emphasis on Processes and slightly more emphasis on
Personnel in practice; and (c) among Stake holders there is less emphasis on Recipients
in practice. The Function and the Outcome profiles of the requirements and practice are
similar.

The mosaic of the MUHIS practice as a whole is evident from the ontological map.
As with the map of requirements it has many bright spots, light spots, and blank/blind
spots. The mosaic may be summarized in a complex sentence with higher frequency
elements in bold and decreasing frequency left to right as follows:

Implementation/assessment/design/analysis/specification/maintenance of technology/
processes/personnel/policies for distribution/acquisition/application/analysis/interpretation
of information by/to providers/recipients/government/regulators/payers/insurers to meaning‐
fully manage quality/efficiency/safety/disparities of healthcare.

The partial histogram of meaningful use practice shown in Fig. 5 highlights the bright
spots using the synthetic components of the ontology. Its construction is similar to Fig. 3.

Assessment of Technology for Acquisition of information by/to Providers to meaningfully manage Quality of/in healthcare 20
Assessment of Technology for Distribution of information by/to Providers to meaningfully manage Quality of/in healthcare 20
Implementation of Technology for Distribution of information by/to Providers to meaningfully manage Quality of/in healthcare 20
Implementation of Technology for Acquisition of information by/to Providers to meaningfully manage Quality of/in healthcare 18
Implementation of Technology for Distribution of information by/to Providers to meaningfully manage Efficiency of/in healthcare 18
Implementation of Technology for Acquisition of information by/to Providers to meaningfully manage Efficiency of/in healthcare 17
Implementation of Technology for Acquisition of information by/to Providers to meaningfully manage Safety of/in healthcare 14
Implementation of Technology for Distribution of information by/to Providers to meaningfully manage Safety of/in healthcare 14
Assessment of Technology for Acquisition of information by/to Providers to meaningfully manage Efficiency of/in healthcare 13
Assessment of Technology for Distribution of information by/to Providers to meaningfully manage Efficiency of/in healthcare 13

Fig. 5. Partial histogram of meaningful use practice.

5 Discussions

Words matter. The formulation of a problem can be inclusive or restrictive, depending
on the choice of words and their connotations. We have formulated meaningful use
inclusively in the MUHIS ontology (Fig. 1). The Management dimension includes all
the major steps of a system development cycle; the primary components of the Structure
and Function of a Health Information System are incorporated; and so are all the key
Stakeholders and Outcomes. Meaningful use should be ‘meaningful’ for all the stake‐
holders for all the key ‘uses’ (outcomes). The inclusive formulation makes the MUHIS
‘elephant’ fully visible – doing so can diminish the costs of fragmentation and drive the
benefits of integration.
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CMS has formulated meaningful use narrowly in its Stages 1 and 2 requirements, as
shown in the ontological map in Fig. 2. The narrow formulation may be driven by its
mission – their primary site for MUHIS is ‘HealthIT.gov’ not ‘HealthIS.gov’, empha‐
sizing technology not the system. It may be motivated by the strategy for implementation
– to start where there may be greatest leverage and to proceed in stages. It may also be
determined by their decisions about their role. They may see motivating recipients and
providers as their role but not motivating payers and employers. Similarly, they may see
motivating implementation as part of their role but not analysis, specification, and design
– the latter could be the EMR vendors’ role. Last, the similarity of Stages 1 and 2 maps
suggest a continuity of focus. We cannot adduce the reasons for the map shown in Fig. 2
and its continuity but we can assert that the Stages 1 and 2 requirements by themselves are
unlikely to result in MUHIS in its panoptic connotation expressed in the ontology. The
narrow formulation is likely to be suboptimal if not dysfunctional.

Consider the Stage 1 objective: ‘Implement drug-drug and drug-allergy interaction
checks’. These checks will directly affect the Quality and Safety [29–31] Outcomes of
healthcare [32]. Their effectiveness will depend upon the providers’ response to the
alerts issued based on the checks. Recent Assessment shows that more than 90 % of the
alerts are overridden due to alert fatigue [29, 33, 34], information overload [35], poor
user interface Design [30, 36, 37], poor Specification of the critical interactions [37],
and inadequate Analysis [38, 39] of the interactions. It will be necessary to include most
of the blank elements in the map of Stages 1 and 2 (Fig. 2) to improve the effectiveness
of the checks. First, it would be necessary to Assess [40, 41] the current system to provide
feedback [33] for Analysis [38, 39], Specification, and Design of the system. Second,
the Assessment could be done internally by a provider, locally, or by a conference of all
the Stakeholders [34, 38, 42]. Third, any Assessment and feedback will entail extensive
Analysis [38, 39] and Interpretation [43] of empirical data [44]. Thus, the success of a
large number of components encapsulated in the ontology will be essential for effectively
implementing the ‘drug-drug and drug-allergy interaction checks’. In absence of a
systematic systemic [40] perspective, the checks may be implemented but they may be
meaningless, especially if they are overridden constantly [45].

In addition to the above, the fragmentation in policies and practice may be simply a
consequence of their development being distributed across many policymaking groups.
These groups are designed to represent different stakeholders and their interests. The
diversity is intended to make the policies inclusive; but by the same token it makes it
difficult to integrate them systematically and systemically. Constraints of time and other
resources in the operation of these groups often result in their devolving their recom‐
mendations to the lowest common denominator of agreement. Moreover, lacking a
synthesizing tool such as the ontology, it is easier to settle on the lowest common
denominator than to discuss the logic of inclusion and exclusion of each component.
Metaphorically, in the absence of a good map it is easier and safer to stick to the familiar
pathways.

Similarly, part of the fragmentation in practice is likely a reflection of the policy which
guides it. In addition, its fragmentation is likely amplified by its spatial and temporal
distribution across many organizations, operating at different levels of technological
sophistication, and implementing the system incrementally. If the fragmentation can be
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made visible, as we have using the ontology, the visibility can provide feedback to
promote greater integration.

6 Conclusion

The ontological maps and histograms provide clear visualizations of the gaps within
each and between them. Some of these gaps definitely need to be bridged, as in the case
of decision support for drug-drug and drug-allergy interactions. The policy makers and
practitioners have to assess the importance of the other gaps and change requirements
and practices to bridge them. This process of feedback and change has to be ongoing
for continuous improvement of MUHIS. Ontological maps such as the ones presented
in this paper can provide the foundations for visualizing the domain, monitoring the
incremental changes, and making it complete and integrated.

In summary, we present an ontological meta-analysis and synthesis of MUHIS
requirements and practice [46]. It highlights the domain’s bright spots which are heavily
emphasized, the light spots which are lightly emphasized, the blank spots which are not
emphasized, and the blind spots which have been overlooked. It also highlights the biases
and asymmetries in MUHIS requirements and practice; they can be realigned to make
them stronger and more effective.

As we have emphasized earlier our ontology is one lens through which one can study
MUHIS. There can be other equally valid frameworks. Each lens will likely yield a
different map and thus different insights into the bright, light, and blank/blind spots.
Each of these sets of insights will be a product of observing the phenomenon system‐
atically through a systemic framework, of a different way of making the ‘elephant’
visible. Reconciling these differences, in addition to changing the map of each will
advance knowledge of MUHIS and can set the research/practice agenda for the domain.

The ontology is extensible and reducible, and hence the method is adaptable to the
developments in MUHIS. Should a new Function or Stakeholder of MUHIS emerge in
the future, they can be added to the framework. Or, should a new subcategory of
Providers becomes a key Stakeholder, the framework can be extended to accommodate
the change. By the same token, if a category becomes irrelevant, it could be eliminated
from consideration. The extensibility and reducibility will also help trace the evolution
of the constructs in and the logic of MUHIS.

Last, but not the least, visualization is key to making sense of and interpreting ‘big
text data’ like the emerging requirements and practice of MUHIS. The ontology provides
an easy and intuitively understandable vehicle for visualization. Note, for example, the
ontological maps can be used to study the evolution of MUHIS over time by creating
maps for different cross-sections of time. It can also be used to study the map at different
levels of granularity using more refined/coarsened taxonomies. These are works in
progress. Feedback based on incremental ontological maps will help to continuously
improve MUHIS. With the current ontological map of MUHIS requirements and prac‐
tice it is unlikely that the full vision of meaningful use will be realized – they have to
evolve a lot.

The evolution has to balance the emphasis on the categories, dimensions, and
components of the ontology. It has to balance the bright, light, blank, and blind spots.
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Following are three examples:

• The emphasis on the Stakeholders has to be balanced. All the stakeholders, individ‐
ually and in interaction with each other, collectively affect the outcome.

• With the increasing role of ‘big data’ and data mining in healthcare the low emphasis
on Analysis and Interpretation will likely have to be increased significantly

• Meaningful Use is itself a dynamic concept which will evolve with time. MUHIS
too has to be equally dynamic. To do so the emphasis on Analysis, Specification,
Design, and Maintenance (in Management) will have to be increased considerably.

The ontological map can guide the evolution now and in the future. Since the analysis
for this paper, the Stage 3 requirements in the US have been announced. They can be
easily mapped to the ontology. More important, the concept of MUHIS itself is likely
to be transformed with new disruptive technologies (for example, mobile health or
mHealth technologies) which in turn will necessitate a fundamental rethinking of the
requirements and practice. Ontological analysis and synthesis can help guide this trans‐
formation systematically and systemically. If such transformations are not managed
effectively, there is as danger of the disruptive technologies becoming destructive, and
for the healthcare system to be unable to harness its value quickly.

A major strength of the method is the synoptic view of the domain it provides based
on the population of requirements and research articles. By the same token, its strength
is also critically dependent upon the inclusiveness of the search. Another major strength
is its use of natural English to model the problem; again the semantic variability of the
natural language could also be a weakness by introducing errors in coding. Last, while
the parsimony of the ontology is a significant strength, significant errors of omission for
the sake of parsimony will weaken the method. The omission of a key category can make
the ontology, and consequently the study, ‘blind’ to the associated requirements and
practice.

The relatively small number of requirements and research articles allowed the
authors to code them manually. As the domain grows it will be necessary to automate
or at least semi-automate the coding. Qualitative analysis tools such as NVivo can be
used to partially automate the coding. It will be incorporated in the future.

Last, the method is new and in its early stages of development. In the future we
propose to systematically address some of the weaknesses mentioned above. We also
propose to benchmark the method with other methods for synthesizing the knowledge
in a domain.
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Abstract. The goal of the PartoPen system is to enhance the partograph, a paper-
based labor monitoring tool intended to promote timely delivery of quality care
by birth attendants in developing countries. The PartoPen digital system provides
audio instructions for measuring and recording labor progress indicators, real-
time decision support based on recorded measurements, and time-based patient-
specific reminders. Previous studies of the PartoPen system showed improved
partograph completion rates among students in nursing classrooms at the Univer‐
sity of Nairobi (UoN) in Kenya. This paper presents the results of two continua‐
tion studies conducted in the maternity ward of Kenyatta National Hospital
(KNH) in Nairobi. In this paper we identify and discuss the interrelated factors
impacting PartoPen adoption and use in the labor ward at KNH, and review the
challenges and opportunities likely to face digital pen deployments in other
healthcare settings.

Keywords: Digital pens · Maternal health · ICTD · Kenya · Partograph · Clinical
Decision-Support System (CDSS)

1 Introduction

The World Health Organization (WHO) estimates that 300,000 women die every year due
to pregnancy-related complications, most of which occur in developing countries [1].
Timely and informed labor monitoring by a skilled attendant can help prevent many of the
main causes of maternal death – hemorrhage, infection, unsafe abortion, eclampsia, and
obstructed labor [2]. Globally, the WHO promotes the paper partograph as an effective and
cost-efficient tool for monitoring labor, and preventing obstructed labor and resulting
complications. Used correctly, the partograph provides decision support that assists in early
detection of maternal and fetal complications during labor. Especially in rural clinics, early
detection allows transport decisions to be made in time for a woman to reach a regional
facility capable of performing emergency obstetric procedures.

Despite the positive reports of improved maternal outcomes resulting from correct
partograph use [3, 4, 5], several recent studies in Kenya have reported underuse and
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incorrect use of the partograph at all levels of maternity care [6, 7, 8]. The well-docu‐
mented barriers to partograph use include partograph shortage, staff shortage, low parto‐
graph knowledge and training, and the perspective that the partograph is time consuming
and redundant [6]. The goal of the PartoPen project is to mitigate some of the barriers
preventing correct and widespread partograph adoption using an interactive digital pen,
dedicated pen software, and partograph forms printed with a background dot pattern that
is recognized by the pen. Using only the digital pen and the existing paper form, the
PartoPen addresses training and resource barriers by providing audio-based decision
support, patient-specific reminders, and partograph use instructions. Prior PartoPen work
at the University of Nairobi [9] suggests that the PartoPen is effective in multiple health‐
care settings: initial training, training reinforcement, and use with actual patients. These
results motivated two of the studies described in this paper. These studies focus on popu‐
lations at two ends of the healthcare spectrum: nursing students with little training or clin‐
ical experience using the partograph, and nurse midwives at KNH, who are well-trained and
generally have many years of experience using the partograph in the labor ward.

Our previous work examined the effect of PartoPen use on partograph completion
in nursing classrooms with third and fourth year nursing students. The results of follow-
on maternity ward studies are presented here. In addition, we discuss various environ‐
mental factors that led to different outcomes in the two studies.

We first summarize the results from the PartoPen nursing student study, and give an
overview of the technological components of the PartoPen system. The remainder of
the paper discusses the results of maternity ward studies conducted at KNH in July and
August 2012, with follow-up in July 2013.

2 Background

2.1 PartoPen Software System

Over the past fifty years, a large body of work on pen-and-paper computing and pen-
and-paper user interfaces (PPUIs) has been developed. More recently, digital pens have
been used and evaluated for usability and efficiency in the healthcare context both by
patients [10, 11], and by nurses [12, 13]. The key findings in these studies is that digital
pen technology is an intuitive and usable technology with great potential, but healthcare-
specific digital pen applications must be designed to meet the actual needs of the user.
The Livescribe (LS) digital pen technology [14] used by the PartoPen system captures
pen input and digitizes paper content by using a unique location tracking and page
identification technique patented by the Anoto AB group [15].

The current implementation of the PartoPen system uses the LS Echo digital pen
running the custom PartoPen software that allows the pen to meaningfully interact with
the paper partograph. The Echo pen has a built in microphone, speaker, and OLED
display. The pen relies on a rechargeable lithium ion battery, which is advertised to last
about 36 h during normal use. A battery life of 20 to 26 h has been observed, depending
upon the amount of audio played during use. Pens can store between 200 and 800 h of
audio, or the equivalent amount of text data, depending on the pen model, and all stored
data can be downloaded to a desktop computer using a standard micro-USB cable.
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One of the goals of the PartoPen system is to enforce birth attendant training on
correct use of the partograph, as this has been cited as a significant barrier to consistent
use of the form. The WHO partograph user manual, and a local partograph manual issued
to clinics by the Kenyan Ministry of Health, are the primary resources for partograph
instruction in Kenya. The PartoPen system makes the instructions found in these
manuals accessible directly from the partograph itself. The PartoPen uses fixed print
“button” regions around the partograph text to provide verbatim audio recordings of the
instructions found in the partograph use manuals. Thus, by tapping on these “buttons,”
nurses and nursing students can get short informational prompts on how to use each
section of the form correctly.

One of the most commonly cited barriers to partograph use is the inability to interpret
the data plotted on the partograph and take appropriate action. Nursing students and less-
experienced nurses often plot the data correctly on the partograph, but fail to derive the
meaning of the plotted data, or do not remember what actions to take based on the data
that they have plotted. The decision support functionality of the PartoPen addresses these
issues by interpreting plotted data based upon page location, and providing real-time
feedback on the appropriate actions to take. Currently, the PartoPen provides decision
support in three of the partograph sections: cervical dilation, liquor/amniotic fluid, and
fetal heart rate.

The labor ward at KNH delivers approximately 1000 babies during the “busy”
months from October to March, or roughly 34 babies every day. On average there are
4–6 nurses working at a time, and based on survey data collected at the end of the
PartoPen study, nurses on average are responsible for 5–7 patients during a day shift
and 7–10 patients during a night shift. The WHO recommends a maximum ratio of one
nurse to three patients to ensure compliance with partograph completion protocols. In
the survey, nurses nearly unanimously reported that staff shortage is the most common
reason for low partograph completion rates. While the PartoPen does not replace nurses
or supplement the shortage of nurses in the labor ward, it does provide a reminder system
intended to help busy and tired nurses keep track of when patients need measurements
taken.

2.2 PartoPen Nursing Student Study

Ninety-five nursing students in their third and fourth years of study at the UoN School
of Nursing Sciences participated in the study. Students were asked to complete a parto‐
graph worksheet, which consisted of two patient case studies and two blank partograph
forms printed with the dot pattern. The students recorded the patient data on the blank
partograph forms as if they were actively monitoring that patient during labor. In each
worksheet, students received two of three possible patient case studies. The three case
studies represent three possible labor outcomes. Mrs. A’s data represents an uncompli‐
cated, timely labor that progresses without medical intervention. Mrs. B’s data illustrates
a case of prolonged or obstructed labor. Mrs. C’s labor progression data illustrates an
increasing number of complications, including fetal distress, and ultimately results in a
cesarean section.
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The students were first divided into three groups. Group 1 was the control group,
and Groups 2 and 3 were the intervention groups. Group 1 students completed a parto‐
graph worksheet task with a PartoPen in “silent logging mode,” and received no instruc‐
tions on how to use the technology. Group 2 completed the same worksheet task, but
used a fully functional PartoPen in “use” mode. The PartoPen software in “use” mode
for the student pilot has two main components: instructions and decision support. Group
2 received no training on how to use the technology. Group 3 received a fully functional
PartoPen in “use” mode and a 15-min introduction and demonstration of the PartoPen
system before completing the partograph worksheet task.

Using an unpaired t-test, the difference between Group 1 (M = .520, SD = .141) and
Group 3 (M = .722, SD = .089) for the patient case study Mrs. C, a prolonged labor
resulting in a CS, was found to be significant; t(8) = 2.709, p = 0.0267. These data
suggest that for more challenging or complex labor cases, the availability and utilization
of the PartoPen instruction prompts promotes more accurate form completion.

After each group completed the worksheet task, students were asked to participate
in a short focus group session. Students unanimously reported that plotting contractions
was one of the most difficult sections of the partograph, because both duration and
frequency are plotted together using a combination of bar charts and coloring patterns.
Students also reported unanimously that plotting descent of the fetal head was particu‐
larly challenging. Difficulties plotting descent of the fetal head can also be attributed to
having to plot on the same graph as another measurement (cervical dilation), but may
also be due in part to the nursing school transitioning to a different partograph version
that requires users to plot the descent in increments of one instead of two, and on the
left side of the graph instead of the right.

The completion results of the ‘contractions’ section of the partograph show improve‐
ments in all three case studies (Mrs. A, B, and C) between groups that did and did not
use the PartoPen. There was a statistically significant improvement in contraction plot‐
ting on the Mrs. C case study between Group 1 (M = .513, SD, .232) and Group 3 (M = 
.803, SD = .139); t(8) = 2.399, p = 0.0433.

‘Descent of fetal head’ measurements also showed a significant improvement on the
Mrs. C case study between Group 1 (M = .337, SD = .152) and Group 2 (M = .585,
SD = .162); t(10) = 2.699, p = 0.0223. In addition, there was a very significant improve‐
ment on descent plotting on the Mrs. C case study between Group1 and Group 3 (M = 
.705, SD = .137); t(8) = 4.028, p = 0.0038.

The UoN PartoPen study indicated that PartoPen use in classrooms can improve
students’ ability to correctly complete a partograph form. The study results also suggest
that significant PartoPen training is not required to achieve these benefits. A significant
increase in partograph completion and accuracy was observed with minimal prior
training, due to the intuitive design, push-based functionality, and the enhancement –
rather than replacement – of the current paper-based system.

3 Maternity Ward Study

The follow-on PartoPen studies in the maternity ward at KNH examined the impact
of the digital pen software system on partograph completion by nurse-midwives
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monitoring patients during actual labor. The partograph used in this study is pictured
in Appendix A. The first study was conducted in July-August of 2012 at Kenyatta
National Hospital. The study was designed as a pre- and post study, which compared
partograph completion rates for partographs completed in June (without the PartoPen
system) and in August when the PartoPen system was in use by nurses.

3.1 Methodology

Currently KNH evaluates partograph completion using a rubric with four options –
“complete,” “incomplete,” “correct,” or “incorrect” – boxes for each partograph cate‐
gory (fetal heart rate, moulding, cervical dilation, etc.) Due to the wide range of variation
in how partographs are used and completed, this basic evaluation rubric does not
correctly capture the actual completeness of the partograph, or the real usefulness the
data recorded on the partograph. Therefore, we created a new rubric that would better
assess these measures. This rubric is built upon the basic tenants of the evaluation tool
used by KNH. The rubric has grading criteria for each partograph category, including a
separate set of grading criteria for the labor summary printed at the bottom of each
partograph. For each partograph category there are three grading criteria: (1) measure‐
ments recorded, (2) symbols correct, and (3) spacing correct. The total possible value
for each of these grading criteria is determined by the time between patient admission
and delivery.

Previous efforts to evaluate partograph completion required researchers to continu‐
ously observe nurses during labor monitoring to assess partograph completion [16], or
researchers were required to use a coarse-grained categorization scheme similar to the
original KNH rubric [17].

The new rubric also has some limitations. Chief among these is the fact that the time
of admission is used to determine how many measurements are expected on the parto‐
graph form. The time of admission, however, does not always accurately reflect when
the woman went into active labor or when the partograph was started.

All of the partographs collected during the study were first categorized by delivery
mechanism – spontaneous vaginal delivery (SVD) and cesarean section (CS). The CS
deliveries were further categorized into emergency CS (EmCS) and “other”, which
includes voluntary CS and CS due to previous CS scars. Deliveries of twins, triplets, or
deliveries lasting less than one hour were noted among the SVD partographs, but not
included in the data analysis because partographs (a) are not designed to monitor
multiple births, and (b) do not provide beneficial monitoring for labors that are less than
one hour in length.

3.2 Quantitative Results

Initially all of the collected partographs from June (369) were compared to all of the
collected partographs from August (457). This blanket analysis of partograph comple‐
tion rates between June and August attempted to capture any broad improvements that
may have occurred due to researcher presence, or a general increase in interest and
attention to the partograph because of the PartoPen study taking place. These results are
captured in a previous paper [18], and briefly summarized below.
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Phase 1 Data Analysis Summary. In the initial data analysis process, the collected
partographs were graded and checked by two pairs of research assistants according to
the new evaluation rubric. Each partograph received two scores: a composite completion
score and a summary score. The composite score was calculated by dividing the number
of points received by the total number of points possible for all three grading criteria
(mark existence, correct mark symbol, and correct mark spacing) for each partograph
section (fetal heart rate, cervical dilation, etc.). The summary score reflects the comple‐
tion percentage for the partograph summary section at the bottom of the form, which
summarizes the labor (and is usually completed after a patient delivers).

Based on this initial analysis, there were no statistically significant improvements in
the composite scores between June and August partographs. However, there were
improvements in the summary scores for both SVDs and CSs. This result can be attrib‐
uted to several possible factors. First, the partographs used in June were slanted and
blurred due to frequent photocopying, whereas the partographs used in August were
printed individually (to assure the unique dot pattern on each form). This made the
August partographs significantly easier to read and, presumably easier to complete.
Second, the improvement in summary scores was likely a result of the increased aware‐
ness and underscored importance of the partograph that occurred during the PartoPen
study.

The lack of improvement in completion rates for the overall composite partograph
scores in the presence of the increased focus on the partograph is likely due to the impact
of understaffing. Understaffing thwarts completing the graphical portion of the parto‐
graph because the ratio of nurses to patients (often between 1:5 and 1:10) does not allow
for regular half-hour measurements to be taken for each patient. The PartoPen system
cannot replace trained staff members, and does not directly address the understaffing
barrier to partograph completion.

The data from the broad comparison of June and August partographs suggest that
the PartoPen does not have an overall impact on partograph completion, at least not in
facilities like KNH, which have highly trained and experienced, but critically over-
worked, staff.

Phase 2 Data Analysis. After the initial broad data analysis, a more fine-grained analysis
was performed on the PartoPen data to ascertain if and how the PartoPen functionality
impacted partograph completion rates. Partographs completed in June were compared
to August partographs that were actually completed with the PartoPen. The PartoPen
was used to complete 48 of these partograph forms. PartoPens were only given to nurses
at KNH during the study, which excluded the nursing students who were actively
working in the labor ward as part of their clinical rotation. Student-completed parto‐
graphs in August, which were not completed with a PartoPen, were excluded from Phase
2 analysis. In addition, many partographs were only partially completed with the
PartoPen, due to nurse rotations and patient handoffs. These partially completed parto‐
graphs were also excluded from Phase 2 analysis.

The comparison of all the partographs completed with PartoPens versus the August
partographs not completed with the PartoPens versus all of the June partographs is
represented in the Fig. 1. This histogram illustrates that August partographs completed
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with the PartoPens never received a completion score lower that 25 %, whereas both
June and August partographs completed without the PartoPen did. Additionally, the
August partographs completed with the PartoPen had the highest percentage of parto‐
graphs in the 75–100 % completion range.

Fig. 1. A histogram of partograph completion scores for August partographs completed with a
PartoPen, August partographs not completed with a PartoPen, and June partographs.

4 2013 Follow-up Study

At the conclusion of the PartoPen maternity ward study, the nurses and hospital staff
had successfully incorporated the PartoPen system into the daily operations of the labor
ward. The system in place at KNH at the end of the study included 20 PartoPens, a printer
capable of printing the dot pattern partographs, PartoPen chargers, and extra pen caps
and ink replacements. Nine months after the completion of the 2012 PartoPen maternity
ward study, a follow-up study was conducted with KNH nurses to assess the performance
and impact of the PartoPen system.

Upon returning to the KNH labor ward in May 2013, researchers found that all 20
of the PartoPens were accounted for, 19 out of the 20 PartoPen were functional, and
over 600 digital partograph records were present on the PartoPens ranging from
September 2012 to April of 2013 (the printer used to print dot-patterned partographs
failed in April 2013, and replacement parts were not readily available in Nairobi). During
the May 2013 visit, PartoPen researchers identified a local printer model alternative and
worked with hospital IT staff to establish a recurring printer toner order, so as to remove
this responsibility from the already busy nurses and record-office staff in the labor ward.
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4.1 Methodology

During the May 2013 visit, PartoPen researchers surveyed KNH labor ward nurses
regarding their impressions of PartoPen deployment and use. Twenty-six nurses
completed a paper survey about the PartoPen and its affect on labor ward operations and
patient care.

The paper survey consisted of nine questions (see Appendix B); four YES/NO ques‐
tions, two Likert scale questions, and three free response questions. The survey also
included basic demographic information, and a rank-order question where nurses ranked
the importance of the partograph sections. The surveys were completed during morning
patient handoff. Nurses took an average of 15 min to complete the survey, and the nurses
were not compensated for their time.

4.2 Follow-up Survey Results

Thirteen of the 26 nurses who completed the survey felt they were ‘experts’ using the
PartoPen system. The majority of the nurses (19 out of 26) used some combination of
partograph information and other patient information to make decisions about patient
care. The nurses were asked to rank in order of importance the different sections of the
partograph as they relate to providing quality patient care. Nine nurses ranked patient
name and age as the most important section of the partograph to complete. Eight nurses
ranked fetal heart rate as the most important section of the partograph, and seven nurses
ranked the partograph sections sequentially (i.e., the most important section is the
topmost section of the form, and the least important is the bottommost portion of the
form). One nurse ranked contraction frequency as the most important, and one nurse
ranked cervical dilation as the most important section of the partograph to complete.
The responses from the survey suggest that certain information on the partograph is
more useful for making critical decisions about patient care, which may indicate that a
simplified and restructured form that highlights these sections (and makes them easier
to complete) could be useful in this setting. Nurses largely prioritized patient information
and fetal heart rate as the most important portions of the form. In the PartoPen study,
some of the qualitative feedback received by nurses indicated that using larger boxes
for information entry for these sections considerably improved the usability and reada‐
bility of these critical pieces of information.

The survey also asked nurses to identify if there are certain kinds of labor or patients
who do not need a partograph. Twenty of the 26 nurses said that there were patients who
do not need a partograph during labor. Elective cesarean sections, false labors, and
patients who arrive already in the second stage of labor were the most common responses
for labors that do not require a partograph to monitor labor progress. Elective cesarean
sections are scheduled in advance and are categorized separately from emergency C-
sections that happen as a result of complications during labor. Additionally, Kenyatta
National Hospital, as the leading referral hospital, receives a very high volume of
patients who are in the second stage of labor. Although KNH administrative policies
require that a partograph be used during all labors without exception, staff shortages
make prioritization necessary when deciding to begin or continue a partograph for a
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patient. Since KNH is a referral hospital, many patients arrive late in labor in poor
condition, and completing paperwork or a partograph is not the highest priority of
hospital staff. The result is blank or retroactively completed partographs.

Nurses were also asked to identify patients and labor types that benefit the most from
being monitored with a partograph. Nurses were allowed to circle more than one labor
type out of SVD, CS, IUFD, Referral, and ‘Other’. Twenty-three out of 26 nurses said
that spontaneous vaginal deliveries (SVD), which are often categorized as ‘normal’
labors, benefit the most from correct partograph use. Eleven out of 26 nurses circled CS,
emergency cesarean sections, as benefiting the most from partograph use, and 7 out of
26 nurses circled ‘Referral’.

The survey asked several PartoPen-specific questions, including whether the nurses
had observed any changes in the labor ward because of the PartoPen. This question was
included in the survey to follow up on qualitative observations and discussions at the
end of the 2012 studies that suggested labor ward nurses were feeling an increased sense
of pride in their job because of the interest of senior hospital staff, and reliance on labor
ward nurses to explain the project and demonstrate its functionality. Additionally, only
labor ward nurses were given PartoPens, and this sense of privilege was mentioned
several times by nurses as rewarding. Twenty-four of the 26 nurses said ‘yes’, there had
been changes in the labor ward because of the PartoPen. The majority of the changes
nurses described related to the reminder functionality of the PartoPen. Nurses frequently
noted the reminders being effective for providing more timely care and making patient
care more efficient. Better decisions and easier chart interpretation were also noted as
significant changes resulting from PartoPen use in the labor ward.

4.3 Secondary Data Analysis

Based on the data from the 2013 surveys, the data from the 2012 maternity ward study
was re-examined, as follows: First, only the SVD partographs were included, as the
majority of nurses indicated that SVD patients benefit most from partograph use. In
addition, partograph sections that nurses deemed most important (i.e., patient informa‐
tion and fetal heart rate) were examined individually.

The SVD partographs were analyzed in three categories: August SVDs completed
with the PartoPens, August SVDs completed without the PartoPens, and all of the SVDs
from June. Using the same grading and evaluation rubric, these partographs were
analyzed with respect to completion. The results of this analysis are shown in Fig. 2.
Frequency in this histogram is represented as a percentage of the total number of parto‐
graphs present in the sample (37 August partographs completed with the PartoPens, 206
August partographs completed without the PartoPens, and 153 partographs completed
in June). The histogram illustrates that August partographs completed with the PartoPens
never received below 25 % completion, and this set had the highest percentage of parto‐
graphs in the 75–100 % range.

The same set of SVD partographs was then analyzed, looking specifically at the
completion of the ‘patient information’ and ‘fetal heart rate’ sections. While fetal heart
rate completion did not change significantly between the three groups, a significant
difference was observed in patient information completion between August PartoPen
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SVDs (M = .949, SD = .086) and June SVDs (M = .882, SD = .152) using a paired t-
test (t(188) = 2.6178, p = .0096). This difference may be attributable to several factors,
including the improved readability and larger space for the patient information fields on
the PartoPen version of the partograph form.

5 Discussion

The results from the maternity ward studies do not generally exhibit significant differ‐
ences in partograph completion rates between partographs completed with the PartoPens
and those not completed with the PartoPens. In retrospect, this result is not surprising.
The PartoPen system was designed to address training barriers that have been cited as
significant obstacles to correct partograph use. However, the PartoPen system was
deployed at Kenyatta National Hospital, one of the leading training and teaching facili‐
ties in Kenya. KNH has a highly trained and knowledgeable staff who are less likely to
benefit from the training re-enforcement aspects of PartoPen use. The other cited barriers
to partograph use, including staff shortages and lack of supplies, are not directly
addressed by the PartoPen system, thus at KNH, any training reinforcement benefit the
PartoPen provided was overshadowed by other barriers.

The positive results in the nursing student study demonstrate that the PartoPen is
beneficial for partograph training for less-trained staff or for students learning how to
use the partograph. In a controlled environment like a classroom where the primary focus
is on the task of completing a form rather than delivering a baby, the PartoPen’s training
reinforcement and decision-support functionality are fully utilized. In the chaotic and
understaffed environment of the labor ward at KNH, the primary focus is on patients,
not on paperwork, thus the design objectives of the PartoPen system did not align well
with the primary focus of the KNH nurses.

Fig. 2. A histogram of SVD-only partograph completion scores (for August partographs
completed with a PartoPen for spontaneous vaginal deliveries only, August partographs completed
without a PartoPen for SVDs only, and June partographs for SVDs only).
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The next iteration of the PartoPen project will be deployment at more rural and local
levels of maternity care, where nurse training, rather than staff numbers and supplies, is
the more problematic issue. The primary contributions of the PartoPen study in the
maternity ward at KNH include nurses’ reflections on PartoPen usability, nurses’
perceptions of useful versus complete partographs, and initial data on the durability and
infrastructure requirements of the PartoPen system, which can be used in future deploy‐
ments of the platform in other labor wards.

From interviews with the nurses and researcher observations, the reminders issued
by the PartoPen had the most impact on nurse behavior, although this impact did not
translate into increased partograph completion, for the reasons described below. The
partograph used in the study was supplemented with PartoPen Reminder ID boxes at
the very bottom of the form. Nurses were instructed to use these boxes to record a
memorable patient code, such as a patient’s initials or the room number where the patient
was located. This patient code would be displayed on the OLED display on the PartoPen
when the reminder for that patient sounded. The goal of the reminder system was to
ensure timely patient checkups by nurses who are busy, distracted, or simply have
forgotten to check on one of their many patients. However, when the ratio of nurses to
patients is between 1:7 and 1:10, even if a nurse has correctly recorded a patient code
and receives the patient’s reminders, she may be assisting with another labor, checking
on another patient, etc. Many of the nurses reported receiving the reminders but being
unable to act on them because they were already involved with a different patient. Addi‐
tionally, the design of the system was not as helpful to nurses who had their hands busy,
as the patient code was displayed textually on the screen, and nurses were often unable
to stop what they were doing to look at the pen and read the patient reminder ID.

6 Conclusions

The initial objective of the PartoPen maternity ward studies was to examine the impact
of digital pen technology on partograph completion. This objective assumed that a
primary barrier to partograph completion was a lack of training and knowledge on how
to complete and interpret the form. However, the highly skilled staff at KNH did not
lack in training or knowledge, but rather, suffered from staff and resource shortages,
which the PartoPen was not designed to address. Despite the disparity between the study
goals and observed study site realities, several important observations were made that
may contribute to future work in this area.

First, every clinic or hospital has a unique set of problems, personnel and procedures,
which have to be identified and addressed during both study design and implementation.
The PartoPen maternity ward study design did not adequately account for the myriad
confounding factors present at KNH, including under-staffing issues, different birth rates
between months compared, and the presence of (different groups of) nursing students
in the labor ward during the intervention month, but not the control month. Unlike the
PartoPen nursing student study design, the maternity ward study was not designed such
that only the affect of the PartoPens on partograph completion could be measured. In
one analysis, study results were evaluated assuming an experimental study where nurses
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were given the intervention (the PartoPen) and the nursing students present in the labor
ward were the controls. This was not the ideal study design, as the experimental and
control groups were not well matched in terms of training, background, or experience.
A more appropriate study design for this environment would be a paired comparison of
individual nurses’ performance on partographs for similar labor types with and without
the PartoPen during comparably busy shifts.

The study design that was used – a combination of qualitative and quantitative data
collection – illustrates a disparity between the data from nurse surveys and research
observation and the data from the partograph completion evaluation. When surveyed,
all of the nurses reported that they considered partograph information to be important,
and that they relied upon this information. Interviews with nurses also revealed that
nurses considered the partograph is an essential tool in the labor ward. However, the
low partograph completion scores, regardless of the PartoPen intervention, suggest that
the partograph was often under-utilized, filed out retroactively, or filled out incom‐
pletely. This result is not indicative of a lack of diligence or aptitude, rather a lack of
adequate staffing. Thus, partograph completion rates should not be routinely equated
with quality of care, particularly at a short-staffed referral facility. It would therefore be
premature to promote the partograph universally without conducting large-scale studies
on the direct association between partograph use and maternal and child outcomes,
which account for environmental and social circumstances unique to the study site.

Second, health informatics interventions, especially in developing countries, are
often consumed by the technological aspects of the project. We sometimes fail to recog‐
nize the benefit of addressing immediate and simple issues, which do not necessarily
require technological intervention. The qualitative feedback received by nurses indi‐
cated that the cleaner PartoPen form with larger boxes for information entry considerably
improved the usability and readability of the form. The cleaner form was simple to
produce within the existing workflow and with existing equipment, and could have been
done independently of the PartoPen project.

Finally, the PartoPens deployed at KNH were successfully used and sustained for
over nine-months of continuous hospital use. This illustrates the robustness of the
system, as well as a willingness among nurses to use the PartoPens on a daily basis. The
PartoPen maternity ward study helped identify the environmental and physical chal‐
lenges present in the KNH labor ward, and illustrated both the challenges and opportu‐
nities that arise when deploying a digital pen software system in a maternity ward setting.
The results of this study are encouraging for the continued and expanded use of digital
pen systems in healthcare, and stress the need for more in-depth and well-designed
studies in this area.
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Abstract. Chronic Obstructive Pulmonary Disease (COPD) patients often expe‐
rience a downward spiral of fear for breathlessness, inactivity and social isolation
which leads to a bad physical condition. Motivation to keep patients compliant
to their training scheme is a key factor in home-based exercise training. This paper
presents the Integrated Training System for COPD patients; a home based virtual
group exercise system to facilitate improvement of the exercise capacity safely
at home using a virtual group environment. The four components of the system
are the Home Trainer, the Virtual Exercise Environment, the Web Portal and the
Controller. These components are implemented in a prototype, in which as much
as possible existing components are used. An in-training evaluation was
performed to evaluate the subsystems used during a training exercise. All subsys‐
tems are working correctly during the evaluation. In this paper the focus for the
Integrated Training System is on COPD patients, but the system might be used
for other groups such as Chronic Heart Failure patients or elderly people in
general.

Keywords: Physical condition · Virtual group training · Chronico obstructive
pulmonary disease · Home-based exercise training · Integrated training system ·
Design · Evaluation · Exergaming

1 Introduction

Chronic Obstructive Pulmonary Disease, a common disease characterized by persistent
airflow limitation, is one of the leading diseases in many countries which will grow to
the 4th largest cause of death in 2030 [1, 2]. In 2007 in the Netherlands 323.600 people,
about 2 % of the population, were diagnosed with COPD. These figures are comparable
to the surrounding countries [3].

The downward spiral of breathlessness fear, inactivity and social isolation leads
to a bad physical condition [2]. To overcome this downward spiral patients can be
enrolled in a pulmonary rehabilitation program (PRP) which improve the exercise
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capacity [4–6]. However, most benefits deteriorate after the rehabilitation program
is finished [5, 7–10].

Maintenance strategies can retain the effects of a pulmonary rehabilitation program.
Du Moulin et al. shows that home-based exercise training is effective as maintenance
of the exercise capacity [11]. Also Beauchamp et al. showed a significant improvement
of the exercise capacity with a community based maintenance exercise program [12].
Motivation to keep patients compliant to their training scheme is a key factor in home-
based exercise training.

This paper presents a home-based virtual group exercise system to facilitate
improvement and maintenance of the physical condition of COPD patients. In this
paper we focus on the technical design of the system and the medical case it should
cover. The system should cover all important aspects of home-based exercise
training: means to do the training, motivational support and professional guidance.
Therefore we call it the integrated training system (ITS). The goal of the system is
to facilitate improvement and maintenance of the physical condition of COPD
patients safely at home using a (virtual) group environment. This will reduce disa‐
bilities in activities of daily living [13, 14].

In Backgrounds relevant training aspects, motivation aspects, adherence aspects and
existing exergames will be given. After the Design Considerations are explained, the
Architecture of the ITS will be drawn. The Implementation will be tested in the Evalu‐
ation. With Discussion and Conclusion this paper will be finalized.

2 Backgrounds

2.1 Training

Different opinions exist about the use of either power training or endurance training as
the most suitable method to improve the physical capacity [15]. Studies have conflicting
outcomes on which training intensity and method gain the best results, however all
studies suggest an improvement of the physical capacity by physical training [2, 3, 9,
16, 17]. The type of exercise should correspond as much as possible with the activities
of daily living. Cycling, walking and walking stairs are the most suitable exercise forms.

To be effective, a training session should be intense enough. The optimal heart rate
is between 60 and 80 % of the maximal heart rate [2, 18]. With 60–80 % of the maximal
heart rate a patient will train in the aerobic zone. Staying in the aerobic zone for the
whole training is not mandatory, but the total amount of time in the aerobic zone deter‐
mines the efficiency of the training.

2.2 Adherence and Motivation

The above results regarding physical training for COPD patients have been used by the
KNGF, the Dutch physical therapist association, to develop the therapeutic guideline
for COPD patients [19].

The lack of therapy adherence of COPD patients is a known problem with physical
exercises [5]. Therapy adherence can be increased by enjoyment and social interaction
[20]. Burke et al conducted a meta-analysis of 44 studies to qualify the effect of the
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setting of the training [21]. Four categories where defined: home-based training without
involvement of third parties, home based training with consultation (e.g. by phone),
center-based training and center based training with additional attention for group
dynamics. A superior result was found in groups with a high social cohesion among the
participants in comparison to normal center-based training and home-based training with
consultation. The latter two had a superior result in regard to individual training without
involvement of third parties. One can conclude that both good group dynamics as
professional consultation result in a better therapy outcome.

Social motivation theories can help in increasing therapy adherence. One social
motivation theory is social support, which is associated with how networking helps
people cope with stressful events and enhance psychological well-being and can be
categorized in appraisal, companionship, emotional, instrumental and informational
support [22, 23]. Another theory is the social comparison theory which includes compe‐
tition, cooperation and normative comparison between members of a groups [18]. These
theories will be used in the implementation of the Integrated Training System.

2.3 Existing Exergaming

Several professional and consumer exergames are used for improving the physical
condition of patients. Professional products include the Cybex Trazer, LightSpace, and
Sportwall. Consumer products include the Sony PlayStation (with Dance Dance Revo‐
lution), Nintendo Wii and Xavix (with J-Mat). The energy expenditure with these 6
systems are comparable with the energy expenditure of walking [24]. The Cybex Trazer,
LightSpace, Sony PlayStation with DDR and Xavix are based on moving to specific
positions. These four systems require non-continuous dynamic movements. Such move‐
ments are unsuitable for COPD patients because injuries can occur. Measuring and
controlling the intensity of the non-continuous dynamic movements is difficult. The
Sony PlayStation with DDR supports multiplayer sessions at distinct locations. The
other systems don’t support virtual groups where users play at distinct locations and can
see each other. Social interaction is limited when players are at distinct locations.

With Sportwall a player should hit specific positions on a wall with the hand or a
ball. This system requires non-continuous dynamic movements as well. Because it is a
professional product it is unsuitable to put at patients’ homes. This system lacks the
possibility to train in virtual groups and thus the possibility for social interaction.

Wii Sports include five simulation games which can be controlled by arm move‐
ments: baseball, boxing, bowling, golf and tennis. A precise motor system is important
to use the described systems. Also this system has the disadvantages of non-continuous
dynamic movements.

A system more tailored to the need of elderly people is the Espresso Bike in combina‐
tion with the NetAthlon riding software. This system was used in a randomized clinical
trial in older adult cognition [25]. It has a simple user interface and doesn’t require very
fast responses from the users. The training intensity is accurately controllable by changing
the resistance of the bike. The intensity can be measured accurately. The system focus on
cognition aspects and the improvement of the physical condition is a side issue.
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For COPD patients a system is needed that is safe, has a low risk for injuries, can
measure and control the intensity accurately and support social interaction.

None of these systems are built for – and suitable for accessible physical exercises
at home for elderly people. None of the systems use a virtual group environment to
support social interaction for the enhancement of therapy adherence.

3 Design Considerations

• Cycling on a home trainer was chosen, because a home trainer is well known for
COPD patient from rehabilitation programs and can measure and set the training
intensity. Using the home trainer at home increases the accessibility of the system.
The ability to control the power by changing the resistance contributes to the safety
of the system.

• A virtual environment will be used to be able to have a group setting at home. In the
virtual environment patient can train and interact with each other.

• The oxygen saturation level should be above 90% during training sessions to prevent
desaturations.

Requirements were elicitated from a literature review, observations of PRPs and
interviews with physiotherapists and movement therapists using a scenario and the
People-Activity-Context-Technology (PACT) framework [26]. A detailed description
of the design process is given by Dikken et al. [27, 28].

4 Architecture

The ITS (Integrated Training System) is divided into four components: the home trainer
(HT), the virtual exercise environment (VEE), the controller (C) and the web portal
(WP). The home trainer is an ergo bike with some additional sensors, the virtual exercise
environment is a computer game in which a patient can cycle together with other patients
and the controller ensure a safe and efficient training by collecting and analyzing data
from the home trainer and giving feedback. The controller sends the physiological and
exercise data to the web portal. On the web portal this data is shown. The overview of
the architecture is shown in Fig. 1.

Users of the ITS are COPD patients and their supervisors, the physiotherapist. Patients
use the whole system, while the physiotherapists only use the web portal component.

4.1 Home Trainer

With the home trainer patient can perform physical activities. On the home trainer the
training intensity can be controlled and patient data is acquired. Patients will experience
force feedback from the home trainer.

The home trainer component contains all sensors and actuators of the system. Quan‐
tities that need to be measured are power, cadence, heart rate and oxygen saturation
level. This component consists of a home trainer, a heart rate belt and a pulse oximeter.
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4.2 Virtual Exercise Environment

The virtual exercise environment (VEE), showed in Fig. 2, provides motivation during
a physical training. The VEE is essentially a computer game in which multiple players
can cycle in the same virtual environment. The avatar of a patient cycles with a speed
that reflects the performance of the patient in the virtual environment, but the users are
kept close to each other to up keep the group spirit during the whole training.

Several motivation theories are implemented, which is explained in the next section.
Each session is a game in which the patient who cycles with the best performance will
win the game (social comparison – competition). The performance is calculated by how
close a patient cycles to his individual goal. Players are motivated when they cycle
together in the virtual environment and can see each other (social support – compan‐
ionship). When a patient fails to cycle with a similar performance of the other group
members, he will slow down a get in the back. To prevent a player to drop out because
he is too far behind, that player will get a boost to keep up with the other group members.

Home Trainer
Virtual Exercise 

Environment

Controller

Web portal

Fig. 1. High level architecture of the integrated training system.

Fig. 2. Virtual exercise environment.
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The boost will stop when the player gets close to the other group members to prevent
disturbance of the competition.

During training all interaction with the user is provided by the VEE, except for the
force feedback by the home trainer. The interaction of the VEE includes a user interface
with an overview of the important measured values, such as power and heart rate and
an overview with the current performance.

4.3 Web Portal

The web portal (WP) provides after-exercise motivation: patient can retrieve their
progress, set and monitor personal and group goals and give feedback on training results
of group mates. Also the portal is used to give the physiotherapist insight in the training
progress and configure the system.

The Web Portal supports functionalities like patient enrollment, creating exercise
schemes and templates, monitoring training results and messaging. Training scheme
templates can be specified by the therapist and may be further personalized by the thera‐
pist or the patient into training schemes. A training scheme is a training prescription
applicable to a specific known patient and that is valid for a certain period (over time a
training scheme may change). A training scheme consists of a sequence of training
scheme items, each such item specifies a certain phase in the training session, example
phases are warming-up, intense, cooling down. Each phase has a specified duration and
cycling intensity goal.

Given a group of patients, the structure of a training session will be quite similar for
each patient, however there may be individual differences in terms of durations or inten‐
sities. From the therapists point of view: exercises have a certain structure common for
patients with a similar chronic disease and the same phase of the rehabilitation process.
These similarities are captured by the concept of training session template. Once such
a template has been specified (by the therapist), concrete patient training schemes are
created through a mechanism of instantiation, and such an instance may be tuned for the
individual patient. When an actual training session is started, the appropriate training
scheme is selected and used to configure the controller. System and patient data is gath‐
ered during the session and transferred to the portal and stored.

After a training session both the patient and the professional can see a summary of
training on the web portal. This includes a good indication of the performance with a
mark and important events such as over performance, underperformance and possible
desaturation events during the training. A screenshot is shown in Fig. 3. Patients can
review each other’s performance (Fig. 4; social comparison – competition and cooper‐
ation) and give feedback through messages to motivate each other (social support –
companionship and emotional support). The professional will use the training summary
to give advices.

A group of patients has the goal to reach each individual goal (social comparison –
cooperation). The patients can compare themselves to a patient who is performing well
(social comparison – normative comparison). Informational support (social support) is
given by sharing patient stories with how they cope with the disease.
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A detailed description of the web portal including design rationale and the design
process is given by Botman [29].

4.4 Controller

The controller monitors and guides the safety and performance during a training session
and facilitates data exchange between all components. For the safety and performance
three control modules are used: the performance loop, the safety loop and the positioning
system. The controller has several interface modules to connect to the other components.
A design overview is shown in Fig. 5.

Fig. 3. Web portal - training result page.

Fig. 4. Web portal - patient profile page.
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Fig. 5. Modules of the controller component. HT: home trainer, VEE: virtual exercise
environment, WP: web portal.

Important measured data, such as power, heart rate, oxygen saturation level and
performance, is send to the web portal by the controller.

All modules, both interface modules as control modules, use a data bus to exchange
real-time data. With a data bus the controller is highly flexible. Modules are not aware
of each other’s existence and can be added, removed, updated and replaced easily.
Different execution frequencies are possible, enabling usage of sensors with different
sample.

Performance Loop. To facilitate improvement of the physical condition a training
session needs to be effective. This is handled by the performance module. The perform‐
ance is calculated to be able to give visual feedback on the performance and to adapt
the resistance of the home trainer.

Based on the current power (Pc) and the target power (Ptarget), which is set in the web
portal, the performance is calculated as shown in Eq. (1). The result is a dimensionless
value between 0 and 1, where 1 indicates the best possible performance and 0 the worst
possible performance.

(1)

The speed for the VEE is calculated based on the performance and the configured
maximal speed constant (vmax) as shown in Eq. (2).

(2)

Safety Loop. The safety is handled by the safety module. The safety module has three
different states based on the measured oxygen saturation level (SpO2). The SpO2 is
compared with a desaturation threshold as shown in Eq. (3). The desaturation threshold
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is set in the web portal. The status is stored for the configured interval, for example 60 s.
Based on the status values the saturation state is determined and the corresponding
feedback is executed, as shown in Table 1.

(3)

Table 1. Saturation state in safety module based on saturation status shown in Eq. (3).

Status values State Feedback

All true Good Continue normally

Some true Warning Patient is urged to slow down and
intensity is decreased

All false Bad Training session is terminated

The target power is decreased in case of the warning state. As a result the performance
loop will lower the training intensity by lowering the resistance of the home trainer.

Positioning System. Part of the motivational support is handled by the positioning
module. As mentioned above patient are kept together in the virtual exercise environ‐
ment. When a patient gets too far behind the player in front he will get a boost to prevent
the patient from getting farther behind. For this Eq. (2) is extended with the speed
correction factor (SCF). The new formula is shown in Eq. (4). The SCF is a value
between 1 and 20. The farther a patient gets behind, the larger the SCF value.

(4)

For the Speed Correction Factor different algorithms can be used with specific
advantages and disadvantages. A linear algorithm will influence the speed more than an
exponential algorithm for small distances. However, the exponential function will result
in very high speeds when a patient is getting further behind.

Another considered algorithm determined the distance in the virtual exercise envi‐
ronment between the player in front and the current player. This results in a non-zero
speed, even when the player doesn’t cycle at all. Such an algorithm prevents a player
from getting behind at all costs.

5 Implementation

The four components described architecture is implemented in a prototype:
HT:                Bremshey BE5i home trainer with a polar T31 heart rate belt.
VEE:           WebAthletics cycling game running on an Asus ME301T Android tablet with
                                 a 22” LG 22EA53VQ monitor placed in front of the home trainer.
C:                        Developed in Java and is running on the same tablet as the VEE.
WP:               Developed on top of the Liferay Portal, running on a dedicated server.
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The Bremshey BE5i has a 32-step servo motor to control the resistance, the gear. To
support patients with cycling at the right performance a controller module is built to set
the gear based on the performance. When Pc/Ptarget < 0.6 for 5 s the gear is shifted up.
When Pc/Ptarget >  .25 for 5 s the gear is shifted down.

The web portal receives the training data during a training session by a web service.
This data is stored in the using the EDF format. Beside the training data, the data model
contains training schedules, training schedule templates, personal identification infor‐
mation, personal messages and group messages.

6 Evaluation

The evaluation was performed with 4 healthy subjects, cycling in separated rooms in
the same multiplayer session. Each subject was instructed to cycle as close as possible
to the given target power. During the training session all relevant parameters were
recorded (time, power, cadence, heart rate, speed in VEE, gear, distance, relative
distance, target power, performance and SCF). The relative distance for each player is
the distance between the player and player in front. Performance, relative distance and
cadence are shown in Fig. 6. After the training session subjects were asked to fill in a
short questionnaire.

Results from the evaluation are shown in Table 2. The distance between all players
is small (min: 0.0 m, mean: 13.1 m, max: 51.0 m), while the performance for subject 4
was suboptimal. The performance was calculated from the recorded power and target
power. This is compared with the recorded performance. The average deviation is less
than 0.1 %.

Table 2. Evaluation results.

Subject S1 S2 S3 S4 All

Relative distance (m)

Min 0 0 0 0 0

Mean 4.3 14.2 5.4 28.3 13.1

Max 43 42 44 51 51

Performance

Mean 0.95 0.91 0.95 0.80 0.90

Performance deviation

Mean 0.003 0.000 0.002 -0.001 0.001

Standard deviation 0.058 0.064 0.050 0.068 0.060
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6.1 Control Modules

With a suboptimal performance of one of the subjects the distance control module
managed to keep all subjects close to each other in the virtual environment. The distance
control module worked correctly during the training. Also the performance control
module worked correctly. A small deviation exists between real-time calculated
performance and the calculation afterwards. This might be caused by a small delay in
the power value used in the real-time calculation.
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Fig. 6. Performance, relative distance and cadence of the four subjects during the exercise.
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6.2 Other Issues

The subjects reported some issues about the automatic gear control, feedback on the
performance and feedback on the position of other users. The automatic gear control
caused the suboptimal performance of one of the subjects. The subject was cycling with
a low power and high cadence, but the gear didn’t shift up. Manual gear control can be
added to prevent this situation and give the users more control. Feedback about the
performance is currently given by displaying the current power and the target power in
the virtual exercise environment. Users have to compare these numbers themselves to
get an indication about their performance, while the performance is an important param‐
eter during the training session. Suggested is to use a graphical performance indicator.

Finally remarks were given about the position of other users in the virtual environ‐
ment. A user can see other players in front of him with a limited range. Players who are
too far in front or behind the user are not visible. A rear view or a third person view, a
map of the environment with indicators of the other players, will overcome this problem.

7 Discussion and Conclusion

The goal of the Integrated Training System is to facilitate improvement and maintenance
of the physical condition of COPD patients safely at home using a (virtual) group envi‐
ronment. The current prototype satisfies to the goal of the system, but leaves room for
improvement. Further evaluation is recommended.

The algorithms used in controller modules need to be validated. For each algorithm
several aspects of the algorithm can be varied. For example with the performance module
the performance increases linear with an increasing power, when the power is lower
than the target power. When the power is higher than the target power the performance
decreases hyperbolic. This could be replaced by a linear function as well. Further eval‐
uation will determine which alternative is the best indicator for the performance. The
gear algorithm can be improved when the cadence is taken into account. With a high
cadence the threshold to shift up can be decreased, while with a low cadence the
threshold to shift down can be decreased.

In this paper the technical design of the Integrated Training System is described.
Further research into the economic and legal aspects is needed. A sound business case
should be created. Motivation theories are implemented in the system. The next step is
to evaluate the system in a clinical trial with the objective to evaluate the system func‐
tionality with respect to the motivational strength and to investigate the effectiveness of
the system with respect to improvements of adherence to the therapy.

The focus is on COPD patients in this study. However the Integrated Training System
can be used for other groups with no or only limited adaptations to the system. It can be
used for Chronic Heart Failure patients or even elderly people in common to facilitate
improvement of the physical condition to improve the quality of life.
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Abstract. This paper describes the design and methodology for build-
ing a versatile, portable and user-friendly mHealth solution for capturing
data using multiple electronic sensors. The paper identifies the various
dimensions of information that need to be captured to provide a degree
of trustworthiness in the system, and describes the protocols and mech-
anism for its realization. The application uses a set of basic electronic
biomedical sensors to capture vital medical information of the patient,
combines these with personal, biometric and contextual information and
generates an XML based encounter report. The biomedical sensors are
connected to a micro-controller that interfaces to a smartphone via one
of many possible connectivity modes. The applications running on the
smartphone can then analyse the data and metadata and provide feed-
back to the health care provider and patient, or upload the XML report
to a server on demand.

Keywords: mHealth · Android · mDroid · Multiple sensors · Data
acquisition · Aggregation · Metadata validation · Protocols

1 Introduction

The proliferation of smart mobile phones [2], better internet services as well as
the development of cheaper and portable sensors provide a unique opportunity
for altering the modes of health care delivery. mHealth describes the use of mobile
phone technology in the delivery of health care to users in a timely and effective
manner, improving the quality of patient experience, and lowering the cost of
health care [3]. Even the most basic mobile phones can act as powerful tools
when deployed in health care by delivering real-time, critical information through
phone calls and text messages [4]. mHealth solutions can support continuous
health monitoring at both the individual level (personal monitor) and population
level [5]. However there remain several critical challenges in the development and
adoption of mHealth solutions, particularly in the developing world [6,7].

Most scenarios involve the collection of various medical data of patients dur-
ing a clearly identified period, which we call an encounter. Medical data forms
the primary information that is collected in any mHealth encounter. The raw
data collected are usually later collated and entered into a computer, and can
c© Springer International Publishing Switzerland 2015
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then be uploaded to servers. Manual entry at any stage makes the entire system
vulnerable to human errors and will require constant scrutiny to ensure relia-
bility [8]. Another important aspect of any mHealth implementation is ensuring
that the data are exchangeable. Existing systems frequently overlook the fun-
damental requirements of interoperable data standards [9]. Also, medical data
by themselves will not be of much use unless accompanied by certain metadata
that add a degree of trustworthiness to the system.

Thus we would desire an mHealth solution that: (1) has an automated sys-
tem for collection of medical data by health workers with minimal training, (2)
consists of all basic medical sensors and is yet portable, (3) is affordable for
mass usage in under-developed countries, (4) collects data in a format that can
be easily exchanged and usable within heterogeneous systems, and (5) provide
metadata to make the information complete and useful having an acceptable
degree of veracity.

mDroid [1] is an effort which makes use of an Android based device to capture
medical data through various electronic sensors with ease, combines them with
personal and biometric information of the patient to form an XML based medical
report, which can be uploaded to a server on request.

Currently there are a variety of sensors that can be interfaced to computing
and communication devices, thus reducing the possibility of errors while enter-
ing medical data. However, each such sensor comes with its own peculiarities on
how it interfaces with smartphones or servers. Configuring each sensor to oper-
ate together with a smartphone app is cumbersome. Each sensor may present
different interfaces or have different formats for communication and drivers for
synchronisation. In other words, there are few if any standard protocols for sen-
sor abstraction, other than those at the level of physical communication (e.g.
Bluetooth HDP).

This paper presents the design and prototype implementation of mDroid, an
mHealth system that comprises middleware residing on a smartphone and its
counterpart on a micro-controller board that permits the connection of a variety
of standard sensors to an Android application. The mDroid design accommo-
dates a large class of sensors, and can work over different communication modes
(Bluetooth, Wi-fi, USB). mDroid allows the application developer to build the
system in a modular fashion, separating device connection and data communica-
tion issues from the application logic. Thus it provides an abstraction from the
connection/communication mechanisms as well as from the particulars of the
sensors used. Furthermore, by collecting and tagging medical data with meta-
data, mDroid is able to render them in a standard logical form which can be
easily amenable to a variety of analyses or conversion to formats supported in
common medical repositories.

The prototype implementation of mDroid which we describe here is capable
of capturing medical data such as Body Temperature, Pulse Rate, Oxygen Sat-
uration, Galvanic Skin Response and ECG, personal and biometric information
of the patient, sensor metadata, information about the health worker along with
date, time and GPS information.
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Fig. 1. End-to-end data flow of the mDroid system.

Figure 1 shows a bird’s eye view of the mDroid system for data acquisition
from a collection of sensors to data repositories. These sensors have a wired
connection with a micro-controller board which, in turn, fetches samples from
the sensors and transmits them to a smartphone. The smartphone app forms the
heart of the whole system driving the encounter between the health worker and
the patient. It acts as an aggregating device and generates an XML based report
consisting of the various parameters captured. The encounter report is then
uploaded through a delay tolerant implementation on availability of network to
the server, from which it can be pushed to various repositories as required.

Having presented the schematic structure of the mDroid system above, we
now outline the structure of the rest of the paper. In Sect. 2, we first present
the different types of data that are captured (Sect. 2.1), followed by how data
acquired from the sensors is transferred to the smartphone (Sect. 2.2). In par-
ticular, we detail the logical and physical structure of the communication pack-
ets (Sect. 2.3), and then describe the validation of the data on the smartphone
(Sect. 2.4). Next we describe the prototype implementation of mDroid in Sect. 3,
detailing both the sensor hardware (Sect. 3.1) as well as the Android app
(Sect. 3.2). Section 4 presents how mDroid can be used in a variety of scenar-
ios. We briefly review the related work in Sect. 5, including a comparison with
mDroid. Finally we conclude in Sect. 6, outlining various lines of future work.

2 Data Collection in mHealth

The mDroid system is designed to capture data efficiently from multiple sensors
simultaneously, rather than individually, which can be time-consuming, ineffi-
cient, error-prone and cumbersome. Concurrent capture is achieved by using a
micro-controller board which acts as an intermediate platform that is capable
of connecting to multiple sensors at the same time and transmitting data to
the smartphone through one of the connectivity options (Bluetooth, Wi-fi, etc.)
supported by the two communicating devices. The smartphone acts as an aggre-
gating device where further data and metadata collection and processing takes
place before finally sending the data (possibly tagged with metadata) down-
stream to various data repositories as required by the application.
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Table 1. Summary of information dimensions captured.

Component Description

Medical Data Captured from sensors

Validated in the app

Personal Information Basic patient information e.g. name, age,
gender, contact information etc.

Manually entered

Biometric Information Patient Image captured from integrated camera

Used for tagging the data

Sensor Metadata Information about sensors e.g. serial no., batch
no., make, model etc.

Fetched from sensors

Health worker Information Health worker Id, name etc.

Manually entered

Date, Timestamp, GPS Location Associated with data collection encounter

Captured from smartphone OS/middleware

Used for tagging the data

2.1 Types of Data Captured

We first identify the different kinds of data that need to be captured in a reliable
mHealth system. mDroid is designed to be a complete system that is easy to use
and which covers all important aspects needed to be captured in a reliable and
useful mHealth solution. Medical data form the primary pieces of information to
be collected in any mHealth encounter. However, medical data alone will not be
of much use unless they are tagged with certain crucial metadata. These meta-
data are required to attest to the provenance and quality of the data collected,
so that the medical data collected can carry a degree of assurance of authenticity
and trustworthiness.

We propose the following classification of information that need to be cap-
tured for a good mHealth system, as shown in the Table 1. For simplicity, we
have listed only a limited set of metadata classes in our prototype implementa-
tion. This set of data and metadata can be enlarged in future extensions and
adaptations of the mDroid design.

Medical Data form the principal pieces of information collected in the mHealth
scenario. These data comprise readings from multiple biomedical sensors (e.g.,
temperature from a thermometer, etc.) collected together. The design of the
system allows fetching multiple sensors’ readings together within a particular
time frame. This allows for the various physiological parameters to be correlated
for any medical/research analyses.

Personal Information comprises the basic personal information about the
patient, such as Name, ID, Gender, Date of Birth etc. It also includes basic
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contact information (for contacting the subject in case of any emergency or
abnormality detected during analysis). In the mDroid system, we collect per-
sonal information by manual entry into the smartphone app.

Biometric Information forms another dimension of the patient information.
Including biometric information adds several advantages to the system. It can,
for instance, be used to digitally identify the patient in the data repository. It
also induces confidence that the data collected by the health worker is in fact
authentic and has been collected by visiting the patient. In our prototype mDroid
system, a simple and straightforward way to include biometric information is to
capture the patient’s image by using the integrated camera of the smartphone.
Alternative biometric techniques may also be explored, particularly in scenarios
where confidentiality is paramount.

Sensor Metadata is fetched from external sensors through the micro-controller
board. The sensors’ specifications require them to be able to provide device
details such as serial number, batch number, model, make etc. This information
is captured so that any malfunctioning sensors can be identified and reported.
It can be also used to add further verification of usage of assigned sensors by
health workers.

Health Worker Information comprises information such as the name, ID
etc. used to identify the user who is responsible for the mHealth encounter. It
is entered manually by the user in the app and is helpful in tracking the per-
formance of health workers assigned for the data collection job, e.g., for quality
and training purposes.

Timestamp and GPS information is used to tag the data collected (espe-
cially those collected automatically) during an encounter. This information is
captured through the smartphone operating system. It helps identify the date
and geographical location of the mHealth encounter and is a useful parameter
in verification and validation of the data collected.

2.2 Data Acquisition from Sensors to Smartphone

The mDroid system supports multiple medical sensors. These sensors provide
two kinds of data (1) medical data, and (2) sensor metadata. The algorithm for
obtaining a set of data samples from the sensors by the smartphone app is shown
in Fig. 2.

In general, any request for acquiring data involves the smartphone appli-
cation sending a REQUEST byte to the micro-controller board, which in turn
fetches data samples from the sensors and sends them back to the smartphone
app bundled in a RESPONSE packet. Once a RESPONSE packet is received by
the app, it undergoes a series of validations and integrity checks as explained in
Sect. 2.4. Certain data values may be re-fetched in case of corrupt or unaccept-
able values until finally the request is completed and user is satisfied with the
readings fetched.
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Fig. 2. Flow chart for obtaining data samples from the sensors by the smartphone app.

2.3 Structure of Data Exchanged Between Microcontroller
and Smartphone

The data obtained from the sensors are categorised into discrete data points and
continuous data streams. Discrete data comprises the discrete physiological para-
meters such as temperature, pulse rate, oxygen saturation in blood etc., whereas
continuous data covers graphical medical parameters such as ECG, which are
required to be plotted on a graph over an uninterrupted time interval. It should
be noted here that the distinction between discrete and continuous sensors is
only applicable for collection of medical data. No such distinction applies to the
metadata collected across the sensors.
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Fig. 3. Example of REQUEST byte. The request is for a combination of data from
sensors 2, 3 and 5. The MSB is not set denoting that the request is for medical data
from these sensors.

The fundamental messages exchanged between the micro-controller board
and the smartphone are REQUEST byte, RESPONSE packet, data stream, and
STOP byte.

2.3.1 Structure of REQUEST Byte

The fetching of all kinds of sensor data is controlled by the smartphone applica-
tion. Based on the set of data required, the application generates a REQUEST
byte and sends it to the sensor hardware. A REQUEST byte is used to encode
‘what’ has to be fetched. It specifies the kind of data that has to be fetched – is
it a request for medical data or sensor metadata? In the case of medical data, is
it a request for a discrete data packet or for a continuous sensor data stream?
Additionally, the REQUEST byte also encodes the specific sensors from which
these data are requested.

The physical structure of the REQUEST byte is exemplified in Fig. 3. In the
current version, the mDroid system is capable of handling 5 types of medical
sensors. The 5 lower order bits (Bit 0 through Bit 4) of the REQUEST byte
correspond to the five respective sensors while the highest bit (Bit 7), called
Metadata Flag, is used distinguish between the type of data requested (medical
data or metadata) for the specified sensor(s). Bit 6, called Continuous Flag,
is used to differentiate between discrete data request and continuous stream
request. One bit (Bit 5) is left unused for future extension. The design can be
easily extended to support more sensors by increasing the size of the REQUEST
word. The uniqueness of this design lies in the fact that it provides flexibility in
using variable combinations of sensors at the same time as per the requirement
of the mHealth application.

2.3.2 Structure of RESPONSE Packet

Whenever the micro-controller board receives a request for collecting sensor
metadata or a discrete set of medical readings, it fetches the values from the
sensors, couples them together into a data packet and transmits the packet to
the connected smartphone. We call this data packet a RESPONSE packet.
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This RESPONSE packet design allows all the sensor data points collected
at a time to be transmitted together. Coupling readings from different sensors
makes it possible to correlate the different physical parameters.

Fig. 4. Design of a RESPONSE packet.

The physical structure of a RESPONSE packet is shown in Fig. 4. Each data
packet consists of a frame start delimiter, end delimiter, sensor identifiers, sensor
data start and end delimiters, and actual sensor data (medical or metadata).
Sensor identifiers are used to label particular sensors’ data.

The design of the RESPONSE packets allows the mDroid system to form
custom data packets depending on the specific sensors requested by the user
application, supporting flexibility in the set of sensors used by an application
and eliminating the need for maintaining a fixed sequence of sensors in the data
packets.

2.3.3 Continuous Data Stream and STOP Byte

There are certain medical parameters which are required to be captured con-
tinuously over an uninterrupted time interval. Examples of such parameters are
ECG, PPG etc. which make sense only when they are plotted over a continu-
ous time interval. The continuous data stream is acquired separately without
coupling the values with any other sensor data.

On receiving a request for a continuous stream, the micro-controller board
sends the stream start byte followed by the sensor identifier to indicate the sensor
whose data is going to be streamed. It starts fetching data points from the sensor
and transmitting a stream of values to the smartphone device, until it receives
a STOP request.

The STOP request is a special character represented as a byte, which tells
the micro-controller to stop streaming continuous data.

2.4 Data Validation

An important design decision of the mDroid system has been to focus on making
the data collected have a degree of veracity and trustworthiness. Keeping in mind
this design decision, the system performs, on the smartphone, various validation
checks on the data collected for every mHealth encounter.
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The data which are entered manually into the app need to satisfy certain
format validations depending on the field being entered. However, there is only
so much trust that can be imposed on manually entered data and the system
relies greatly on the trustworthiness of the user for entering correct details. The
data acquired from sensor hardware goes through the following validation checks
before being accepted by the system.

Packet Format Validation. When a RESPONSE packet is received on the
smartphone from the sensor hardware, it is first checked to see that it conforms
to the RESPONSE packet format illustrated in Sect. 2.3.2. It is verified to con-
tain all the required delimiters. If the RESPONSE packet fails this check, it is
discarded and the REQUEST byte is sent again to re-fetch the samples.

Integrity Check. Once the format validation is passed, the RESPONSE packet
is checked to ensure the integrity of the data received. The micro-controller board
calculates the checksum by taking exclusive-OR of all the bytes contained in the
response and then attaches to the RESPONSE packet as shown in Fig. 4 before
sending it to the smartphone. The checksum is again calculated using the same
method on the smartphone end and crosschecked with the existing checksum
value contained in the RESPONSE packet to confirm that the data packet is not
compromised. Just as in the case of packet format validation, if the RESPONSE
packet fails this check, it is discarded and the REQUEST byte is sent again to
re-fetch the samples.

Content Validation. Once a packet has been validated to be complete and
intact, the smartphone app extracts various data readings from the packet based
on the packet delimiters. The system performs two kinds of content validation
on these data values extracted. First, the data type is checked to match with
the sensor specification, i.e., whether the data type should be integer, float etc.
filtering out corrupt values that do not match the specifications. Second, a check
is performed against the valid range of values defined for the specific sensor val-
ues. It may be noted here that this range needs to be specified by the user (or
the application designer).

In addition to automatic validation checks, the system also facilitates user
validation by giving control to the user to choose fetching of data samples from
sensors as many times as needed till she gets satisfactory results.

2.5 Coupling All Data and Metadata Together

The final piece that completes data collection through the mDroid system is the
report generation module which is responsible for combining and representing
all kinds of data captured in a meaningful and useful format that can be easily
transferred across different platforms and easily interpreted. This is achieved by
generation of an XML based report, which links all the pieces of information
together. The design of the medical record is based on XML because of its
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simplicity of representation, versatility and widespread acceptance as a vehicle
for information exchange in the modern era.

3 Implementation

The components used in the implementation of the mDroid system were carefully
selected keeping in mind portability and low power consumption. Also, special
emphasis was paid to design the user interface of the mobile phone application
such that an amateur user with minimal training can capture and upload data
with ease. The mDroid implementation can be broadly divided into two parts
(1) Sensor Hardware, and (2) Smartphone Application.

3.1 Sensor Hardware

Sensor hardware comprises all the biomedical sensors along with a micro-controller
board to which these sensors have a wired connection. These biomedical sensors are
basic sensors which have a simple interface with the micro-controller board and are
available at low cost.

In our prototype implementation of the mDroid system, the main parameters
captured are Body Temperature, Pulse Rate, Oxygen Saturation, Galvanic Skin
Response and ECG.

Microcontroller Program. The medical sensors described above can be inter-
faced with a micro-controller board such as Arduino or Raspberry Pi and derive
the power directly from the board. In our prototype implementation, we have
used the Arduino UNO R3 board.

The code for interfacing the Arduino board to the medical sensors is written
using the open source Arduino 1.0.4 software. The prototype implementation
uses Bluetooth as the mode of connectivity between the board and the smart-
phone although the design does not depend on it. RN-42 Bluetooth Module is
used for the Bluetooth transmission using the Serial Port Profile (SPP).

Algorithm 1. Pseudocode for the Microcontroller Program.

1 while connection exists do
2 read REQUEST byte;
3 decode REQUEST byte;
4 write generated RESPONSE to output port;

5 end

Once a connection has been established with the smartphone app, the micro-
controller program keeps listening for a REQUST byte. Based on the request,
it fetches the required values from the sensors, bundles them in a RESPONSE
packet and transmits the packet to the smartphone. The pseudocode for the
micro-controller program is shown in Algorithms 1 and 2.
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Algorithm 2. Pseudocode for Decode REQUEST Byte Function.

Data: REQUEST byte
1 check MSB;
2 if metadata flag is set then

// Metadata is requested

3 for each sensor do
4 if bit is set then
5 fetch metadata;
6 append to RESPONSE;

7 end

8 end

9 else
10 if continuous flag is not set then

// Discrete data is requested

11 for each sensor do
12 if bit is set then
13 fetch sensor data;
14 append to RESPONSE;

15 end

16 end

17 else
// Continuous stream is requested

18 while STOP byte is not received do
19 fetch continuous sensor data reading;
20 write to output;

21 end
22 return;

23 end

24 end
25 write RESPONSE to output;
26 return;

3.2 Android Application

The mDroid smartphone application is developed using the Android SDK 2.3.3
Java platform. Android was chosen for the implementation of the system owing
to its widespread use, affordability, and extendibility. The application supports
any device running Android version 3.0 and above with Bluetooth 2.0. The pro-
totype implementation is done keeping in mind usage by rural health workers for
generating an encounter report. The encounter workflow of the Android applica-
tion comprises: (1) obtaining patient information and health worker information,
(2) obtaining patient image, (3) obtaining medical data, and (4) combining all
data into a medical report to be uploaded to server.

Obtaining Patient and Health Worker Data (Personal Information
and Health Worker Information). The first component in the patient record
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system is obtaining the general information about the patient and health worker.
The mHealth encounter starts with the user being asked to enter this information
through a form based user interface. The module collects the name, ID, age, sex,
and phone number of the patient along with name and ID of the health worker,
and performs suitable validations on the data entered before allowing the user
to proceed. The various validations imposed by the system are as follows1:

• All the entries must be filled. No field can be left blank.
• Name and Sex can take text values. Age and phone number should be numeric

values.
• Sex can take only M or F as values.
• Phone number must be 10 digits.

Capturing Patient Image (Biometric Information). Once the patient and
health worker information have been entered, the encounter workflow navigates
the user to capture an image of the patient, which serves as biometric informa-
tion about the patient. Once an image is captured, the user has the option of
either capturing another image (if he/she is not satisfied with the current image)
or proceeding to capture the medical data. The latest captured image is taken
into account. The image name contains the timestamp when the image was cap-
tured and is of the form IMG yyyymmdd hhmmss X.jpg, where X is a random
number. This allows the image to be uniquely identified on the server avoiding
different image files having the same name.

Capturing Sensor Data (Medical Data and Sensor Metadata). The
next step in the encounter workflow is to fetch readings from the sensors. In the
implementation of our prototype, the user is prompted to select a combination
of medical sensors whose data she wishes to collect.

The app then establishes a connection with the sensor hardware (via the
micro-controller board), requests for metadata and medical data one after the
other from those sensors using the algorithm described in Sect. 2.2. We have
implemented a layered architecture for fetching data from the sensors to the
Android device visualized as a communication stack. The details of the design
of the stack merits a separate description and we intend to cover it in another
paper.

A screenshot of the medical data collection is shown in Fig. 5. The user may
choose to capture a 10 s ECG data, which is fetched as continuous stream sepa-
rately and displayed to the user as a waveform. The ECG values get saved in a
text file which can be later used in the report for uploading to the server.

Generating Encounter Report. Up till this point, we have patient informa-
tion and health worker information input by the user, patient image captured
using the smartphone integrated camera, and medical data along with sensor
metadata fetched from the sensors. In the next step in the encounter workflow,
1 The specific choices described here only illustrate that these data must be checked

for conformance to a specified format.
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Fig. 5. Screenshot of mDroid app.

the user proceeds to generate the encounter report. At this point, the app picks
up the date, timestamp and GPS location from the Android device. Now, we
have all the information dimensions captured. The app generates an XML based
encounter report which contains all the information captured in a well-defined
format. This report gets saved on the smartphone.

A sample medical record generated by the application is depicted in Fig. 6.
If the user wishes, he/she can choose to upload this data record onto the server.
The encounter report along with the captured image file and ECG text file is
uploaded on the server, where the image and text files are stored in separate
directories.

4 Application Scenarios

mDroid is a user-friendly, affordable and portable multi-sensor data collection
system which has a straightforward encounter workflow for collecting, combining
and uploading health information with ease without requiring any specialized or
intensive training. The mDroid system has been designed in a fashion to make it
a versatile mHealth data collection system that has ubiquitous usages, varying
from data collection by health workers, usage by health professionals at their
clinics or for personal health monitoring by individuals. To illustrate this point,
let us consider the following scenarios.

Sushma is a moderately educated health worker in the Navli village of India
working for a sub-health centre covering a population of about 500 people. Her
job is to make door-to-door visits, note down various medical readings of the
residents on a piece of paper, and bring them to the sub-health centre. Several
such encounter records are stacked up in the sub-health centre from where they
are manually entered into a central database on a monthly basis. This can be
easily replaced with the mDroid system for data collection, which would not
only make the life of health workers like Sushma a lot easier, but also get rid of
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Fig. 6. A sample XML report generated by the mDroid app.

countless problems, errors and inaccuracies associated with maintaining paper-
based records and manual entry to the databases.

In another scenario, a physician working at a clinic may need to monitor a
patient having dengue where the he would need to keep track of patient’s body
temperature and pulse rate. The mDroid system combines various sensors into
a single platform facilitating usage for monitoring patients in special situations
that require monitoring more than one health parameter. The doctor can easily
use the mDroid system by selecting only the required sensors, i.e. the tempera-
ture sensor and pulse rate sensor in this case.

In a third scenario, a patient suffering from anxiety can be monitored at home
by doctors at a hospital by using the ECG and Galvanic Skin Response (GSR)
parameters. The team of doctors need not continuously observe his parameters,
but instead an application running on the smartphone can analyse the medical
data and send an emergency notification if and when there is an indication of
the onset of an anxiety attack.

The auto-generated encounter records are XML compliant, facilitating easy
consolidation, transmission and retrieval of medical records from servers. More-
over, it allows existing protocols to be used for exchanging data among heteroge-
neous systems. The capability of XML to exchange data among different types of
computing platforms enables disparate back-end systems in health care organi-
sations to work together. The data records generated by the mDroid system can
hence be easily made available to the care givers and researchers.
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5 Related Work

Several technologies have emerged in the recent years for facilitating data capture
in mHealth. Some of the related relevant efforts in this field are discussed in this
section.

The Swasthya Slate [10] (Health Tablet) developed by Public Health Foun-
dation of India (PHFI) is a useful system for collection of medical parameters
from different sensors using Android based tablets. The ODK Sensors [11] frame-
work facilitates development of sensor-based mobile applications by creating a
common abstraction that enables all sensors to be accessed through a unified
sensing interface. Other related frameworks for mobile health care are the SANA
[12] technology developed at MIT and CommCare [13] developed by the Dimagi
Corporation. The prime focus of the SANA tool is to transmit the medical infor-
mation to the reach of various stakeholders in the health care domain. Comm-

Table 2. Comparison of mDroid with related software platforms.

Related plat-
form/framework

Key aspects mDroid in Comparison

Swasthya Slate [10] - multi-sensor medical data
collection system

- metadata collection makes
system more reliable and
trustworthy

- no support for contextual
data or XML report

ODK Sensors [11] - framework for including
multiple sensor data into
mobile app

- sensors connected to
custom sensor hardware
having single connection
channel with phone

- manages every connected
sensor separately

- multi-sensor data collected
can be correlated

SANA [12] and
CommCare [13]

- support for pushing medical
files in the form of plain text
and multimedia to server

- combines form-based data
collection with sensor
data to generate complete
encounter report

- no support for external
sensors

Funf [14] - support for multiple built-in
data probes including data
collected by on-phone
sensors and various kinds of
data managed on the phone
such as call-logs, media files
etc.

- provides support for
collecting data from
multiple external sensors
simultaneously

- no advertised support for
external sensors
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Care is an open source mobile platform for CHWs and frontline workers, that
seeks to boost workers’ abilities through improved access, quality, experience
and accountability of care. Funf [14] is a sensing and data processing framework
for enabling the collection, uploading and configuration of a wide range of data
signals accessible via a mobile phone.

The comparison of these software platforms with mDroid is summarized in
Table 2. By including sensory data along with contextual data, mDroid proves
to be a reliable and useful mHealth data collection tool.

BITalino [15] provides an interesting platform for data collection and manage-
ment with an innovative, low cost, modular bio-signal sensor kit that facilitates
making quick and easy-to-build medical devices and health tracker apps. It sup-
ports a host of sensors for data collection which can interface with computing
platforms such as Arduino (and derivatives) and Raspberry Pi. We intend to
embed this platform in our architecture for obtaining sensor data in our future
experiments.

6 Conclusions

The fundamental concept of data collection in a variety of mHealth scenarios has
been identified as an encounter between a patient and a user who is equipped
with a collection of sensors connected to a micro-controller that communicates
with a smartphone. The user collects not only medical data of the patient, but
also various kinds of metadata that serve to contextualise the information, thus
rendering it more complete and trustworthy. The smartphone acts as an aggre-
gator of the sensor data (and metadata) which it packages into records that
may be sent to medical repositories. The smartphone may also locally process
the data and perform a variety of analyses that may improve the delivery of
quality health care to the patient. The main contributions of this paper are to
categorise the various kinds of data and metadata collected; to specify protocols
by which data from multiple sensors may be combined, coupled and correlated
with metadata; and to specify how these data and metadata may be validated
– all within a simple, versatile and easy-to-use framework.

This paper extends [1] by clearly outlining the various kinds of data and meta-
data, and by performing enhanced validation checks to increase robustness and
accuracy in the system. The logical and physical structures of all data exchanged
in the system have been detailed highlighting the factors that make the system
a flexible and scalable system in mobile health care. The notion of combining
metadata information with clinical data increases confidence in the information
collected and will help to a great extent in performing various kinds of analyses
on the data collected. This work also details the algorithm implemented at the
micro-controller board for decoding the REQUEST byte that unfolds how this
design can be used to fetch various kinds of combinations of data from multiple
external sensors.

The various kinds of metadata collected through the system provide a vision
towards development of reliable systems in a variety of areas. In personal health
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monitoring, technologies like mDroid can be envisioned to be linked to a personal
history database, wherein a health care professional can interpret the changes
in patterns of the data collected over time, and help in analyses of personalised
medical behaviours of a person. Correlating health worker information and accu-
racy of data collected can help in analysing and tracking the work of community
health workers better, and serve as inputs for improving the quality and identify-
ing areas of training required for them. Sensor metadata can help in identifying
faulty sensors by observing the data collected using certain sensors over time.
The information dimensions outlined in this paper have been limited to few
parameters for simplicity. This design can be extended to have a host of other
metadata information for building trustworthy and veracious mHealth solutions.

Although the design of the system architecture has been made targeting data
collection in the health care domain, we note that the design of mDroid can be
adopted in any sensor-based applications for capturing different dimensions of
data in a simple and trustworthy manner.

In this paper we have confined ourselves to presenting the design of an
encounter-based multi-sensor system. As noted above, a forthcoming paper will
describe in greater detail the “Sensor Stack” for the implementation of the
application-level communication protocol, as well as the realisation on an Android
platform and micro-controller boards such as the Arduino or the Raspberry Pi.

There also is a lot of further work in the development and refinement of
the mDroid project. Some of the directions for the future involve working on
the security aspects including protection from network vulnerabilities; access
control and authorisation aspects for the health data repositories; incorporating
provenance analyses; distributed information flow analyses; and integration of
XML based records with open source standard repositories for management of
electronic medical records. Furthermore, we are interested in employing these
concepts while outlining or developing a variety of applications for mHealth
monitoring as well as other sensor-based data collection and analysis systems.
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Abstract. Currently, the changes in functional capacity and performance of
stroke patients after returning home from a rehabilitation hospital is unknown to
a physician, having no objective information about the intensity and quality of a
patient’s daily-life activities. Therefore, there is a need to develop and validate
an unobtrusive and modular system for objectively monitoring the stroke patient’s
upper and lower extremity motor function in daily-life activities and in home
training. This is the main goal of the European FP7 project named “INTERAC‐
TION”. A complete full body sensing system is developed, whicj integrates Iner‐
tial Measurement Units (IMU), Knitted Piezoresistive Fabric (KPF) strain
sensors, KPF goniometers, EMG electrodes and force sensors into a modular
sensor suit designed for stroke patients. In this paper, we describe the complete
INTERACTION sensor system. Data from the sensors are captured wirelessly by
a software application and stored in a remote secure database for later access and
processing via portal technology. Data processing includes a 3D full body recon‐
struction by means of the Xsens MoCap Engine, providing position and orienta‐
tion of each body segment (poses). In collaboration with clinicians and engineers,
clinical assessment measures were defined and the question of how to present the
data on the web portal was addressed. The complete sensing system is fully
implemented and is currently being validated. Patients measurements start in June
2014.

Keywords: Telemedicine · Architecture · Sensing system · Stroke · Home
environment · Daily-life activities · Monitoring · Performance · Capacity

1 Introduction

Currently, the changes in functional capacity and performance of stroke patients after
returning home from a rehabilitation hospital is unknown to a physician, having no
objective information about the intensity and quality of a patient’s daily-life activities.
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As a consequence, the physician is unable to monitor the prescribed training program
for sustaining or increasing the patient’s motor capacity (what a patient is able to do)
and performance (what a patient is doing in actual practice) and cannot give advice to
the patient outside the hospital setting. Therefore, there is a need to develop and validate
an unobtrusive and modular system for objective monitoring of daily-life activities and
training of upper and lower extremity motor function in stroke patients. That is the main
goal of the European FP7 project named INTERACTION [4]. A physician will be able
to continuously evaluate the patient’s performance in a home setting by using the
INTERACTION system, allowing the physician to compare the patient’s performance
at home with the patient’s capacity in the rehabilitation hospital. Thereby, the system
will support the physician in making decisions on, for example, altering the prescribed
training programs.

The INTERACTION sensor system is composed of Inertial Measurement Units
(IMUs), Knitted Piezoresistive Fabric (KPF) strain sensors, KPF goniometers, EMG
electrodes and force sensors. These sensors are integrated into a custom-made modular
suit for stroke patients (e-textile), which consists of a shirt, a pair of trousers, shoes and
gloves. The iterative design process for the sensor suit includes several usability tests
as well as an extensive user requirements analysis with medical and technical experts.
Data are captured wirelessly on a home-gateway, which transmits the data to a secure
database. Portal technology can access and process the data. The results can be consulted
by a clinician whenever necessary.

In this paper, we describe the complete sensing system, including the architec‐
ture and the requirements for presenting the assessment measures to clinicians.
Specifically, in Sect. 2, the system requirements are given along with an overview
of the whole system and a detailed description of each component. The design of the
sensing suit is described in Sect. 3. In Sect. 4, the data processing aspects of the
system will be explored in further detail. In Sect. 5, the design process of the data
presentation is elaborated upon. In Sect. 6, the current implementation of the system
is presented and finally, in Sect. 7, the conclusions and future work are described.

2 System Architecture

2.1 System Requirements

Five major requirements were set before the initial system development:

1. The system should compute and display motor capacity and performance measures
to evaluate stroke patients during daily-life activities (for example: grasping an
object) in a home setting.

2. The sensing system should be unobtrusive for patients to wear and easy to use.
3. The system should be divided into several modules: upper extremity (shirt), lower

extremity (trousers), gloves and shoes. This will allow clinicians to assign different
modules to different patients according to the clinicians specific interests.

4. Analysis of the sensor data will not be done in real time. The system should be able
to store the computed data such that it can be accessed by a clinician when needed.
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5. The system should present the performance information of the patient to the clini‐
cian, such that it optimally supports monitoring the progress of the patient and deci‐
sions about continued therapy. The clinician should be able to inspect the information
in progressive detail from global performance parameters to details concerning the
quality of specific movement tasks, according to his or her needs.

2.2 System Architecture Overview

The INTERACTION system’s architecture is based upon a generic architectural
approach described by Pawar et al. [9]. Figure 1 shows a general overview of the current
system’s architecture. The Body Area Network (BAN) is composed of several sensors
listed in Table 1 and a home gateway. The Xsens wireless Awinda protocol is used to
connect and synchronize the sensors to the home gateway, which captures the data and
stores it in a European Data Format (EDF) [2]. The EDF file protocol was extended for
the INTERACTION project by adding additional signal labels to the header of the file.
The home gateway application uploads the EDF file to a secure and remote SQL database
if an internet connection is detected. A server, installed at the University of Twente, runs
Liferay portal software with Matlab [4, 5]. The portal obtains the data from the database
and sends the results to Matlab for processing. The results are saved and visualized on
the web-portal on request. Each component is explained in detail in the following sub-
sections.

Table 1. Sensor overview.

Type of sensor Number of sensors

Shirt Trousers Pair of shoes Pair of gloves

IMUa 6 4 2 2

KPF Strainb 2

KPF goniometerb 1 2 6

EMG electrode setb 2

Forcec 4 12
aXsens MTw and MTw CE sensors [15].
bDeveloped by the University of Pisa.
cTekscan FlexiForce® [12] and Interlink force sensors [5] for shoes and gloves.
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Fig. 1. System architecture. The home gateway captures sensor data and sends it in a EDF to a
secure database. Portal technology can access and process the data and visualize the results to
clinicians on a web-portal.

Fig. 2. Sensing system overview. The CE goniometers over the knee and spine are removable
and only one EMG sensor set, located on the affected side of the patient, is connected.

Fig. 3. A spring Model-View-Controller structure of a portlet.
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Fig. 4. The final design of the INTERACTION suit.

2.3 Body Area Network

The Body Area Network (BAN) consists of all body sensor components and a gateway
to capture, store and upload sensor data.

Sensors. The INTERACTION sensor system is divided into four modules, each of
which comprises of a number of sensors as listed in Table 1. Each Xsens MTw sensor
box includes 10 primary signals: a 3D accelerometer, a 3D goniometer, a 3D magneto‐
meter and one Pressure channel [15]. Knitted Piezoresistive Fabric (KPF), the properties
of which include a short transient time, reduced aging, washability and signal reprodu‐
cibility has been employed both as strain sensors and, arranged in a double layer struc‐
ture, as goniometers to monitor joint movement of the shoulder and respectively the
thoracic spine, knees and fingers. The KPF sensors are developed by the University of
Pisa; the strains are fully integrated in the e-textile suit, but the goniometers for the knees
and spine are removable. Two sets of EMG electrodes are integrated into the shirt (on
the left and right shoulder) and the signal is pre-processed by an on-body front-end
system into a smooth rectified signal. Only the EMG electrode set, located on the affected
side of the patient, is connected. The choice of realizing an unobtrusive, minimal EMG
sensor set led to the use of the electrodes on the deltoid only, due to its anti-gravitational
function, to detect its activity and discriminate the presence of compensatory movements
in the shoulder.

The kinaesthetic and kinetic glove module was designed to identify reaching and
grasping activities. KPF goniometers were integrated in the metacarpal-phalangeal area
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of thumb, index and medium fingers. Moreover, force sensitive resistors were integrated
in the palm and lateral side of the glove to measure contact pressures and give an indi‐
cation of hand loading in stroke patients. An additional force sensor was integrated on
the lateral side of the middle phalanx of the forefinger to complete the information
derived from the goniometers and to improve the discrimination between hand positions
that have similar joint angular values (Fig. 5). Force insoles were made for different shoe
sizes to be fitted into the patients shoes. Each insole comprises of two pressure sensors:
one under the heel and the other under the forefoot, such that they measure the pressures
at the main pressure points under the feet (Fig. 6).

Fig. 5. Glove design. KPF goniometers were integrated in the metacarpal-phalangeal area of
thumb, index and medium fingers. Force sensitive resistors were integrated in the palm, lateral
side of the glove and the lateral side of the middle phalanx of the forefinger.

Fig. 6. Force shoe insoles. Each insole comprises of two pressure sensors: one under the heel
and the other under the forefoot. The right insole shows the sensor locations.
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The Xsens Awinda Auxiliary Data Functionality enables users to combine data
coming from a wide range of devices with the inertial data from the MTw sensors and
use the wireless link of the MTw as a means of transporting this data. The KPF strain
sensors, KPF goniometers, EMG electrode set on the patient’s affected side and force
sensors on the gloves and shoes are each physically linked to a modified MTw sensor
box by passing the data to the MTw’s pressure channel. The strain sensors and force
sensors on the shoes and the force and goniometers on the gloves are multiplexed to be
sent over one channel. As a result, the wireless capabilities of the MTw’s for data trans‐
mission from the BAN to the gateway are preserved. The integrated sensors are
connected via waterproof connectors to insure the washability of the shirt. Figure 2
provides a global overview of the sensing system for the upper and lower extremity.
Each MTw sensor unit outputs 10 primary signals, each of which is assigned a unique
sensor label within the EDF file. The data collection rate is dependent on the number of
sensors. In the INTERACTION project, the collection rate is set to 20 Hertz. This data
collection rate has been assessed to be appropriate, since 3D kinematics is analyzed at
a higher frequency (1800 Hertz) inside the MTw sensor units before transmission to the
Awinda base station. This local analysis provides a more accurate estimation of accel‐
eration and angular velocity values. 20 Hz is an appropriate rate for transmission of 3D
orientation as well as the other quantities measured by the sensors, as specified in Table 1.

Gateway. The home gateway has three main functions: (1) collecting the data from the
sensors, (2) storing the sensor data inside an EDF file every five minutes and (3)
uploading the EDF file to the database. The sensor data is first logged using an Xsens
mtb file structure to handle sensor packet loss and data retransmissions and then
converted to EDF. The software automatically tries to reconnect with the sensors in case
one or multiple sensors are out of range.

The data storage interval of five minutes was determined by considering the available
network bandwidth as well as the decreasing overhead of the EDF file with measurement
time. With five minutes of data, the EDF data record has a size of 1.6 MB in total
according to Eq. 1 (also called the “payload”) and a header size of 35.25 kB according
to Eq. 2. Therefore, the header occupies only 2.15 % of the total EDF file space. The
ratio between the payload and the header of a file is called the “overhead”.

(1)

(2)
The inputs for Eqs. 1 and 2 are as follows: Nimu: 14 (Number of IMU’s), Nsignals:

10 (Number of sensor signals per IMU), Nlabels: 10 (number of sensor labels), Mt: 300 s
(Measurement time) and Fs: 20 Hertz (data collection rate). The 256 bytes in Eq. 2 is
the size of the general EDF header. The data is uploaded to the database with SSL secure
data encryption over the network using RESTful web services, and the users of the
database are authenticated using a username and password combination. Furthermore,
within the EDF file, only a device ID is used to identify each sensor suit, so no patient
names are exchanged.
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The home gateway software is used by clinicians to setup the INTERACTION
system for collecting patient data at home or in the clinic. The user interface was
designed in an iterative process throughout the INTERACTION project. Several
usability tests were done during software development. Clinicians were monitored (with
video cameras) while performing several measurement scenarios with the hardware and
software while thinking out loud. After the scenarios were done, interviews were
conducted to get the clinician’s opinion. This cycle was repeated several times while
developing the gateway software. Options in the interface include: choose a patient,
choose the type of measurement (a calibration measurement, a performance measure‐
ment or a capacity measurement), switch a sensor (in case of a malfunction) and view
sensor data. The interface provides visual feedback on the duration of the measurement,
when sensors get out of range or when data is uploaded to the server.

2.4 Database

An SQL database was configured at the Roessingh Research and Development centre
(RRD) by reason of their technical experience in secure databases. Dedicated API’s
were constructed for communication between the home gateway and portal using SSL.
For obtaining the data, a correct combination of username and password is required to
authenticate the user, and a separate authorization model is in use which determines the
access rights of the user, including his or her reading and writing rights. A query engine
is developed based on RESTful web services to obtain EDF sensor data from the RRD
database on receiving a request from the web portal with a start and end time.

2.5 Portal

The web-portal is responsible for controlling and visualizing the data. We chose the
Liferay portal framework as it provides a flexible working environment to develop port‐
lets in a Spring Model-View-Controller (MVC) structure using Java, JavaScript, CSS
and JSP. This structure is shown in Fig. 3. Liferay includes a dedicated Content Manage‐
ment System, which allows the portal to be personalized for different users by means of
a detailed access-control scheme for assigning different rights to different users. The
View component is responsible for displaying the processed data to the user and includes
two visual libraries: the Highchart library [3] for graphs and the Bootstrap library [13]
for a responsive layout and website elements. The front end Controller component is
connected with the View and initiates the Model(s). The Model components obtain the
data from the database by use of multiple queries and subsequently send the data to
Matlab via a Matlab-Java bridge [8]. Users are able to send requests for different types
of measurement data in a specific portlet (by pressing, for instance, a button on the web-
portal). These requests are directly forwarded to the Controller component associated
with that portlet. This Controller initiates several Models accordingly. With this MVC
structure, we are able to process and visualize large amounts of data in an organized
way. Multiple portlets can be constructed, each having a different function to show
different types of data on the same web-page or on separate web-pages.
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3 E-Textile Suit Design

The INTERACTION sensor suit combines a shirt, trousers, shoe insoles and gloves.
These fabrics are characterised by a different amount of elastic component and different
weight. A heavier fabric with higher elasticity was used for the sensing part of the shirt
and the trousers to guarantee a good fitting with the body shape, whilst a fabric based
on ceramic components was used to realise the rest of the suit. These mineral compo‐
nents, that are introduced at fibre level, affect the thermo-regulation of the body and
improve blood micro-circulation when in contact with the skin for more than six hours.
The properties of the fibres do not deteriorate after repeated washing cycles. Several
prototypes were realized in a joint effort between designers, engineers, clinicians and
stroke patients. To evaluate the functionality of the KPF strain and goniometer sensors,
a series of testing prototypes have been designed. These prototypes offer the possibility
to evaluate different configuration of the system by varying the location, the dimension
and the number of textile sensors. The prototypes were accessorised with velcro® strips
to facilitate this process. The positions of the strips were varied to test the functionality
of the corresponding sensors that can be attached with the velcro® on the garments.
Decisions on the materials, dimensions, shapes and locations of the textile EMG elec‐
trodes were made after a round of experiments, performed to determine the best solutions
that optimized the functionality of the garments in terms of their sensing properties [11].

The sensing glove has to accurately fit the hand in order to provide an adherence
similar to a second skin. Furthermore, thermal comfort is another fundamental require‐
ment, solved by the selection of a suitable material in term of breathability and elasticity.
A patented fabric has been used for the basic prototype of the glove, which combines
two types of fibres: a polyamide microfiber and LYCRA® elastomer. In Fig. 5, the glove
is shown in detail. The force shoe insoles were designed based on Regular shoe insoles.
Two layers of fabrics were merged, where the force sensors were placed in between to
make a tight fit. The force insoles are shown in Fig. 6.

The final designs resulted in a system that balances the wearability properties of the
prototypes with the requirements in terms of the positions and mechanical constraints
of the sensors. Patients tested the final designs, in which solutions were added to increase
the easiness of wearing and removing the sweatshirt and the leggings (for example,
zippers on the side of the shirt and sleeves). Different designs were made for male and
female. In total, four complete sensing systems and one back-up system were made,
each with several e-textile clothing sizes ranging from S to XL. In Fig. 4, the INTER‐
ACTION sensor system is shown.

4 Data Processing

Within INTERACTION, sensor data is captured from up to 14 IMU’s. The data is stored
in a secure database and will be processed over night. This ensures a short waiting time
during the day for displaying patient reports to clinicians on a website. Matlab [7] soft‐
ware is used for data processing, which also includes several external libraries from
Xsens. The data processing flow is shown in Fig. 7.
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Fig. 7. Data processing flow.

The first step in processing the data is obtaining sensor data in EDF from the database.
This step is realized by the use of RESTful web services to access the database and
implemented via a custom-made Java portlet in the Liferay web-portal software. The
second step is to initiate Matlab and pre-process the EDF sensor data for the later steps.
The pre-processing includes matching the correct calibration data with the measurement
data, estimating the orientation of the sensors and structuring the data. Furthermore,
Additional sensors from the INTERACTION suit, such as the KPF strain sensors on the
shoulders, goniometers and force sensors inside the glove and force sensors in the shoe
insoles, are demultiplexed.

Step three consists of inserting the pre-processed sensor data into the Xsens MoCap
Engine (XME). The XME computes poses of all body segments, where a pose is defined
as an orientation and position of a body segment [10]. A full body 3D reconstruction
can be made by using the XME. From these poses, joint angles according to the ISB
standards and several kinematic distances (like the hand-sternum distance) are calcu‐
lated as part of step four.

Table 2. Examples of clinical assessment measures in the INTERACTION system.

1 Arm usage of the affected and non-affected arm

2 Maximum reach of the affected and non-affected arm

3 Range of Motion of the elbow and shoulder of the affected and non-affected
arm

4 Range of Motion of the trunk

5 Maximum grasping force of the affected and non-affected arm

6 Number of grasps of the affected and non-affected arm

7 Number of steps, step length and step time

8 Weight support by affected and non-affected leg

In step five, basic activities of the patient are detected based on the results of step
three and four. A number of daily-life activities were classified and these activities are
shown in Fig. 8. The activity algorithms were developed with the goal of getting a high
specificity in identifying the activities. In the final step, the INTERACTION clinical
assessment measures are computed. These measures are presented to the clinicians in
the form of a report and should provide valuable insight into the patient’s capacity and
performance during daily-life activities. These measures are being determined in a joint
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effort among clinicians and engineers. Several examples of these measures are listed in
Table 2.

Fig. 8. Activity classification.

5 User Interface

Designing a graphical user interface for clinicians to access the web-portal and deter‐
mining which clinical assessment parameters to present on the web-portal is one of the
major challenges in the INTERACTION project. The INTERACTION system will be
collecting data that clinicians are not familiar with in current practice and the data has
to be presented in a format that clinicians can understand and evaluate within a few
minutes. Therefore, in close collaboration with clinicians, we investigated which clinical
outcome measures are relevant and how to present the data in such a way that the capacity
and performance of a patient can be easily evaluated and compared over time. We first
collaborate with clinicians directly involved in the project only and, when final decisions
have been made, will evaluate the results with clinicians not related to the project. At
the start, interviews were conducted with clinicians and engineers from the Netherlands
(Roessingh Research and Development centre, Enschede) and Switzerland (University
hospital in Zürich and Cereneo Rehabilitation centre, Vitznau). We concluded the
following: Clinicians can have as many as 40 stroke patients in treatment at a given
moment, all of whom have to be evaluated within one hour by the end of the week. This
amounts to only a few minutes per week to analyze the performance of each patient.
Hence, there is a need for a basic overview of all patients on the web-portal with an
option to successively drilldown to a particular data set for a particular patient. As soon
as the patient data is processed, it will be available in a report format on the website.
This report includes the assessment measures of INTERACTION for the upper
extremity and lower extremity. A basic overview of all the subjects is available. The
clinician is then able to choose a subject and a measurement day and ask for the report
for that day. In this report, the patients capacity measurements in the clinical setting
(consisting of multiple clinical measures such as the Berg Balance Scale [1]) are
compared with his or her performance measurements in a home environment and can
also be compared with healthy subject measurements. An example of the upper
extremity webpage is shown in Fig. 9.
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Fig. 9. Example of the upper extremity webpage. The patients capacity is compared with his or
her performance during reaching activities for the left and right arm. Several range of motion
graphs are shown on top. A plot of the hand-sternum distance in the transversal plane (x,y) is
shown on the bottom. The outline is visualized and the area in this outline is computed.

Different Range of Motion charts for the elbow angle, hand-sternum distance and
trunk flexion angle are shown for comparing capacity with performance during reaching
activities. Box plots are available as well to show the distribution. Furthermore, the
reaching positions of the left and right hand relative to the sternum are shown as a top
view (x,y) along with, for example, the reaching areas for comparing the left and right
arm. Extracting relevant assessment measures and how to visualize them is, and remains
an ongoing process within INTERACTION.

6 Implementation

We finished and tested the complete system architecture, from sensors to web portal,
with a full body configuration. This includes all system components with over 14 Xsens
MTw sensors. Prior to this, the systems architecture was constructed by first using one
sensor, then extending it to three sensors with a combination of a basic upper body
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biomechanical model and finally to a total of 14 sensors with a full body biomechanical
model. The gateway software, web-portal software and biomechanical model were
developed in parallel and merged together in May 2014.

To measure with the INTERACTION system, the Xsens Awinda base station is
connected to a laptop which runs the gateway software. A pre-determined sensor config‐
uration (for example, full body with gloves and shoes), subject ID and the type of meas‐
urement have to be set using the gateway software options menu. The mode to initialize
the system then becomes available. Initializing the system includes waking up the sensors
(they are in sleep mode when not used and can be woken up by a slow turning motion),
and waiting until all sensors are synchronized with the Awinda base station. We use an
anatomical print with sensor locations upon which sensors can be placed during the initi‐
alization phase. The clinician then knows which sensor is assigned to which body
segment and can later place the sensor boxes in the correct textile suit pockets. After all
sensors are synchronized, the software automatically goes into calibration mode and waits
for the user input to measure. In this phase all MTw sensor boxes are placed in the e-
textile suit pockets and additional sensors like strain, goniometers and force sensors are
connected. The subject is now instructed to stand in an N-pose (standing up straight with
arms alongside the body) for 20 s for a calibration measurement. When a calibration is
successfully performed, the software continues to the specified measurement mode and
when the user and subject are ready, the measurement can be started by the clinician by
pressing “start measurement”.

A number of test were done on healthy subjects with the complete sensing system,prior
to the start of patient measurements, in the lab and in a home environment in April and May
2014. An example of a healthy subject performing a 10 - m walking test is shown in
Fig. 10. A 3D visual reconstruction is shown on top and the left knee joint angle is plotted
for the different axes according to the ISB standards. The walking test started by sitting in
a chair, then standing up, walking 10 m in a normal pace, turning around, waiting, walking
back and finally sitting down again. During sitting, the knee joint angle is at about 90
degrees flexion, and when walking it oscillates from 5 to 75 degrees for this particular
subject. The activity recognition schemes are successfully implemented and healthy
subject measurement data was successfully selected for the specified activities for further
analysis. Upper extremity clinical assessment measures were shown on the web-portal
based on the test data.

Several training days were organised in Enschede and Zurich to train clinicians in
using the INTERACTION sensor system. The training included how to use the hardware
and software of the complete sensing system in several measurement scenarios and
practicalities such as how to wash the specialized e-textile suits. In Fig. 11, clinicians
are measuring with the complete sensing system. The sensing suit is worn under regular
clothing. Support protocols were created so that technical experts are available during
patient measurements and one complete set of sensors was built as backup in case of
sensor failure. Measurement protocols were made for patient measurements in the clinic
and at home.
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Fig. 11. Clinicians measuring with the INTERACTION system. The sensing suit is worn under
regular clothing.

A number of lab and in-home tests were done by wearing an on-body tablet pc with
an Xsens Awinda USB dongle to overcome connection issues with the Xsens Awinda
base station when walking out of range. These tests were successful and further options
are explored like how patients can safely wear a small tablet on-body (in for example a

Fig. 10. INTERACTION 3D full body reconstruction during a walking test. The left knee joint
is plotted over time for abb/adduction, internal/external rotation and flexion/extension.
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pouch attached to a belt) and optimizing the wireless connection by the placement of
the USB dongle.

7 Conclusion and Future Work

The INTERACTION project aims to develop and validate an unobtrusive and modular
system for objectively monitoring of upper and lower extremity motor function in stroke
patients during daily-life activities. The system’s complete architecture was developed
according to the requirements identified at the beginning of the project. The architecture,
including all its components, have been tested for up to 14 MTw sensors for a full body
configuration. The biomechanical model, including the Xsens MoCap Engine (XME),
is optimized for the INTERACTION sensor configuration and provides a full body 3D
reconstruction. Position and orientation of body segments, joint angles and anatomical
distances were computed successfully from several test measurements with healthy
subjects in the lab and at home. The gateway software is fully tested and extended with
an auto-reconnect feature when sensors become out of range and return within range.
This will ensure that more measurement data are collected when measuring subjects at
home, which is prone to out of range issues. Furthermore, the portal’s MVC structure
has been designed to be extensible and provides a flexible coding environment for engi‐
neers by the inclusion of a Matlab-Java bridge for back-end data processing algorithms.
The XME, and the algorithms for activity recognition and for computing clinical assess‐
ment measures are included within the back-end data processors.

An option was investigated for the out of range issues, namely by measuring with
an on-body tablet. This option was successfully tested in the lab and at home with a full
body configuration and is currently being optimized for use. The next step is to validate
the sensor suit by comparing it with Vicon [14] as an optical reference measurement
system. The activity recognition algorithms for upper and lower extremity measures
need to be validated as well and the specificities need to be determined. Patients meas‐
urement are starting in June 2014 at both the Roessingh Research and Development
clinic in the Netherlands and the neurorehabilitation clinic Cereneo in Switzerland as
well as at the patients home. At home measurements will provide additional challenges
as external factors such as unpredictable magnetic distortions and movement of clothing
will have larger influences on sensor data than in a controlled environment.

In this project, we have identified an extensive list of potential clinical assessment
measures. The list of clinical assessment measures given in this paper is an example of
what the INTERACTION system will deliver. We are now in the process, together with
clinicians and engineers, to make a final selection of these measures to be implemented
by the system.
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